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Abstract—The Job-Shop Scheduling Problem (JSSP) is considered as one of the difficult combinatorial optimization problems and treated as a member of NP-complete problem class. In this paper, we consider JSSPs with an objective of minimizing makespan while satisfying a number of hard constraints. First, we develop a genetic algorithm (GA) based approach for solving JSSPs. We then introduce a number of priority rules such as partial reordering, gap reduction and restricted swapping to improve the performance of the GA. We run the GA incorporating these rules in a number of different ways. We solve 40 benchmark problems and compared their results with that of a number of well-known algorithms. We obtain optimal solutions for 27 problems, and the overall performance of our algorithms is quite encouraging.

Index Terms—Job-Shop Scheduling, Makespan, Genetic Algorithm, Heuristics.

I. INTRODUCTION

THE job-shop scheduling problem (JSSP) is a common problem in the manufacturing industry. A classical JSSP is a combination of $N$ jobs and $M$ machines. Each job consists of a set of operations that has to be processed on a set of known machines, and has a known processing time. A schedule is a complete set of operations, required by a job, to be performed on different machines, in a given order. In addition, the process may need to satisfy other constraints. The total time between the starting of the first operation and the ending of the last operation is termed as the makespan. Makespan minimisation is widely used as an objective in solving JSSPs [1-7]. A feasible schedule contains no conflicts such as (i) no more than one operation of any job can be executed simultaneously and (ii) no machine can process more than one operation at the same time. The schedules are generated on the basis of predefined sequence of machines and the given order of job operations.

The JSSP is widely acknowledged as one of the most difficult NP-complete problems [8-10] which is also well-known for its practical applications in many manufacturing industry. Over the last few decades, a good number of algorithms have been developed for solving JSSPs. However, no single algorithm is capable of solving all kinds of JSSPs optimally (or near optimally) within a reasonable time limit. Thus, there is scope to analyze the difficulties of JSSPs as well as to design algorithms that may be able to solve most of the standard problems.

In early stages, Akers and Friedman [11] and Giffler and Thompson [12] explored only a subset of the alternative solutions to suggest acceptable schedules. Although such an approach was computationally expensive but it could solve the problems much quicker than a human can do at that time. Later, the Branch-and-Bound (B&B) was widely popular for solving JSSPs which uses the concept of omitting a subset of solutions those are out of the bounds [13-15]. Among them, Carlier and Pinson [15] solved a $10 \times 10$ JSSP optimally for the first time which was proposed in 1963 by [16]. They considered the $N \times M$ JSSP as $M$ one-machine problem and evaluated the best preemptive solution for each machine. The algorithm relaxes the constraints in all other machines except the one under consideration. The concept of converting $M$ machines problem to one-machine problem is also used by Emmons [17] and Carlier [18]. As the complexity of this algorithm is directly dependent on the number of machines, it is not computationally cheaper for large scale problems.

Although the above algorithms can achieve optimality or near optimality, they are computationally expensive, even out of reach for large problems with the current computation power. For this reason, numerous heuristic and meta-heuristic approaches are proposed in last few decades. These approaches do not guarantee optimality, but provide good quality solutions within a reasonable period of time. Examples for such approaches applied to JSSPs are GA [3, 4, 6, 19-21], Tabu Search (TS) [22-24], Shifting Bottleneck (SB) [1, 25], and Greedy Randomized Adaptive Search Procedure (GRASP) [2], simulated annealing (SA) [26, 27].

In this research, we examine the performance of a traditional genetic algorithm (TGA) for solving JSSPs. Each individual represents a particular complete schedule and is specified with a binary chromosome. After reproduction, the genotype to phenotype mapping employed may result in an infeasible individual, which is then repaired to be feasible. The phenotype representation of the problem is a matrix of $M \times N$ integer numbers where each row represents the sequence of operations in a given machine. A binary genotype facilitates simple crossover and mutation techniques. Moreover, the representation makes the repairing process easier [4-6].
After analyzing the traditional GA solutions, we realize that solutions can be further improved by applying simple rules or local search. Here, we introduce several priority rules such as partial reordering (PR), gap reduction (GR) and restricted swapping (RS) to improve the performance of the traditional GA. These rules can be considered as local search as well as in addition to genetic operators applied. The result of a rule will be accepted if and only if it improves the solution. The details of the priority rules are discussed in a later section. This work implements a GA incorporating different combinations of these priority rules. For ease of explanation, in this paper, we identify the combinations PR with GA, GR with GA, GR with RS and GA as PR-GA, GR-GA and GR-RS-GA respectively. To test the performance of our proposed algorithms, we solve 40 benchmark problems as reported in Lawrence [28]. The priority rules that we propose improve the performance of traditional a GA for solving JSSPs. Among the priority rules, GR-RS-GA is the best performing algorithm. It obtained the optimal solution for 27 out of 40 test problems. The overall performance of GR-RS-GA is better than many key JSSP algorithms appearing in the literature. The current version of our algorithms is much refined from our earlier version. The earlier version of the algorithms with experimental results of fewer test problems can be found in Hasan et al. [29, 30].

The paper is organized as follows. After the introduction, a brief outline of a standard job-shop scheduling problem is given. A short review on the traditional genetic algorithm to solve JSSPs is provided in Section III. Section IV introduces new priority rules for improving the performance of traditional GA. Section V presents the proposed algorithms and implementation aspects. Section VI shows the experimental results and necessary statistical analysis to measure the performance of the algorithms. Finally, the conclusions and future research direction are presented.

II. PROBLEM DEFINITION

The standard job-shop scheduling problem makes the following assumptions:

- Each job consists of a finite number of operations.
- The processing time for each operation in a particular machine is defined.
- There is a pre-defined sequence of operations that has to be maintained to complete each job.
- Delivery times of the products are undefined.
- There is no setup cost or tardy cost.
- A machine can process only one job at a time.
- Each job visits each machine only once.
- No machine can deal with more than one type of task.
- The system cannot be interrupted until each operation of each job is finished.
- No machine can halt a job and start another job before finishing the previous one.

- Each and every machine has full efficiency.

The objective of the problem is the minimization of the maximum time taken to complete each and every operation while satisfying the machining constraints and required operational sequence of each job.

III. JOB-SHOP SCHEDULING WITH GENETIC ALGORITHM

In this paper, we consider the minimization of makespan as the objective of JSSPs. According to the problem definition, the sequence of machine used (those are also sequence of operations) by each job is given. In this case, if we know either the starting or finishing time of each operation, we can calculate the makespan for each job and generate the whole schedule. In JSSPs, the main problem is to find the sequence of jobs to be operated on each machine that minimizes the overall makespan.

**Chromosome Representation**

In solving JSSPs using GAs, the chromosome of each individual usually comprises the schedule. Chromosomes can be represented by binary, integer or real numbers. Some popular representations for solving JSSP are: operation based, job based, preference-list based, priority-rule based, and job pair-relation based representations [31]. We select the job pair-relation based genotype representation due to the flexibility of applying genetic operators. The same representation is also used by some other authors [4-6, 32, 33]. In this representation, a chromosome is symbolized by a binary string, where each bit stands for the order of a job pair (u,v) for a particular machine m. For a chromosome $C_p$:

$$C_{p,m,u,v} = \begin{cases} 1 & \text{if the job } j_u \text{ leads the job } j_v, \\ 0 & \text{Otherwise} \end{cases} \quad (1)$$

A value of 1 means that for the individual $p$, the job $u$ must lead the job $v$ in machine $m$. The job having the maximum number of 1s is the highest priority job for that machine. The length of each chromosome is:

$$l = M \times (N-1) \times \frac{N}{2} \quad (2)$$

where $N$ is the number of jobs, $M$ is the number of machines and the length $l$ is the number of pairs formed by considering any two jobs. This binary string acts as the genotype of individuals. It is possible to construct a phenotype which is the job sequence for each machine. The construction is described in Table I. This representation is helpful if the conventional crossover and mutation techniques are used. The heuristic operators or priority rules discussed in later sections are applied to the constructed phenotype.

Reproduction operators used are the simple two-point crossover and mutation. The crossover points are selected randomly. After applying the operators, we perform repairing techniques (i.e. local and global harmonization operations) to make the solution feasible, as these operators may produce an infeasible solution [4-6].
Local Harmonization

This is the technique of constructing the phenotype (sequence of operations for each machine) from the binary genotype. M tables are formed from a chromosome of length l as of Equation (2). Table I shows the way to construct the phenotype from the genotype by applying local harmonization.

Table I.A represents the binary chromosome (for a 3 jobs and 3 machines problem) where each bit represents the preference of one job with respect to another job in the corresponding machine. The first block on the left shows the relationship between job 1 and job 2. The machines are listed as $m_1$, $m_2$, $m_3$, because that is the order of machines for job 1, as given in Table I.C. Table I.A, I.B.1 and I.B.3 represent the job pair-based relationship in machine $m_1$, $m_2$ and $m_3$ respectively which are mapped from the chromosome, mentioned in Equation (1). In Table I.B.1, the ‘1’ in cell $j_1j_2$ indicates that job $j_1$ will appear before job $j_2$ in machine $m_1$. Similarly, the ‘0’ in cell $j_1j_2$ indicates that job $j_1$ will not appear before job $j_2$ in machine $m_1$. In the same Table I.B, the column of $S$ represents the priority of each job which is the row sum of all 1s for the job presented in each row. A higher number represents a higher priority because it is leading all other jobs. So for machine $m_1$, job $j_3$ has the highest priority. If more than one job has an equal priority in a given machine, a repairing technique modifies the order of these jobs to introduce different priorities.

Consider a situation where the order of jobs for a given machine is $j_1$, $j_2$, $j_3$ and $j_1j_2$. This will provide $S=1$ for all jobs in that machine. By swapping the content of cells $j_1j_3$ and $j_3j_1$, it provides $S=2$, 1 and 0 for jobs $j_1$, $j_2$ and $j_3$ respectively.

Global Harmonization

For an $N \times M$ static job-shop scheduling problem, there will be $(N!)^M$ possible solutions. Only a small percentage of these solutions are feasible. Global harmonization is a repairing technique for changing infeasible solutions to feasible. Suppose job $j_3$ requires its first, second and third operation to be processed on machine $m_3$, $m_2$ and $m_1$ respectively, and job $j_1$ requires machine $m_1$, $m_3$ and $m_2$ respectively. Further assume that an individual solution (chromosome) indicates that $j_1$ is scheduled on machine $m_1$ first to process its first operation and then job $j_1$. Such a schedule is infeasible as it violates the defined sequence of operations for job $j_3$. In this case, the swap of places between job $j_1$ with job $j_1$ on machine $m_1$ would allow job $j_1$ to have its first operation on $m_1$ as required and it may provide an opportunity for job $j_3$ to visit $m_3$ and $m_2$ before visiting $m_1$ as per its order. Usually, the process identifies the violations sequentially and performs the swap one by one until the entire schedule is feasible. In this case, there is a possibility that some swaps performed earlier in the process are required to swap back to its original position to make the entire schedule feasible.

The technique is useful not only for the binary representations, but also for the job-based or operation based representation. Further details on the use of global harmonization with GAs for solving JSSPs can be found in [4-6]. In our proposed algorithm, we consider multiple repairing to narrow down the deadlock frequency. As soon as the deadlock occurs, the algorithm identifies at most one operation from each job that can be scheduled immediately. Starting from the first operation, the algorithm identifies the corresponding machine of the operation and swaps the tasks in that machine so that at least the selected task disallows deadlock for the next time. For $N$ jobs, the risk of getting into deadlock will be removed for at least $N$ operations.

After performing global harmonization, we get a population of feasible solutions. We calculate the makespan of all the feasible individuals and rank them based on their fitness values. We then apply genetic operators to generate the next population. We continue this process until satisfying the stopping criteria.

IV. PRIORITY RULES AND JSSPs

As reported in the literature, different priority rules are imposed in conjunction with GAs to improve the JSSP solution. Dorndorf and Pesch proposed twelve different priority rules for achieving better solutions for JSSPs [21]. However they suggested choosing only one of these rules
while evaluating the chromosome. They also applied the popular shifting bottleneck heuristic proposed by [1] for solving ISSP. This heuristic ingeniously divides the scheduling problem into a set of single machine optimization and re-optimization problems. It selects a machine identified as a bottleneck one by one. After the addition of a new machine, all previously established sequences are re-optimized. However these algorithms were implemented while evaluating the individuals in GA and generating the complete schedule.

In this section, we introduce three new priority rules. We propose to use these rules after the fitness evaluation as the process requires analyzing the individual solutions from the preceding generation. The rules are briefly discussed below.

**Partial Reordering (PR)**

In the first rule, we identify the machine $m_k$ which is the deciding factor for makespan in phenotype $p$ and the last job $j_k$ that is to be processed by the machine $m_k$. The Machine $m_k$ can be termed as the bottleneck machine in the chromosome under consideration.

![Gantt chart of the solution (A) before applying the partial reordering (B) after applying partial reordering and reevaluation.](image)

Then we find the machine (say $m'$) required by the first operation of job $j_k$. The re-ordering rule then suggests that the first operation of job $j_k$ must be the first task on machine $m'$ if it is not the case as scheduled. If we move the job $j_k$ from its current $l$th position to the 1st position, we may need to push some other jobs currently scheduled on machine $m'$ to the right. In addition, it may provide an opportunity to shift some jobs to the left on other machines. The overall process helps to reduce the makespan for some chromosomes.

A simple example of the re-ordering process is shown in Fig. 1.A, where the makespan is the completion time of job $j_1$ on machine $m_1$, so $m_1$ is the bottleneck machine. Here, job $j_1$ requires machine $m_1$ for its first operation. If we move $j_1$ from its current position to the first operation of machine $m_1$, it is necessary to shift job $j_2$ to the right for a feasible schedule on machine $m_3$. These changes create an opportunity to move job $j_1$ on $m_3$, $j_3$ on $m_2$ and $j_2$ on $m_1$ to the left without violating the operational sequences. As shown in Fig. 1(B), the resulting chromosome is able to improve its makespan. The change of makespan is indicated by the dotted line.

**Gap Reduction (GR)**

After each generation, the generated phenotype usually leaves some gaps between the jobs. Sometimes, these gaps are necessary to satisfy the precedence constraints. However, in some cases, a gap could be removed or reduced by placing a job from the right side of the gap. For a given machine, this is like swapping between a gap from left and a job from right of a schedule. In addition, a gap may be removed or reduced by simply moving a job to its adjacent gap at the left. The process would help to develop a compact schedule from the left and continue up to the last job for each machine. Of course, it must ensure no conflict or infeasibility before accepting the move.

The rule is to identify the gaps in each machine and candidate jobs which can be placed in those gaps without violating the constraints and not increasing the makespan. The same process is carried out for any possible shift of jobs to the left of the schedule. The gap reduction rule, with swapping between gap and job, is explained using a simple example.

A simple instance of a schedule is shown in Fig. 2(A). In the phenotype $p$, $j_1$ follows $j_2$ in machine $m_2$, however, job $j_1$ can be placed before $j_2$, as shown in Fig. 2(B), due to the presence of an unused gap before $j_2$. A swap between this gap and job $j_1$ would allow the processing of $j_1$ on $m_2$ earlier than the time shown in Fig. 2(A). This swapping of $j_1$ on $m_2$ creates an opportunity to move this job to the left on machine $m_1$ (see Fig. 2(C)). Finally, $j_3$ on $m_2$ can also be moved to the left which ultimately reduces the makespan as shown in Fig. 2(D).

**Restricted Swapping (RS)**

For a given machine, the restricted swapping rule allows a swap between the adjacent jobs if and only if the resulting schedule is feasible. The process is carried out only for the job which takes the longest time for completion.

Suppose job $j'$ takes the longest time for completion as the phenotype $p$. The algorithm starts from the last operation of $j'$ in $p$ and checks with the immediate predecessor operation whether these two are swappable or not. The necessary conditions for swapping are: none of the operations can start before finishing time of the immediate predecessor operation of that corresponding job.
And both operations have to be finished before starting the immediate successive operations of the corresponding jobs. Interestingly, the algorithm does not collapse the feasibility of the solution. It may change the makespan if any of the operations are the last operation of the corresponding machine. But it will give an alternate solution which may improve the fitness of the solution in successive generations, when the phenotype will be rescheduled. The process also allows swapping between two randomly selected individuals. This is done for few individuals only. As the complexity of the algorithm is simply an order of $N$, it does not affect the overall computational complexity that much.

V. IMPLEMENTATION

As we initially implement the TGA, we generate a set of random individuals. Each individual is mainly represented by a binary chromosome. We use the job-pair relation based representation and report the effectiveness of the representation. We use simple one point crossover and bit flip mutation as reproduction operators. We carry out a set of experiments with different crossover and mutation rates to analyze the robustness of the algorithm.

We set the population size to 2500 and the number of generations to 1000. In JSSP, the feasible space is small compared to the solution space, so a large population gives a higher probability of generating feasible solutions.

As we use the GR technique as a part of evaluation, this is applied to every individual. On the other hand, we apply PR and RS to only 5% of individuals randomly selected from the population in every generation.

After successful implementation of TGA, we introduce the priority rules, as discussed in the last section, to TGA as follows:

- Partial reordering rule with TGA (PR-GA)
- Gap reduction rule with TGA (GR-GA) and
- Gap reduction and restricted swapping rule with TGA (GR-RS-GA)

For ease of explanation, we describe the steps of GR-RS-GA below.

Let $R_c$ and $R_m$ be the two-point crossover and bit-mutation probability respectively. $P(t)$ is the set of current individuals at time $t$ and $P(t)$ is the evaluated set of individuals at time $t$.

1. Initialize $P(t)$ as a random population $P(t=0)$ of size $|P(t)|$, where each random individual is a bit string of length $l$.
2. Repeat
   A. Set $t:=t+1$
   B. Evaluate $P(t)$ from $P(t-1)$ by the following steps;
      i. Decode each individual $p$ by using the job-based decoding with the local harmonization and global harmonization methods to repair illegal bit strings.
      ii. Generate the complete schedule with starting and
ending time of each operation by applying the gap reduction (GR) rule and calculate the objective function $f$ of $p$.

iii. Rank the individuals according to the fitness values from higher to lower fitness value.

iv. Apply elitism; i.e. preserve the solution having the best fitness value in the current generation so that it can survive at least up to the next generation.

C. Apply restricted swapping rule (RS) on the randomly selected 5% of the individuals.

D. Go to Step 3 if the stopping criteria are met.

E. Modify $P(t)$ using the following steps;

i. Select the current individual $p$ from $P(t)$ and select a random number $R$ between 0 and 1.

ii. If $R \leq R_c$ then
   
   a. Select randomly one individual $p_1$ from the top 15% of the population and two individuals from the rest. Play a tournament between the last two and choose the winner individual $w$. Apply two-point crossover between $p_1$ and $w$; generate $p_1'$ and $w'$.

   b. Else if $R > R_c$ and $R \leq (R_c + R_m)$ then randomly select one individual from $P(t)$ and apply bit-flip mutation.

   c. Else continue.

   [End of Step ii If]

iii. Reassign the $P(t)$ by $P(t)$ to initialize the new generation preserving the best solution as elite.

   [End of Step 2 Loop]

3. Save the best solutions among all of the feasible solutions.

[End of Algorithm]

Sometimes the action of genetic operators may take the good individuals away from the optimal. In this case, the elitism ensures the survival of the best individuals [34, 35]. We apply elitism in each generation to preserve the best solution found so far and also to inherit the elite individuals more than the rest.

During the crossover operation, we use the tournament selection that chooses one individual from the elite class of the individual (i.e. the top 15%) and two individuals from the rest. This selection then plays a tournament between the last two and performs crossover between the winner and elite one. We use two-point crossover and a bit-flip mutation technique. We rank the individuals on the basis of the fitness value. A high selection pressure on the better individuals may contribute to premature convergence. If the elite class or most of them have the same solution, then their offspring will be quite similar after some generations. In such case, a higher mutation rate would help to diversify the population.

To test the performance of the our proposed algorithms, we solve 40 benchmark problems designed by Lawrence [28] and compare with several existing algorithms. The problems range from 10×5 to 30×10 and 15×15 where $N \times M$ represents $N$ jobs and $M$ machines.

VI. EXPERIMENTAL RESULTS

The results for the benchmark problems are obtained by executing the algorithms on a personal computer. Results are tabulated in Tables II, III and IV. Table II compares the performance of our four algorithms (TGA, PR-GA, GR-GA, and GR-RS-GA) in terms of the % average relative deviation (ARD) from the best result published in the literature, the standard of % relative deviation (SDRD), and the fitness evaluation which is the average number of generations to achieve the best solution multiplied by the population size. It also includes the number of problems where the algorithms found optimal solution.

<table>
<thead>
<tr>
<th>No. of Problems</th>
<th>Algorithm</th>
<th>Optimal Found</th>
<th>ARD (%)</th>
<th>SDRD (%)</th>
<th>Fitness Eval. (103)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>TGA</td>
<td>15</td>
<td>3.591</td>
<td>4.165</td>
<td>664.90</td>
</tr>
<tr>
<td>(la01–la40)</td>
<td>PR-GA</td>
<td>16</td>
<td>3.503</td>
<td>4.192</td>
<td>660.86</td>
</tr>
<tr>
<td>23</td>
<td>GR-GA</td>
<td>23</td>
<td>1.360</td>
<td>2.250</td>
<td>356.41</td>
</tr>
<tr>
<td>27</td>
<td>GR-RS-GA</td>
<td>27</td>
<td>0.968</td>
<td>1.656</td>
<td>388.58</td>
</tr>
</tbody>
</table>

From Table II, it is clear that the performance of GR-GA is better than both PR-GA and TGA. The addition of RS to GR-GA, which is known as GR-RS-GA, has clearly enhanced the performance of the algorithm in terms of both ARD and SDRD. Though GR-RS-GA takes few more fitness evaluation but gives better fitness value. It is due to the fact that RS changes some properties in the solutions which help to generate a new solution. As more new solutions are generated, the algorithm needs more fitness evaluation.

Out of 40 test problems, GR-RS-GA obtained the best known solution for 27 problems, whereas GR-GA obtained the best known solution for 23 problems. GR-RS-GA produced better solutions (although non-optimal) for 10 problems, and both algorithms obtained a non-optimal equal solution for 3 problems. Details of the results are found in Table III. The rate of improvement made by PR and RS in each generation is usually lower than that of GR. PR considers only the bottleneck job. However, GR is applied to all individuals. PR makes good improvement at the initial generations and has insignificant effect at later stages. The process of GR eventually makes most changes performed by PR over some (or many) generations. As a result, the inclusion of PR with GR does not help to improve the performance of the algorithm. Both PR and RS are applied to only 5% of the individuals. Here, the role of RS is to increase the diversity like mutation. The increase in the rate of PR and RS does not provide any benefit either in term of quality of solution or computational time. For this reason, we have not presented other possible variants such as PR-RS-GA and GR-RS-PR-GA.
Table III compares the best results published in literature with that found by our four algorithms (TGA, PR-GA, GR-GA, and GR-RS-GA) and some other key results as published in literature. Table III starts with the column of problem instances. The following columns show the ARD of other algorithms found in literature. Each pair of columns next to the best known fitness represents the best fitness and relative deviation in % from the best. We consider our four algorithms (TGA, PR-GA, GR-GA, and GR-RS-GA), local search GA [20, 36], shifting-bottleneck GA [21], simple GA [3], GRASP [2] and shifting bottleneck heuristic [1].

In most of the test problems, our proposed GR-RS-GA performs better than other algorithms. In terms of average relative deviation (ARD) and standard deviation of the relative deviations (SDRD), our algorithm outperforms all other algorithms reported in this paper.

As different authors used different number of problems, we make a comparison based on only those problems the authors considered. For example, as Ombuki and Ventresca [20] used 25 problems out of 40, we calculate ARD and SDRD based on only those particular problems to perform a close measurement. The result is tabulated in Table IV.

Table IV

<table>
<thead>
<tr>
<th>No. of Problems</th>
<th>Test Problems</th>
<th>Authors Considered</th>
<th>Algorithm</th>
<th>ARD (%)</th>
<th>SDRD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>24 Selected</td>
<td>(see Table III)</td>
<td>Adams et al.</td>
<td>GR-GA</td>
<td>1.6810</td>
<td>1.8562</td>
</tr>
<tr>
<td>9 Selected</td>
<td>(see Table III)</td>
<td>Croce et al.</td>
<td>GR-GA</td>
<td>0.6231</td>
<td>1.3137</td>
</tr>
</tbody>
</table>

Result in the Table IV shows that GA-GR-RS performing better than any other algorithms considered even if we consider only a subset of the problems other authors considered. Though in some cases, SDRD is not as good as other authors, but it is competitive and better in terms of ARD.

Finally, we can summarize from the experimental result that PR-GA performs better than traditional GA. GR-GA makes a big change in the quality of solutions and fitness evaluation. The RS rule helps to improve the solution quality of GR-GA which is outperforming.

VII. CONCLUSION

The JSSP is a very well known member of the combinatorial optimization problem class. A considerable amount of work has already been done to improve algorithms to give a steady and optimal output. Some algorithms are eminent for special case problems. But still no algorithm guarantees optimality. We observe from numerous experiments that GA is able to produce good quality solutions for smaller problems within a reasonable
period of time. Integration of some other techniques significantly improves the solution quality. Still our algorithms do not ensure optimality. But it gives a competitive result within a reasonable period of time. In future work we plan to work on the diversity of the solutions in solution space and apply the ideas to the flexible job-shop scheduling problems. Moreover, we would like to consider large scale problems and real world problems to justify the performance of our algorithms.
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