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INTRODUCTION 

 

In Global Navigation Satellite System (GNSS) 

acquisition, Probability of Detection dP and Mean 

Acquisition Time acqT  have a direct and inverse relation 

to the signal to noise ratio of the desired signal 

respectively. The code length and the auto-correlation 

properties of the ranging code, granularity of time and 

frequency steps and the search strategy all influence the 

dP  and acqT  for a specified Probability of False Alarm 

( faP ). BPSK modulated ranging codes employed by GPS 

offer a single peak triangular auto-correlation function 

(ACF) which in most situations provides a good Pd and 

acqT  for half-chip search steps. However, Binary-Offset-

Carrier (BOC) modulations employed in new GNSS 

signals produce multiple peaks in the ACF which create 

ambiguities during acquisition and require better 

processing to achieve dP  and acqT  comparable to that of 

GPS L1 under similar conditions. Galileo E5 signals 

demand additional computation due to the signal structure 

where four codes are combined using Alternate-Binary-

Offset-Carrier (AltBOC) modulation. 

 

Several techniques have been proposed in the literature to 

efficiently achieve the required dP  and acqT . These can 

be broadly classified as search strategy based and 

correlation scheme based techniques. Some of the former 

techniques are mentioned in [1] and the latter in [2, 3]. 

Search strategy based techniques generally address 

the acqT . For example, by correlating the two side-bands 

independently, acquisition engines can operate at a lower 

sampling frequency and can increase the code search step 

size. Correlation scheme based techniques (viz. BPSK-

like methods) generally tackle the ambiguity problem by 

modifying the correlation triangle and hence increasing 

the dP . This paper analyses the dP  and acqT  for the 

methods that are used in these two techniques.  

 

First, the effect of code search step size on the auto-

correlation value is analysed for AltBOC(15,10) 

modulation. It is seen that the worst-case (at the 

corresponding residual code phase offset) correlation plot 

has nulls which affect the dP . Next, the correlation plots 

and code search step size effects for the aforementioned 

acquisition techniques are analysed and dP  and acqT  are 

compared. It is noted that the |VE2+P2| method mentioned 

in [2] is a special case of a more generalized method 

given by [4] with the delayed addition equivalent to one 

quarter of the ratio of the sub-carrier period to the chip 

period. When applied to AltBOC(15,10) modulation with 

0.167chips (ideal case, although this depends on the 

receiver front-end bandwidth) as the delay parameter in 

this method, dP  and acqT  are comparable to the BPSK-

like methods. This enables the acquisition engine to 

search at larger chip steps (up to 0.8 chips) by employing 

a search strategy with disjoint addition of the successive 

samples. Finally it is shown that the implementation can 

be achieved with just a second arm out of the local 

AltBOC(15,10) replica generator look-up table, without 

having to shift all the four codes. 

 

E5 SIGNAL STRUCTURE AND THE 

CORRELATION FUNCTION 

 

Unlike its counterparts, the Galileo E5 signal employs a 

complex sub-carrier modulation known as 

AltBOC(15,10) modulation. The sub-carriers are   

specially chosen waveforms that result in a split spectrum 

and a constant envelope after the modulation. Four codes 

are combined with these specially chosen complex sub-



 

 

carriers to obtain the modulating signal which then phase 

modulates the E5 carrier. Alternatively, the complete 

modulation can be seen as an 8-PSK modulation [5, 6, 7]. 

The spectrum is shown in Figure 1. Note that the 

transmitted signal occupies a bandwidth of 51.15MHz to 

cover the two main lobes, giving E5 the largest 

bandwidth of any GNSS signal. 
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Figure 1 E5 Signal Spectrum 

 

A direct method to process the E5 signal at the receiver is 

to receive the signal in the entire 51.15MHz bandwidth 

and perform the correlation with the locally generated 

replica of the modulating signal. This results in a 

correlation function as shown in Figure 2. Observe that 

the shape of the correlation waveform is similar to a 

BOC(10,15) signal and possesses side peaks along with a 

sharp main correlation triangle. 
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Figure 2 Normalized auto-correlation value of the 

unfiltered GIOVE-A PRN 51 E5 code with 120 

samples per chip and arbitrary chip shift 

 

In order to theoretically analyse the performance of E5 

signal acquisition, it is required to have a closed form 

expression to compute the autocorrelation function. For 

BOC(kn,n) signals, the autocorrelation function of the 

unfiltered signal is given by [8] 
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where  cTpk τ2= =1.5 and n=10 in case of 

BOC(15,10). It is interesting to note that despite the 

similarities in shape, subtle differences exist between 

BOC(15,10) and AltBOC(15,10) autocorrelation 

functions. Less work has been reported in the literature 

concerning the exact expression for the autocorrelation 

function. However, a very close approximation is 

provided in [9] as a general expression for Complex 

Double-Binary-Offset Carrier (CDBOC) modulations. 

The equation is repeated here for AltBOC signals. 
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where ,1,3,2,3 4321 ==== NNNN ,icB NTT
i
=

)( jicB NNTT
ij
= , ,)( 4321 NNNNN res = ( )t

BT
Λ  is a 

trianguler pulse of support 
12

2 BT and Tc is the chip period 

of AltBOC(15,10). 

 

Figure 3 shows the auto-correlation function generated 

with these two methods along with that obtained from 

ACF of GIOVE-A PRN 51. The corresponding errors are 

plotted in Figure 4. Note that the ACF generated with the 

CDBOC expression has less than 5% error whereas the 

ACF expression of BOC(15,10) has more than 15% 

deviation to the one obtained with GIOVE-A PRN 51. 

Since the theoretical evaluation of acquisition 

performance parameters largely depend on the auto-

correlation function, we use equation (2) for our analysis 

unless otherwise specified. 

 

As noted, the auto-correlation function has side peaks 

which result in ambiguous signal acquisition. In the next 

section we discuss several acquisition strategies presented 

in the literature, addressing this problem. 
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Figure 3 Normalized auto-correlation value generated 

using equation (1), equation (2) and  unfiltered 

GIOVE-A PRN 51 E5 codes 
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Figure 4 Error in correlation value computed using 

Equations 1 and 2 with respect to that of GIOVE-A 

PRN 51 

 

 

ACQUISITION COMPLEXITY AND THE EFFECT 

OF CODE SEARCH STEP SIZE 

 

First, the required receiver bandwidth to accommodate 

the two main lobes of 51.15MHz imposes a limitation on 

the minimum sampling frequency and is much higher 

than that required by other GNSS signals. Second, the 

sharp main peak in the auto correlation function restricts 

increasing the code search step size as with the case of 

BOC signals [10]. Third, the side peaks of the auto 

correlation function cause a threat of false transition to 

the tracking process although they also give opportunities 

for detecting the signal. Typical sampling frequencies ≥ 

122.76MHz have been used (see [1]) to generate the local 

replica and to perform the correlation process. Reducing 

the code search step size increases the number of cells to 

search during the acquisition and also does not eliminate 

the side peak problem especially at low signal strengths. 

 

For the AltBOC(15,10) signal, the effect of code search 

step size on the correlation value is shown in Figure 5. 

The best case and the worst case are chosen to obtain an 

insight into the sharpness of the main peak and the effect 

of the side peaks. The best case value is the highest 

maximum correlation that can be obtained for any given 

code delay. This value always corresponds to the peak of 

the auto-correlation function. The worst case value is the 

lowest maximum correlation obtained by stepping 

through the autocorrelation function with steps of a given 

size. As an example, for an ideal BPSK auto-correlation 

triangle, when the search step is 0.5, the best case 

correlation value is 1 and the worst case value s 0.75 

(normalized). For the BPSK case the worst case 

correlation value follows a linear degradation with 

increasing step size, as expected with a symmetrical 

triangular correlation function. For the AltBOC(15,10) 

case, not only is the degradation more steep, but also 

there are nulls produced by the regularly spaced 

autocorrelation nulls between side peaks. A typical code 

search step size of 0.5 experiences a loss of up to 8.8 dB 

compared to the best case and up to 6.3 dB loss compared 

to BPSK correlation waveform with the same search 

step.
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Figure 5 Effect of code search step size on the 

correlation value; worst case and best case for 

AltBOC(15,10) and BPSK Auto-correlation 

waveforms 
 

As an example of calculating the number of search cells, 

consider a one millisecond pre-detection integration 

period which is the length of a primary code of E5. For 

the same worst case correlation loss as the BPSK case of 

2.5 dB with a code search step size of 0.5, we need to set 

the step size to about 0.083 chips for AltBOC(15,10). 

This results in 10230*(1/0.083) ~= 122760 search cells 

which is same as the number of samples in one 

millisecond assuming a typical sampling frequency of 

122.76 MHz. Alternatively, one can decide to use a 

search step of 0.5 and 6 dB loss can be regained by 

increasing the pre-detection coherent integration time by 

four times which results in a total of 10230*(1/0.5)*4 = 

81840 cell searches. With the latter approach we require a 

finer search of the code delay for a smooth and 

unambiguous transition to the tracking process. The finer 

search involves cells corresponding to only 2 chips 

ambiguity (24 cells). However, increasing the coherent 

integration duration decreases the Doppler bin size and 

this inturn increases the number of frequency cells to 



 

 

search. In effect, the total search time increases sixteen 

fold. 

 

Note that this approach holds good for any BOC signal 

and each BOC signal would have a particular value of 

code search step size away from zero that has acceptable 

correlation loss (like 0.5 step size and 6.3dB for 

AltBOC(15,10)). However at low received signal 

strengths this approach might not always perform well 

due to noise. Thus the code search step size plays an 

important role in determining the probability of detection 

and the acquisition time. Throughout the paper we 

consider only the search dimension along the time axis. 

The analyses do not consider Doppler because the 

methodologies discussed in this paper do not directly 

relate to Doppler search, but it has to be borne in mind 

that increasing the integration time increases the number 

of frequency cells to search. 

 

Several methods have been proposed in the literature to 

address the problem of sharp main peak and side peak 

ambiguity which a receiver experiences during 

acquisition of E5 signals. These methods can be broadly 

classified as search strategy based and correlation scheme 

based techniques. 

 

SEARCH STRATEGY BASED TECHNIQUES FOR 

ACQUISITION 

 

Because of the split spectrum properties of AltBOC 

signals, individual signals can be acquired by 

independently processing the main lobes. Different 

acquisition approaches have been studied in [1, 11]. 

 

(1) Single Side-Band Acquisition (SSB) 
i. E5a-Q only or E5b-Q only 
ii. {E5a-Q, E5a-I} or {E5b-Q, E5b-I} 

(2) Double Side-Band Acquisition (DSB) 
i. E5a-Q and E5b-Q 
ii. Non coherent combination of {E5a-Q, E5a-I} 
and {E5b-Q, E5b-I} 

(3) Full-band Independent Code Acquisition (FIC) 
i. Any of the E5a-Q, E5b-Q, E5a-I and E5b-I  
ii. Coherent combination of {E5a-Q, E5b-Q} or 
{E5a-I, E5b-I} 

iii. Non coherent combination of I channels and Q 
channels of ii) 

iv. Non coherent combination of E5a channel and 
E5b channel 

(4) Direct AltBOC Acquisition 
i. 8-PSK like processing 

 

A brief summary of the earlier study will be presented 

here (for details with block diagrams see [1, 11]). In the 

SSB approach, one of the main lobes, either E5a or E5b, 

is filtered with a 20.46 MHz filter and then correlated 

with respective codes (no sub-carrier is required). This 

results in a BPSK(10) like correlation triangle. In the 

DSB approach, both the E5a and E5b lobes are filtered, 

correlated with respective codes and combined. Again, 

this results in a BPSK(10) like correlation triangle.   

 

In the Full-band Independent Code Acquisition method, a 

locally generated individual code with corresponding 

sub-carrier is multiplied with the received signal without 

filtering (i.e. no filter apart from the RF front-end filter). 

This is possible because each of the codes used in E5 is 

quasi-orthogonal to the other. Note that each individual 

code correlation result is complex and can be combined 

coherently or non-coherently with the results of other 

codes. Even though the magnitude of individual 

correlation values is a BPSK(10) like correlation triangle, 

coherent combination of pilot-only or data-only channels 

yields correlation waveform similar to AltBOC(15,10). 

However, the combination of E5a and E5b channels 

results in a BPSK(10) like correlation triangle as with the 

case of DSB. Figure 6 shows the correlation waveforms 

for some of the approaches mentioned above.  

 

The difference between SSB or DSB and the FIC method 

is the frequency of operation of the correlation circuit. 

Although the side-band filtering overhead is removed in 

FIC, there is no scope for down sampling and the 

correlator circuit should operate at the original sampling 

frequency. 
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Figure 6 Normalized Absolute correlation values for 

different search strategies using GIOVE-A PRN 51; 

Side bands are filtered with a filter of bandwidth 

20.46MHz 

 

The Direct AltBOC Acquisition method makes use of the 

8-PSK principle and the local replica can be generated 

using a look-up table method [5,6]. Note that even though 

the correlator circuit operates at the original sampling 

frequency, it is not required to generate the individual 

sub-carriers to combine with the individual codes as the 

look-up table is easy to realize. 

 

Finally it is worth mentioning that among all the four 

approaches only the Direct AltBOC approach provides 

the complete received power. Even though the DSB and 

FIC approaches accommodate all the four codes, they 

forego the 15% power contained in the product codes 

[5,6] (also observe in Figure 6). Table 1 summarizes the 

search strategy based acquisition approaches discussed so 

far. We use the term extra filter because to take advantage 

of the AltBOC modulation, the tracking process requires 

a 51 MHz front end filter and hence whatever we are 

going to use in the acquisition is an extra filter for the 

receiver. 



 

 

 Extra 

Filter 

Required?  

Down 

sampling 

Possible? 

Code / Subcarrier 

Generators 

Shape of the 

Correlation 

Waveform 

Correlation 

Power(% of 

Direct-AltBOC) 

Any One Code Yes (one) Yes 1 Code BPSK(10) 21 SSB 

One Side-band Yes (one) Yes 2 Code BPSK(10) 42 

DSB, Both side Bands Yes (two) Yes 4 Code BPSK(10) 84 

Any One Code No No 1 Code, 1 Complex 

Sub-carrier 

BPSK(10) 21 

Coherent Pilots No No 2 Code, 2 Complex 

Sub-carriers 

AltBOC(15,10) 42 

FIC 

Coherent Pilots & Data No No 4 Code, 2 Complex 

Sub-carriers 

AltBOC(15,10) 84 

Direct AltBOC No No 4 Code, one 16x8 

Lookup table 

AltBOC(15,10) 100 

Table 1 Summary of the search strategy based schemes 

 

 

Acquisition schemes use the search strategy based 

techniques to reduce the number of cells and hence to 

reduce the mean acquisition time acqT . For example in [1] 

a multi-resolution approach to find the code delay is 

demonstrated. First the coarse acquisition is done using 

the SSB strategy with one pilot code. With this the 

acquisition engine can search at 0.5 chips with a total of 

20460 cells for a one millisecond pre-detection 

integration. As a second step, fine estimate of the code 

delay is performed with code search step size of 121 over 

2 chips covering 24 cells. This reduces the total number 

of cells searched and also avoids the side peak ambiguity. 

However note that the first phase estimate is going to 

incur a loss of more than 6 dB in dP  (because of only 

21% power) compared to the Direct AltBOC processing. 

In order to compensate for this loss a minimum of four 

millisecond pre-detection integration time is required 

which brings up the number of search cells to 81920. 

 

CORRELATION SCHEME BASED TECHNIQUES 

FOR ACQUISITION 

 

Another class of acquisition technique proposed in the 

literature addresses the problem of side peak ambiguity in 

BOC signals [2, 3]. These techniques concentrate on the 

correlation function and try to synthesize a correlation 

waveform void of any strong side peaks. Most of these 

techniques are designed keeping the tracking process also 

in mind and hence these techniques hardly address the 

correlation loss and dP  for larger code search step size 

scenarios. Some of the related techniques are as follows. 

Again, we briefly discuss the applicability of these 

methods. 

 

(1) ‘BPSK-like’ method proposed in [12] and modified 
in [3] 

(2) Sub Carrier Phase Cancellation Method (SCPC) 
proposed in [2] 

(3) Very Early + Prompt (|VE2+P2|) method mentioned 
in [2] 

 

 

 

The ‘BPSK-like’ method essentially falls into the 

SSB/DSB approach discussed in the previous section. 

 

The SCPC method is based on the idea of removing the 

sub-carrier from the received signal (after carrier 

removal). In this method, the complex local replica is 

generated as in equation (3) where ( )tr  is the local 

replica, ( )tc  is the local code, ( )tsc is the local sub-

carrier and scT  is the sub-carrier period. 
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As seen from the equation, the sub-carrier in the 

quadrature arm of the local replica is phase-shifted by one 

quarter of the sub-carrier period. It turns out that when 

the BOC signal is multiplied with this local replica the 

shape of the correlation function is similar to the BPSK 

triangle. 

 

At this juncture, it is interesting to note that this is exactly 

the principle used to combine four codes in AltBOC 

modulation scheme (see the AltBOC modulation 

equations in [5, 6]). The correlation process FIC approach 

works on the basis of the SCPC method. Figure 7 shows 

the E5a-Q correlation waveform. We can conclude that 

the SCPC method is not directly applicable to process the 

complete AltBOC signal since all the orthogonal 

components of the sub-carrier and the carrier have 

already been used to combine the four codes. 
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Figure 7 Normalized Correlation value for E5a-Q 

code of GIOVE-A PRN 51 

 

 

The |VE
2
+P
2
| method works on the basis that if 

magnitudes of two correlation values of the BOC signal 

separated by an appropriate delay are combined, then it 

results in a correlation waveform whose shape is similar 

to the BPSK triangle. In the |VE
2
+P
2
| method the local 

replica is generated as follows [2]. 

 

( ) ( ) ( )τττ ˆ.ˆˆ −−=− tsctctrP                                            (4a) 

( ) 






 −−






 −−=−
4

ˆ.
4

ˆˆ scsc
VE

T
tsc

T
tctr τττ                      (4b) 

 

For AltBOC(15,10) signal, the delay is 0.167 chips. The 

resulting correlation waveform with this method is shown 

in Figure 8. Observe that the shape is similar to BPSK 

triangle and also the peak is flat across 0.167 chips. The 

bias in the centre of the resulting correlation waveform 

can be easily compensated as it is a known value. 
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Figure 8 |VE

2
+P

2
| method for AltBOC(15,10)  

 

We now draw attention to the principles behind the 

|VE
2
+P
2
| method. The problem of reduced dP  with 

increasing code search step size has been studied earlier 

for CDMA systems. The problem which exists in BOC 

modulated signals is not totally different from this. Even 

for the BPSK signals, an increase in the step size reduces 

the probability of detection. Also there is an issue of 

residual code phase offset (i.e. the point where the 

receiver starts the correlation may not be aligned with the 

correlation peak and there can be an initial ambiguity of 

up to one step size) which brings in the best and worst 

case scenarios. In [4] this problem is addressed in detail 

and as a solution a method of addition of successive 

correlation samples is proposed. For BPSK, this method 

flattens the correlation function around the peak and 

hence increases the dP and also makes the correlation 

function less sensitive to the residual code phase offset. 

The |VE
2
+P
2
| method used for BOC signals is a special 

case of this successive correlation samples addition 

method. The delay between the samples that are 

combined is controlled so as to obtain a BPSK like 

correlation triangle. 

 

We will now analyse the effect of code search step size 

with the |VE
2
+P
2
| method, see Figure 9. The worst case 

correlation values for the |VE
2
+P
2
| method are close to 

that of BPSK worst case values and swings around it. For 

example in order to obtain the losses similar to 0.5 step 

sizes of BPSK, we should use 0.4 step size for the 

|VE
2
+P
2
| method. For 0.5 step size we incur only about 1 

dB loss compared to BPSK worst case. A keen 

observation of the |VE
2
+P
2
| worst case loss curve shows 

us an interesting phenomenon. The curve shows flattened 

response at three places. The middle one is worth closely 

observing. From 0.5 to around 0.8 step size, the 

correlation loss remains at 0.67. This means that even at 

0.8 step size we will incur only a loss of 3.5 dB and this 

loss is less than even the BPSK worst case at 0.8 step 

size. 
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Figure 9 Effect of code search step size on the 

correlation values including |VE
2
+P

2
| method 

 

To understand the advantage in terms of number of cell 

searches we again consider a one millisecond pre-

detection integration period. With 0.8 step size, we need 

only 10230*(1/0.8) = 12788 cells in the first step and 

around 36 cells (assuming 3 chip ambiguity and 1/12 chip 

step) in the second step. This is a huge reduction in the 

number of cells to search for the acquisition (which 

requires 0.1 chip step for the same loss with Direct 

AltBOC). When compared to the 0.5 chip stepping case 

which requires 20460 cell searches, we obtain an 

improvement of about 37%. 



 

 

 

The above analysis did not consider the effect of noise 

and the effect of RF front-end filtering. In practice 

whenever we add two signal components, we will also be 

adding the noise components and the results slightly 

degrade at lower received signal strengths. Nevertheless 

the advantage of this method is sufficient to overcome the 

degradation due to noise as we will see when we 

evaluate dP  and acqT . When the received signal is 

filtered, the correlation functions will no more be sharp 

and hence the delay value of 0.167 chips may not be 

valid. But without loss of generality we can say that an 

optimum delay can be found for the particular filter used 

in a receiver to make use of the |VE
2
+P
2
| method. 

 

SYSTEM DESCRIPTION 

 

In this section we describe the acquisition engine 

architecture to realize the Direct AltBOC acquisition and 

the |VE
2
+P
2
| methods. Figure 10 shows the Direct 

AltBOC acquisition architecture. ∆ is the code search 
step size used for stepping the energy search. As 

discussed earlier this value is typically 0.083 chips. Once 

the decision is made, the control is handed over directly 

to the tracking process. 
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Figure 10 Direct AltBOC Acquisition Architecture
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Figure 11 Direct AltBOC Acquisition Architecture with |VE

2
+P

2
| method; Specific sampling frequency 
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Figure 12 Direct AltBOC Acquisition Architecture with |VE

2
+P

2
| ; Arbitrary (Valid) sampling frequency



 

 

Figure 11 shows the architecture with addition of VE and 

P correlation values when the sampling frequency is such 

that it enables us to provide the required code delay D 

between the samples used for the addition. This is the 

case with sampling frequency of 122.76 MHz which can 

be used to realize the required D = 0.167 chips (every 

alternate sample).  Observe that the architecture does not 

use any additional correlators compared to the previous 

approach. In practice it may not be possible for the 

designer to realize this delay from the sampling interval 

due to RF filtering effects or other hardware limitations. 

 

Figure 12 shows the architecture of the |VE2+P2| method 

for the case where the required delay D is difficult to 

realize using the sampling frequency. Here the output of 

the AltBOC look-up table is delayed by a value DTc and 

separate channels are used for correlation. This increases 

the number of correlators required but the advantage is 

that it can be used for any arbitrary (but valid) sampling 

frequency.  A couple of points should be noted regarding 

the architecture. All the lines after the carrier mixing 

stage carry complex values. In Figure 11 and Figure 12 

∆  can be as large as 0.8 as discussed earlier. Also with 
these two architectures, the control is transferred to a 

finer code delay search instead of tracking. For the finer 

code delay search, the same architecture can be used, by 

switching off the appropriate correlators. 

 

Now we discuss the decision statistic. A simple 

hypothesis testing with a threshold η can be employed by 
comparing the output of the correlator )(nu with η  and a 
decision can be made to enter the finer search process. By 

making use of the individual correlation outputs in the 

case of |VE
2
+P
2
| method one can estimate the code phase 

more accurately and select this good estimate instead of 

randomly selecting either VE or P. For example the 

values of )(nu , )(1 nu and )(2 nu and the difference 

between )(1 nu and )(2 nu can approximately tell us where 

we are from the main peak. We will not go into the 

sophisticated algorithms but only use the simple 

hypothsis testing to compute the probability of detection. 

 

 

PROBABILITY OF DETECTION AND MEAN 

ACQUISITION TIME EVALUATION 

  

In this section, the probability of detection is evaluated 

for the acquisition strategies described so far and also the 

mean acquisition time is evaluated for Direct AltBOC 

and |VE
2
+P
2
| methods. For the sake of simplicity we will 

consider both the architectures in Figure 11 and Figure 12 

to be the same in our analysis, without loss of generality. 

 

The decision statistic for the Direct AltBOC architecture 

is given by 

( ) ( ) ( )nununu QI
22 +=                                                     (5)  

Along with the signal components, the output of both the 

I and the Q channels ( )nuI  and ( )nuQ contain noise 

components ( )nnI and ( )nnQ  and are assumed to be 

statistically independent, zero mean, Gaussian 

distributed. 

Also the signal components in the I and Q channels are 

assumed to be independent Gaussian distributed random 

variables with mean Im and Qm  respectively and equal 

variance of 2σ . It has been shown [13] that the sum of 
squares of M independent Gaussian random variables of 

the same variance is non-centrally distributed with M 

degrees of freedom and with non-centrality parameter 

λ .  
The non-centrality parameter is given by 

∑
=

=
M

i

im

1

22λ                                                                   (6) 

For the Direct AltBOC case, under the hypothesis 

0H when there is no signal present, the decision statistic 

has a central chi-square distribution with 2 degrees of 

freedom with PDF ( )xpn  and the Probability of False 

Alarm faP is then given by 

( )
2

2σ
η

η

−
∞

== ∫ edxxpP nfa                                                  (7) 

Under the hypothesis 1H  when the signal is present the 

decision statistic has a non-central chi-square distribution 

with 2 degrees of freedom with PDF ( )xps and the non-

centrality parameter 
222

QI mm +=λ . The Probability of 

detection is then given by  

( )dxxpP sd ∫
∞

=
η

                                                               (8) 

 

The decision statistic for the |VE
2
+P
2
| architecture is 

given by 

( ) ( ) ( )
( ) ( ) ( ) ( )nunununu

nununu

QIQI
2

2
2

2
2

1
2

1

2
2

2
1

+++=

+=
                   (9) 

 

Again assuming the Gaussian distribution and statistical 

independence of the individual correlation outputs we can 

compute the detection and false alarm probabilities. 

 

Under the hypothesis 0H when there is no signal present, 

the decision statistic has a central chi-square distribution 

with 4 degrees of freedom and faP can is along the 

similar lines as equation (7). 

 

Under the hypothesis 1H  when the signal is present the 

decision statistic has a non-central chi-square distribution 

with 4 degrees of freedom with PDF ( )xps and the non-

centrality parameter 
2

2
2

2
2

1
2

1
2

QIQI mmmm +++=λ  and 

the Probability of detection is given by equation (8). 

 

In both the methods, we can perform a non-coherent 

integration of the decision statistic to improve the 

sensitivity and  correspondingly the degree of freedom 



 

 

parameter of the chi-square distributions will have to be 

multiplied by the number of non-coherent summations. 

 

In order to compute the probabilities, first the threshold 

η for a chosen faP is computed by numerically evaluating 

the inverse chi-square distribution. Then the dP is 

computed using the η  with the help of the CDF of chi-
square distribution [14]. In our analysis and simulations 

for the comparison we consider a faP of 10-3 and a pre-

detection coherent integration time of 1 millisecond. 

 

Using the probabilities of detection for different received 

signal strengths and probability of false alarm, the mean 

acquisition time is evaluated. Assuming a single dwell 

search the mean acquisition time is given by [15] 

 

( )( )( )
nccoh

d

faptd

acq NT
P

PkNP
T

2

1122 +−−+
=             (10) 

where tN is the size of the uncertainty region, pk is the 

penalty due to falsle alarm, cohT is the pre-detection 

coherent integration duration and ncN is the number of 

non-coherent summations. Note that in practice, the 

penalty due to false alarm will be comparitively less in 

the case of |VE
2
+P
2
| method as we will be entering the 

finer code delay search process and not the tracking 

process. The following figures show the comparision 

of dP  and acqT . For the approaches with a two step search 

process, only the coarse (initial) step is considered as it is 

the dominant part. 

 

Figure 13 shows the worst case probability of detection 

for BPSK and AltBOC. To show the step size required to 

achieve BPSK like correlation losses and to show the 

effect of larger step size, ∆ = 0.083 as well as ∆ =0.5 are 
chosen for AltBOC. Note that a loss of 6.3 dB between 

AltBOC with ∆ =0.5 and BPSK ∆ =0.5 (or AltBOC 
∆ =0.083) can be read from the graph. 
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Figure 13 Worst case probability of detection for 

BPSK and AltBOC 

 
Figure 14 shows the average probability of detection for 

BPSK and AltBOC with ∆ as in Figure 13. The average 
correlation loss scenario stems from the fact that we will 

not always encounter the worst case and residual code 

phase offset will have a uniform distribution in [0, ∆ ). 
Note that the difference between AltBOC ∆ =0.5 and the 
BPSK ∆ =0.5 reduces to around 2.2 dB in this case. 
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Figure 14 Average probability of detection for BPSK 

and AltBOC 

 

Figure 15 provides the average probability of detection 

for the acquisition approaches considered in Figure 6. 

Note that the difference in the power distribution among 

different approaches is evident with the probability of 

detection curve. 
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Figure 15 Average probability of detection for 

different cases (Legend : i. Best Case, ii. E5aQ-SSB, 

iii. E5a-SSB, iv. E5a and E5b – DSB, v. E5aQ-FIC, vi. 

E5 Pilots – FIC, vii. E5 Pilots and Data FIC, viii. 

Direct AltBOC) 

 
Figures 16 and 17 provide the theoretical and simulated 

average and worst case probability of detection for the 

|VE
2
+P
2
| method with both ∆ =0.5 and 0.8 scenarios. In 

figure 16 we can see that the average probability of 

detection for the |VE2+P2| method is worse by 0.4 dB 

compared to the BPSK case and the |VE2+P2| method 

outperforms Direct AltBOC approach by about 2.2 dB. 

Figure 17 shows that the worst case loss in the case of 

|VE
2
+P
2
| method is only 1 dB worse than that of the 

BPSK method and has an improvement of 5.3 dB 

compared to the Direct AltBOC approach. 

 



 

 

Legends for Figures 16 through 19: i. BPSK theoretical, 

ii. AltBOC ∆ =0.5 theoretical, iii. |VE2+P2| ∆ =0.5 
theoretical, iv. |VE2+P2| ∆ =0.8 theoretical, v. BPSK 
simulation, vi. AltBOC ∆ =0.5 simulation, vii. |VE2+P2| 
∆ =0.5 simulation, viii. |VE2+P2| ∆ =0.8 simulation. 
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Figure 16 Average probability of detection for 

AltBOC and |VE
2
+P

2
| methods (- - :Theoritical, * : 

Simulation) 
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Figure 17 Worst case probability of detection for 

AltBOC and |VE
2
+P

2
| methods(- - :Theoritical, * : 

Simulation)  
 

In Figure 18 and Figure 19 we compare the mean 

acquisition time for the probability of detection scenarios 

considered in Figure 16 and Figure 17. The simulated 

values match the theoretical values except at lower C/N0 

values. Observe that the |VE
2
+P
2
| method with ∆ =0.8 

chip step performs better than the BPSK case with ∆ =0.5 
at a given C/N0. 

 

CONCLUSION 

 

In this paper we discussed the complexity and problems 

with the Galileo E5 signal acquisition and revisited 

different strategies which address these problems. We 

analysed the probability of detection and the mean 

acquisition time for these strategies especially 

concentrating on the |VE2+P2| method along with the 

acquisition engine architecture. For the same probability 
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Figure 18 Mean Acquisition time for the Average 

probability of detection scenario (- - :Theoritical, * : 

Simulation) 
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Figure 19 Mean Acquisition time for the worst case 

probability of detection scenario (- - :Theoritical, * : 

Simulation) 

 

of detection, compared to the Direct AltBOC approach, 

the |VE
2
+P
2
| method results in an improvement in C/N0 

of about 2.2 dB in the average scenario and about 5.3 dB 

in the worst case scenario. In addition an interesting 

observation shows that the correlation loss in |VE
2
+P
2
| 

method remains constant for chip step sizes from 0.5 to 

0.8 which reduces the mean acquisition time by 37%. We 

conclude that |VE2+P2| method is a good candidate for 

implementation in Galileo E5 receivers.  
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