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Abstract

Laser ablation Fourier transform ion cyclotron resonance mass spectrometry was
used in the study of endohedral metallofullerenes, metal carbide clusters and selected

fullerene derivatives.

Laser ablation Fourier transform ion cyclotron resonance mass spectrometry was
employed to study the carbon precursor effect in the formation of endohedral
metallofullerene ions. Carbon thermal black and pyrolysed Koppers coal-tar (KCT)
pitch were investigated primarily by mixing compounds containing selected metals from
group IIA (Ca and Ba), IIIB (Y and La) and lanthanide (Ce, Pr, Nd and Sm) in the
periodic table. Endohedral metallofullerene cations M@Ca,' (n is observed equal or
greater than 22) were detected by Laser ablation Fourier transform ion cyclotron
resonance mass spectrometry from all these metals. A preliminary investigation of
macroscopic production of endohedral metallofullerenes using pyrolysed KCT-pitch as
the carbon precursor showed that the energy used in such production was about three

orders of magnitude lower than that required for graphite.

Laser ablation Fourier transform ion cyclotron resonance mass spectrometry studies
also show a correlation between endohedral metallofullerenes M@C,;, and their
corresponding metal carbide clusters MC, (n < 10). These two types of clusters are
formed from the same target but by different laser pulse widths and laser energies. For
metals that are not observed to form endohedral metallofullerenes, such as Nb and Ta,
only metal carbide cluster cations are detected in the form of M,C," (x =1-13;y=0-

14) with the M, series were observed as the most abundant species.




Gas-phase ion-molecule reactions between yttrium-/lanthanum-carbide cluster
cations (MC,", MC," and MC¢") and methanol, hydrogen sulfide, benzene, benzenethiol
and cyclohexane were investigated. These cluster ions were capable of
dehydrogenating the reagent molecules to form covalently bonded structures in the
initial stage. Clustering processes were observed in the reactions with benzene and
cyclohexane that yield condensation products formed by weak covalent interactions.
Gas-phase studies of these metal carbide cluster ions also show that the increasing
number of carbon atoms in these clusters effectively reduces their reactivity towards

reagent molecules.

Quantum chemical calculations using density functional theory reveal that the
ground state geometry for LaC,", LaC," and LaCs" is a fan shaped structure, with LaCq"
being non-planar. The calculation results for gas-phase reaction products of LaC,' (n =
2 and 4) with benzene reveal lanthanum forms two La-C covalent bonds with the
reactant molecule in the initial stage, which might have the carbon ligands involved.
Further reaction products formed structures mostly by weak covalent interactions

between lanthanum and carbon Pi bond.

Several amino acid types of fullerene derivatives together with cyano-fullerenes and
fluorinated fullerenes were investigated by ESI-FTICR mass spectrometry. The
cationic molecular species are mostly formed by protonation or alkali-metal ion
addition. Deprotonation, chemical reduction and cyano-addition are responsible for the

observation of anionic species.
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Chapter One

General Introduction

1.1 Aim and Outline of this Research Project

The primary goal of the research in this thesis is to apply Fourier transform ion
cyclotron resonance (FTICR) mass spectrometry to investigate fullerenes, endohedral
metallofullerenes and its related precursors and derivatives.

The laser ablation ionization method is used to study the formation of fullerenes
and endohedral metallofullerenes from various carbonaceous materials. Small metal-
carbide clusters that are related to endohedral metallofullerenes are investigated by
means of gas-phase ion-molecule reactions and quantum chemical (DFT) calculations.
Various fullerene derivatives are studied by the electrospray ionization method in order
to reveal their gas-phase ion chemistry.

1.2 A Brief History of Fourier Transform Ion Cyclotron Resonance Mass
Spectrometry

Fourier transform ion cyclotron resonance mass spectrometry, being a versatile and
informative modern analytical technique, has found broad applications in natural
science. Over the past three decades, both its theoretical fundamentals as well as its
applications have undergone an explosive development.

The methodology which FTICR mass spectrometry adopted can be traced back to
as early as 1949 when a group of physicists, Sommer, Thomas and Hipple introduced
the ‘Omegatron’ to measure the cyclotron frequencies of ions constrained in a magnetic
field.'"” The core of this omegatron consisted of flat metal plates or electrodes to which
radio frequency and direct current (DC) voltages were applied. The ion motion in this

instrument was constrained to circular orbits perpendicular to the magnetic field and no
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constraint by the magnetic field along the parallel. lons were stopped escaping axially
by applying a DC electric field onto the electrode plates that were set perpendicular to
the magnetic field. Although this device exhibited relatively low mass resolution by
today’s standards, these scientists had predicted that the mass resolving power of the ion
cyclotron resonance technique is the same as the frequency resolving power. They
pointed out that one of the most important applications of ICR spectroscopy would be in
precise mass measurement and they demonstrated that isobars H* and D" could be
readily separated.*

During the 1960’s, prototypes of ion cyclotron resonance mass spectrometers were
introduced and developed by Wobschall at Cornell,>® Llewellyn at Varian’ and
Baldeschwieler’s group at Standford.®>’ These instruments had an improved mass range
and resolution compared to the omegatron and used a marginal oscillator ion detector.
Ions were generated by electron ionization and drifted through the ICR cell on the order
of milliseconds. They demonstrated that by scanning the magnetic field, ions of various
masses could be brought into resonance in sequence. But because ions quickly drifting
out of the ICR cell, the possible detection time and the mass resolution for the observed
ions were limited.

A breakthrough of ICR mass spectrometry came in 1970 when Mclver'®
demonstrated that ions could be formed, trapped and detected in a single ICR cell. Ions
were no longer allowed to drift through the cell but permitted to remain in an enclosed
ion trajectory in the ICR cell on the order of many seconds. Ions of various masses
were excited sequentially using a swept-frequency pulse and detected by a capacitance
bridge. '

In 1974, Comisarow and Marshall'>"* introduced the Fourier transform data

reduction method to the ICR mass spectrometry. This innovative combination
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revolutionized the ICR mass spectrometry. Since then, a new name, Fourier transform
ion cyclotron resonance mass spectrometry has been given to this powerful analytic
technique, and an enormous number of studies have been carried out on both
instrumental development and its chemical applications. Up till the end of year 2000,
there are some four thousand publications have been listed by the database Scifinder®
that are closely related to the FTICR mass spectrometry studies.

During the 1980’s, several new features were added to the FTICR mass
spectrometry and they have made significant improvement in many aspects of this new
technique. The utilization of ultrahigh-vacuum and strong-field superconducting
magnets,”’ as predicted by theoretical studies,'®!” have significantly improved ion
trapping efficiency, and ions can be trapped in the ICR cell on the order of many hours.
These developments have also enhanced the mass resolution, especially for high-mass

1819 made it

ions. The applications of a frequency scan instead of a magnetic field scan,
possible for fast signal acquisition over a wide mass range.

Meanwhile, various new ICR cell designs have been investigated in order to
improve the ICR cell performance. A cylindrical ICR cell was used to avoid side-band
effect that was observed in Mclver’s cubic cell.?*?! To reduce the space-charge effect
and to eliminate harmonic peaks, an elongated ICR cell was investigated.”> In order to
improve the electromagnetic field homogeneity, some modification were made to the
cylindrical cell, a rf-shimmed ICR cell with hemispherical end caps was used.??* For

2526 and an open geometry

the same reason, an ‘infinity’ cell was designed by Caravatti,
ICR cell was introduced by Wang and Marshall.”” Note that some of the concepts
presented here will be explained in the later discussion.

Another important development of FTICR mass spectrometry at this time was the

coupling of various external ionization methods.”® Along with the FTICR mass
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spectrometry development, ionization methods have undergone many changes in order
to meet analytical chemistry demands. Many new ionization methods such as fast atom
bombardment (FAB),” matrix-assisted laser desorption ionization (MALDD* and
electrospray ionization (ESI)’! were developed to facilitate the study of different types
of samples, either in the form of gas, liquid or solid. Unlike the electron ionization (EI)
method, which was used internally by FTICR mass spectrometry at the beginning, most
of the new ionization methods have been applied externally to a FTICR mass
spectrometer. This new design has made FTICR mass spectrometry a very versatile
technique and capable of analyzing a broad range of samples. Detailed description of
these ionization methods will be present in later sections of this chapter where ion
generation method is the focus of the discussion.

Over the years, many researchers, besides those mentioned above, have made
significant contributions to the FTICR mass spectrometry development. Their
contributions have broadened and deepened the fields that FTICR mass spectrometry
involved. Among them, Kofel, McMahon and coworkers developed high-pressure
FTICR mass spectrometry, which enabled the use of external ionization sources.?*****
Brauman and coworkers developed an infrared laser photophysics method for the study
of gas-phase ions.***> Other researchers like Eyler, Dunbar, Freiser and Cooks have or
had been the major developers of the gas-phase ion chemistry. Readers are directed to
comprehensive reviews for detailed description of their research works.*®?°
1.3 The Fundamentals of FTICR Mass Spectrometry

The fundamental principle of FTICR mass spectrometry is represented by a simple

relationship between the ion cyclotron frequency and it’s mass.” As shown in Equation

1-01, in a uniform magnetic field B, which is well defined, the ion cyclotron frequency



o is proportional to the magnetic field strength B and inversely proportional to the

mass-to-charge ratio (m/q or m/z).
=212 (1-01)

Where q is the electric charge carried by the ion.

Many important features of FTICR mass spectrometry including the mass range,
mass resolution and mass accuracy can be derived from this basic principle. In practice,
these features are not only confined by theoretical barriers, but also limited by
instrumental conditions. Equation 1-01 also indicates that FTICR mass analysis is an
ion energy free technique. This eliminates the need for ion energy focusing which is the
fundamental concern for some other mass spectrometry techniques such as time-of-
flight mass spectrometry.

1.3.1 Mass Range

According to the Equation 1-01, the mass range measured by FTICR mass
spectrometry reflects the range of frequency measurement. In theory, as the detected
ion mass becomes smaller, the corresponding frequency increases significantly. This
effect often sets a low m/z end limit for signal digitization. On the other hand, the ion
cyclotron frequency at high mass range (m/z >5,000) is of such small value that the
electronic noise can interfere with ion detection. Also, as the mass of ions becomes

4042 can become very severe, and it can

larger, the so-called ‘magnetron motion
significantly affect the mass resolution. These problems can be overcome to some
extend by using improved electronics*’ as well as higher strength of magnetic field. **
1.3.2 Mass Resolution

The unique ultrahigh mass resolution of FTICR mass spectrometry was first noted

by Comisarow and Marshall,'>** As illustrated in Equation 1-02,%” the mass resolution



(R) is directly proportional to the observation time (transient) and to the magnetic field
strength, but inversely proportional to the mass-to-charge ratio m/z.

R=Z -2 (Aw:FWHH)<1.7x1
Am Aw

0 2B (1-02)
m

where m is the mass of the analyte molecule, w is the ICR frequency of the
corresponding ion, FWHH is the full width at half height of a peak, z is the electronic
charge carried by the ion, B is the magnetic field strength and ¢ is the observation time.

In the ICR cell, the ion cyclotron frequency is measured by the image current
induced by the ion cyclotron motion. This image current can be affected by many
factors and the most significant one is the so-called collision damping effect. That is an
ion in the ion packet moving coherently in the cyclotron motion can break out from the
packet through collisions, and high pressures in the ICR cell therefore result in rapid
signal decay producing a low-resolution spectrum. On the other hand, at ultrahigh
vacuum, the transient can last for tens of seconds producing an ultrahigh-resolution
spectrum. The pressure effect on the mass resolution is shown in equation 1-03.%7

R=i=iss.65x10-‘°~zﬁ(§) (1-03)
Am Aw mp\ n

Where &/n is the collisional damping frequency.

Under normal laboratory conditions, the mass resolution is also limited by the
instrumentation, especially the computer memory size. As the analog-to-digital
conversion (ADC) needs to be twice the size of the highest frequency of the
corresponding mass to be measured, the computer memory must be capable of
collecting enough long transients to achieve desired mass resolution. Freiser had shown
that for a mass spectrum which was applied with an rf chirp from 0 - 2 MHz (at 3 T),

which corresponds to the mass range of 23 - « (m/z), the ADC rate is required to be 4



MHz, and for computer memory capacity of 256 K, data could only be collected for 64
ms, despite the fact that the transient may have barely begun to decay at that point.’’

An alternative way to achieve higher mass resolution is to perform so-called
‘heterodyne’ or ‘narrow band’ experiment for which a narrow frequency range is
covered around a chosen reference frequency. The higher the resolution desired, the
narrower the mass range observed, but such an experiment diminishes the multi-channel
advantage of FTICR mass spectrometry for mass measurement.

Today, the ever-increasing computer memory size and computing speed has
gradually eliminated some of the instrumental limitation for high-resolution mass
measurement. The latest computer workstations that are installed for FTICR mass
spectrometers are often capable of acquiring over 1 MB size broad band mass spectrum
that possess enough data points at high m/z to obtain mass resolution that was only
achievable by the narrow band experiment five years ago. Meanwhile, application of a
higher strength superconducting magnet (up to 25 T)* also significantly enhances the
mass resolution.

1.3.3 Mass Accuracy

The precision of ion cyclotron frequency measurements, in some cases, can be as
high as one part in 10°, but such precision does not directly translate into mass accuracy.
While routine mass analysis fits in well with the basic equation 1-01 at unit mass, a
number of instrumental and experimental limitations including space-charge effects,
inhomogeneity in the magnetic field and a non-uniform static electric field can cause
disturbances in the ion motion and consequently affects the mass accuracy.

Several mass calibration procedures‘”'49 have been proposed and one of the

procedures that is commonly used is based on Equation 1-04.” 0



m="t_ 4+ B (1-04)

2
f obs /;Jbs

Where v = qB / 2n, B= -2qG1Ves / 4n? and fobs 1s the observed ion cyclotron
frequency. Gr is the geometry factor for the trapping field and V. is the effective cell
trapping potential.

This method was derived taking into account the space-charge effects and assumes
that the ion space-charge potential is time invariant and quadratic. Ledford et al. had
shown that using such method, ions formed by EI from 1,1,1,2-tetrachloroethane over a
m/z range 117 to 135 had an average error of 0.4 ppm for 15,000 ions in the cell. As the
number of ions increased to 120,000, the mass accuracy was decreased and the range of
residual errors increased from 11 to 36 ppm.” It is clear that this method did not take
full account of space-charge effect. It was shown by this method, however, the space-
charge effect could be reduced dramatically by applying a higher strength magnetic
field, and a 36 ppm error on the 1.2 T would be reduced to 1 ppm at 7.2 T.

Another important consideration in obtaining high mass accuracy is the digital
resolution. The same number of data points acquired for the transient is used in plotting
the frequency or mass spectrum. In a wide-band experiment covering a full mass range,
this may mean that a peak in the spectrum is defined by only a few points, and it is quite
possible that there is no point exactly at the true peak maximum. This problem will be
solved through the improvement of computer digital precision.

The current level of mass accuracy for FTICR mass spectrometry is in the sub-ppm
range and improves with the application of higher magnetic field and better digital
resolution. The investigation into the fine details of the space-charge effect and
nonideal electric fields is expected to provide better methods for the mass calibration,

and subsequently improves the mass accuracy.”’



1.4 Ion Formation and Ion Analysis in FTICR mass spectrometry

Like all other mass spectrometry techniques, the simple truth is, FTICR mass
spectrometry is based on the study of ionic species in the gas-phase. Sample atoms or
molecules have to be ionized prior to mass analysis in the FTICR mass spectrometer.
Various ionization methods have been developed to facilitate the study of different
forms of samples. Once ions are generated, they can be mass detected or manipulated
in the ICR cell. The basic events in each FTICR mass spectrometry experiment include
ion generation, ion excitation and ion detection.
1.4.1 Ion Generation

The principle of the ionization process is to remove electron(s) from neutrals to
form positively charged ions (cations), or to attach electron(s) to neutrals to form
negatively charged ions (anions). Over the last half century, a number of ionization
techniques have been developed and they have been coupled with FTICR mass
spectrometer to study samples range from small gaseous organic molecules’' to large
biochemical polymers.**™*
1.4.1.1 Electron Ionization and Chemical Ionization

The first ionization method which was used in the FTICR mass spectrometer was
electron ionization,'? for which gas-phase sample atoms/molecules were ionized by a
beam of electrons emitted from a filament in the EI source. The electron energy is
typically around 70 eV. The energetic electron ejects another electron out of a neutral
molecule to form a positively charged radical cation M** (M is a closed-shell species).

M+e —» M7 +2e (1-05)

In many cases, this ionization process can be very destructive, and the sample
molecule dissociates to produce fragment ions. In order to produce high abundance of

molecular ion by EI, low ionization energies between 10 - 20 eV are often used.’>?’



For the negative-ion, a sample molecule attaches with an electron to form a
molecular radical anion M™ (M is a closed-shell species).

M+e —p M™ (1-06)

In order to analyze chemically labile molecules, an EI derived ionization method —

58-62

chemical ionization (CI) was introduced. Later, another ionization method called

field ionization (FI)*>%*

was also developed. These ionization methods are generally
less destructive and molecular species are likely to be formed.

In the chemical ionization process, a mixture of volatile sample vapor and
excessive amount of CI reagent gas such as methane are present in the EI ion source.
An electron beam with electron energy of 50-500 eV is produced by the EI source and
bombards the reagent gas. The CI reagent gas is ionized, and then undergoes a series of
chemical reactions with the sample molecules to produce protonated species [M+H]",
where M is the analyte molecule.
1.4.1.2 Field Ionization and Field Desorption Ionization

The field ionization source consists of an anode or emitter, which may be a thin
wire, a sharp edge or blade, or a sharp tip; and a cathode, which is a fine slit or hole
according to the shape of the emitter. High voltage (kV) is applied to the emitter to
provide a field between the two electrodes on the order of 2 V A™.** In such a field the
potential wall of the analyte molecule is distorted such that an electron can ‘tunnel’
from the molecule into a vacant Fermi level of the emitter metal. The ion so produced is
immediately accelerated by the field through the slit into the mass analyzer. The
residence time that ions spend in the ionization source is very short and there is little
energy transferred to sample molecules during the ionization process. These factors
give a high probability of producing a molecular ion. Based on the principle of field

ionization, field desorption ionization (FDI) method was developed for the study of
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thermally labile, polar and non-volatile compounds. Ions are generated by ion-molecule
reaction type processes leading to [M+H]" or [M+alkali]" in contrast with field
ionization, where M ™ are form. The coupling of FDI and FTICR mass spectrometry
was experimented by Wanczek and co-workers using a high precision multi-purpose
solid sample probe.®’

The ionization methods described so far (excluding FID) mostly require the
vaporization of a sample into the gas-phase prior to the ionization and they are generally
not feasible for the analysis of nonvolatile and thermally labile compounds.
1.4.1.3 Fast Atom Bombardment

In the early 1980’s, a new ionization method was introduced by Devienne and
coworkers called fast atom bombardment.”” While studying the sputtering of metals by
a molecular beam they discovered that the bombardment of a solid target with high
energetic neutral particles produced ion signals. This effect was extensively studied in
the following years by the same group of researchers using various neutral molecular
beams and a range of target materials by means of mass spectrometry detection. It
should be noted that Barber and co-workers have done most of the developmental work
for organic analysis using FAB technique.®® It was shown by many studies that organic,
inorganic materials, biological samples could be easily ionized and yielded strong ion
signals with this FAB technique.®’ ™
1.4.1.4 Secondary Ion Mass Spectrometry

Secondary ion mass spectrometry (SIMS) was developed at same time as the FAB
method was introduced. It employed an ion beam to sputter a solid surface and yielded
secondary ions for mass spectrometric detection. In SIMS experiments, an energetic
(0.1 keV ion™) ion (such as Cs") beam impinges upon a solid sample, so that particles
including ions and neutrals are ejected out of the surface. As the liberated species stem
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from very shallow depth (< 1 nm), these species carry information about the
composition of the target surface. By continuing bombardment with the primary ion
beam, the depth profile of the surface composition can be established. It is for this

13 The latest

reason that SIMS has been mainly used for surface science studies.
commercial FTICR mass spectrometers such as the Bruker BioAPEX series have the
capability to adapt a SIMS ionization source.

1.4.1.5 Laser Desorption and Laser Ablation Ionization

Another important step in the development of ionization methods was the
application of pulsed lasers. The fundamental process of laser ionization involves
single photon or multi-photon absorption by the sample molecules. The term laser
desorption is generally referred to as the method of producing molecular species,”
while laser ablation is referred to as the photodecomposition of the sample material.”>””’
Both terms are vaguely defined, and no clear line can be drawn in between the two
processes. It has been shown that in the laser desorption process, however, the ion
energy profile fits in a pseudo-Maxwellian distribution with average ion energy of a few
eV;’® while in the laser ablation process, ion energy distribution appears to be a more
random pattern with an average ion energy often greater than 100 ev.”

In laser ablation experiments, a high-energy laser is often used. Ions, neutrals and
electrons are simultaneously produced in a broad range of kinetic energies. The ion-to-
neutral ratio in the laser plume is often less then 10%3  The exact mechanism
associated with the laser ablation process is not fully understood even though a
considerable number of studies have been carried out under different experimental
conditions.’ The general conclusion, however, is that the laser ablation ionization

process can have several alternatives and competing pathways involving

photodecomposition and ion-molecule reactions. These different pathways are shown
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under the change of laser wavelength from ultraviolet to visible and infrared with wide
power range applied (20 — 10> Wem™?).82 On the other hand, laser desorption requires
low laser power that desorbs predominantly neutral molecules to form ions with
relatively small amount of excess energy. Laser desorption offers a mean of generating
high-mass ions with minimum of fragmentation, which is advantageous for the study of
thermally labile compounds and large biopolymers such as peptides and proteins.
Another important ion formation mechanism in the laser desorption process is the
formation of adduct ions including the attachment of electrons.
1.4.1.6 Matrix-Assisted Laser Desorption Ionization

An alternative laser desorption method that has been widely used is called matrix

assisted laser desorption ionization or MALDI.®#

In a MALDI experiment, the
sample material is mixed with excess amount of matrix material. The chosen matrix
often absorbs the laser irradiation with higher efficiency then the analyte, and thus the
sample molecules mostly remain intact during the MALDI process. Upon the laser
irradiation, the matrix molecules are preferentially ionized and through the ion-molecule
reactions, an ionic species such as a proton is transferred from the matrix ion to the
sample molecule to form [M+H]" (in positive-ion mode) where M is the neutral sample
molecule. Like laser desorption or laser ablation experiments, MALDI involves very
complicated processes with many different pathways for ion formation. Several
mechanisms have been proposed including multi-photon ionization, energy pooling and

891 These mechanisms have important bearings in

excited state proton transfer.
defining the optimized experimental conditions in terms of the state of the sample and

desorption laser energies. The term ‘sweet-spot’ is often used to describe the sample

conditions that consistently produce abundant signals in the MALDI experiment.
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On the other hand, the selection of a matrix can be critical for successful ion
detection in a MALDI experiment. The selection of a matrix for a particular type of
compound can be unique. There is no general guideline for matrix selection, however, a
wide range of matrices have been investigated and most of them have been used for the
study of biopolymer compounds.®”-#2-1%!
1.4.1.7 Electrospray Ionization

Another important ionization method that has been developed parallel to MALDI is
electrospray ionization. ESI has substantially changed the practice of mass
spectrometry because of its applicability to the analysis of large bio-molecular species.
It is a technique of high sensitivity, broad utility and facility to interface with many
separation techniques, such as liquid chromatography (LC) and capillary electrophoresis
(CE).

The concept of electrospray ionization was introduced by Malcolm Dole in the
1960°s,'°>!% and it was introduced to mass spectrometry by Fenn and coworkers in the
early 1980’s.’' The ESI ion source, in principle, can be considered as an
electrochemical cell. Ionic species in the spray solution undergo charge separation
under the influence of a strong electrical field. Depending on the polarity of the
electrical field applied, the spray droplets contain excessive amount of either positive or
negative charges. The solvent in the droplet quickly evaporates as the droplet move
through the hot drying gas (typically N;). This desolvation process increases the
repulsion between the charges on the droplet’s surface and causes coulomb explosion of
the droplet. Smaller droplets produced by the coulomb explosion are further desolvated
and produce even smaller droplets. This shrinking-and-exploding process goes on

repeatedly till the gas-phase ions are formed.
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For many covalent molecules, ion formation in ESI is achieved by either a direct
redox process or an ion-addition mechanism. Ions that are often added to neutral
molecules during the ESI process include the proton, alkali metal ions and NH;" for
positive ions; OH’, halogen anions and basic group ions for negative ions.

Multiply charged ions are often observed in ESI for compounds with molecular
weight greater than ~1,000 Da.'® Since the observed mass in FTICR mass
spectrometry is shown as the mass-to-charge ratio (m/z), this multiple charging effect
fractionates the molecular mass for macromolecules including polymers and biological
compounds that brings them into the m/z range of high mass resolution.
1.4.1.8 Other Ionization Methods

Over the years, many other ionization methods have also been developed for

specific mass spectrometry tasks. These include 252-Cf plasma desorption,'""’

106,107 110-114

supersonic expansion cluster ion source, glow-discharge ionization,

115,116

atmospheric pressure chemical ionization (APCI), microspray,''’ nanospray''® and

capillary electrophoresis ionization.' 19,120

As mentioned earlier, in the original design of an FTICR mass spectrometry ion
source the EI source was fitted inside the ICR cell and it limited the use of other
alternative ionization methods. The latest FTICR mass spectrometers, however, are
often equipped with a range of external ionization sources including those mentioned
above. In an external ionization source, ions are generated in the high-pressure region
and transferred into the ultrahigh vacuum ICR cell by ion guide components. 121-126
1.4.2 Ion Excitation

Once ions are present in the ICR cell, they are trapped along the magnetic field

lines by the electric potentials applied on the end plates of the cell, while the magnetic

field constrains the ions to move in circular orbits perpendicular to the magnetic field
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lines referred as an ion cyclotron motion.'?’

As indicated by Equation 1-01, ion
cyclotron frequency is independent of the ion energy. In other words, ions of same m/z
can have the same ion cyclotron frequency but different translational energies
(velocities). It is also possible that these ions are located in the different regions in the
cell. Such incoherent motion cannot produce an image current on the receiver plates of
an ICR cell. To solve this problem, a frequency-swept rf pulse is applied to the two
excitation-plates of the ICR cell. The irradiation effectively excites ions into larger
cyclotron orbits and ions of same m/z value are brought into phase to form an ion
packet. This has raised a question, however, about the coulomb repulsion between the
ions in the packet. It has been observed that as the number of ions (same m/z value)
increases, its corresponding mass spectrometric signal has become broadened. This is
the so-called ‘space-charge effect’ >*128B1 gor ultrahigh resolution mass measurement,
the mass shift caused by the space-charge effect can be significant. It is therefore
important to keep the ion population small in the ICR cell since the space-charge effect
increases with higher ion population in the cell.

During the excitation, the radius of ion cyclotron orbits can be calculated by

Equation 1-07.13%13

_Vut
2Bd

(1-07)

Where 1, is the peak-to-peak rf voltage (applied to the pair of excitation plates)
amplitude,  is the duration of the rf excitation pulse, B is the magnetic field strength and
d is the diameter of the ICR cell (cylindrical).

An important feature of Equation 1-07 is that the ion cyclotron radius is
independent of the ICR frequency and this means for ions of a certain m/z, the

excitation only becomes effective when the applied swept rf frequency comes into
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resonance with the 1on cyclotron frequency. This is the key feature of ICR technique.
The frequency-sweep ion-excitation method ‘chirp’ adopted by FTICR mass
spectrometry is based on such a principle. '>*!3>13¢
1.4.3 Ion Detection

The detection of ions starts at the end of ion excitation. The coherent ICR motion
of ion packets induces an image current in the receiver plates of the ICR cell. This
image current is also referred to as a transient, a time domain signal or a free ion decay
signal. For each ion ensemble at a particular m/z, the corresponding image current is
represented by a single frequency sine wave. As in most of FTICR mass spectrometry
experiments, ions of many different m/z values are presented in the ICR cell
simultaneously, their ICR frequency sine waves are superimposed and presented as a
complex transient signal. This transient is then converted into a voltage signal, which is
amplified, digitized and recorded by the computer.'*> The Fourier transform algorithm
effectively extracts each individual sine wave and translates it into the corresponding
ICR frequency. Based on the Equation 1-01, the frequency domain spectrum can be
readily transformed into its corresponding mass spectrum.
1.4.4 Tandem Mass Spectrometry

One of the outstanding features of FTICR mass spectrometry is its unique ion
trapping capability, which enables multi-stage ion manipulations. This is called tandem
mass spectrometry, which is described as MS". Tandem mass spectrometry is extremely
useful for the ion structure elucidation and gas-phase ion-molecule reaction studies.
Over the years, FTICR technique has adapted many new designs that have facilitated
MS" experiments. The use of the pulsed molecular valve has assisted ion cooling in the
ICR cell."”” Ion ejection techniques such as stored waveform inverse Fourier transform
(SWIFT),**1*2 introduced by Marshall and co-workers, have improved the
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precision of ion selection and resulted in clean ion isolation. Ion fragmentation methods
such as on-resonance irradiation collision-induced dissociation (ORI-CID), sustained
off-resonance irradiation collision-induced dissociation (SORI-CID),'****¢ blackbody
irradiation dissociation (BIRD),W"“8 infrared multiphoton dissociation (IRMPD)'”"S !
and electron capture dissociation (ECD)'SI'162 have become standard techniques for ion
structure studies.

FTICR mass spectrometry experiments are carried out as events of a series of
pulses termed as a ‘pulse sequence’. The mass spectrometric events occur as the result
of executing the pulse steps in the sequence, which sends commands to the FTICR mass
spectrometer. Tandem mass spectrometry experiments are accomplished by executing
additional steps of pulses in the FTICR pulse sequence. For each stage of MS
experiments, the basic pulse sequence includes ion selection/isolation; ion excitation
(optional); time delay for reaction or CID. Ion-molecule reactions and ion-dissociation
processes are often combined in the gas-phase studies in order to reveal the structure or
the reactivity of both parent ions and the daughter ions. As it will be shown in the later
chapters, both ORI-CID and SORI-CID are applied to this current study.
1.4.4.1 On-Resonance Irradiation Collision-Induced Dissociation

The ORI-CID experiment is carried out by translationally exciting the selected ion
continuously for periods of up to hundreds of microseconds after which the ions can
undergo collisions with the collision gas atoms or molecules to fragment. The applied
excitation frequency precisely matches the cyclotron frequency of the selected ions.
The selected ions constantly acquire energy during the ion-excitation and ions follow an
outward spiral trajectory.l63

The center-of-mass translational kinetic energy (in eV) of an activated ion, E," is

given by following equation:'®'
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Where m;, is the target atom or molecular mass; my,, is the parent ion mass; S, is the
geometry factor of the ICR cell; V), is the peak-to-peak voltage of the rf pulse; d is the
diameter of the ICR cell; 1,/ is the length of the rf excitation pulse and g is the electronic
charge.
The ion collision frequency during the ion activation N, can be calculated by

following equation: '**

- 7111(}/, +}/p)zCanptrfSe

NC
2mpd

(1-09)

Where y, is the average radius of the target atom or molecule; y, is the average
collision radius of the parent ion; C, is the number density of the target gas atoms or
molecules.

Based on equation 1-08 and equation 1-09, the ORI excitation can effectively
increase the transitional energy of the selected ion in a relative short period of time, but
the collision frequency can be low in this process. For an ion at m/z 200 Da, with
collision gas pressure of 1x10° mbar of argon in the cell (7 T), the number of collisions
during a 50 ps of excitation (Vpp = 100 V) is in the single collision regime. This result
implies that the ORI-CID technique is more efficient for low-mass ions as the center-of-
mass translational energy acquired by the selected-ion is more significant in a single
collision. It also implicates that the limited number of collisions during the ORI
excitation may not be able to provide sufficient energy for large mass ions to fragment.
1.4.4.2 Sustained Off-Resonance Irradiation Collision-Induced Dissociation

In order to improve the CID efficiency for large mass ions, an alternative excitation
method sustained off-resonance irradiation collision-induced dissociation or SORI-
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CID'#31#147.165 has been developed to provide the mass-selected ion with sufficient
translational energy to dissociate. This method applies an excitation rf frequency offset
to the ion cyclotron frequency of the mass selected ion. The excitation effectively
accelerates-decelerates the chosen ion and the change of the excitation energy follows a
sine wave function. The alternating cycles are sustained for the whole excitation period

up to many seconds.

During the SORI process, the average kinetic energy EX of the ions over long

periods and in the absence of collisions is described by the following equation: '%°'¢7
qE; 1%
EF = 2% x < (1-10)
829 (v.-v)

In which E, is the excitation field amplitude corrected for the cylindrical cell, B is
the magnetic field strength and q is the electronic charge. The variables, v-and v are the
natural ion cyclotron frequency and off-resonance frequency respectively.

The SORI-CID is a low energy process and the average energy that ions acquired in
each collision is less then 10 eV. However, as the selected-ion undergoes enormous
number of collisions during SORI-CID experiment, energy is constantly dumped to the
selected-ion via collisions and it is therefore more advantageous for the large mass ions
to fragment as they can accumulate the energy more efficiently than smaller ions.

1.5 Chemical Applications of FTICR Mass Spectrometry

Over the last thirty years, the fields that FTICR mass spectrometry have been
applied covering nearly very area of natural science including almost all the branches of
chemistry. FTICR mass spectrometry is not only a unique tool for chemical analysis,
but also a unique environment for the study of chemistry fundamentals. Several
disciplines have been formed during the advancing years of FTICR mass spectrometry.

These include gas-phase ion chemistry, cluster chemistry, biological applications and
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many other chemistry or physics related studies. It is beyond the scope of this thesis
work to present a comprehensive review of these studies, brief descriptions are given
below on the development of the major fields that have involved FTICR mass
spectrometry.

1.5.1 Gas-Phase Ion Chemistry

The FTICR mass spectrometry has enabled studies of gas-phase chemical reactions
under defined chemical and physical conditions that are impossible to achieve in the
condensed phase. The effect of solvent, ligands and counter ions can be mostly
eliminated in the gas-phase studies and the intrinsic properties of the investigated ions,
such as the ionization energy (IE), electron affinity (EA), proton affinity (PA) and rate
constant for many reactions can be determined in a direct manner.

Several features have made FTICR mass spectrometry superior to many other mass
spectrometric methods in the study of gas-phase ion chemistry. Firstly, the ICR cell
combines the reaction chamber and ion detector, which eliminates the need of additional
mass analyzer for the ion detection. The application of the so-called double resonance
technique permits unambiguous determination of reactant and product ion

8168 on activation by rf excitation can be used to overcome the energy

relationships.
barrier that in some instances can facilitate endothermic reactions. The wide range of
external ion sources that are commonly coupled to FTICR instruments allows the study
of unusual gas-phase species that may not be observed in the condensed phase. For
example, the study of ion-molecule reactions between laser generated ‘bare’ transition
metal ions and hydrocarbon molecules have revealed the catalytic properties of
transition metals at the molecular level.'®*'"*

Gas-phase ion chemistry can be generally divided into two categories, gas-phase

organic ion chemistry and gas-phase organometallic ion chemistry. The gas-phase
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organic ion chemistry involves nucleophilic anions, electrophilic cations and some
unusual ionic species such as distonic radical ions and fullerene ions. The nucleophilic
anion reactions can occur as substitution, elimination, addition/elimination and
reduction reactions. The organometallic reactions on the other hand often involve gas-
phase ‘bare’ metal ions or ligated metal ions in the reaction with di- or tri-atomic
molecules including larger alkanes, unsaturated hydrocarbons and many other small
organic molecules. Comprehensive reviews are available for extensive discussions of
these studies.'”>'"®

It is also possible to carry out kinetic studies by FTICR mass spectrometry
experiments. A so-called ‘kinetic method’ has been established by Cooks and co-
workers to determine important chemical properties such as proton affinity, gas-phase
basicity and thermodynamic constants for gas-phase ionic species.'”’'® Although the
kinetic method was first established with sector instruments, FTICR mass spectrometry
has also played important role in the later studies.

1.5.2  Cluster Chemistry

Another important field that FTICR mass spectrometry has been heavily applied to
1s gas-phase cluster chemistry. For many years, atomic and molecular clusters have
been a main focus of research both in physics and chemistry. The unique chemical and
physical properties possessed by cluster species have made an important attribution to
the new field in material science termed as ‘nanotechnology’, for which cluster
materials at nanometer scale plays a central role.'®'

The concept of a ‘cluster’ covers a wide range of atomic and molecular species and
it is difficult to give a clear definition. It is generally referred to as the aggregation of
atoms or molecules either with strong covalent interaction or weak interaction by
nucleophilic or electrophilic attractions.
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The early study of gas-phase clusters was promoted by the demand of
understanding many physical processes such as the condensation and forces that control
the crystal growth of semiconductors. The study of vapor components in the
equilibrium with molten metals yielded the earliest reports of gas-phase inorganic
clusters. %184

A large amount of early cluster work was carried out using the Kundsen or effusion

cell technique, which applied resistive-heating to generate gas-phase clusters including

185-188 189-197

alloys, metal carbides and mixtures. The invention of supersonic expansion

cluster source has enabled studies of weakly-bound rare gas clusters'**?°! and alkali

202203 that require low internal energy for stabilization. The application of

metal clusters
pulsed laser in either direct laser ablation mode or combined with supersonic expansion
source has remarkably broadened the field of cluster chemistry.’®* Gas-phase bare
metal clusters, metal oxide clusters and metal sulfide clusters are readily produced by
these methods. The most impressive cluster study, however, has been the discovery of
caged carbon clusters named fullerenes, which resulted in the award of the Nobel Prize
to its three major discoverers, Kroto, Smalley and Curl.?®

The composition of clusters can be either homogeneous such as in fullerenes or
heterogeneous as in metal-oxide clusters or metal sulfide clusters, and the size of
clusters is in the range that bridges between atomic/molecular species and bulk
materials. Clusters are therefore referred to as ‘the fifth state of matter’.*%

Combined with various ion-dissociation techniques such as collision-induced-
dissociation and photodissociation, FTICR mass spectrometry can provid crucial

information on cluster bonding energies, ionization potential and electron/proton

affinities.?"’
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The development of new ionization methods such as ESI in recent years has
enabled the study of gas-phase cluster ions formed from closed-shell precursors. The
formation of this type of cluster ions results from the nucleophilic or electrophilic
attraction between a central ion and neutral molecules, generally, there is no electron
exchange energy involved. For example, electrospray of an alkali halide salt solution
such as Nal/MeOH generates weakly bound cluster ions (Nal);Na" and (Nal),[ (n=1 -
~30, the number n varies with the ESI condition).

1.5.3 Biological Macromolecules

In recent years, ionization techniques such as ESI and MALDI have made a strong
impact on biological science. Combined with separation techniques such as gas-phase
chromatography and high performance liquid chromatography, mass spectrometry has
become the ‘real-time’ analysis method for research in biological and microbiological
science.”®

One crucial step in this development has been the application of electrospray
ionization method to mass spectrometry because it enables sample molecules to be
introduced into mass spectrometer via the solution phase. The ability to form multiply
charged ions by ESI process has been, in many cases, an advantage for mass
spectrometry, especially for FTICR mass spectrometry studies. It allows high
molecular weight species to be observed in the low m/z region (< ~1,000 Da) with high-
mass resolution. In such a low m/z region, FTICR mass spectrometer has sufficient
resolving power to provide isotopic information for multiply charged ions. By accurate
mass measurement, sometimes the elemental composition of certain ions can be
correctly assigned. To date, a single biological molecule (DNA) with molecular masses
up to a hundred mega-Dalton has been detected by ESI-FTICR mass spectrometry
which carries ~ 30,000 charges.”’
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The strong demand for structure elucidation of large biomolecules has promoted the
development of various ion-dissociation techniques and new computer software for
mass spectrometry. lon-dissociation techniques such as SORI-CID, BIRD, IRMPD and
ECD have become the essential tool in peptide sequencing and protein structure
mapping. The latest computer software designed for mass spectrometry often contain
databases or have interfaced with on-line databases to provide information on peptides
and proteins.”'® Also, the hydrogen-deuterium (H/D) exchange method has provided a
convenient way to probe the protein-folding process.?!!!?

1.6 Fullerene Chemistry
1.6.1 The Discovery of Fullerenes

Fullerenes are a family of cage-like pure carbon molecules that consist of twelve
pentagon rings and different number of hexagon rings. They are the third form of
carbon allotropes beside diamond and graphite.'*??°  The fullerene Ceo, being the first
molecule in the series that has all its pentagons completely separated by the hexagons,
forms a truncated icosoahedral structure. Cgo was first named buckminsterfullerene for
its resemblance to the architectural structure - geodesic dome, which was designed by
American architect and constructor, Buckminster Fuller.'®

The discovery of fullerenes is a result of gas-phase study of carbon clusters, which
has its roots in the astrophysics relating to interstellar absorption bands.?*'*%* In 1984,
a group of scientists from Exxon Research studied the abundance of carbon clusters
generated by laser vaporization of graphite resulting in the surprising observation that
only even-numbered clusters were presented in the Cso - Cago ion mass range.”?* Later,
Smalley, Kroto et al. explained the abundance of these even-numbered carbon clusters
was the result of formation of cage-like molecules containing a central cavity and they

named these molecules fullerenes.’'® The photodissociation experiments performed by
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the Smalley group on a FTICR mass spectrometer, using a selected range of fullerene
ions, showed that these fullerene ions fragmented by emitting C, units under the

5

irradiation of XeCl excimer laser.?”> Based on the experimental observation, the same
p

research group developed a mechanism called the ‘Pentagon Rule’ to explain the

stability of the fullerene carbon clusters.??%*’

It states that the energetically most
favored form of any open graphite sheet is one, which is:

(a) made up solely of pentagons and hexagons

(b) and has as many pentagons as possible

(c) while avoiding adjacent pentagons.

They pointed out that Ce is the first pentagon rule structure that can close. Many
theoretical studies have been carried out to confirm the fullerene cage structures and to

probe their chemical properties.?2*2*!

Interestingly, the earliest chemical calculations
had predicted the cage structure of fullerene Cgo long before the experimental evidence
was obtained.**?
1.6.2 Fullerene Generation and Characterization

If fullerenes had not been made in bulk quantities, they would probably have
remained only of the interest to a handful of spectroscopists, especially mass
spectrometrists. In 1990, Kratschmer and co-workers developed a method, which
allowed fullerenes to be generated in gram quantities, and they obtained the crystal
structures of pure Cg by X-ray diffraction of a microcrystalline powder of Cg.24***
The method involved evaporation of graphite by resistive heating. Graphite rods were
used as electrodes in the atmosphere of ~100 Torr helium. The resulting black soot was
collected from the evaporation chamber and dispersed in benzene. It produced a wine-
red solution. The dissolved material was analyzed by laser desorption mass

spectrometry and it showed predominately Cgo with less than 10% of C7o. This method
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was later modified by using direct current discharge between the two graphite electrodes
and it is the method now used commerically.”’

The characterization of fullerenes has been carried out by many analytical methods
including various mass spectrometry techniques,”*?* NMR,**%! FTIR,**** UV-

vis?>*?* and X-ray diffraction.

242,257,258
It has been confirmed by these analytical
methods that there are two types of bonding

presented in the fullerene Ceo, the so-called 6-6

(1.38A) and 6-5 (1.45A) carbon-carbon bonds (see
6-6 C-C bond 6-5 C-C bond

the insert). In contrast, C;o consists of eight types

Fullerene Cy,
of C-C bonds.
1.6.3 Fullerene Derivatization

Since macroscopic amounts of fullerenes have become commercially available, a
broad range of fullerene-chemistry studies has been carried out and the majority of these
studies are aimed at adding functional groups to the fullerene frame.

Fullerenes are unique molecules in terms of their structures that extend in three
dimensions in space, and their chemical reactivity is thus determined by such a spatial
structure. The stability of Ce is based on being the smallest caged molecule in which
all the 12 pentagons are isolated from each other by hexagons. A hexagon containing
three n—bonds and fused to two pentagons can be represented in the three possible ways,
each existing as a resonating pair. Of six possible structures, in one structure there is no
double bond at the 5-6 ring junctions. A double bond in a five-member ring increases

strain and therefore decreases stability. For fullerenes to be structurally stable, all the

double bonds should be placed in such a manner that there would be no
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double bonds at the 5-6 ring junctions. Theoretical calculations show that 12,500
resonant structures are possible for Ceo.>>

The C=C bonds of C¢ react like those of very electron-deficient arenes or alkenes,
therefore Cgo as whole behaves as an electron-deficient ‘superalkene’ rather than as a
‘superaromatic’ molecule. Based on such chemical character, the modification of
fullerenes has been attempted mainly by adding functional group(s) on to the exterior
carbon frame of fullerenes. The exohedral addition reactions can occur through
cycloaddition, radical and nucleophilic addition, hydrogenation, oxidation, halogenation
reactions and complex formation with transition metals. The conjugated n—system in
Ceo is not completely delocalized and the electrophilic double bonds [6-6] on Cs can
readily add nucleophiles and radicals. Mass spectrometry studies have shown that Ce
can add up to 34 methyl radicals and it is therefore referred to as a ‘radical sponge’.*®’

Cycloaddition to fullerenes gives mainly monoaddition products, commonly, 1,2-
addition to a 6-6 bond, which is energetically more favorable than addition to a 6-5
bond.®' The reaction products are often used as the initial compound for further
functionalization.

Nucleophilic addition to Ce gives, as a rule, monoadducts. Functional groups such
as amino acid molecules, CN**? and vinyl ethers group can add to the Cq fullerene and
some of these reaction products are promising monomers for cationic polymerization.*®®

All the attempts to prepare completely hydrogenated fullerene CgoHgo have been
unsuccessful. This compound appears to be highly unstable due to the enormous strain,
which arises upon the formation of twenty planar cyclohexane rings and numerous H-H
interactions.”' So far, fullerene hydrides with the compositions CeoHy (x =2, 4, 18, 32,

36-50, 42-44) and C7H, (x = 2, 4, 8, 10, 34-44) have been reported.”**
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The electronegative fullerene molecules can be easily reduced but are difficult to
oxidize. The reaction of fullerene with oxygen, however, on exposure to UV light (in
hexane) or heating (in the presence of oxygen) results in vigorous oxidation
accompanied by fragmentation - the rupture of the C=C bonds in the fullerene cage.
Upon irradiation, Ceo initially passes into the triplet state, the transfer of energy from
this species affords singlet oxygen, which oxidizes the fullerene.

The halogenation of fullerenes was achieved by reacting Cgo with gaseous chlorine,
fluorine and liquid bromine giving complex mixture of addition products. It has been
considered that iodine does not react with fullerenes, but recently, a charge transfer

complex involving iodine and Cgo was reported.”®

Among the halogenated fullerene
derivatives, fluorinated fullerenes have been mostly studied due to the interest of
material science. Fluorofullerenes containing up to 60 fluorine atoms per molecule,
including CgFss can be prepared by fluorination with fluorine gas, while
hyperfluorofullerenes CgoF76 can be synthesized on treatment with fluorine with
exposure to UV radiation,2*¢%¢

Polymerization of fullerenes has also been attempted by many researchers.
Macromolecular fullerene derivatives facilitate the combination of unusual properties of
fullerenes with the specific properties of many polymers. Thus macromolecular
modification of fullerenes can provide and tailor polymeric materials with interesting
properties, e.g. electronic, magnetic, mechanical, catalytic and optical properties. The
synthesis of polymers containing fullerenes has been carried out following two main
schemes, either the ‘main-chain’ or the ‘side-chain’ polymers.”®® These polymeric
derivatives can be termed as polyfullerenes, indicating the covalent binding to a

polymer and high molecular mass. Polymers containing fullerene molecules often show

unusual properties that possess potential in material science. For example, the telechelic
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polymer that bridges two fullerene molecules exhibits unusual photophysical and redox
properties.269 These polymers have been the focus of many studies of energy- and
electron-transfer process. Mono- and ditelechelic polymers provide exotic molecules in
which the fullerene core can be tethered to different chromophores. For example,
monotelechelic, covalently linked, multi-chromophoric molecules, in which the bridge
is a poly(norbornane-bicyclo[2,2,0]-hexane-hybrid oligomer, have been synthesized.”
1.6.4 Metallofullerenes

Shortly after the discovery of fullerenes, Heath et al. reported that lanthanum

' The name endohedral

atom(s) could be encapsulated in the fullerene cages.”’
metallofullerene written as An@Cs, (m = 1-3, n = 30-70) has been assigned to this new
family of fullerenes where the symbol @ denotes that the metal atom (A) is located
inside fullerene cage.”’*?”

As an example, Smalley and co-workers have shown in their pulsed-molecular-
valve mass spectrometry (PMV-MS) experiment that a range of lanthanofullerene ions
could be generated by laser ablation of a La,O3; doped graphite target. Endohedral
metallofullerenes are very unusual molecules with regard to their structures. The
carbon cage prevents the metal reacting with other chemicals and so the metal is ‘inert’.
Verification of this lack of reactivity was obtained with a cluster beam/ FTICR mass
spectrometer by non-reactions with O, NO and NH;;.274 Other evidence of metal
encapsulation was shown by laser irradiation of La@Cso", which produces C, loss from
the carbon cage until La@Ca4’, the predicted size of a carbon cage that is able to contain
a lanthanum ion.

Endohedral metallofullerenes are predicted to have many potential applications in

. . . 7
areas such as nonlinear optical devices and catalysts,”” superconductors,2 ® lasers and

276,277 278,279

ferroelectric materials. To date, the macroscopic production and spectro-
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. L. 246251280284
scopic characterization®*¢2°'280-28

of endohedral metallofullerenes are still under
investigation.

Laboratory scale chemical studies on endohedral metallofullerenes are difficult
because these species can only be produced with very low yields and so there is a
demand for other methods of production or the discovery of new precursors. So far,
most of preparations have used graphite/metal or metal oxide mixtures as precursors

285,286

with different vaporization sources. Studies at the University of New South

Wales, on the other hand have focused on the search for new carbon precursors for

fullerene and metallofullerene.**”2*

The use of metal doped graphite rods with the electric arc vaporization method**
and the laser ablation-furnace method®*>*®' represent the two important methods for
metallofullerene production. Of these two methods, the electric arc technique is
preferred for macroscopic production but this method has yields of less than 0.1% even

302

for the most abundant metallofullerenes (for example, La@Cs,)™ “ that can be isolated.

Purification of the metallofullerenes is time consuming and requires preparative
scale HPLC to produce only milligram quantities of the metallofullerenes.’®-%
Although yields of fullerenes, such as Cqo, from graphite are as high as 10% in arc

307399 and 40% in laser furnace experiments,”*® there has been no significant

experiments
improvement in the low yields of endohedral metallofullerenes. Mdschel et al. have
reported a new method for metallofullerene synthesis that involved the evaporation of
the carbon and barium metal in different regions of a radio frequency (rf) furnace.’"

They reported that this technique can enhance the formation of endohedral barium

fullerenes.
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1.7 Metallocarbohedrenes

Another important class of metal-carbon clusters discovered in recent years is
called metallocarbohedrenes or metcars. Metcars are binary metal-carbon clusters in the
form of M, Cy (x=1 - ~15; y= 0 - ~20). Multi-caged structures are proposed for clusters
such as MgCj;". As reported by Castleman et al., early transition metals such as Ti, Zr,
Hf, V and Nb are capable of forming multi-metal/carbon binary clusters by ion-
molecule reactions in a pulsed gas expansion laser ablation cluster source.’''?! The
experiments were performed using laser generated metal cluster ions to dehydrogenate
gaseous alkanes that were seeded in the expansion gas.’'> MsC)," has been observed in
predominant abundance among the metal carbide cluster ions and it is believed that the
‘superabundance’ of this species is related to its thermodynamic stability. Although the
structures and heats of formation for most of the MC, ions are still unknown, both
theoretical and a range of experimental techniques have been employed to elucidate the
structure of TigCy2.°2*% Unlike fullerenes or endohedral metallofullerenes, metcars are
very reactive. The metal atoms in its structure are exposed and can easily react with
other reagent molecules. Metcars therefore have not been made in bulk material and its
research has been carried out mainly in the gas-phase and by theoretical studies.

An interesting phenomenon has been observed by comparing the formation of
metallofullerenes and metcars. That is formation of these two types of clusters has
shown to be metal selective. The metallofullerene related metals are mainly the group
ITA and IIIB elements in the periodic table including lanthanides, and the metcar related
metals are in the group IVB and VB. This metal selectivity reflects the intrinsic

difference among the metallic elements with regard to the interaction with carbon.*?
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1.8 Carbon Nanotubes

The fullerene production method introduced by Kritschmer and Huffman,*** which
uses a high-current electric discharge to vaporize carbon electrodes in a helium buffer
gas has been commonly used to produce large quantity of fullerenes. It was noticed by
[jima in 1992 that during such an electrical discharge, the graphite rod used as the
cathode grows in its length as the result of the deposition of a new form of carbon
material. He examined the carbon deposit collected on the cathode by transmission
electron microscopy (TEM).*?73% The TEM image revealed some tube-like cylindrical
carbon material in the carbon deposit, and these carbon tubes comprised of hexagonal
graphene sheets with a typical size of few nanometers in diameter. Later these carbon
tubes were referred to as carbon nanotubes. **°

Carbon nanotubes can be divided into two categories according to the number of
carbon layers they contain. The first type is the single-wall nanotube (SWNT) which is
close to an ideal fullerene fiber and its diameter is close to fullerenes and has single
layer cylinder extending from end to end on the order of nanometers to milimeters.***>*!
The second type is multiwalled nanotubes (MWNT). They comprise concentric
cylinders placed around a common central hollow, with spacing between the layers
close to that of the interlayer distance in graphite of 0.34 nm. Closed-end carbon
nanotubes are also observed in the initial discovery by Ijima, and similar to fullerenes,
the capping curvature is caused by a number of five-member rings.

The time scale for the carbon nanotube formation is extremely short, a 5 nm
diameter MWNT of 1 mm length grows in 10 s.>** The arc discharge method produces
stiff, near-perfect and whiskerlike MWNT, but the yield is limited and the material
formed in the deposit contains substantial amounts of nanoparticles that have polyhedral
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shapes. Several other methods including catalytic growt and catalyzed laser
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ablation®®* have been developed to produce better defined larger scale carbon
nanotubes. The catalytic growth method used a graphite rod with a hole in the center,
which was packed with mixture of graphite powder and low percentage of transition
metals such as Fe, Co and Ni. 3%

It is believed that carbon nanotubes will play an important role in nanotechnology —
a fast developing field in material science. Some preliminary investigation has shown
that carbon nanotubes can be used as molecular wires that permit a single electron to
transmit through the tube.’*® They are also good media for absorbing hydrogen, which
has the potential in the design of new generation of hydrogen batteries.**’
1.9 The Methodology of Theoretical Studies - Quantum Chemical Calculations

Quantum chemical calculations have become very useful methods for investigating
novel molecules and ions in recent years. Improved computer algorithms, faster
computer processors, more efficient disk storage and overall improvements in software
have enabled high quality results to be generated for a large range of molecular/ionic
species. For this reason, some of the metal-carbon species and their derivatives that
were observed in this project were investigated by quantum chemical calculations.

Quantum chemical calculations are concerned with predicting the properties of
atomic or molecular system. They are based upon the fundamental laws of quantum
mechanics and use a variety of mathematical transformation and approximation
techniques to solve the fundamental equations.

Quantum mechanics states that the energy and other related properties of an atom
or a molecule might be obtained by solving the Schrédinger equation:

HY = E¥ (1-11)

Where the cap denotes an operator. Except for the smallest systems such as

hydrogen-like species, the exact solutions to the Schrodinger equation are not
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computationally practical. Electronic structure methods are therefore characterized by
their various mathematical approximations to its solution. Three major classes of
electronic structure methods have been developed including semi-empirical methods, ab
initio methods and density functional methods. Although it is still under debate whether
density functional methods are also ab initio methods, the main concern of this current
study is not to address this question but to use these methods to investigate the species
that are observed in the FTICR mass spectrometry experiments.
1.9.1 Hartree-Fock Theory
1.9.1.1 Born-Oppenheimer Approximation

As the exact solution to the Schrddinger equation is not possible for any but the
most trivial molecular systems, a number of simplifying assumptions have been used to
yield approximate solutions for a large range of molecules. The Born-Oppenheimer
approximation is the first of several approximations used to simplify the solution of the
Schrédinger equation. It simplifies general molecular problem by separating nuclear
and electronic motions. This approximation is based on the fact that the mass of a
typical nucleus is thousands of times greater than that of an electron. Nuclei move very
slowly with respect to the electrons, and electrons react essentially instantaneously to
changes in the nuclear position. The electron distribution within a molecular system
depends on the positions of the nuclei, and not on their velocities. In other words, the
electronic motion can be described as occurring in a field of fixed nuclei.

For molecular systems, the full Hamiltonian can be expressed as:
H=T+T" +V< ¥ 4P 4 ph¥ (1-12)

The first two terms on the right hand side of the equation are the kinetic energy

operators. The other three terms describe the potential energies in the system. * pene
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is the electron-nuclei attraction potential, ¢ Ve and ‘V¥ " are the electron-electron
and nuclei-nuclei Coulomb repulsion potentials respectively.

The Born-Oppenheimer approximation allows two parts of the problem to be
solved independently. It is therefore possible to construct an electronic Hamiltonian,

which neglect the kinetic energy term for the nuclei.

N-N
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(1-13)

Note that this equation is expressed in atomic units (ap = h2/41t2mee2).

This Hamiltonian is then used in the Schrédinger equation describing the motion of
electrons in the field of fixed nuclei.

Hwe(r,R)=E (R} 7. R) (1-14)

The solution to this equation for the electronic wavefunction is the effective nuclear
potential function E? , which depends on the nuclear coordinates and describes the
potential energy surface for the system. Accordingly, E¥ is also used as the effective
potential for the nuclear Hamiltonian.

n" = 7*(8)+E7 (R) (1-15)

This Hamiltonian is used in the Schrodinger equation for nuclear motion,
describing the vibrational, rotational and translational states of the nuclei. Solving the
nuclear Schrodinger equation is necessary for predicting the vibrational spectra on all
operators and functions.

1.9.1.2 Self-Consistent Field and Hartree-Fock Theory

For the various approximation methods that have been used, they are faced with a

basic question as how to find a one-electron Hamiltonian H, and to use a one-electron
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Schrodinger equation to obtain the one-electron wavefunction ¢, and its orbital energy
E,, ultimately to establish the full wavefunction and to resolve the total energy of the

system.

The first method that provided solution to this problem was introduced by Hartree
in 1928, and it is now known as the method of self-consistent fields (SCF). This
technique was later modified by Fock and Slater to include the effect of electron
exchange, and commonly referred to as the Hartree-Fock (HF) method or Hartree-Fock
theory.

The assumption behind this technique is that any one electron moves in a potential,
which is a spherical average of the potential due to all the other electrons. Then the
Schrédinger equation is integrated numerically for that electron and that average
potential. This supposes that a wavefunction for all the other electrons are already
known so that their average potential can be evaluated. This is in general not the case,
and so the calculation is started by guessing the form of their wavefunctions. The
Schrédinger equation for the electron of interest is then solved, and the wavefunction so
found is used in the calculation of the potential experienced by one of the other
electrons. The latter’s Schrodinger equation is then solved, and in turn is used to refine
the average potential experienced by another electron. This is repeated for all the
electrons in the system, and the potential experienced by the first electron can be
recalculated. Usually this refined potential differs from the original guess, and so the
whole cycle is repeated until the solutions for all the electrons are unchanged in a cycle
of calculation — then the orbitals are self-consistent.
1.9.1.3 Linear Combination of Molecular Orbitals

In order to describe molecular structures, the concept of molecular orbitals (MO)

was developed that supposes the individual electrons of a molecule can each be thought
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of as occupying an orbital that spreads throughout the nuclear framework. The
procedure to construct molecular orbitals is called the linear combination of atomic
orbitals (LCAO) method, which models the molecular orbitals by expressing them as
linear combinations of the atomic orbitals of the parent atoms.

An individual molecular orbital is defined as:
N

8 =D.Cull (1-16)
u=1

where the coefficients c,; are known as the molecular expansion coefficients. ¢,
and , represent an arbitrary molecular orbital and its basis function respectively. The
basis functions y,...x,, are also chosen to be normalized.

For LCAO to be accomplished, the set of molecular expansion coefficients c,; in
equation 1-16 has to be obtained. Hartree-Fock theory takes advantage of the
variational principle, which states that for the ground-state of any antisymmetric
normalized function of the electronic coordinates, which denoted as =, the expectation
value for the energy corresponding to = will always be greater than the energy for the
exact wavefunction:

E(E)>EM);, E=zVY (1-17)

In other words, the energy of the exact wavefunction serves as a lower boundary to
the energies calculated by any other normalized antisymmetric function. Thus, the
problem becomes to find the set of coefficients that minimize the energy of the resultant
function.

The variation principle leads to the following equation describing the molecular

orbital expansion coefficients, c,, derived by Roothaan and Hall:

/

N
> (F, -£S,)C,=0 pu=1, 2, .., N (1-18)

uv 1 uv
v=1
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This equation can be presented in matrix form:
FC =SCe (1-19)
Where each element is a matrix and ¢ is a diagonal matrix of orbital energies, each

of its elements &, is the one-electron orbital energy of molecular orbital y,. F is called

the Fock matrix, and it represents the average effects of the field of all the electrons on

each orbital. For a closed shell system, its elements are:

=H," +ii1’h[<pv|ﬂa>—%<yﬂu|va>} (1-20)

A=1 o=l
where H;)* is another matrix representing the energy of a single electron in the

field of the bare nuclei, and P is the density matrix, defined as:

occupied

P,=2 ) cie

(1-21)

oi
i=l

The coefficients are summed over the occupied orbitals only, and the factor of two
comes from the fact that each orbital holds two electrons.

Finally, the matrix S from Equation 1-19 is the overlap matrix, indicating the
overlap between orbitals. Both Fock matrix (through the density matrix) and the
orbitals depend on the molecular orbital expansion coefficient. Thus, Equation 1-19 is
not linear and must be solved iteratively. At convergence, the energy is at a minimum,
and the orbitals generate a field, which produces the same orbitals, accounting for the
method’s name self-consistent field. The solution produces a set of orbitals, both

occupied (¢, , ) and virtual (unoccupied, conventionally denoted ¢,, ). The total
number of orbitals is equal to the number of the basis function used.
The term (uv|Ao) in Equation 1-20 signifies the two-electron repulsion integrals.

Under the Hartree-Fock treatment, each electron sees other electrons as an average

distribution; there is no instantaneous electron-electron interaction included. Higher-
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level methods attempt to remedy this neglect of electron correlation in various ways that
will be discussed later.
1.9.1.4 Correlation of Electron Spins with Molecular Orbitals

The wavefunctions ‘¥ that describe the electronic structures of the system must
satisfy some basic criteria. First, ¥ must be normalized in order to give meaningful
answers to the electron distribution probability. The normalization condition is

expressed as:
J‘P"I’dr=l (1-22)

The integration being over all the space. W and its first derivative should also be
continuous in order to define a second order derivative for frequency calculations.

Another major criteria is that ¥ must be antisymmetric, meaning that it must
change sign when two identical particles are interchanged. For a simple function,
antisymmetry means that the following relation holds:

1.)==1(0) (1-23)

For an electronic wavefunction, antisymmetry is a physical requirement following
from the fact that electrons are Fermions, (Fermions are particles possessing the
properties of antisymmetry and a half-integral spin quantum numbers). It is essentially
a requirement that ¥ agree with the results of experimental physics. More specifically,

this requirement means that the following relation holds:

Y PSR N S (1-24)
Fock and Slater realized that the Hartree method did not treat electron spin
explicitly, and that wavefunctions for electrons should be antisymmetric. Electrons can

have spin up (+1/2) or down (-1/2). The electron spin functions are defined as o and 8

for which:
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aM=1 a@d)=0

BN =0 p)=1 (129

The o function is 1 for a spin up electron and the B function is 1 when the electron
is spin down. The notation o(7) and B(i) will designate the values of o and B for
electron i; thus a(1) is the value of a for electron 1.

Multiplying a molecular orbital functions by a and B will include electron spin as
part of the overall electronic wavefunction '¥. The product of the molecular orbital and
a spin function is defined as a spin orbital, a function of both the electron’s location and
its spin.

Note that in equation 1-26, when the molecular orbital components are
orthonormal, so are the spin orbitals. Each row of this determinant is formed by
representing all possible assignments of electron i to all orbital-spin combinations.
Swapping two electrons corresponds to interchanging two rows of the determinant,
which will result in changing its sign. This determinant mixes all of the possible
orbitals of all the electrons in the molecular system to form the wavefunction.

4 (a)  HDBN  H(aV)  HAD . ¢, (a) 4, (B
2 2
$1(na2) $()BQR) $()a@) H()IBQR) . 4, ¢,(n)BR)

P 2

Wiy =—|ADal)  40DBG)  B0)al)  GDBG) . Bl b, (r)BG)
n! 2 2
b )al) HDBG) $0)al) $20)BG) o b, ()al) 8, ()BU)

2 2

G (r)an) # B $y(r)an) $,(r)B(M) ... $,(r)a(n) B, (r)B(n)

2 2

(1-26)
1.9.1.5 Methods for Open-Shell Systems
The discussions above have only considered the restricted Hartree-Fock (RHF)

method, which applies to the closed-shell systems. For open-shell systems, an
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unrestricted Hartree-Fock (UHF) method, capable of treating unpaired electrons, is
needed. In this case, the alpha and beta electrons are in different orbitals, resulting in

two sets of molecular orbital expansion coefficients:
81 =i,
u

(1-27)
8/ =D cux,
U

The two sets of coefficients result in two sets of Fock matrices (and their associated
density matrices), and ultimately to a solution producing two sets of orbitals. These
separate orbitals produce proper dissociation to separate atoms, correct delocalized
orbitals for resonant systems, and other attributes characteristic of open shell systems.
However, eigenfunctions are not pure spin states, but contain some amount of spin
contamination from higher states (for example, doublets are contaminated to some
degree by functions corresponding to quartets and higher states).

1.9.2 Electron Correlation Methods

As explained above, the Hartree-Fock method provides an inadequate treatment of

the correlation between the motions of electrons within a molecular system, especially

that arising between electrons of opposite spin.

When Hartree-Fock theory fulfills the requirement that “le be invariant with

respect to the exchange of any two electrons by antisymmtrizing the wavefunction, it
automatically includes the major correlation effects arising from pairs of electrons with
the same spin. This correlation is termed exchange correlation. However, the motion
of electrons of opposite spin remains uncorrelated under Hartree-Fock theory.

Any method which goes beyond SCF in attempting to treat this phenomenon

properly is known as an electron correlation method (despite to the fact that HF method
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does include some correlation effects) or a post-SCF method. Two different approaches
will be discussed briefly below.
1.9.2.1 Configuration Interaction

The configuration interaction method begins by noting that exact wavefunction ¥
cannot be expressed as a single determinant, as HF theory assumes. CI proceeds by
constructing other determinants that replace one or more occupied orbitals within the
Hartree-Fock determinant with a virtual orbital.

In a single substitution, a virtual orbital, such as ¢, , replaces an occupied orbital ¢,
within the determinant. This is equivalent to exciting an electron to a higher energy
orbital. Similarly, in a double substitution, two occupied orbitals are replaced by virtual

orbitals:

b <05 05 < 9,

Yo=lt, o b o o s bu - b, (1-28)

Triple substitutions would exchange three orbitals, and so on.
If the wavefunction ¥ is formed as a linear combination of the Hartree-Fock
determinants and all possible substituted determinants, then the method is called full

configuration interaction or full CI. The wavefunction ¥ can be expressed as:

¥ =b¥,+) bV, (1-29)

s>0

Where the 0-indexed term is the Hartree-Fock level, and s runs over all possible
substitutions. The b’s are the set of coefficients to be solved for, again by minimizing
the energy of the resultant wavefunction.

Equation 1-29 represents a mixing of all of the possible electronic states of the
molecule, all of which have some probability of being attained according to the laws of

quantum mechanics. Full CI is the most complete non-relativistic treatment of the
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molecular system possible, within the limitations imposed by the modeling the electron
density in accordance with the definition (and constraints) of the basis set in use.

The full CI method has many of the desirable features of a theoretical model. It is
well-defined, size-consistent, and variational. However, it is also very cost-expensive
and impractical for all but the smallest systems.
1.9.2.2 Moller-Plesset Perturbation Theory

Another approach to electron correlation is Mpoller-Plesset (MP) perturbation
theory. Qualitatively, Moller-Plesset perturbation theory adds higher excitation to
Hartree-Fock theory as a non-iterative correction, drawing upon techniques from the
area of mathematical physics known as many-body perturbation theory.

Perturbation theory is based upon dividing the Hamiltonian into two parts:

H=H,+AV (1-30)

H, is soluble exactly, and AV is a perturbation applied to Hy. AV is a correction,
which is assumed to be small in comparison to Hy. (Note that the perturbation operator
V is not related to the potential energy.) The assumption that V is a small perturbation
to Hy suggests that the perturbed wavefunction and energy can be expressed as a power

series in V.

=0 4 2P0 4 2290 4 Pl
E=E® +E" + YE® + PEV +...

(1-31)
The perturbed wavefunction and energy are substituted back into the Schrédinger
equation. After expanding the products, and by equating the coefficients on each side of
the equation for each power of 1, a series of relations representing successively higher
orders of perturbation can be formed.

The n™ order (MPn) corrected wavefunction may be used to calculate the (2n+1)th

order energy correction. At MP; level, the energy correction will always have negative

44



value, which means lowering the energy. However, MP perturbation theory is capable
of overcorrecting the energy by higher order corrections, which indicated by the energy
corrections sometimes being positive.
1.9.3 Basis Sets

Classic Hartree-Fock and post-Hartree-Fock methods use Gaussian-type orbitals
(GTO’s) or Slater-type orbitals (STO’s) to represent the atomic orbitals in the linear
combination of atomic orbital (LCAO) method. The quality and accuracy of the
calculation results are very sensitive to the number of basis functions or the basis set
that is used in the calculation. In practice, however, the increasing number of basis
functions imposes a significant computational strain and limits the size of the system
that can be studied.
1.9.4 Effective Core Potentials and Relativistic Effects

For systems containing heavy atoms such as the third-row transition metals, the
relativistic contraction of core orbitals results in a significant alteration of calculated
ground-state geometry. Neglect of the relativistic effects results in over estimation of
bond distances involving heavy atoms by up to as much as 20%. On the other hand, if
the core electrons of larger atoms can be treated as non-interacting potentials which is

338342 the number of the basis

analogous to the use of effective core potentials (ECPs),
functions that are needed for the calculation can be reduced without significant loss of
accuracy.
1.9.5 Density Functional Theory

Density functional theory-based methods ultimately derive from quantum
mechanics research from the 1920’s, especially the Thomas-Fermi-Dirac model and as

well from Slater’s fundamental work in quantum chemistry in the 1950’s.>%3% The

DFT approach is based upon a strategy of modeling electron correlation via a general
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functional of the electron density (a functional is a function whose definition is itself a
function, in other words, a function of a function).

DFT methods owe their modern origins to the Hohenberg-Kohn theorem, published
in 1964,** which demonstrated the existence of a unique functional which determines
the ground-state energy and density exactly. The theorem, however, does not provide
the form of this functional.

Following on the work of Kohn and Sham, the approximate functionals employed
by current DFT methods partition the electronic energy into several terms:

E=E" +E" +E’ +EX (1-32)

where E' is the kinetic energy term (arising from the motion of the electrons), EY
includes terms describing the potential energy of the nuclear-electron attraction and of
the repulsion between pairs of nuclei, E’ is the electron-electron repulsion term (it is

EXC is the

also described as the Coulomb self-interaction of the electron density), and
exchange-correlation term and includes the remaining part of the electron-electron

interaction. All terms except the nuclear-nuclear repulsion are functions of the electron

density p .

E" +E" +E’ corresponds to the classical energy of the charge distribution p .

The EX term in Equation 1-32 accounts for the remaining terms in the energy including
the exchange energy arising from the antisymmetry of the quantum mechanic
wavefunction and the dynamic correlation in the motions of the individual electrons.
Hohernberg and Kohn demonstrated that EX€ is determined entirely by the electron
density (or is a functional of the electron density). In practice, EXC is usually
approximated as an integral involving only the spin densities and possibly their

gradients:
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£ (0)= e,k oy k) Ve, ) vo, b)r (133

Here p, and p, are referred to the @ and B spin density respectively, and p is

referred to the total electron density (pa +p [,).
E*C is usually divided into separate parts, referred to as the exchange and

correlation energy and actually correspond to same-spin and mixed spin interactions,

respectively:

E*(p)=E*(0)+E(p) (1-34)

All three terms are again functionals of the electron density, and functionals define
the two components on the right side of Equation 1-34 are termed exchange functionals
and correlation functionals respectively. Both components can be of two distinct types:

local functionals depend on only the electron density p , while gradient-corrected
functionals depend on both p and its gradient, Vp. Note that this use of the term

‘local’ does not coincide with the use of a similarly named term in mathematics; both
local and gradient-corrected functionals are local in the mathematical sense.

The local exchange functional is virtually always defined as follows:

3(3

1/3
EX —_2| -2 4/3d3" 1-35
LDA 2(4”) Ip r ( )

Where p is a function of r. This form was developed to reproduce the exchange

energy of a uniform electron cloud. By itself, however, it has a weakness in describing
molecular systems.

Becke formulated the following gradient-corrected exchange functional based on

the local density approximation exchange functional in 1988:**’

. p4/3x2 -
X X 3
Euss =Ejp -—},J‘(l+6}’sinhl x)d r (1-36)
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Where x = p‘m’V pl and y is a parameter chosen to fit the known exchange

energies of the inert gas atoms. Becke defines its value as 0.0042 Hartrees (1 Hartree
=4rx’me’/h* = 272 eV). As Equation 1-36 makes clear, Becke’s functional is

defined as a correction to the local LDA exchange functional, and it succeeds in
remedying many of the LDA functional’s deficiencies.

Similarly, there are local and gradient-corrected correlation functionals. For
example, The following is Perdew and Wang’s formulation of the local part of their

1991 correlation functional:**®

EC= | pg(,(rs (oF) ,;)d3;

1/3
3
r,=|——
' [4@]

pa_pﬂ
pa+pﬂ

¢ =

e (O =5 (p0)+ac () j{,(({)))(l—:")nL[eC(p,l)—eC PO

)=l 4)4/(32:3(1__24))“3 =) (1-37)

15 is termed the density parameter and & is the relative spin polarization, £ = 0
corresponds to equal « and S densities, { = 1 corresponds to all « density, and =
-1 corresponds to all # density. Note that f(0)=0and f(£1)=1.

The general expression for ¢, involves both r; and {. Its final term performs an

interpolation for mixed spin cases. The following function G is used to compute the

values of .(r,,0), &.(r,.1) and -ac(rs):
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1
G\r.,A,a,, B, 58, 3.,8,,P)=-2A(1 - )In| 1 , -
(’] a,, By, B, B, By ) ( +a|".)n( +2A( 1’:1/2 +B,r. +ﬂ3r33'2 +ﬂ4'}“l)]

(1-38)
In this equation, all the arguments to G except 1 are parameters chosen by Perdew
and Wang to reproduce accurate calculations on uniform electron clouds. The parameter

sets differ for G when it is used to evaluate each of . (r,,0), .(r,,1) and -ac(r;). In an

analogous way to the exchange functional we examined earlier, a local correlation
functional may also be improved by adding a gradient correction.

Pure DFT methods are defined by pairing an exchange functional with a correlation
functional. For example, the well-known BLYP functional pairs Becke’s gradient-
corrected exchange functional with the gradient-corrected correlation functional of Lee,
Yang and Parr.**

In actual practice, self-consistent Kohn-Sham DFT calculations are performed in an
iterative manner that is analogous to an SCF computation. This similarity to the
methodology of Hartree-Fock theory was pointed out by Kohn and Sham.**

Hartree-Fock theory also includes an exchange term as part of its formulation.
Recently, Becke has formulated functionals that include a mixture of Hartree-Fock and

DFT exchange along with DFT correlation, conceptually defining E*° as:
Ejina = CurEor +Cor By (1-38)
Where the c’s are constants. For example, a Becke-style three-parameter functional
may be defined via the following expression:
Efin =Bl 0Bl ~El )+ e Ay +Efy e (Bl —Efyys)  (1-40)
Here, the parameter c, allows any admixture of Hartree-Fock and local density

approximation (LDA) local exchange to be used. In addition, Becke’s gradient

correction to LDA exchange is also included, scaled by the parameter c,. Similarly, the
49



Vosko-Wilk-Nusair 3 correlation functional (VWN3) local correlation functional is
used, and it may be optionally corrected by the Lee-Yang-Parr (LYP) correlation
correction via the parameter cc. In the Becke-style 3-parameter density (B3LYP)
functional (using the Lee-Yang-Parr correlation functional), the parameters values are
those specified by Becke, which he determined by fitting to the atomization energies,
ionization potentials, proton affinities and first-row atomic energies in the G1 molecule
set: ¢o = 0.20, cx = 0.72 and cc = 0.81. Note that Becke used the Perdew-Wang 1991
correlation functional®' in his original work rather than VWN3*** and LYP. The fact
that the same coefficients work well with different functionals reflects the underlying
physical justification for using such a mixture of Hartree-Fock and DFT exchange first

pointed out by Becke.*>
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Chapter Two

Experimental and Instrumentation

2.1 Introduction

Several instruments including two different models of Fourier transform ion
cyclotron resonance mass spectrometers (Bruker CMS-47X and BioAPEX II) have been
used in this study. Both FTICR mass spectrometers were used with various ionization
methods in order to produce gas-phase ionic species from different form of samples.
For instance, the direct laser ablation ionization method was used to generate gas-phase
metallofullerene ions from carbonaceous materials containing metal compounds. The
electrospray ionization method was chosen to produce charged species from solutions
containing fullerene derivatives. The characterization of KCT-pitch residues was
carried out by the graphite surface-assisted laser desorption ionization (GSALDI)
method. In this chapter, the discussion is focused on the main features of the two
FTICR mass spectrometers.

Other instruments including a laser furnace fullerene/metallofullerene generator
were constructed for a metallofullerene production experiment, and an apparatus was
built for the pyrolysis of KCT-pitch, the material that was used as the carbon precursor
for metallofullerenes. The characterization of KCT-pitch pyrolysis residues and the
metallofullerenes soot were carried out on a home-built reflectron TOF mass
spectrometer. Details of these instruments will be given in the later chapters wherever
they become relevant.

The quantum chemical calculations using density functional theory have been

employed for the study of small metal-carbon clusters and their gas-phase ion-molecule
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reaction products. The method used for the calculations will be described in Chapter

Four.

2.2 The Bruker CMS-47X Fourier Transform ICR Mass Spectrometer

The laser ablation experiments described in this thesis were first performed on a
Bruker CMS-47X FTICR mass spectrometer coupled with a Spectra-Physics DCR 11
Nd-YAG laser. This FTICR mass spectrometer consists of several components
including an unshielded 4.7 T superconducting magnet, a vacuum system which
incorporates an ICR cell, and an Aspect 3000 Computer. Figure 2-01 is a schematic
diagram of this instrument. Figure 2-02 shows the actual setup of the instrument in the
laboratory.

2.2.1 The 4.7 T Superconducting Magnet

The superconducting magnet is an essential component of the FTICR mass
spectrometer and the uniform magnetic field combined with a static electric field
confines the ion cyclotron motion in ICR cell. Theoretical studies have shown that the
mass resolution, signal to noise ratio and the collision frequency between ions and
neutral species are proportional to the magnetic field strength.! It is therefore
advantageous for FTICR mass spectrometer to operate at the highest possible magnetic
field strength. To date, high strength superconducting magnets up to 11.5 T have
become commercially available for FTICR mass spectrometers.

Detailed descriptions and the operational principles for superconducting magnet
can be found elsewhere.” In particular, the superconducting magnet in the CMS-47X
FTICR mass spectrometer consists of a coil, which is wound from NbTi
superconducting wire with a single filament and/or multi filaments in a protective
matrix of copper. The superconducting magnet is operated at a constant temperature of

4.2 K, maintained by immersing the magnet in a cryostat of liquid helium.
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The vessel containing liquid helium is surrounded by a liquid nitrogen cryostat and
shield. Both the helium and nitrogen vessels are enclosed and insulated by separate
vacuum cases.

The superconducting magnet has a 150 mm bore. During the operation of the
FTICR mass spectrometer, the UHV chamber sits inside the bore of the
superconducting magnet with the ICR cell located at the center of the magnet.

2.2.2 The Vacuum System

The operation of CMS-47X FTICR mass spectrometer requires high vacuum for
ion detection. The ion trapping efficiency and mass resolution are functions of the
pressure in the ICR cell.® As samples are normally loaded into the ICR cell from a
region at atmospheric pressure, differential pumping is necessary for the system to
operate. Figure 2-03 is a schematic of the vacuum system in the CMS-47X FTICR
mass spectrometer. The high vacuum (typically 10°-107 mbar) in the stainless steel
UHV chamber is maintained by a Balzer 330 Ls™ turbo molecular pump (TPU-330)
backed by a three-phase Alcatel (2012A) rotary pump. The solid insertion probe inlet
system and/or gas inlet system are pumped by a second Alcatel rotary pump and a
smaller Balzers turbo molecular pump (TPU-50) at pumping speed of 50 Ls™.
Modification has been made on this vacuum system to enable the use of small turbo
molecular pump (TPU-50) to evacuate the gas inlet system for lower pressure than its
original design.

The pressure in the vacuum chamber housing the ICR cell is monitored constantly
by a Balzers UHV ionization gauge (IMG 070). For some CID and ion-molecule
reaction experiments, the pressure in this chamber is also monitored by a Varian UHV
multi-gauge (Cat No. 971-5007) for automated pressure readings, which is controlled by

a software program.
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2.2.3 The Ion Cyclotron Resonance Cell

The heart of the FTICR mass spectrometer is the ion cyclotron resonance cell.
Various geometric shapes of the ICR cells have been used during the development of
the FTICR mass spectrometry. The early stage of the theoretical studies about ion
motion in the ICR cell including ion trajectories, excitation and the derivation of ion
motion equations were accomplished in the cubic cell.®” The results have been
modified to adapt to other shapes of the ICR cells including the elongated rectangular

1911 The experimental results in terms of mass

cell,®’ cylindrical cell'® or Penning trap.
resolution and mass accuracy have shown little difference among the various shapes of
ICR cells and this has also been confirmed by theoretically studies.> The choice of the
geometry of the ICR cell is therefore mainly based on its compatibility with the
superconducting magnet and design of the UHV chamber. Currently, the two major
FTICR mass spectrometer suppliers, Bruker Daltonics and IonSpec, have both adopted
the cylindrical cell design for their FTICR instruments.
2.2.3.1 The Modification of Spectrospin ICR Cell for the Laser Ablation Experiments
The cylindrical ICR cell in the CMS-47X FTICR mass spectrometer was originally
designed only for electron ionization experiments. In order to carry out laser ablation
experiments, it was necessary to modify the ICR cell to allow the focussed laser beam to
be directed onto the sample target in the cell. This modification was made by former
members of this research group at the UNSW and the new ICR cell was constructed at
the school of chemistry workshop. Figure 2-04 shows the modified cylindrical ICR cell
used in this study. The x-y-z axial coordinates allow spatial definition within the cell.
The ICR cell consists of three pairs of electrically isolated titanium cell plates: the round
trapping plates (d = 60mm) sits perpendicular to the z-axial, the cylindrical excitation

and ion signal receiver plates (r =30 mm; | = 60 mm) are arranged parallel and surround
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the z-axial. The respective plate pairs are each opposite and form an enclosed
cylindrical cell.

In order to use high laser energy for the laser ablation experiment, the laser beam is
focussed by a UV grade quartz lens (CVI; f=101.6 mm; d = 25 mm; AR/AR coated for
1064 nm) in the ICR cell. The quartz lens is placed perpendicular to the z-axial in front
of the trapping plate. The laser beam is focussed onto a spot area of ~ 0.4 mm diameter
at the surface of the target. This spot size can be varied by changing the position of the
lens in the ICR cell, consequently changing the laser power density applied onto the
target.

2.2.4 The Data Processing Unit

The data processing unit on the CMS-47X FTICR mass spectrometer consisted of
an Aspect 3000 minicomputer and a data workstation. The Aspect 3000 minicomputer
operated under the 189 commercial software program, which had the capability to
simultaneously carry out multi-tasks such as data acquisition, analysis of a previously
acquired spectrum and plotting or printing. The instrument also performed elemental
composition analysis based on high-resolution accurate mass measurement. The CMS-
47X FTICR mass spectrometer was controlled by the Aspect 3000 computer through
various parameters within the 189 program.

A data workstation was configured and connected to the Aspect 3000 computer to
allow for larger data storage capacity. It consisted of a Macintosh SI and /or a
Macintosh Quadra-700 computer with 2GB retrospect based tape streamer.

An IEEE interface was used to replace the supplied RS232 interface in between the
Aspect and the Macintosh system, which allowed the data to be transferred in parallel
rather than in series. A software program ‘ICR plotter’, written by Mr. John Morgan

from the electronic workshop at School of Chemistry, was used on the Macintosh
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computer to allow FTICR mass spectra to be displayed and saved as either ASCII or
Igor binary files. The commercial graphics package Igor® (WaveMetrics Inc.) was used
to plot and modify these mass spectra so they can be incorporated with other software
programs such as Microsoft Word.
2.2.5 The Nd-YAG Laser and Optics

The Nd-YAG laser used in the laser ablation experiment produces a coherent,
monochromatic, high intensity light beam, which is made up of photons of identical
phase, direction and amplitude. The generation of a laser light requires four basic
elements: an active medium, an excitation mechanism, a feedback mechanism and an
output coupler. The theoretical discussion and laser applications can be found in detail
elsewhere."’'®
2.2.5.1 The Nd-YAG Medium and the Optical Resonator

Among all the solid-state laser media, the neodymium-doped yttrium aluminum
gamet (Nd-YAG) has been well studied and best understood in terms of its
spectroscopic properties. The generation of Nd-YAG laser beam involves four stages of
transition as shown in the Figure 2-05. The active media is the triple-charged
neodymium ion Nd**, which is excited optically by a flash lamp and emits photons that
match the principle absorption bands in the red and near infrared region. The excitation
for Nd** takes about 200 ps. Excited electrons then drop to the 4F3/2 energy level, which
is metastable with respect to the other excited states. Electrons occupying the *Fs/; state
have a relatively long lifetime of about 230 ps. The electron population at *Fs/, state
rapidly increases as the excited state electrons continue to flow down from above. The
*I)12 energy level, on the other hand is a less populated state. Electrons in ‘I, ), state are

quickly relaxed to the ground state and result in the population inversion between the
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Figure 2-05 Photon Emission Scheme for the Nd-YAG Laser
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*F,, state and 1,15 state. The photon emitted through this transition process has
wavelength of 1064 nm.

The photon emission is sustained and amplified by a resonant cavity, which is
defined by two mirrors. This resonant cavity provides feedback to the active medium
Nd**. Photons emitted parallel to the optical axis of the cavity are reflected, and in
return, interacts with other excited ions. Stimulated emission produces two photons of
equal energy, with the same phase and same direction from each interaction. This
photon doubling process continues until equilibrium between excitation and emission is
reached.

The two mirrors are coated to reflect light at the wavelength(s) of interest while
transmitting all others. One of the mirrors reflects 100% of the light and the other — the
output coupler transmits a fraction of the energy stored in the cavity, and this
transmitted radiation becomes the output laser beam.

The configuration of the optical resonators can be classified in two major
categories: stable resonator and unstable resonator. The DCR-11 Nd-YAG laser has an
unstable type of resonator.

In a stable resonator, light is reflected toward the optical axis by its cavity mirrors,
and contained along the primary axis of the laser irradiation. This type of the resonator
can only extract energy from a small volume near the optical axis of the resonator,
which limits the energy of the output. By contrast, the unstable resonator reflects the
light away from the axis and produces a large diameter laser beam. In the unstable
resonator, the energy extraction from the active media is through a larger cross-section
and therefore becomes more efficient. Figure 2-06 illustrates the two types of

resonators.
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The output coupler in the DCR-11 laser has a small high reflector mounted on a
clear substrate. This reflector lies on the optical axis of the resonator. Energy escapes
the resonator by diffracting around this ‘dot’ reflector, which gives the ‘diffraction
coupled resonator’ (DCR) its name.
2.2.5.2 Q-switch and Long Pulse

During the population inversion, if oscillation can be prevented and energy can be
quickly released, the laser will emit a short pulse of high intensity light. This can be
achieved by applying an electro-optic Q-switch, which introduces high cavity loss to
prevent oscillation. As illustrated in the Figure 2-07, the Q-switch comprises a
polarizer, a quarter-wave plate and Pockels cell. Applying high voltage to the crystal in
the Pockels cell changes its polarization retardation characteristics, which determines
whether the Q-switch is open (low loss) or closed (high loss).

If no voltage is applied (Q-switch closed), the Pockels cell does not affect the
polarization of light passing through it. When light enters the polarizer it becomes
vertically polarized. The quarter-wave plate then converts the light to circular
polarization. As the circular polarized light returns from the high reflector, the quarter-
wave plate converts it to horizontal polarization. Because the polarizer only transmits
vertically polarized light, it reflects the light out of the resonator, so the cavity loss is
high. With voltage applied (Q-switch open), the Pockels cell cancels the polarization
retardation of the quarter-wave plate, so the light remains vertically polarized and
transmitted with minimal loss. The resultant pulse of Q-switch is < 25 ns, and the peak
optical power can be as high as tens of megawatts.

An alternative ‘long pulse’ mode of operation is built in to the DCR-11. Voltage is
applied to the Pockels cell as soon as the flash lamp fires, and the Q-switch is held open

for the entire lamp firing. The result is a train of pulses about 230 us long, with a
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separation between individual pulses of 2 - 4 ps. The total energy of the pulse train is
similar to that of a single Q-switch pulse. This long pulse mode allows safer alignment
and setup, and is useful in experiments where total pulse energy, rather than its
distribution in time, is of the main interest.

2.2.5.3 The Harmonic Generator

The short pulse of high peak power of the Q-switch laser pulse permits wavelength
conversion through several nonlinear processes, such as frequency doubling, frequency
mixing, dye laser pumping or Raman frequency conversion. The interaction between
the fundamental (1064 nm) laser beam and the crystal produces a secondary beam with
half of the fundamental wavelength which is frequency doubled. Such device is called
harmonic generator.

Using the harmonic generator, the fundamental wavelength infrared irradiation
(1064 nm) can be converted into its second (532 nm), third (355 nm) or fourth (266 nm)
harmonics. The pulse energy and pulse widths of these harmonic wavelengths are
illustrated in the Table 2-01.

Table 2-01. Specifications of the frequency harmonics of DCR-11 Nd-YAG laser.

Harmonic
2 3 4
Wavelength (nm) 532 355 266
Q-switch Pulse Width (ns) 6-7 5-6 4-5
Pulse Energy (mJ) 135 60 30

The converted harmonic irradiation still contains a residue of the fundamental
irradiation. The monochromatic harmonic laser beam is produced by passing the

emerging beam through a Pellin Broca prism, (1” Fused Silica-type PLBC-10UV)
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which refracts different wavelength of laser beams at different angles. (Figure 2-08) By
rotating the Pellin Broca rotary support, desired wavelength of laser beam can be
directed to the sample target.

The third and fourth harmonics cannot be simultaneously generated. The third
harmonic is formed by the summation of the fundamental and the second harmonic.
The fourth harmonic is generated by frequency doubling of the second harmonic of

which itself is obtained by frequency doubling of the fundamental irradiation.

2.3 The BioAPEX II 70e Fourier Transform ICR Mass Spectrometer

The second FTICR mass spectrometer used in this thesis work was a Bruker
BioAPEX II 70e FTICR mass spectrometer. This new generation of FTICR mass
spectrometer incorporates many new outcomes of the latest theoretical and experimental
studies of FTICR mass spectrometry. Although the fundamental principles are the same
for both BioAPEX II 70e and CMS-47X FTICR mass spectrometers, there is a major
difference between the two instruments. The CMS-47X FTICR mass spectrometer was
designed mainly for the internal (in the ICR cell) ion generation, while the BioAPEX II
70e is designed primarily for the use of external ionization sources. lonization methods
such as ESI, APCI and MALDI can be easily incorporated with BioAPEX II 70e FTICR
mass spectrometer, with about 20 minutes changeover time for the different ion sources.

The BioAPEX II 70e FTICR mass spectrometer consists of several components
including a 7 T passive shielded superconducting magnet, the vacuum system, the ion
optics voltage supply, the external ion sources, the SGI data processing computer and
the Unix O, workstation. A brief discussion will be presented here regarding the new
features of this FTICR instruments. A schematic of this BioAPEX II 70e FTICR mass

spectrometer is shown in Figure 2-09.
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2.3.1 The Vacuum System and Ion Optics

As BioAPEX II FTICR mass spectrometer is designed to operate with various
external ion sources; ions that are generated in the ion source have to be transferred
from a high-pressure atmospheric region to the ultrahigh vacuum ICR cell, differential
pumping has to be established in the ion’s pathway. Also, for ions to overcome the
repulsion from the fringing magnetic field, a high-voltage is used for the ion transfer
optics in order to inject ions in to the ICR cell.
2.3.1.1 Differential Pumping

Figure 2-10 illustrates the vacuum system on the BioAPEX II 70e FTICR mass
spectrometer. The example is given for the use of ESI source and differential pumping
is indicated in this schematic.

Gas-phase ion formation in the ESI process begins in the atmospheric pressure
region where charged droplets are formed in the electric field between the spray needle
tip and the entrance-end of the capillary. Once the gas-phase ions are formed, they
travel through a capillary and then a skimmer. In this capillary-skimmer region, the
pressure is typically 10% ~ 10* mbar, and it is maintained by an Edwards turbo
molecular pump (Model: EXT250H). After the skimmer, a hexapole ion trap and an
extraction plate are located in the ion source chamber. This chamber is evacuated by an
Edwards CoolStar 800 cryogenic pump and the pressure is maintained in the range of
10° ~ 10”7 mbar. Ions are extracted by the extraction plates on the ESI source and
transferred into the ultrahigh vacuum (UHV) chamber by a series of ion steering and
focusing lenses. The major components of the ion optics are also located in the ion
source chamber. In the ion focussing region, the pressure is maintained by an Edwards
CoolStar 400 cryogenic pump and the pressure is in the range of 107 ~ 10° mbar.

Finally, ions enter the UHV chamber where the ICR cell is located and the pressure in
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this region is typically 10° ~ 10" mbar which is maintained by another Edwards
CoolStar 800 cryogenic pump.
2.3.1.2 The Ion Transfer Optics and Potential Gradient

As illustrated in Figure 2-11, the ion transfer optics on BioAPEX II 70e FTICR
mass spectrometer consists of a series of ion lenses including ion steering optics PL1,
PL2/DPL2, PL4/DPL4, high voltage element HVO (~ 2.5 kV), ion deflection optics
XDFL and YDFL, ion focusing optics FOCL1, PL9 and FOCL2. The last parts of the
ion transfer optics are located on the front-end of the ICR cell, EV1 and EV2/DEV2.
The high voltage applied on some of these lenses was used for ions to overcome the
magnetic fringing field during their transmission to the ICR cell.

Figure 2-12 shows the potentials applied on the different ion lenses under normal
experimental conditions. Some of the lenses are supplied with pulsed voltages that are
arranged in sequence with the rf pulse applied on the ESI hexapole ion trap or the pulse
extraction plates on the MALDI ion source. This pulsing function enables a packet of
ions to be dispatched and trapped in the ICR cell.

The potential gradient on the different ion lenses is arranged in a way that ions are
generated in a low potential ion source (~ a few volts) and trapped at similar potential in
the ICR cell. This arrangement ensures that ions are not acquiring excess energy
through the electric field acceleration-deceleration process.

In a typical setup, the voltage on the first ion lens PL; can be adjusted in the range
on 0 ~ +/-180 V depending on the experimental conditions and ion detection polarity.
Next to PL,, a pair of half-cylindrical plates facing each other horizontally form the ion
lens PL,. The voltage applied on PL; is pulsed and a potential difference DPL; is
applied on the two half plates. In a similar fashion, a pair of half-cylindrical plates

(PL4) 1s placed vertically behind the PL, plates, and a voltage difference DPL, is
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applied to these two plates. The voltage applied to PL4 is also pulsed. The PL,,
PL,/DPL, and PL4/DPL4 form the ‘ion beam steering’ lenses to give ions a guided
acceleration. The high voltage of +/-2.5 kV is applied on a cylindrical ion lens behind
PL,4, which incorporates with two pairs of flat deflection plates XDFL and YDFL. These
two sets of deflection plates are arranged in horizontal and vertical positions
respectively. The potential on the XDFL and YDFL can be adjusted between 0 ~ +/-
180 V, which steers the ion packet and injects it into the UHV chamber. The einzel lens
FOCL,, PLy and FOCL; arranged downstream in the the line focuses the ion beam into
the ICR cell. The potentials applied on these three lenses also form a part of the
potential gradient, which decelerate ions before they enter the cell.

The final stages of the potential gradient are the voltages set on the ICR cell
trapping plates. The cell parameters EV,, EV,/DEV,, PV, and PV, can be tuned
collectively to control ion accumulation and ion trapping. The element EV, acts as a
fine adjustment to the ion’s energy before entering the cell. EV, and DEV, together

control the Sidekick™

(detailed in later section) mechanism for ion accumulation. EV;
defines the center potential at the cell entrance while DEV, controls the voltage gradient
across the cell entrance.
2.3.2 The ‘Infinity’ ICR Cell

The Bruker BioAPEX II 70e FTICR mass spectrometer is equipped with a special
ICR cell called the ‘infinity’ cell. The standard ICR cell has uniformed potential
applied on the two trapping plates at each end of the cell. A major drawback of this
configuration is that during the ion excitation, some non-linear effects, such as the
coupling of axial and radial motions can cause undesired ion ejection along the z-axis of

the ICR cell. This is so-called ‘z-ejection’.>'”"'® It has been shown that excitation of the

axial motion is especially effective for frequencies equal to 2w, and w.+2w, where o, is

99



the cyclotron frequency and o, is the trapping frequency. To eliminate such unwanted
ion ejection, Caravatti and Allemann designed a pair of eleven-segment trapping plates
with different potentials applied on each segment to match the potential gradient of the
tf excitation field." Such ICR cell then behaves, with respect to the electric rf
excitation field, like an infinitely long cell. Viewed from inside the cell, the two
trapping plates act as rf mirrors and give the ions the ‘illusion’ of an infinitely long rf
field. Caravatti and Allemann showed the infinity cell effectively eliminates the
excitation-ejection at frequency of w.+2®, and produces signal to noise ratios that are
greatly improved.

In the Bruker infinity cell, all electroplates are made of titanium and gold-plated.
The eleven-segment trapping plate PV, and PV, are designed and arranged in the way
that was described in the Allemann’s report.19 The additional plates outside the PV, are
the EV, and two EV, half-plates.

2.3.3 Ion Trapping

The ion trapping by BioAPEX II 70e FTICR mass spectrometer can be performed
in several ways. These include the Sidekick™ ion trapping, gated ion trapping (either
static or dynamic) and collision gas-assisted dynamic ion trapping.
2.3.3.1 Sidekick™ Ion Trapping

The Sidekick™ ion trapping method is used mainly for fast routine mass analysis.
Following the ion injection event, a potential difference DEV; is applied on the two EV;
half-plates that are mounted outside the first trapping plate PV, (see Figure 2-11). This
potential difference exerts a force upon ions entering the cell, which is perpendicular to
the z-axis of the cell so it pushes ions into ion cyclotron orbits. The advantage of
Sidekick™ ion trapping method is that a wide mass range of ions can be trapped in the

cell and it is easy to operate. As most of the ions are pushed off from the centerline of
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the cell, this method is not feasible for the electron-capture dissociation (ECD) or
infrared multiphoton dissociation (IRMPD) experiments, which requires ions to be
presented close to the z-axis of the cell.
2.3.3.2 Gated Ion Trapping

Another ion trapping method is based on the time-of-flight of ions and gating the
ICR cell at a proper time. This ion trapping method can be performed in either static or
dynamic ways. The static ion trapping is to set the trapping potential at a constant value
and whether ions can be detected relies critically on the flight times of the ions. On the
other hand, the dynamic ion trapping is to have the trapping potential pulsed on the
trapping plates and the length of the pulse can be manually tuned to enhance the signal
intensity. The gated trapping can keep the ions on axis therefore convenient for the
ECD and IRMPD experiment. The disadvantage of this method is that narrow mass
range of ions can be trapped and the trapping efficiency is relatively low.
2.3.3.3 Collision Gas assisted Dynamic Ion Trapping

The third ion trapping method is collision gas assisted dynamic ion trapping which
introduces collision gas (pulsed) into the ICR cell to quench ions, and applies a pulsed
potential on the trapping plate to trap the ions. This ion trapping method can efficiently
reduce the ion energy spread, which is reflected by the flight time of the ions. A wide
mass range of ions can be trapped by this method. As the pulsed gas has to be pumped
away before the detection, this ion trapping method is a slow process, and the mass
range is still limited by the time-of-flight effect.

The effect of collision gas-assisted dynamic ion trapping has been experimented in
this current study. The cooling process is most effective for high m/z ions (> ~1,000
Da). For example, the laser desorption experiment of fullerene soot using Nd-YAG

laser (1064 nm) shows that only a small number of fullerene ions including mainly Ceo"
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and C7," are detected (Figure 2-13a). Very few high fullerene ions are presented in this
mass spectrum. However, by pulsing methanol into the ICR cell, not only Ceo" and C7o"
signals enhanced, but also many larger fullerene ions are detected (Figure 2-13b). The
two experiments are performed under the same laser energy at the same target spot, so
the observation of larger fullerene ions clearly demonstrated the effect of collision gas
in helping to cool and trap ions.
2.3.4 External Ionization Sources

The Bruker BioAPEX II 70e FTICR mass spectrometer is equipped with a range of
ionization sources including EI/CI, ESI, nanospray, APCI, MALDI and a supersonic
expansion cluster ion source. In this thesis work, the ESI and MALDI ion sources were
mostly used, and a brief introduction will be given here for the two types of ion sources.
2.3.4.1 The External Electrospray Ionization Source

For routine ESI experiments, the experimental setup and operation is as following:
A Cole-Parmer (Vernon Hills, Illinois) syringe pump is used to produce a sample flow
at 60 pl/h by pressing a syringe (250 pl) that contains the sample solution at a
concentration of 100 pg/l. The syringe needle is connected to the spray needle via
Teflon tubing, and the spray needle is 0.1 mm in diameter. This spray needle is
positioned at about 1 cm from the end of a quartz-capillary, which is coated with a thin
nickel film at both ends. For the negative-ion detection, approximately + 4 kV is
applied to the entrance-end of the capillary facing the spray. This high voltage creates a
strong electric field between the capillary and the spray needle to initiate the ion
formation from the spray. The end plate and the mesh cylinder surrounded the spray
needle are held at ~ + 2.5 kV. Heated drying gas (N3, 300 °C) is directed towards the
spray from the gap between the end plate and the capillary. Voltages ranging from —

400 V to 400 V are applied to the exit-end of the capillary. A skimmer is located after
102



C6()
(a)
+
C7()
| l , Ll I -
I I T I I |
600 800 1000 1200 1400 1600
+ +
N
(b)
+
C76
+
/ C116
600 800 1000 1200 1400 1600

Figure 2-13 Collision gas assisted ion trapping demonstrated by laser desorption of
fullerene soot. (a) No collision gas in the ICR cell, (b) methanol pulsed into the ICR
cell.
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the exit end of the capillary and it is held at a low voltage (0 V to —20 V). Next, an rf/dc
hexapole ion trap is used to accumulate ions prior to ejecting them to the ICR cell. A
delay d; which ranges from 0.1 to several seconds is used for the ion accumulation. An
ion packet is pulsed out from the hexapole ion trap and directed into the ICR cell by the
ion transfer optics.
2.3.4.2 The External MALDI Source

The MALDI ion source as supplied has a 3 uW N; laser (UV) incorporated in the
vacuum cart for the ionization. The UV laser beam is reflected and diverted onto the
target by a pair of mirrors and focussed by an optical lens. A sample insertion probe is
used to load samples from atmosphere pressure region into the high-vacuum ion-source.
(Figure 2-14a). The sample holder can accommodate as many as 11 different samples
(Figure 2-14b) at a time and they can be positioned into the focused laser beam in
sequence by winding the insertion probe inward. The MALDI source consists of three
electro-elements, the source housing (SOH), the pusher (PSH) and the extraction plate
(ETP/DETP) as shown in Figure 2-15. Note that the extraction plates are taken away
for the laser ablation experiment. Ions produced by the laser are confined by the electric
field that is created by the combination of SOH and PSH potentials. The extraction
plates are applied with a pulsed rf potential to extract ions out of the MALDI ion source.
This potential is offset by the DETP parameter in the XMASS program. A coated filter,
which is installed in the N, laser’s pathway, varies the laser energy, and a CCD camera
is mounted inside the MALDI source to view the sample.
2.3.4.3 The Modification of the MALDI Source for the Laser Ablation Experiments

In order to carry out laser ablation experiments on the BioAPEX II instrument, the
external MALDI ion source was modified by the author to allow the use of a DCR-11

Nd-YAG laser for the ion generation.
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Figure 2-16 is a schematic which shows the Nd-YAG laser beam pathways in the
experiment. The laser beam is reflected by an UV grade quartz Pellin Broca prism and
three right-angle prisms. The laser energy is varied by neutral density filters set in the
laser’s pathway. Ions produced by this method can have much higher translational
energy than the ions produced in the MALDI experiments as the result of high energy
laser ablation. Ion trapping becomes difficult, especially for the high-mass ions. To
overcome this problem, ion retardation and ion cooling are used to reduce the
translational energy (velocity) of the laser-ablated ions. Ion retardation is accomplished
by setting high voltage values (same as the ion polarity) for the ion lens PL;. Ion
cooling is achieved by pulsing collision gas such as argon into the ICR cell to take away
the excess energy of the hot ions.

2.3.5 The XMASS Control Program

The operation of the BioAPEX II 70e FTICR mass spectrometer and the acquisition
of mass spectrometry data are accomplished by the computer software package XMASS
which was supplied by Bruker Daltonics Company. This program possesses numerous
functions that control the voltages on different components of the FTICR mass
spectrometer including the ion source, ion optics and the ICR cell. It also provides
many options in the data processing. Details of these functions and data processing
techniques are described in the XAZ4SS user manual.

An important feature of the XMASS software is that it is designed to allow the mass
spectrometry experiments to be carried out using its build-in pulse sequences. These
programmed sequences consist of many function blocks that are presented as bitmap
icons in the window environment. Different pulse sequences can be organized simply
by activating the required bitmap icons. These pulse sequences are also user-accessible

and can be easily modified by editing relevant function blocks in the program.
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The mass spectrometry data obtained by the XMASS program can be saved as
ASCII file (instead of the Unix® binary file), which can be read and plotted by other
graphic software such as Igor® or Excel® in the Microsoft Office® package.

The XMASS program is installed on a UNIX® platform, which is on a silicon

graphic O, workstation operating under the IRIX® system.

2.4 Sample Preparation

The two FTICR mass spectrometers used in the experimental work both have
sample inlet systems that allow solid, liquid or gas samples to be introduced into the
ICR cell for mass analysis. A brief description of the sample preparation is presented
here with focuses on the sample preparations for both laser ablation experiments and
electrospray experiments. Detailed sample preparations will also be described in the
later sections when the discussions become relevant to these details.
2.4.1 Sample Preparation for the Laser Ablation Experiments

Part of the laser ablation experiments described in this thesis was carried out on the
CMS-47X FTICR mass spectrometer. Solid samples were used as the laser ablation
targets. Sample powder was pressed into a stainless steel probe tip by a home-built
press. The sample probe tip was mounted on a satellite, which screws onto the end of a
suspended magnetic insertion arm (see Figure 2-01). The sample probe tip and the
satellite were inserted into the ICR cell by the insertion arm and located on the one of
the cell trapping plate, which was facing to the incoming laser beam.

The study of metallofullerenes and metal-carbon clusters that are described in
Chapter Three and Four involve carbonaceous materials such as carbon thermal black
or pyrolysed Koppers coal-tar pitch. The sample mixture comprised of carbonaceous

materials and metal compounds at various carbon/metal ratios.
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In the study of CID and ion-molecule reactions, argon collision gas or volatile
chemical reagents such as methanol or benzene are introduced into the ICR cell via the
molecular leak valve or the pulsed molecular valve.

As the CMS-47X FTICR-MS instrument was decommissioned during this project,
further experimental work was undertaken on the BioAPEX II 70e FTICR mass
spectrometer using a modified MALDI ion source. A new sample probe and sample
press were designed by Adriana Dinca, a fellow postgraduate student at UNSW and this
press was used for the laser ablation experiments (See Figure 2-14a).

2.4.2 Sample Preparation for the ESI Experiments

The ESI-FTICR mass spectrometry study of fullerene derivatives described in
Chapter Five was mainly performed on the BioAPEX II 70e FTICR mass spectrometer.
These experiments require the samples to be dissolved in organic solvents and for this
instrument, preferably methanol. The fullerene derivative samples were either directly
dissolved in methanol or first dissolved in organic solvents such as dicholoromenthane
and then mixed with over 90% of methanol by volume.

The 1,6-methano[60]fullerene-61,61-dicarboxylic acid was synthesized by Prof.
Liangbing Gan and his group from Beijing University using the method of Lamparth
and Hirsch®® For the ESI-FTICR mass spectrometry experiments, the methanol
solution has a concentration of 1.22x10™ M (0.1 mg/ml). The solution was unstable and
after one week, the molecular anion could no longer be detected by ESI-MS.

The fluorinated fullerenes were synthesized by Dr. Gerry Gadd from Australian
Nuclear Science and Technology Organization (ANSTO). Fullerene Cgy was used to
react with SF¢ under high pressure (~ 200 bar) and the methanol soluble products were

analyzed by the FTICR mass spectrometry using the ESI method.
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The cyano-fullerenes were prepared by reacting fullerene Cgo with NaCN and the
water-soluble products were analyzed by the ESI-FTICR-MS. Detailed synthesis
procedures can be found elsewhere.?'??

Other fullerene derivatives were synthesized and supplied by Dr. Paul Keller from

Wollongong University.

2.5 The Operation of FTICR Mass Spectrometer and the Associated Pulse Sequences

The computer programs, 189 or XMASS that operate the FTICR mass spectrometers
contain a sequence of pulse-delay events and each pulse-delay executes a specific
operation on the FTICR mass spectrometer. Both CMS-47X and BioAPEX II FTICR
mass spectrometers came with several standard pulse sequences and they can be easily
modified to suit different experimental requirements.
2.5.1 Pulse Sequences for Simple Experiments

The basic elements in each pulse sequence include ion generation, ion trapping, ion
excitation and ion detection. Figure 2-17a shows a pulse program containing all these
elements. The event sequence is as follows: prior to the ion generation, a quench pulse-
delay P,/D; is applied to the one of the trapping plates, which effectively ejects all the
ions from the ICR cell. An ion generation pulse-delay P,/D; is then followed to produce
ions from the ion source. The P, pulse can be applied in different ways depending on
which ion source is used. In MALDI or LA experiments, the P, pulse triggers the laser
for the laser desorption or laser ablation, and in the internal or external electron
ionization source it switches on the electron emitter. In the external ESI ion source, the
P, pulse is the ion accumulation time in the hexapole ion trap.

After ions are trapped in the ICR cell, a P; pulse applies rf potential (50-200 V
peak-to-peak and 180° out of phase) to the two excitation-plates and excites ions whose

natural cyclotron frequencies are resonant with the applied rf field. Ions of the same
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Figure 2-17 Pulse Sequences used by FT/ICR mass spectrometer, (a) for simple
experiment (b) for a single stage ion-molecule reaction or CID experiment (c) for
tandem mass spectrometry experiments.
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mass that are generated randomly in time and space are now brought into phase
coherent motion, effectively moving together in a packet. This phase coherent ion
packet generates an ion-induced image current on the receiver plates, and this image
current is passed to a differential amplifier circuit, which facilitates the detection and
amplification of the signals.

If a single rf frequency is selected for the ion excitation, the result is defined mass
detection, which is commonly referred to as ‘narrow band’ mass spectra. In contrast,
the excitation and detection of ions can also be carried out in a wide mass range by
sweeping the excitation frequency with a fast frequency chirp over a selected mass
range. lons in this mass range are excited into a phase coherent motion in less than a
millisecond. This chirp excitation is often referred as ‘broad band’ mass spectra.

The amplitude of the rf excitation pulse P; can be varied by the attenuation
parameter XA. The maximum rf potential (peak-to-peak) is 200 V for CMS-47X and
160 V for the BioAPEX II instrument with XA set equal to zero. The XA can be varied
between 0 to 63 dB in steps of 1 dB.

2.5.2 Pulse Sequences for Tandem Mass Spectrometry Experiments

Based on the simple FTICR-MS experiments described above, tandem mass
spectrometry experiments can also be performed by a pulse sequence with additional
pulse-delay functions in the sequence. Tandem mass spectrometry experiments involve
two or more steps of mass measurements such as those performed in the collision-
induced dissociation and ion-molecule reaction experiments.
2.5.2.1 Collision-Induced Dissociation

The collision-induced dissociation is a very important technique in ion chemistry
studies. It can provide structure information for the selected ion. The experiment is

performed by introducing collision gas such as nitrogen or argon into the ICR cell either
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provide structure information for the selected ion. On the other hand, CID product ions
can also be selected to undergo ion-molecule reactions to reveal their gas-phase

chemical reactivity.

2.6 Mass Calibration

For precise mass measurement, two factors must be taken into account, mass
calibration and mass resolution.

The mass resolution is very much determined by the instrumental and experimental
conditions such as the strength of the magnetic field and the pressure in the UHV
chamber that houses the ICR cell.

The mass calibration is carried out by an automated function (MASSCAL for
CMS-47X and MASSCALI for BioAPEXII) imbedded in the operation software 189 or

XMASS. A mass calibration equation has been previously defined as:'?

m:fL+fL2 (2-01)

Where y = qB / 2n and B=-2qG1V.s/ 4n’

In which £, is the observed cyclotron frequency, Gr is the geometry factor for the
ICR cell and Vg is the effective cell trapping potential.

To calibrate the cell, a reference compound PFTBA (perfluorotertiarybutylamine)
with well-identified EI spectrum is chosen and introduced into the FTICR-MS. Peaks
over a wide mass range (e.g. m/z 18 - 650) are measured in the high-resolution mode.
The mass calibration function in the FTICR-MS operating program then compares the
measured frequencies (fo5s) With the expected frequencies (calculated) and adjusts the
two calibration constants y and [ until the differences between the respective

frequencies are minimized.
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Table 2-02 shows the positive-ion masses of PFTBA and its fragments measured by
BioAPEX II 70e FTICR mass spectrometer. Both measured and calculated masses are
listed for these ions. The mass calibration results are shown in the right column.

Table 2-02 Mass calibration from PFTBA ions generated by electron ionization.

Calibration Points ~~ Differences
Obs. Mass Assigned Mas AMU PPM
501.971098 j 501.970592 0 0000506 e 10 VA
413976371 413976977 0000606 14
| 263.98633'2 263986557 7(7)7.000225 0.8 7
218985278 218.985081  0.000197 09
130.991523 130.991468 0.000055 0.4 ‘
sovisox | ewosass | oo | 09|

In the ESI-FICR-MS experiments on the BioAPEX II, many cluster ions have been
used as references for mass calibration. Among these cluster ions, sodium iodide
cluster ions are used in this study. The advantage of using this type of clusters as mass
calibrant is that they are formed in both positive and negative ion mode covering a wide
mass range typically from ~ 150 Da to ~ 2500 Da (m/z).

The mass calibration can also be performed with internal references, for which the
analyzed sample is mixed with a reference chemical(s) that produces ions over the
mass range including the sample ion(s). By calibrating the reference ion masses, the

sample ion(s) may also be mass calibrated.
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Chapter Three

Laser Ablation FTICR-MS Studies of Endohedral
Metallofullerenes and Related Metal-Carbon Clusters
3.1 Introduction

The discovery of endohedral metallofullerenes has pr<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>