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𝑬𝑬𝑬𝑬 Euler-Poincare Characteristic  

Ѵ Numbers of vertices of a volume 

Є Numbers of edges of a volume 

𝓕𝓕 Numbers of faces of a volume 

𝓛𝓛 Numbers of solids of a volume 

𝑲𝑲 Absolute permeability, [L2] 
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𝑹𝑹 Resolution [L] 

𝒉𝒉𝒍𝒍 Activated neuron or filter output 

𝒇𝒇𝒍𝒍 Non-linear activation function 

𝑲𝑲𝒍𝒍
𝒑𝒑 the p-th filter kernel at the l-th layer 

𝜹𝜹 Huber loss scalar 

𝒘𝒘 Local voxel conductivity, [LM-1T] 

𝒅𝒅𝒎𝒎𝒎𝒎𝒙𝒙 Digital equivalent of the largest inscribed radius, [voxels] 

𝒅𝒅 Digital equivalent of the radial distance from the inner wall, [voxels] 

𝝁𝝁 Fluid viscosity, [MLT-2] 

𝑨𝑨𝒋𝒋 The ground truth value of the j-th sample 

𝑷𝑷𝒋𝒋 The predicted value of the j-th sample 
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Thesis Abstract 

Digital Rock Analysis (DRA) has expanded our knowledge about natural phenomena in 

various geoscience specialties. DRA as an emerging technology has limitations including 

(1) the trade-off between the size of spatial domain and resolution, (2) methodological 

and human-induced errors in segmentation, and (3) the computational costs associated 

with intensive modeling. Deep learning (DL) methods are utilized to alleviate these 

limitations. 

First, two DL frameworks are utilized to probe the performance gains from using 

Convolutional Neural Networks (CNN) to super-resolve and segment real multi-

resolution X-ray images of complex carbonate rocks. The first framework experiments 

the applications of U-Net and U-ResNet architectures to obtain macropore, solid, and 

micropore segmented images in an end-to-end scheme. The second framework 

segregates the super-resolution and segmentation into two networks: EDSR and U-

ResNet. Both frameworks show consistent performance indicated by the voxel-wise 

accuracy metrics, the measured phase morphology, and flow characteristics. The end-

to-end frameworks are shown to be superior to using a segregated approach confirming 

the adequacy of end-to-end learning for performing complex tasks. 

Second, CNNs accuracy margins in estimating physical properties of porous media 2d X-

ray images are investigated. Binary and greyscale sandstone images are used as an input 

to CNNs architectures to estimate porosity, specific surface area, and average pore size 

of three sandstone images. The results show encouraging margins of accuracy where 

the error in estimating these properties can be up to 6% when using binary images and 

up to 7% when using greyscale images.  
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Third, the suitability of CNNs as regression tools to predict a more challenging property, 

permeability, is investigated. Two complex CNNs architectures (ResNet and ResNext) are 

applied to learn the morphology of pore space in 3D porous media images for flow-

based characterization. The dataset includes more than 29,000 3d subvolumes of 

multiple sandstone and carbonates rocks. The findings show promising regression 

accuracy using binary images. Accuracy gains are observed using conductivity maps as 

an input to the networks. Permeability inference on unseen samples can be achieved in 

120 ms/sample with an average relative error of 18.9%. 

 This thesis demonstrates the significant potential of deep learning in improving DRA 

capabilities. 
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1 Introduction 

X-ray tomographic imaging and modeling of rocks, commonly referred to as Digital Rock 

Analysis (DRA), has notably expanded our geoscientific knowledge over the last few 

decades [1-4]. The tomographic images obtained through DRA technology provide 

unprecedented detail of porous media internal geometry, capable of resolving pore 

structures down to a few micrometers or even sub-micrometers [3, 5]. Digital rocks offer 

a prompt method for studying many aspects related to rocks and porous materials in 

general. This has helped address questions on such diverse topics as contaminant and 

reactive transport [6-8], carbon dioxide (CO2) sequestration [9-14], geomechanics [15, 

16], and hydrocarbon recovery [17-19]. 

The digital nature of the analyses and frameworks in DRA makes it a suitable candidate 

for Machine Learning (ML) and Computer Vision applications [20, 21]. These applications 

include the automation of routine analyses [22-24], especially those that require time-

consuming human interferences. Other applications include the reduction of the 

uncertainty associated with human error and hardware limitations [25], predictive 

modeling [26, 27], and the scalability to demanding datasets and projects occasionally 

referred to as “Big Data.” Deep Learning (DL) [28] has emerged as a branch of ML, with 

many breakthroughs impacting diverse scientific sectors such as medical imaging [29, 

30] and remote sensing [31]. DL utilizes a family of algorithms called Neural Networks 

(NNs) [32] to learn specific tasks from the representation of input signals such as 

photographic and volumetric images. DL and NNs will be further discussed in section 

1.4.1. With major improvements in imaging and computing capabilities, DL training 

strategies, and network design, the coupling of DRA and DL has attracted growing 
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interest in many geoscientific research areas, as illustrated by the increase in 

publications depicted in Figure 1-1. This increase is due to the spread of feasible high-

resolution X-ray imaging instruments and the growth in computational power available 

in modern Graphics Processing Units (GPU). This enables sophisticated DL models for 

various DRA applications to be trained using larger datasets that include volumetric 

images of rocks [33]. 

 
Figure 1-1: The increase in the number of documents published per year that includes 
“Digital Rock”, “Deep Learning”, and both keywords together. Source Data is retrieved 
from Scopus (27 July 2021). 
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1.1 Digital Rock Analysis in Petroleum Engineering 

The worldwide demand for and consumption of energy is expected to continue to rise, 

due to population growth and industrialization. The International Energy Agency (IEA), 

one of the world's largest bodies providing analyses and data on the topic of global 

energy, publishes an annual report showing global energy trends in supply and 

consumption. Figure 1-2 shows these trends from the 2020 report (IEA, 2020). The 

highest three energy sources in the figure are extracted from underground reserves and 

are inherently finite.  

The introduction of DRA as technology for reservoir rock characterization has gained the 

attention of many giant oil & gas companies, including Schlumberger, Saudi Aramco, 

Halliburton, and Shell [34-39]. Many of these companies have launched startup projects 

offering full digital core analysis services. DRA is seen as having potential to reduce the 

expenses, time, and uncertainty when making investment decisions in devolving 

reservoir prospects [40].  

Every year, thousands of meters in depth of reservoir rock samples are unearthed during 

coring operations globally for formation evaluation [41, 42]. Such rock samples are 

examined in the laboratory through Conventional Core Analysis (CCA) [41, 43] and 

Special Core Analysis (SCAL) [44, 45]. CCA determines basic rock physical properties such 

as porosity, grain density, and air permeability [42]. Samples representing the reservoir 

average properties based on CCA are then subjected to SCAL to determine other physical 

properties such as relative permeability, wettability, and capillarity characteristics [42]. 

Although CCA and SCAL help characterize rocks and fluids in the reservoir, these analyses 

can be extremely time-consuming. Usually, a core plug sample is taken every foot from 
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the coring barrel containing reservoir core in conventional reservoirs [41]. From working 

in core analysis, the author has found that running a full spectrum of CCA and SCAL on 

an entire reservoir core material composed of 300 core plugs takes at least several 

months due to the slow nature of analyses. This hinders the ability to quickly evaluate 

reservoir prospects in order to make timely decisions regarding field development. DRA 

provides a complementary alternative to reduce the uncertainty in field development 

[46, 47]. The field of view in DRA usually encapsulates representative domains of typical 

reservoir rocks and still possess fine resolution capturing important pore structure 

details for estimating properties of the rock [1, 2, 47]. Moreover, the time required to 

complete rock characterization is an order of magnitude lower than that associated with 

CCA and SCAL, because multiple analyses and simulations can be run in parallel. The 

estimated time to carry out a full DRA study that includes imaging, image processing, 

and modeling can range from few hours to several days, depending on image size in 

voxels [48, 49].  

The following sub-sections discuss frameworks involved in DRA technology and provide 

an introductory explanation of DL. 

  



   
  
 

24 
 

 

Figure 1-2: The worldwide energy supply (left) and consumption (right) of energy by source showing oil, gas, and coal as the primary 
sources of energy. Source data are retrieved online from the International Energy Agency (iea.org) report (28 July 2021). 
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1.2 Digital Rock Analysis: frameworks and characterization methods 

DRA methods using X-ray micro-computed tomography (micro-CT)  consist of the 

following steps: (1) image acquisition, (2) image filtering and processing, (3) image 

segmentation, and (4) image analyses and pore-scale modeling. Each of the following 

sub-sections will discuss a given step and its limitations.  

1.2.1 Raw Micro-CT Image Acquisition 

X-ray micro-CT imaging facilitates obtaining a digital representation of rocks in a non-

destructive and non-invasive manner [1, 3, 16, 50]. X-ray images were introduced as 

radiographs (2D projection planes) to study many materials along only one dimension 

where planar or orthogonal visuals are obtained [51, 52]. The ability of X-ray beams to 

penetrate a given material at a specific location depends on the initial beam intensity, 

the investigated material atomic number, and the material density. The local linear 

attenuation coefficient μ(s) along ray path(s) of a monochromatic X-ray in a radiograph 

can be described using Beer’s law as: 

 𝑰𝑰 = 𝑰𝑰𝟎𝟎𝒆𝒆−𝝁𝝁(𝒔𝒔) ( 1-1 ) 

where 𝐼𝐼 is the transmitted intensity of the X-ray passing through the object and 𝐼𝐼0 is the 

original incident beam intensity (from the source). Consequently, low-density matter 

such as air or water will generally allow more X-ray passage than will high-density matter 

such as minerals. The mid-1970s saw a new technique called Computerized Transverse 

Axial Tomography [52, 53]. This method enables 3D rock images to be obtained by 

reconstructing a 3D volume from a set of 2D x-ray projections that are recorded while 

the sample is rotated at various angles. The reconstruction of a set of 2D images involves 
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solving mathematical inversion equations [54] for determining 𝜇𝜇 at each location inside 

the scanned volume [50]. This allows distinguishing the materials with different 

densities. For details regarding reconstruction algorithms and implementation, see [54-

57]. 

The imaging setups used to obtain computed tomography have evolved significantly 

[58]. Most of the modern micro-CT setups use X-ray tubes (laboratory-based micro-CT) 

[59, 60] or synchrotron-based radiation [61]. Although the synchrotron-based methods 

provide better spatial resolution and signal-to-noise ratio [62], synchrotron facilities are 

few and generally have a high operating cost. In contrast, lab-based micro-CT poses a 

lower X-ray source flux and is often less costly for scientific research [63-65]. Figure 1-3 

shows the lab-based helical micro-CT (Mark 1, ThermoFisher) at the Tyree X-ray facilities 

at the University of New South Wales.  
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Figure 1-3: The helical micro-CT instrument at the Tyree X-ray facility at the University 
of New South Wales. 

In such a micro-CT setup, the X-ray source and detector are kept stationary. The rock 

sample is placed on a rotating stage where many radiographic projections (or 

accumulations) are recorded during imaging. The imaging configuration determines to 

a high extent the image quality and spatial resolution. The imaging configuration 

includes the exposure time, number of accumulations, the X-ray source flux, detector 

specifications, and sample position with respect to the X-ray source and detector. 

1.2.2 Raw Image Processing and Artifacts Removal: 

After the reconstruction of the 3D image from the radiographs, it is common to digitally 

manipulate the raw volume to remove artifacts affecting micro-CT imaging. Most X-ray 

sources in micro-CT scanners generate a polychromatic beam (a beam with a spectrum 

of X-ray energies and wavelengths), which attenuates low-energy X-rays in a beam, 

resulting in an apparent high attenuation coefficient at the outer regions of the scanned 

volume. This is known as beam hardening and is one of the most frequent artifacts in 
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computed tomography. Beam hardening can be reduced using (1) attenuating filters 

that block low-energy X-rays, (2) smaller samples, and (3) software-based corrections 

during reconstruction. Images could also contain ring artifacts, which appear as circles 

with different voxel intensities emerging from the center of the rotational axis. They are 

usually caused by miscalibration of X-ray detectors. This can be fixed during scanning by 

applying high-strength attenuating filters, or digitally using software packages such as 

Qmango [66], TomoPy [67], and SarePy [68, 69] before or after reconstruction.  

Partial volume effect is another common imagine artifact [2]. This artifact happens 

notably in limited-resolution (i.e. large voxel size) images when an X-ray beam passes 

through heterogeneous materials an average attenuation coefficient of the materials. 

This causes blurring of edges (air, grains, and fluids), which hinders subsequent image 

analysis. Partial volume effects can be noticeable when analyzing rocks with features 

below typical micro-CT resolution (i.e., microporosity, coal cleats, and hairline micro-

fractures), such as carbonates [70-72], coal [73], and shale [74-76] samples. Figure 1-4 

shows examples of the three aforementioned artifacts. 

Artifacts arising from the imaging procedure or the reconstruction approach are not the 

only ones that can worsen image quality. Common examples include streak artifacts 

[77], commonly caused by high-density materials (i.e., minerals), and cone-beam effects 

[78] caused by the incomplete sampling of the mathematical 3D radon space (the 

topological space under investigation), which reduces the quality of the tomogram slices 

far from the center of the cone. Moreover, artifacts can also be associated with 

secondary radiation [79] and sample movement.  
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Figure 1-4: A depiction of typical imaging artifacts in micro-CT scanning. (A) Beam hardening, causing a “cupping effect” (upper) where 
intensity values (lower) are shown before and after correction using the method described in Holt, et al. [80]. (B) Ring artifacts causing 
concentric circular stripes on a limestone sample (left), and digital ring artifact removal (right) using the algorithm proposed by Vo, et al. 
[68]. (C) Partial volume effects are illustrated by comparing low-resolution (right) and high-resolution carbonate images (left), which 
cause blurring of micropores (see red arrows). Illustrations in (A) and (B) are modified after Holt, et al. [80], and SarePy documentation by 
Vo, et al. [68], respectively. 
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Although micro-CT provides a detailed representation of the morphology of rock 

samples, researchers are sometimes interested in more features such as which minerals 

compose a given section of a sample. Combining data from other techniques with micro-

CT scanning can lower the imaging artifacts and enhance the detail and interpretability 

of images. For example, micro-CT data are frequently merged with scanning electron 

microscopy methods in order to determine microporosity and minerals [81, 82]. Also, 

multi-resolution micro-CT scans can be merged together to obtain a more robust 

analysis on a larger field of view [83]. 

The last step in raw image processing involves reducing noise effects for improved 

subsequent segmentation, analyses, and modeling. Noise is inherent in all signal-

acquisition processes, including imaging. Noise can be reduced through elongated 

imaging (exposure time). It is also common to apply image filters to reduce the effect of 

noise and preserve phase boundary sharpness. Common examples of image filters are 

Gaussian, mean, non-local mean, and anisotropic diffusion. Louis [84] gave an example 

(shown in Figure 1-5) of the impact of applying a Gaussian filter, artificial noise, and a 

non-local mean filter to a micro-CT sandstone image. Figure 1-5 (a) shows a Boise 

sandstone image that has already been denoised. A Gaussian filter in (b) smooths the 

grains of the sandstone, at the cost of blurring the edges as if the image were acquired 

at a lower resolution. In (c), artificial salt and pepper noise is added, rendering 

histogram-based segmentation or analyses unachievable. Lastly, in (d), noise reduction 

using a non-local mean filter preserves the smoothness of phases and sharpness of the 

edges. 
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Figure 1-5: Micro-CT image of Boise sandstone. (a) Denoised image. (b) Gaussian filter 
smoothing, causing blurred edges. (c) The addition of noise, which precludes histogram-
based segmentation. (d) The non-local mean filter restores the smoothness and 
sharpness of the grains. Retrieved from Louis [84].  

 

1.2.3 Image Segmentation 

Upon noise removal, segmentation is often applied to label the existing phases such as 

pore space and minerals of the raw greyscale image under investigation. This facilitates 

subsequent image analyses ranging from the simple computation of the phases’ volume 

fractions (including porosity and fluid saturations), to modeling complicated flow and 

transport mechanisms. Hence, segmentation is indispensable to the DRA framework.  

Segmentation in digital rocks often aims to identify the pore space for estimating 

porosity and modeling unreactive single-phase flow. For this purpose, it suffices to 
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segment images into two phases: (1) pore space and (2) solid phase containing all 

minerals. For more advanced simulation studies including modeling reactive flow [85] 

and mixed wetting flow [86], multi-label segmentation may be required if fluids or 

minerals need to be identified. Numerous segmentation approaches in DRA have been 

reviewed [3, 87], and the following discussion will highlight the most frequently 

reported methods only. Segmentation methods can be classified based on the 

methodology: (1) histogram-based thresholding algorithms, (2) locally adaptive 

algorithms, and (3) ML-based methods. Global thresholding approaches are based on 

selecting an optimum grey-level intensity threshold(s) based on the histogram of the 

image, to make a binary or multi-label mask. The selection of threshold can be made 

automatically using Otsu [88] and K-means [89, 90] or manually by user input. One major 

drawback of global thresholding is its sensitivity to imaging artifacts such as cupping, 

partial volume effects, and noise [87, 91]. 

Locally adaptive methods are often designed to handle noise and other degrading 

imaging effects. This is achieved by incorporating image features such as greyscale 

intensity gradients and local spatial covariance [87]. Frequently used locally adaptive 

methods in DRA are indicator kriging [72, 92], watershed transform [93], hysteresis [94], 

and converging active contour (CAC) [66]. Most of these methods require the user to 

determine initial seeds or a range of greyscale intensities for each phase. The algorithm 

thereafter populates the untagged voxels with the appropriate phase/label based on a 

predefined policy or set of instructions. Kriging methods assume a local spatial 

correlation between the phases in rock images by creating an indicator variable from 

two hysteresis thresholds (often initially defined by the user). Then, a model semi -
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variogram can be initialized from the local empirical indicator data. Ordinary kriging (a 

system of constrained linear equations) is used to assign a local membership or class 

globally through a moving kernel that’s based on the semi-variogram model. Ordinary 

kriging equations are solved so as to minimize variance estimate of class membership 

probability. The voxels are labeled with the highest membership probability. Further 

details on geostatistical image segmentation can be found in [95, 96]. Other suggested 

hysteresis methods [94] involve choosing multiple thresholds to define “definite” solid 

or void intensity ranges. The void and solid voxel greyscale intensity distributions can be 

regarded as Gaussian mixtures and hence estimated using Expectation Minimization 

methods [97].  

Watershed is a region-based method in which an image is “flooded” to create basins or 

(catchments) according to the topography of greyscale intensity values. Troughs are 

filled, commencing with local minima. At a certain stage, as the level rises, the basis or 

catchments would meet forming dams or “watersheds.” The landscape would be then 

comprised of basins separated by the watersheds. Predefined thresholds would be 

required to set endpoints or limits for the flooding procedure specific to each phase in 

the image. Voxels setting on the catchments’ lines are then assigned a label based on 

the mathematical mode of the local neighborhood [98]. Watershed has been utilized in 

many digital rock analyses [23, 25, 99]. CAC [66] relies on combining the watershed 

transform and active contours [100] to classify voxels. Again, seeds or thresholds have 

to be predefined by the user. This algorithm overcomes a known disadvantage with 

watersheds, in which the boundaries of catchments are traversed by a given class 

simultaneously while the catchments grow. The main drawback of CAC is its 
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computational cost even when utilizing a fast marching cube algorithm to advance the 

boundaries [98]. CAC has been utilized for many DRA studies such as porosity estimation 

[101], reactive transport flow modeling [102], and contact angle measurements [103]. 

ML-based segmentation methods can be categorized as supervised or unsupervised 

[104]. In supervised methods, the algorithm uses a set of segmented instances to learn 

how to classify voxels and identify phases, where the input and output are given and 

labeled. In unsupervised methods, only the input is given and the algorithm must classify 

the voxels. Common examples of unsupervised segmentation approaches are K-means, 

Fuzzy C-mean, and Self-Organizing Maps [105, 106]. Because these methods require the 

user to set up the clustering and classification parameters, they do not entirely eliminate 

user bias. Further reading about unsupervised methods can be found in [22, 104, 107]. 

Supervised ML segmentation approaches map raw greyscale images to labeled images 

by learning a classification function. The aim afterward is to accurately segment unseen 

data using the learned function [108]. The many variants of supervised ML algorithms 

that can be used for digital rock segmentation include support vector machines [109-

111], decision trees [112], and neural networks [23, 106, 113]. Neural networks (NNs), 

which are the core building block of modern DL algorithms, can extract hierarchal 

features automatically from input to learn the segmentation function. NN segmentation 

is among the most promising learning methods and has been widely applied to more 

complex tasks such as medical image segmentation [114] and autonomous driving [115]. 

1.2.4 Image Analyses and Pore-scale Modeling 

Upon obtaining segmented images, a variety of morphological measurements can be 

estimated directly from the pore, fluid (if present), and mineral phases. These 
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measurements can be either geometrical or topological. Geometrical measurements 

inferred directly from the existing phases include volume fractions (i.e., porosity and 

fluid saturation) [81, 116, 117], surface area [118], shape factors [119], and fluid contact 

angle [120]. Topological measurements are concerned with the connectivity of the 

phases and include estimating Euler characteristic [117], coordination number, and 

tortuosity of flow paths [121-123]. In addition to characteristics obtained via image 

analyses, numerical methods can be applied for modeling/estimating solute transport 

[124, 125], formation factor [16], single-phase flow [48, 126, 127], reactive transport 

[128, 129], plasticity and geomechanics [130, 131], and multi-phase flow [132, 133]. 

Such measurements are of great value for a wide range of applications involving flow in 

porous media, including ground-water transport [116], oil and gas recovery [116], CO2 

capture and storage [13], and battery manufacturing [134, 135].  

Traditionally, modeling single-phase flow in pore space can be achieved through a 

variety of approaches depending on the level of detail and accuracy required. Pore space 

geometry can be significantly simplified by extracting a pore network that captures the 

connectivity of pore space but uses spheres to represent pore bodies and sticks to 

represent pore throats. Such idealized geometries reduce the computational cost 

associated with estimating velocity and pressure fields. Pore networks are typically 

sufficient for estimating the absolute permeability and assessing connectivity. 

Algorithms for pore network extraction include maximal ball [136-138], medial axis 

[139], and watershed-based extraction [140-142]. One drawback of such methods is the 

ambiguity of the criteria of distinguishing pore bodies from pore throats [137]. This 
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occasionally creates disagreement in the computation of topological and flow 

characteristics [143].  

More accurate results can be obtained from direct numerical simulation (DNS) on the 

pore space. A common DNS framework solves a suite of conservation of mass and 

momentum equations, often referred to as the Navier-Stokes equations [144]. 

Approaches to solving such equations include Lattice Boltzmann Methods and Finite 

Methods [145, 146]. The downside of these techniques is that they require exhaustive 

computation capabilities because the solution involves solving non-linear partial 

differential equations, often iteratively [49, 145-148]. Laplacian-based geometrical 

equations for approximating the conductivity of pore voxels have been suggested to 

reduce computation requirements in pore-scale simulation [149, 150]. This method 

estimates conductivity through geometric approximation and can be solved using Finite 

Methods. However, these methods still require agglomeration and domain 

decomposition techniques for estimating single-phase flow on 3D images larger than 

1,0003 voxels [49, 151].  

For multi-phase flow, pore networks and direct numerical methods have been applied 

to probe displacement mechanisms and relative permeability [1, 132, 148]. Pore 

network models apply theoretical and analytical principles of immiscible and capillary-

dominated displacement on the extracted networks [152, 153]. However, the capability 

of such methods is limited in matching experimental data or capturing accurate physics 

of displacement such as representing wettability [154]. For example, the idealized 

geometries used to construct networks (triangles, circles, star-shape, etc.) do not 

capture the surface roughness of the pore space, which is a major factor in wetting 
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mechanisms [154, 155]. DNS such as Level Set [156-158], Volume of Fluid [159, 160], 

and Lattice Boltzmann Methods [132, 147, 161] have been extensively applied for 

modeling for computing relative permeability. However, these methods are often 

applied to simulate displacement on images no larger than 6003 voxels [156, 161].  

The advances in micro-CT imaging enable capturing fine details of pore space geometry 

at a resolution of a few micrometers and image sizes of more than 20003 voxels [49, 

162]. Such images can capture representative elementary volumes of many 

conventional rock samples [48, 163]. However, applying full-scale multi-phase flow 

simulation on such large volumes is memory-demanding and would require 

supercomputing. This issue is further discussed in the following section.  

1.3 Challenges in Digital Rock Analysis 

DRA is a powerful tool to characterize porous media. However, because DRA is 

sequential, bottlenecks and inaccuracies in the imaging, processing, and modeling 

pipelines can have profound effects downstream. For example, imaging artifacts may 

cause blurring to grain boundaries and small features (i.e., micropores and 

microfractures), leading to incorrect segmentation. This can lead to a loss of connectivity 

and inaccurate flow and transport modeling. The following are some of the most 

influential bottlenecks and error sources in DRA. 

• User Bias. The user’s selection of the parameters involved in image processing and 

modeling affects the results obtained from DRA. Segmentation is arguably one of 

the most critical steps in DRA that typically require user input [87]. Manual choice of 

thresholds and initial seeds of greyscale values are often required to complete 

segmentation [98]. Therefore, the outcome can vary greatly based on user 
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selections. Many studies investigated the effect of segmentation on the computed 

rock properties [34, 87, 164-168]. Leu, et al. [168] used a synchrotron-based micro-

CT to image a Berea sandstone and evaluated the effects of multiple segmentation 

techniques on porosity, permeability, and capillary pressure. They showed that the 

choice segmentation method can cause discrepancies and miscalculation of capillary 

pressure curves, flow path geometries, and permeability. 

• Field of View and Resolution Tradeoff. The spatial range at which DRA operates is 

constrained by the imaging resolution and the field of view. Intuitively, imaging 

larger rock volumes increases the possibility of capturing a representative 

elementary volume (REV). Nevertheless, this can be achieved with a lower 

resolution, which is sometimes necessary to remain within the limits of micro-CT 

detectors. REV is the smallest volume that captures the heterogeneity of a porous 

medium without significant variations in the measured macroscopic properties. REV 

is an important concept in DRA to obtain accurate and size-independent flow 

simulations that are insensitive to modeling effects (e.g., boundary conditions) 

[169]. Typical core plugs for CCA and SCAL analyses have a 1:2 ratio of diameter to 

length. The diameter of these core plugs is often 1 inch or 1.5 inches. A 1-inch core 

plug can be covered in a micro-CT scan, but this requires low resolution (i.e., >25 

micrometer/voxel) with a micro-CT detector producing radiographs of size 

2048×2048 pixels. This fails to resolve some of the pore space that would affect 

modeling flow, for example, in conventional rocks. This can be avoided if the REV 

were determined to be small enough to permit imaging under the highest attainable 

resolution. Many efforts have been devoted to obtaining REVs of different materials 
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or REV based on a specific physical property (i.e., porosity or permeability) [48, 170, 

171]. 

For determining the optimal tradeoff between the field of view and resolution, 

Saxena, et al. [169] calculated the coefficient of variation (a statistical measure) in 

the permeability and the porosity of sandstone volumes of various sizes and 

resolutions. Their results showed that at least 10 voxels are needed for resolving 

pore throats to obtain reliable single-phase flow simulation. if this condition is not 

met, the main author suggested correcting the simulation results using a correlation 

based on Mercury Intrusion Capillary Pressure (MICP) experiments [172].  

The tradeoff becomes more constrained in more complex porous media. For 

example, carbonates contain microporosity below typical imaging resolution, and 

larger volumes need to be considered when computing REVs of physical properties 

[72, 81, 173]. 

• Computational Cost. The computational cost associated with DRA is proportional to 

the size of the image domain under investigation. While this applies to all steps in 

DRA, it is more apparent in modeling flow and transport than in other steps [48]. 

Micro-CT scanners can produce images containing more than one billion voxels. 

Processors in consumer-grade workstations cannot handle the level of detail 

provided by imaging techniques to model flow directly on pore space [1]. For 

example, solving Stokes flow in porous media to determine the permeability from 

an image 7003 voxels in size would require a central processing unit (CPU) time 

exceeding 10 days using a conventional workstation [48]. Also, Yang, et al. [174] 

compared algorithms for simulating flow and solute transport on a cylindrical sphere 

pack model having dimensions 8.8 mm × 16 mm and imaged at 20 micrometer/voxel 
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resolution. They showed that the CPU time of Lattice Boltzmann and Finite Volume 

methods range from 9 hours to 61 hours. This limitation is also controlled by the 

method of choice to carry on the simulation [150]. On typical workstations, single-

phase permeability can be computed using the Lattice Boltzmann Method or Finite 

Methods for volumes less than 5003 voxels. Other simplified methods such as pore 

network models and Laplace solvers can handle larger volumes, typically up to 10003 

voxels [150]. Multi-phase flow simulations and relative permeability computations 

for such images are often executed on supercomputers [175]. Therefore, applying 

numerical methods to estimate flow and transport on large images >10003 voxels 

can be relatively considered expensive. This ultimately hinders the full exploitation 

of DRA as a technology for formation evaluation.  

1.4 Deep Learning  

The last few years have seen a notable transformation in ML and data science, embodied 

by major advancements in deep learning (DL). Computational capacity has increased 

sufficiently to solve many complex learning tasks that had been unapproachable, such 

as computer vision [176], mastering the games of Go and chess [177, 178], and 

predicting protein folding [179]. The algorithms used in today's most advanced DL 

models can be regarded as a progression to the perceptron model proposed in 1958 by 

Rosenblatt [180]. In this model, a perceptron, which is a machine algorithm, was used 

for pattern recognition. This algorithm had a single-layer perceptron with a step 

activation function. Later, multilayer perceptron (MLP) [181] and backpropagation 

methods [182] were introduced to form a basic learning scheme of NNs [183, 184]. The 

ability of NNs was greatly enhanced by the introduction of convolution on 2D signals 
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(i.e., images) [185, 186]. Convolutional neural networks (CNNs) incorporate the 

extraction of low-level local features, weight sharing (reducing the number of free 

parameters), and backpropagation for visual pattern recognition [185]. Advances in 

computer hardware, including the introduction of Graphics Processing Units (GPU), 

facilitated training deeper CNNs, achieving a breakthrough in challenging object 

recognition datasets in 2012 [176]. These datasets contained a large number of similar 

objects classes that were hard to classify using computer algorithms. Since then, major 

technology companies including Facebook, Google, Tesla, and Microsoft founded 

dedicated research teams for DL research. Lately, DL techniques have been applied to 

various representations of data and multi-dimensional images such as 3D grids (e.g., 

voxel images), graphs, and geodesics [187, 188]. A timeline summarizing the major 

technological advancements in ML and DL is shown in Figure 1-6. 

 

Figure 1-6: The evolution of machine learning, with a focus on deep learning. 

  

Interestingly, the foundations of DL algorithms build upon two simple ideas. First, the 

concept of “representation learning,” in which hierarchical and distinguishing features 
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capture the regularity or essence of performing a specific task [189]. Learning the 

representation through feature extraction unravels the explanatory factors of variations 

behind data patterns. Research on visual patterns showed many benefits in combining 

local low-level features (i.e., edges) with higher ones (entire objects). DL methods apply 

this concept automatically by learning to combine features through receptive fields 

(convolutional kernels) [185]. Second, learning by incorporating efficient optimization 

methods (e.g., gradient descent methods), often implemented using backpropagation 

[182, 183, 186, 187]. The mathematical principles of these two principles are discussed 

in [28]. 

Artificial Neural Networks (ANNs), Convolutional Neural Networks (CNNs), Recurrent 

Networks (RNNs), and Generative Adversarial Networks (GANs) are commonly used 

architectures for DL. ANNs are often used to handle basic classification and regression 

problems of 1D input signals, which are often represented using a vector of discrete 

values. ANNs consist of input layers, hidden layers, and output layers. Each of these 

layers is connected as shown in Figure 1-7: A simple Artificial Neural Network (ANN) 

architecture. The input layer processes a vector of discrete values by passing the signal 

from the nodes (“neurons”) of each layer to the subsequent “hidden” layer(s). At each 

layer (𝑙𝑙), a number (N) of inputs (𝑥𝑥) is assigned a trainable weight (𝑊𝑊) and bias (𝑏𝑏). The 

output is activated through a nonlinear activation function (e.g., sigmoid operator) and 

passed to the next layer, where the same mathematical operations are repeated. The 

error for the network output is computed and backpropagated to update the trainable 

weights. ANNs can be used as universal approximators and for correlating parameters. 
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Figure 1-7: A simple Artificial Neural Network (ANN) architecture. The input layer 
processes a vector of discrete values by passing the signal from the nodes (“neurons”) 
of each layer to the subsequent “hidden” layer(s).  

 

CNNs process 2D or 3D images by applying convolutional operators called “filters” that 

learn a weighted sum for extracting features from the images. These filters are tuned 

automatically throughout the training process to optimize feature extraction. A detailed 

discussion on CNN components and their mathematical implementation is provided in 

section 3.3.3 of this thesis. RNNs [190, 191] constitute a set of networks for processing 

sequential data corresponding to different positions or times. Most of the applications 

of RNNs are well-suited to language processing and time-related problems [192, 193]. 

Generative Adversarial Networks [194] consist of two networks: a generator and a 

discriminator. The generator conditions the input signal to generate realistic images as 

much as possible, while the discriminator penalizes the generator for images poorly 

conditioned or for fake-looking images. GANs can be utilized for applications such as 

segmentation, denoising, and generating 2D and 3D images [195, 196].   



44 
 

1.4.1 Deep Learning in Digital Rock Analysis 

The technological capabilities of DRA have greatly increased through the incorporation 

of ML methods [20, 21]. Improvement in GPU computations, DL methods, and 

optimization techniques made working with big data like micro-CT images feasible. In 

the last five years, DL has been utilized in many digital rock applications such as 

binary/multimineral segmentation [23, 25, 113, 197], image enhancement and 

interpolation with super-resolution networks [198-202], image generation [203-205], 

petrophysical properties regression [26, 206-208], and flow field modeling [209-211]. 

For a broader review of the literature on DL in pore-scale imaging and modeling, Wang, 

et al. [20] discussed many aspects related to DL applications in DRA, including common 

network architectures used, applications, and limitations. In addition, examples of 

related work are mentioned in the introduction of each chapter in this thesis. Chapter 2 

discusses the work published on image super-resolution and segmentation. Chapters 3 

and 4 present the effort directed toward predictive modeling of physical properties 

using DL. 

1.5 Thesis Objectives and Outline 

The main objective of this thesis is to develop, validate, and integrate DL capabilities 

that aid the development and design of more accurate and reliable DRA frameworks. 

This includes mitigating existing limitations (see section 1.3) in imaging hardware, 

processing, and modeling schemes. The automation offered by DL tackles these 

limitations and offers efficient alternatives that can be summarized as follows: 

Eliminating methodological and human interference inaccuracies. Previous studies 

have shown that some filtering, segmentation, and modeling algorithms in DRA have 
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associated methodological inaccuracies. Some practices/approaches help to gain 

reliable DRA results while requiring little if any additional computational resources. This 

avoids the user bias and experience that can lead to discrepancies in results obtained 

from DRA. This thesis applies DL algorithms that can learn from the best practices 

automatically and hence eliminate the need for user judgment or the risk of applying 

inaccurate methods.  

Alleviating the need for intensive computation. Estimating the physical properties of 

digital rocks often involves applying multiple algorithms that sometimes can be 

computationally intensive, for example, simulating flow directly on rock images for 

obtaining permeability. An alternative approach based on CNNs regression is proposed. 

The framework can learn the geometry of pore space and predict multiple physical 

properties in one feed-forward CNN inference rather than using iterative numerical 

solutions. The rapid predictive modeling capabilities offered by DL are showcased in this 

thesis. 

Expanding capabilities that cannot be achieved using imaging hardware. The 

heterogeneity of some porous media, especially those with complex structures and pore 

size distribution, require fine-detail imaging for reliable modeling. This makes the 

tradeoff between resolution and domain representation more critical. DL can reliably 

translate large domains of low-resolution images to high-resolution through super-

resolution. Novel DL techniques for super-resolving and segmenting complex carbonate 

images are presented for this purpose.  

As such, this thesis answers four key questions linked to the previous points: 
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I. Is it possible to develop end-to-end DL schemes that can minimize user bias 

and process low-resolution images to reliably produce high-quality segmented 

data? If so, how is this improvement reflected in the computed physical 

properties of the processed medium? 

II. Can CNNs be used as regression tools for predicting the physical properties of 

porous media directly from 2D segmented micro-CT images? Can raw greyscale 

images be used? 

III. What accuracy margins are expected when applying 3D residual network 

architectures for estimating permeability directly from volumetric images of 

sandstones and carbonates rocks?  

IV. Can pore space representation or network architecture improve DL models' 

performance and regression accuracy? 

 

The thesis is structured to integrate DL in several DRA focus areas. These focus areas are 

(1) image processing, (2) image analysis, and (3) pore-scale modeling. To highlight this 

further, a flowchart is presented in showing the DRA areas targeted, where DL 

capabilities are harnessed for obtaining a better DRA.  
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Figure 1-8: Focus areas in DRA workflow for DL integration 

The remaining thesis chapters are organized as follows: 

Chapter 2, titled “Super-Resolved Segmentation of X-ray Images of Carbonate Rocks 

using Deep Learning,” a paper under review at the journal Transport in Porous Media, is 

designed to answer the first question stated above. In this chapter, DL frameworks are 

created for obtaining a super-resolved segmentation of two complex carbonate rocks. 

These CNN-based frameworks are developed with the objective of identifying 

macropores, micropores, and solid phases from low-resolution images. A dataset 

comprised of low- and high-resolution 3D micro-CT images of the carbonates are 

prepared. Two training frameworks are implemented for training, where the super-

resolved segmentation is obtained in an end-to-end scheme and using two networks 

(super-resolution and segmentation) separately. The network segmentation accuracy is 

assessed by comparing various voxel-wise metrics, topological properties, and flow 

characteristics with those of other segmentation methods. 
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Chapter 3, titled “Machine Learning for Predicting Properties of Porous Media from 2D 

X-ray Images” and published in the Journal of Petroleum Science and Engineering, 

addresses the second question and implements CNNs as rapid predictive modeling tools 

using 2D X-ray rock images. The proposed frameworks estimate the porosity, specific 

area, and average pore size using binary or greyscale sandstone images as input. A 

dataset consisting of more than 5,000 images of three sandstones is prepared for 

training. The absolute and relative errors of the network regression on testing images 

are quantified for each physical property. Error analysis and training wall-time are 

further discussed. 

Chapter 4, titled “Flow-Based Characterization of Digital Rock Images Using Deep 

Learning” and published in the Society of Petroleum Engineers Journal, builds upon the 

work presented in Chapter 3. This chapter answers the third and fourth questions. 

Residual Networks (ResNet and ResNext), which are advanced CNN architectures, are 

applied to characterize digital rock images. The intrinsic permeabilities of the 3D 

subvolumes of multiple sandstones and carbonates (<29,000 subvolumes) are 

computed using a numerical solver. Then, ResNet and ResNext are trained to predict the 

continuous values of permeability using the 3D subvolumes as input. The effects of 

network depth and pore space geometry representation (the use of binary images 

versus conductivity maps) on the regression accuracy are discussed. The models were 

tested against unseen data, where explained variance score, absolute error, and relative 

error were quantified. This chapter highlights the scalability, automation, and potential 

of DL methods in the predictive modeling of geometry-dependent properties.  

Lastly, Chapter 5 summarizes the main findings and recommends directions for future 
work.  
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The content of this chapter is a research paper titled “Super-Resolved Segmentation of 

X-ray Images of Carbonate Rocks using Deep Learning” under review in Transport in 

Porous Media (2021). This chapter addresses the first research question of the thesis: Is 

it possible to develop end-to-end DL schemes that can minimize user bias and process 

low-resolution images to reliably produce high-quality segmented data? If so, how is this 

improvement reflected in the computed physical properties of the processed medium? 

 To address these questions, the chapter introduces DL techniques that adopt CNN 

autoencoders to obtain super-resolved segmentation of complex carbonate rocks. This 

requires the user only to input the image once the model is accurately trained. This 

chapter demonstrates the capability of DL techniques to 1) eliminate user bias 

inaccuracies and 2) rectify the imaging hardware rigid constraints using super-

resolution. These limitations are two outstanding challenges in the current Digital Rock 

Analysis (DRA). 
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Abstract 

Reliable quantitative analysis of digital rock images requires precise segmentation and 

identification of the macroporosity, microporosity (sub-resolution porosity),  and 

solid\mineral phases. This is highly emphasized in heterogeneous rocks with complex 

pore size distributions such as carbonates. Multi-label segmentation of Carbonates using 

classic segmentation methods such as multi-thresholding are highly sensitive to user 

bias and often fail in identifying low-contrast sub-resolution porosity. In recent years, DL 

has introduced efficient and automated algorithms that are capable of handling hard 

tasks with precision comparable to human performance, with application to digital rocks 

super-resolution and segmentation emerging. Here, we present a framework for using 

Convolutional Neural Networks (CNNs) to produce super-resolved segmentations of 

Carbonates rock images for the objective of identifying sub-resolution porosity. The 

volumes used for training and testing are based on two different Carbonates rocks 

imaged in-house at low and high resolutions. We experiment with various 

implementations of CNNs architectures where super-resolved segmentation is obtained 

in an end-to-end scheme and using two networks (super-resolution and segmentation) 

separately. We show the capability of the trained model of producing accurate 

segmentation by comparing multiple voxel-wise segmentation accuracy metrics, 

topological features, and measuring effective properties. The results underline the value 

of integrating DL frameworks in DRA.  

Keywords: Carbonate rocks, Segmentation, Microporosity, Super-resolution, Deep 
Learning, Digital rock 
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2.1 Introduction 

Digital Rock Analysis (DRA) has emerged as one of the superior technologies for studying 

porous media at the pore-scale [1-4, 212]. DRA integrates high-resolution X-ray 

microtomographic imaging (micro-CT) with advanced computational methods for 

predicting geomaterial effective properties [48, 126, 132]. DRA complements classic and 

slower laboratory investigations, namely Conventional Core Analysis (CCA) and Special 

Core Analysis (SCAL), through fast and reproducible modeling frameworks [46, 213]. A 

standard ‘image and model’ framework usually consists of multiple steps including 

image segmentation. Image segmentation is paramount for accurate pore-scale 

modeling [66, 87]. Segmentation techniques commonly reported in the literature for 

DRA are global and adaptive thresholding [165, 214], watershed algorithms [25, 166], 

and converging active contours [66]. Thorough reviews of segmentation methods have 

been presented and compared for DRA in the literature [87, 98, 214]. However, the 

downside of all these methods is that they require a certain level of user judgment and 

tuning. As a result, the segmentation outcome is highly susceptible to user bias and 

experience [25].  

Carbonate rocks host more than half of the world's oil and gas reserves [215]. 

Carbonates often exhibit complex multimodal pore systems with sizes ranging from the 

nanoscale to the meter scale (cave systems scale)[216]. As a result, the characterization 

of such geomaterials is often challenging using micro-CT imaging, as the typical imaging 

resolution is often in the order of few micrometers [1]. 

The term microporosity is often used in the literature to describe smaller pore structures 

in porous media. For example, the International Union of Pure and Applied Chemistry 
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(IUPAC) defines a micropore as a pore with a width not exceeding 2 nanometers. 

Choquette and Pray [217] defined a micropore in carbonate rocks as a pore smaller than 

62.5 micrometers in diameter. While Pittman [218] described micropores as pores less 

than one micrometer in diameter. In recent micro-CT studies, the fraction of the pore 

space with structures smaller than the voxel size is termed microporosity or sub-

resolution [128, 162, 219]. For this study, the latter definition is used to define pores 

less than voxel size or pores smaller than 2.68 micrometers in size. Microporosity 

identification is important for flow and reactive transport modeling in porous media. 

The identification of sub-resolution porosity using dry images is subjective to the image 

quality in terms of the degree of noise and instrument resolution besides the 

segmentation algorithm used [162]. Alternative non-invasive methods include 

combining micro-CT imaging with two-dimensional Scanning Electron Microscopy (SEM) 

[220, 221], and Differential Imaging [219, 222-224]. While SEM images provide 

unprecedented details of the pore geometry, the framework is time-consuming and the 

nature of two-dimensional analysis introduces high uncertainty, especially when it 

comes to the three-dimensional connectivity\continuity of the phases. Differential 

imaging frameworks involve taking X-ray scans of dry and contrast agent- saturated 

samples to identify microporosity. The process is perhaps one of the best options to 

resolve sub-resolution experimentally, boosting the contrast between the phases and 

making the segmentation task less prone to error. However, the method does not 

entirely remove inherited user bias in the segmentation method of choice and requires 

time-consuming sample flooding with a contrast agent, image registration and 

processing.  
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DL frameworks using Convolutional Neural Networks (CNNs) introduced fast and robust 

methods for automated image processing [225, 226]. If trained properly, these networks 

eliminate the user bias and achieve expert-level annotations\processing [25]. The 

interest in integrating DL in DRA frameworks is evident in recent years [20]  with 

application to lithology classification [227], image denoising [201, 228], binary and multi-

phase segmentation [23, 113, 197], super-resolution [198, 199, 229], and predictive 

modeling of rock properties [26, 99, 207, 208, 210]. Thorough reviews have been 

published showing the diverse applications of DL in geoscience and DRA [20, 21]. For 

segmentation problems in DRA, DL frameworks can be used to produce binary and 

multi-mineral segmentation according to the modeling problem. Binary segmentation is 

suitable for easier problems such as single-phase non-reactive flow [197, 230], while 

multi-minerals segmentation is used for more detailed simulations such as reactive 

transport [85]. In general, DL showed promising results compared to classic methods 

such as thresholding. Niu, et al. [25] investigated the use of LeNet-5, a CNN architecture, 

for segmenting 2D images of North Sea Sandstone. The results showed that CNN 

segmentation outperformed the classic Otsu thresholding and watershed method by 

comparing their physical properties. Karimpouli and Tahmasebi [23] experimented the 

use of SegNet architecture to produce a multi-mineral segmentation of a limited number 

of Berea sandstone images augmented through stochastic reconstruction. The average 

reported pixel-wise categorical accuracy for the best model is %96. For super-resolution, 

[199] experimented the use of different super-resolution network variants for obtaining 

high-resolution 2D images. The study shows the superiority of the performance of 

networks to classic methods, such as bicubic interpolation, with a 50-70% reduction in 

relative error. Other efforts by [198, 200] applied a similar scheme using 3D images for 
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training to obtain super-resolved volumes. The results show a better refinement of edge 

sharpness and reduction of noise compared to other classic interpolation methods. 

Kamrava, et al. [229] used a hybrid method of stochastic and DL algorithms to generate 

super-resolved images of shale formations. The stochastic reconstruction algorithm is 

used as an augmentation method for generating many image realizations that can be 

used for training. The results show the superiority of the trained network when the 

porosity and other metrics are used for comparison with other methods. Janssens, et al. 

[231] used real multi-resolution carbonate paired images to obtain more accurate 

segmentation that can be used as ground truth (GT) training data. However, the high-

resolution data is not used as-is but downsampled using voxel averaging to obtain a grid 

size of similar dimensions to low-resolution data. The results of the study reveal 

improvements when computing several physical properties of the medium. All the 

previous efforts directed towards super-resolution have used interpolation methods 

(such as bicubic interpolation) to generate synthetic images pairs as a training dataset. 

This might not be ideal for practical applications because synthetically downsampled 

images do not possess the same features of real low-resolution images in terms of noise 

and partial volume effects. Several efforts have been directed towards reducing this 

limitation such as the use of unpaired data for training [228, 232]. In this work, multi-

resolution scans have been used as-is, where the data has only been cropped and 

segmented to reveal the true interpolation\translation improvement offered by DL.  

Herein, we propose a framework for using CNNs to generate a super-resolved 

segmentation of carbonates for better identifying sub-resolution porosity. We use a set 

of multi-resolution micro-CT scans to create a unique high (HR) and low-resolution (LR) 
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dataset. While acquiring multi-resolution images is common in super-resolution 

methods, the presented approach alleviates the known trade-off between the field of 

view and spatial resolution. LR images capture a large field of view while HR images show 

more details and smaller features (i.e., identifying microporosity). By referring to the 

term ‘super-resolved’, we describe the process of translating ‘real’ LR micro-CT domains 

to greyscale or segmented HR domains using CNNs. The settings of imaging spatial 

resolution are designed carefully to resolve sub-resolution in the samples considered as 

much as possible based on the laboratory experiment. We utilize high-resolution region 

of interest scanning to fully facilitate easy identification of sub-resolution porosity in the 

HR imaging characterized by a distinguishable range of intensity values. The LR spatial 

resolution resolves microporosity poorly, showing partial volume effects. The HR images 

are segmented and utilized as GT for the CNN training. The gray LR and the segmented 

HR images are utilized for different DL experiments where the main target is to identify 

sub-resolution porosity accurately using the LR as an input. We compare the 

segmentation accuracy using three metrics: voxelwise accuracy, geometry-based 

metrics, and the physical flow characteristics. This framework can be utilized to optimize 

current frameworks where the only requirement is to obtain a high-resolution region of 

interest and train the CNNs to interpolate the segmentation to a bigger field of view 

using the LR images.  

2.2 Materials and Methods 

2.2.1 Materials Description 

Two carbonate Images shown in Figure 2-1 were considered for training the CNNs. The 

first one is Indiana Limestone (ILS) which originates from the Salem formation near 

Bedford, Indiana, USA. ILS is mainly monomineralic rock with 98.8% calcite with the rare 
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occurrences of quartz (<1%) and clay minerals (<1%). The main solid phases seen in ILS 

are Allochems, detrital skeletal of marine organisms (i.e., organic detritus), and 

authigenic calcite cement. Different types of porosities can be distinguished clearly in 

the HR micro-CT images including macroporosity (resolved and connected porosity 

between particles\grains), microporosity on the outer shells of the ooliths\carbonate 

grains (Intercrystal porosity), vugs (isolated or poorly connected pores that are larger 

than 1/16 mm in diameter), and intra-ooliths porosity (porosity within individual 

ooliths). The second carbonate is a more heterogeneous Middle Eastern carbonate 

(MEC) characterized by a variety of microporous ooliths, skeletal and non-skeletal 

microporous grains. Calcite accounts for more than (99%>) with the existence of 

minerals like aragonite and micrite. Similar porosity systems that can also be 

distinguished using the HR images are macroporosity, moldic intra-ooliths porosity 

(these are formed through selective processes i.e., local dissolution), vugs, and 

microporous equant cement.  Features identifying porosity systems in carbonates have 

been further discussed in the literature [173, 233-235]. 

For the preliminary characterization of the samples, Brine permeability, Helium porosity, 

and permeability measurement were obtained for a 1-inch in diameter by 2-inch core 

plug of each rock (see Figure 2-1). Then, smaller 6 mm core plugs were drilled from the 

bigger cores for micro-CT imaging. Finally, Mercury Intrusion Capillary Pressure (MICP) 

tests were performed on the 6 mm plugs. These tests were performed to assess in (1) 

choosing the imaging spatial resolutions and (2) choosing safe thresholds for GT 

segmentation. 
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Figure 2-1: (Upper): 1-inch core plug photographs of the Indiana Limestone and the 
Middle Eastern Carbonate. (Lower): a showcase of a 2D slice of the Indiana Limestone 
(Left) showing (A) macro-porosity, (B) microporosity on the outer shells of the ooliths 
(C) vugs, (D) intra-oolith microporosity, (E) solid grain. Middle Eastern Carbonate 
(right) showing (F) macro-porosity, (G) solid ooliths, (H) microporous equant cement, 
(I) intra-grain vugs, and (K) microporous ooliths.  

2.2.2 Methods 

2.2.2.1 Image Acquisition and Processing: 
 

Image acquisition was carefully designed in a way that clearly distinguishes a high 

percentage of the microporosity at least with a different shade of gray in the HR images. 

The MICP analysis shown in the Appendix (Figure C) shows a range of micropores below 

the imaging resolution in Table 1 with a peak of around 1 micrometer. While this is very 

common in carbonate rocks, we attempt to identify the majority of the microporosity 
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(showing different voxel intensity than pure solid matrix) as a third phase besides pore 

and solid phases. Similar approaches have been presented for identifying microporosity 

and characterizing carbonate rocks in the literature [162, 236, 237]. The imaging and 

procedures presented for this purpose are adequate for identifying important pore 

structures to predict permeability using Darcy’s law [162]. This is confirmed by 

comparing permeability from flow simulation with experimental core flooding on larger 

cores as we show in the result section. Smaller percolating pore structures unresolved 

using micro-CT images have experimentally been shown a very low permeability of 

fewer than 5 milli-Darcy in carbonates [238]. The LR images were obtained with a voxel 

size four times larger than the HR. Both carbonate rocks were imaged at the Tyree X-ray 

facilities at the University of New South Wales using HeliScanTM micro-CT (Mark I). The 

system has a Hamamatsu X-ray tube with a diamond window and a high-quality flatbed 

detector (3,072 × 3,072 pixels, 3.75 fps readout rate). The samples were scanned in a 

double helix trajectory with 2880 projections per revolution and a filter length of 3 mm 

in the scanning conditions described in Table 2-1. The reconstruction was performed 

using QMango software [55, 239] developed by the Australian National University. The 

imaging setup used to obtain the images with different resolutions is shown in Figure 

2-2. A rectangular central domain was cropped from each image and segmented into 

three phases (pore, solid, and micropores) using two methods: Otsu’s multi-

thresholding algorithm [88] and Avizo Software TM Segmentation Editor (version 

2020.3; FEI Visualization Sciences Group) that uses a combination of watershed and 

hysteresis algorithms. Otsu’s multi-thresholding and watershed-hysteresis based 

methods have been utilized in literature for segmenting carbonate into three phases 

[72, 235, 240]. Due to the size of the data, the manual creation of segmentation masks 
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is not feasible. So, the ground truth segmentation of HR data was obtained through 

Avizo. In the Avizo segmentation editor, a conservative approach for segmentation was 

followed by choosing a ‘Safe’ range of intensities for each phase for the 

watershed\hysteresis processes. The safe ranges involve first choosing two cutoff 

thresholds that are certainly pore space and certainly solid matter. All voxels with 

intensities below the lower threshold are pore, and all voxels higher than the upper 

threshold are solid. Then, a third range for microporosity with upper and lower 

thresholds laying between the pore and solid threshold was defined where only obvious 

microporous textures were labeled. This was achieved based on a visual inspection of 

all slices of the volume. These regions were then initiated as seeds for 

watershed\hysteresis. The watershed transforms floods unlabeled regions using the 

image gradient using the Canny method [241]. The safe thresholding of GT resolved pore 

space was chosen to have a ‘macro’ pore space volume fraction equals to the one found 

in the MICP analysis for each sample (see Appendix). 

This method for identifying microporosity and other similar methods [72, 235, 240] can 

perhaps be plausible for mono-mineralic rocks. In mono-mineralic rocks, the lower grey-

scale levels in the solid matrix can be only associated with the existence of sub-

resolution porosity (less dense materials). Also, it is important to emphasize this 

approach has limitations whereby the defined solid phase may still pose a small 

percentage of porosity at a lower scale (assuming microscale features can be 

distinguished). However, the effect of these fine-scale porosities is minor when 

computing macroscale effective properties, i.e., permeability. The identification of 
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microporosity in multi-mineral rocks would require differential imaging frameworks 

[219, 222-224]. 

 

 

Figure 2-2: The Tyree X-ray micro-CT setup (upper), A schematic showing the imaging 
procedure used to obtain a multi-resolution image (middle), and slices of the middle 
eastern carbonate where the magnification showing the resolved microporosity 
(lower). 
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Table 2-1:Scanning conditions of the ILS and MEC samples. 

 

2.2.2.2 Dataset, Network Architectures, Training, and Inference: 
 

The dataset used for training is titled “Multi-Resolution Complex Carbonates Micro-CT 

Dataset (MRCCM)” and has been published in the Digital rock Portal 

(https://www.digitalrocksportal.org/projects/362). The data repository comprises 

multi-resolution raw tomograms and processed volumes of both carbonate rocks. The 

MICP analysis of both samples is included in the repository. 

Two different frameworks shown in Figure 2-3 were used to obtain the super-resolved 

segmentation. In one framework we segmented and super-resolved images in one 

Encoder-Decoder network (End-to-End super-resolved segmentation). In the second 

framework, we applied a 3D Enhanced Deep Residual Network (EDSR) [242] to obtain a 

super-resolved grayscale image and then segment the super-resolved using a separate 

encoder-decoder network. All the network architectures  considered are three-

dimensional because 3D CNNs tend to learn geometrical features in 3D space which 

helps in preserving topological features, i.e., connectivity, and generally delivers better 

results compared to 2D networks [113]. 

Sample 
Name 

Voxel Size 
(µm) 

Distance 
from 

source 
(mm) 

Exposure 
time 
(sec) 

Scan 
duration 

(Hrs) 

Image size 
(voxels) 

HR MEC 2.68 5.8 0.64 10.5 h 1520×1520×4100 

LR MEC 10.72 23.2 0.64 5.1 h 380×380×1025 

HR ILS 2.68 5.8 0.64 9.42 h 1520×1520×3552 

LR ILS 10.72 23.2 0.64 4.75 h 380×380×888 

https://www.digitalrocksportal.org/projects/362
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The encoder-decoder networks used in both frameworks are mainly based on the U-net 

architecture [225]. This architecture was originally designed for 2D image segmentation 

purposes and has shown excellent performance for biomedical image segmentation and 

was later modified to handle volumetric data. U-net incorporates symmetric skip 

connections to link shallow features in the encoder to the equivalent level of the 

decoder through concatenation\summation. The skip connections improve CNNs 

performance by alleviating common drawbacks in backpropagation [243] such as 

vanishing gradients in deep CNNs [244]. Furthermore, the skip connections also help to 

preserve and combine local and well-detailed features, such as edges, with global 

features without deep supervision [245]. In this work, we implemented multiple U-net 

variants where we compared the use of standard U-Net implementation against 

Residual U-Net. Residual U-Net borrows concepts from ResNet where residual blocks 

are utilized to achieve better performance. 

All networks were trained using Adam optimizer with β1=0.9 and β2=0.999, and L2 

regularization of 1e-5 and starting learning rate of 2e-4. The learning rate is halved 

dynamically during training each time the segmentation evaluation metric reaches a 

plateau (no improvement) on a separate validation set. The Sørensen–Dice coefficient 

[246, 247] is used to compute loss between the network output and GT. The Sørensen–

Dice coefficient is given in Equation  ( 2-1 ): 

𝑺𝑺ø𝒓𝒓𝒆𝒆𝒓𝒓𝒔𝒔𝒆𝒆𝒓𝒓–𝑫𝑫𝑫𝑫𝑫𝑫𝒆𝒆 𝑫𝑫𝒄𝒄𝒆𝒆𝒇𝒇𝒇𝒇𝑫𝑫𝑫𝑫𝑫𝑫𝒆𝒆𝒓𝒓𝒄𝒄(𝑿𝑿,𝒀𝒀) = 𝟐𝟐 × | 𝑿𝑿 ⋂ 𝒀𝒀 |  /  (|𝑿𝑿| + |𝒀𝒀|) ( 2-1 ) 

where X, Y are two images, and the operator |X| refers to the number of voxels in image 

X. The symbol ⋂ refers to the intersection between the voxels of the two images. The 



63 
 

training was run at least for 100K iterations and stopped when the network learning rate 

falls below a predefined threshold (1-e6). PyTorch, a DL software package, was used to 

train the models on an NVIDIA TITAN RTX GPU installed on a PC with Intel I7-8700 CPU 

@3.20 GHz and a RAM of 64 GB. The U-net\U-Resnet models were trained with a batch 

size of 2 and domain size of 643 greyscale volumes where the network output a domain 

size of 2563 super-resolved segmented volume. For the EDSR-U-ResNet framework, the 

images were first upsampled using EDSR and then segmented using domain sizes of 

1283. In total, 2300 training MEC subvolumes and 1800 ILS training subvolumes were 

used for training the presented models. 
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Figure 2-3: A schematic showing the network architectures used for obtaining super-
resolved segmentation. The top schematic is showing two highlighted architectures 
where (A) standard U-net block consists of double convolutional layers as in [225] and 
(B) the Residual U-net block (U-ResNet) consists of triple convolutional layers with skip 
connections [248]. The double convolution blocks (highlighted in yellow) at the end of 
the network increase the input domain size four times. The numbers under each block 
represent the number of feature maps at each level. In the bottom schematic super-
resolved greyscale images are obtained using an EDSR network (C), then segmented 
using a U-ResNet network. The segmentations obtained from this network is referred to 
as EDSR-U-ResNet.  

 

A brief description of the evaluation metrics considered is reported. These metrics 

include voxel-wise accuracy segmentation, topological characterization of each phase, 
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and measurements of the effective flow properties. Because of the nature of the 

problem and the imaging framework and processing, several implications might affect 

how the results are assessed. These implications are caused by: 

• Registration of the HR and LR images is not exact, a misalignment in the range of 

1-2 voxels may affect the voxel-wise metrics results. 

• Image quality\noise levels will significantly control the cutoff volume of resolved 

features\textures in the HR images, which may be impossible to identify in the 

LR images. 

• Watershed Transform, the GT segmentation method for HR images, requires the 

user to define “safe” thresholds that act as a seed for determining the extent for 

each phase. While the method minimizes the effect of user bias in general, it still 

may affect the GT segmentation creation. Regardless of this happening as a 

source of error, the improvement in segmentation is granted because LR 

greyscale images are translated based on the HR images of the same region. This 

leaves less chance of erratic segmentation or user misjudgment. 

All the numbers reported are computed from the testing set volumes. These volumes 

are not used while training or validation.  

A.  Voxel-wise Accuracy: 

We assessed the voxel-wise segmentation accuracy using two segmentation metrics, 

namely: the Jaccard similarity index [249] and the accuracy of voxel classification using 

confusion matrices. Jaccard similarity index of phase (P) in two volumes (A) and (B) is 

given in Equation ( 2-2 ): 
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𝑱𝑱𝒎𝒎𝑫𝑫𝑫𝑫𝒎𝒎𝒓𝒓𝒅𝒅(𝑨𝑨(𝑷𝑷),𝑩𝑩(𝑷𝑷))  =  |𝑨𝑨(𝑷𝑷) ⋂ 𝑩𝑩(𝑷𝑷) |  /  |𝑨𝑨(𝑷𝑷) ⋃ 𝑩𝑩(𝑷𝑷)||  ( 2-2 ) 

where A(P) and B(P)indicate the voxels in volumes A and B that are labeled as phase P, 

respectively. The operator |A| indicates the number of voxels in volume A. The 

symbols ⋂ and ⋃ refer to the intersection and the union between the voxels of the two 

images, respectively. The confusion charts show the true and predicted voxels 

percentages of each phase. The diagonal values of the chart represent truly classified 

voxels percentage and the off-diagonal values represent misclassified voxels 

percentage. The rate of false positivity and negativity are also reported outside the 

confusion matrices.  

B. Morphological Measurements: 

We measured two geometrical properties of each phase  which are the porosity and the 

specific surface area (SSA). Furthermore, the topological connectivity was measured by 

computing Euler-Poincare characteristic (EC) for resolved macropores only. The porosity 

of each phase was computed through voxel counting. The specific surface area was 

computed through the discretization of the Crofton formula [250]. EC was estimated 

using graph portioning where the numbers of vertices (Ѵ), edges (Є), faces (ℱ), and 

solids (ℒ) of the volume were computed. EC is given in Equation ( 2-3 )[250]: 

𝑬𝑬𝑬𝑬 = #Ѵ − #Є + #𝓕𝓕− #𝓛𝓛  ( 2-3 ) 

Volume fractions, SSA EC are computed using MatImage, an open-source Matlab 

library for image processing [251]. 
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C. Flow characteristics and pore networks: 

For assessing the flow characteristics of the output segmentation, single and multi-

phase flow simulations were performed. The comparison includes the segmentations 

obtained from the HR and LR images using Otsu and watershed methods and the trained 

models. Also, macropore and micropore pore network models were extracted for each 

image separately using PoreSpy [252]. Coordination numbers and average pores and 

throats sizes were compared from the extracted pore network models. The macropore 

network model was extracted from the resolved pore phase and the micropore network 

model was extracted from the microporosity phase. The micropore network extraction 

aimed to give a general indication about the connectivity of the textures looking 

microporous and should not be misinterpreted to indicate the actual connections of 

unresolved pore space.  

For single-phase flow, we signified the importance of assigning conductivity to the 

microporosity phase by comparing flow simulations with\without a conductivity 

assigned to the microporosity phase. The permeability was computed using the Pore 

Finite Volume Solver (PFVS) [49, 150, 151]. PFVS assigns a conductivity to each voxel 

according to the proximity of the voxel to the solid wall and the radius of the inscribed 

flow channel that the voxel belongs to. For simplicity, the microporosity phase was 

assigned a voxel conductivity based on the Hagen-Poiseuille [141, 253, 254] law where 

the permeability (K) of a pore throat is assumed to follow Equation ( 2-4 ):  

𝑲𝑲 ≈
𝑹𝑹𝟐𝟐

𝟖𝟖
  ( 2-4 )  
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for fluid flow with a low Reynolds number where R is the hydraulic throat radius. The 

contribution of microporosity is known to have lower permeability compared to 

macropores by several orders of magnitude [162]. Therefore, the assignment of 

microporosity conductivity was based on the average pore throat radius estimated 

through the MICP analysis ran on the same cores (See Appendix). The conductivity in 

the microporous phase is estimated to be 2.45×10-13 m2 in the MEC and 1.25×10-13 m2 

in the ILS. 

For the multi-phase flow simulation, relative permeability was computed using 

MorphLBM [255]. This method applies an accelerated morphologically coupled 

multiphase Lattice Boltzmann Method directly on the macropore space. The 

microporosity phase is assumed to be fully saturated with the wetting phase and the 

absolute permeability of macropores is only considered. In the beginning, the fluid 

configuration is initialized morphologically and updated after LBM steady-state 

conditions are reached, with small increments of erosion and dilation to target 

saturation. The LBM simulation continues its execution at the same time as the small 

morphological increments are updated. Once the target saturation is achieved, the LBM 

is performed until the capillary number is stable. Then, the steady-state relative 

permeability point is recorded, and another cycle is launched. For the simulation 

compared in the results section, imbibition simulations were performed on each 

segmentation with relaxation applied every 1,000 LBM timestep between morphs. The 

saturation increments were set to 5% with a capillarity tolerance of less than 10-3 per 

1000 timesteps. The system capillary number was held below 10-5 to mimic capillary-
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dominated two-phase flow dynamics. The wettability was set to be uniform at 45 

degrees for all solid voxels for simplicity.  

2.3 Results and Discussion 

All the comparisons reported were based on unseen\testing subvolumes of size 10243 

voxels for the HR images and 2563 voxels for the LR images that correspond to a volume 

of size 20.6 mm3. This volume was considered here only for comparison purposes and 

might be subject to further heterogeneity effects at a bigger scale. The methods 

presented don't involve upscaling of the physical properties of the medium of interest 

but rather compares the segmentation accuracy of the models. As such, representative 

elementary volume analysis is not strictly required for this purpose.  Overall, 14 

segmented volumes were compared for each of the two carbonate rock types, of which 

4 segmented volumes were obtained from the HR and LR through Otsu and Avizo 

watershed segmentation methods, and 3 segmented HR volumes obtained through the 

frameworks described in section 2.2.2.2. 

2.3.1 Voxel-wise Accuracy 

Voxel-wise accuracy was computed based on a separate testing volume of size 2563 in 

LR that were super-resolved to a volume of size 10243 and compared with the GT 

segmentation (watershed segmentation) for both carbonate rocks. Both testing 

volumes are around 20% of the entire tomogram imaged of each rock. The network 

frameworks generate batches of size 1283, that are stitched together to construct the 

testing volume. Three super-resolved segmentation for each rock was segmented and 

reconstructed, using U-net, U-Resnet, and EDSR-U-ResNet. The voxel-wise percentage 

of each phase is shown as a confusion matrix for ILS and MEC in Figure 2-4 for all the 
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networks. Overall, the U-ResNet scheme provides the best voxel-wise accuracy. The U-

net results in second place and is very close to the performance margins of U-ResNet. 

EDSR-U-Resnet shows the highest discrepancy especially in segmenting the MEC rock 

sample. The same trends are observed in Figure 2-5 as indicated by Jaccard similarity 

Index where in general U-Resnet tends to perform better than the other models. The 

confusion matrices in Figure 2-4 and Jaccard indices in Figure 2-5 show the microporosity 

phase with the highest margins of error (compared to solid and pore phases) both in 

falsely positive and negative classified voxels. Additionally, the error margins are higher 

in MEC compared to ILS in general, and this is likely due to the complex microporous 

textures in the MEC sample.  
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Figure 2-4: The confusion matrices showing the percentage of a phase in each cell. The rows of a confusion matrix represent the true 
class\GT, and the columns represent the predicted class by the network model. Diagonal and off-diagonal cells represent correctly and 
incorrectly identified phases classes, respectively. The row and column summaries shown outside the confusion matrices correspond to 
the percentages of false positive and false negative rates for true and predicted classes, respectively. Warmer color codes show higher 
error margins. 
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A comparison between a region of interest for the different models’ segmentations is 

shown in Figure 2-6 and Figure 2-7. The difference maps in Figure 2-6 and Figure 2-7 

reveal the misclassified voxels happen mostly at the boundaries, especially the 

solid\microporosity boundary. This fact is also clearly shown by the confusion matrices 

in Figure 2-4. This is expected as the greyscale intensities of these boundaries can be 

impossible to detect, at least visually (see LR images in Figure 2-6 and Figure 2-7). 

Overall, the incorrect microporosity segmentation perhaps arises from two causes, (1) 

partial volume effects in LR images which might be interpreted as microporosity by the 

models, and (2) the tendency of the models to smooth out edges of highly unresolved 

features\textures. The partial volume effects on the segmentation output are mostly 

evident near the grain boundaries characterized by strong blurring effects. The network 

performance is likely to improve by regularization [256] and using more task-specific loss 

functions [257]. 
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Figure 2-5: Jaccard similarity index of each phase computed for networks’ 
segmentations as compared to the GT segmentation.    

From the network architecture perspective, the models’ performance ranking was 

consistent on both rocks where U-Resnet performed best. While the EDSR-U-Resnet 

framework uses two networks to obtain a super-resolved segmentation as shown in 

Figure 2-3, this framework poses the highest discrepancy in voxel-wise accuracy. The 

comparison with other studied models that utilize end-to-end frameworks (LR to HR 

segmented image) might suggest that EDSR super-resolved greyscale images might not 

preserve the important features for accurate segmentation. 
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Figure 2-6: 1st row: 2D slices of the ILS testing volume (LR and HR). 2nd and 3rd rows: LR 
(input to networks) and HR resolution greyscale region of interest as shown in the first 
row (red square), and the corresponding segmentation (GT watershed and networks 
segmentations). 4th row: difference maps where networks are compared to GT. The blue 
color corresponds to correctly classified voxels and the pink color to misclassified phase 
classes. 
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Figure 2-7: 1st row: 2D slices of the LR and HR MEC testing volume. 2nd and 3rd rows: LR 
(input to networks) and HR resolution greyscale region of interest as shown in the first 
row (red square), and the corresponding segmentation (GT watershed and networks 
segmentations). 4th row: difference maps where networks are compared to GT. The blue 
color corresponds to correctly classified voxels and the pink color to misclassified phase 
classes. 
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2.3.2 Morphological Comparison 

As an addition to the reported voxel-wise metrics of networks segmentation accuracy, 

the morphological characteristics of the watershed, Otsu, and the networks segmented 

volumes are reported. In this section, the watershed and Otsu segmentation of LR and 

HR volumes are included for a broader comparison. This will give an indication of how 

CNNs can improve segmentation if compared with other classic methods. The 

comparison includes the volume fraction and SSA of each phase, and the Euler number 

of the effective medium pore space. These values are reported for the testing volumes 

of ILS and MEC in Table 2-2 and Table 2-3, respectively. The measured volume fractions 

of the trained network segmented volumes clearly provide better results and lower 

relative difference if compared with the classic methods of segmenting LR volumes. The 

network segmentations are mainly erratic in estimating the microporosity phase as 

suggested by previous results, however, more conforming than Otsu HR segmentation 

where microporosity is overestimated if compared to the GT. The end-to-end models 

(U-net and U-Resnet) estimate the volume fractions with a relative difference of less 

than 10%, while the error is found to be up to 22% using the EDSR-U-Resnet framework. 

The error margins in estimating the SSA of the different segmentations are higher than 

the volume fractions estimation error margins. However, the SSAs of the network 

segmentations are again found to be consistent, with a relative difference of less than 

50%, while all the other segmentation showed significant relative errors (more than 

100%) in the estimation of SSA in some phases. The extreme errors in estimating the SSA 

perhaps arise from the tendency of the classic methods to create a microporosity phase 

at solid grains and pore space boundary. This ‘coating’ effect is a byproduct of strong 

partial volume effects and the nature of sharp global thresholding in classic methods. 
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Consequently, this observation is expected in the segmentation of the LR volumes where 

partial volume effects are evident. 

The topological connectivity of each segmentation macropore space is assessed based 

on the measured Euler Characteristic (EC). The results show significant variations in the 

computed connectivity of pore space with relative differences of around 80% to GT using 

the trained networks. The variation in EC mostly likely arises from strong imaging 

artifacts including the translation of partial volume effects to false microporosity. This 

may create undesired connections between solid grains and hence altering the 

computed EC. An example of this segmentation error can be seen in the EDSR-U-ResNet 

segmentation in Figure 2-7. Also, there is always a limitation on the 

signal\representation that can be resolved as pore space in some parts of the LR images 

causing connectivity loss in the output network segmentation. Irrespectively, the 

network segmentations improve the connectivity measured when compared to the LR 

watershed and Otsu segmentation as shown in Table 2-2 and  Table 2-3. It is also 

anticipated that global thresholding (Otsu method) creates many isolated holes and 

solids, and redundant loops, hence the high error margins.  
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Table 2-2: A set of morphological measurements of the Indiana limestone testing volume reported for different segmentation methods. 
Percentages inside brackets show the relative differences with respect to ground truth segmentation values. EC was calculated for 
macropore space only. 

Indiana 

Limestone 

 (ILS) 

Pore  

Vol. (%) 

Solid 

 Vol. (%) 
Micropore Vol. (%) 

Pore  

SSA 

Solid  

SSA 
Micropore SSA EC 

HR – watershed (GT) 9.17 (0.0%) 77.95 (0.0%) 12.88 (0%) 0.0199 (0.0%) 0.0621 (0.0%) 0.0628   (0.0%) 8860(0.0%) 

HR - Otsu 9.08 (-1.0%) 75.36 (-3.3%) 15.56 (21%) 0.0248 (24.6%) 0.0106 (-82.9%) 0.1302   (107.3%) 
-61980 

(599%) 

U-Net 8.86 (-3.4%) 79.07 (1.4%) 12.07 (-6%) 0.0159 (-20.3%) 0.0362 (-41.7%) 0.0371   (-40.9%) -1061 (-88%) 

U-Resnet 8.81 (-3.9%) 79.45 (1.9%) 11.74 (-9%) 0.0158 (-20.6%) 0.0356 (-42.7%) 0.0354   (-43.7%) -989  (-88%) 

EDSR-U-Resnet 8.92 (-2.7%) 76.60 (-1.7%) 14.48 (12%) 0.0168 (-15.5%) 0.0450 (-27.6%) 0.0465   (-25.9%) -4261 (-51%) 

LR - watershed 8.29   (-9.6%) 84.91   (8.9%) 6.80   (-47%) 0.0407 (104.7%) 0.0738   (18.8%) 0.0525   (-16.4%) -38  (-99%) 

LR - Otsu 8.33   (-9.2%) 76.85   (-1.4%) 14.83   (15%) 0.0451 (126.8%) 0.0962   (54.9%) 0.1393   (121.7%) -573  (-93%) 
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Table 2-3: A set of morphological measurements of the Middle Eastern Carbonate testing volume reported for different segmentation 
methods. Percentages inside brackets show the relative difference with respect to ground truth segmentation values. EC was calculated 
for macropore space only. 

Middle 

 Eastern 

 Carbonate (MEC) 

Pore  

Vol. (%) 

Solid  

Vol. (%) 
Micropore Vol. (%) 

Pore  

SSA 

Solid 

 SSA 
Micropore SSA EC  

HR – watershed (GT) 17.81 (0.0%) 69.53 (0.0%) 12.66 (0.0%) 0.0434 (0.0%) 0.1288 (0.0%) 0.1066 (0.0%) -30806 (0.0%) 

HR - Otsu 16.23 (-8.9%) 63.76 (-8.3%) 20.01 (58.0%) 0.0512 (18.1%) 0.1698 (31.8%) 0.2178 (104.3%) 
-115448 

(274%) 

U-Net 17.90 (0.5%) 69.37 (-0.2%) 12.72 (0.5%) 0.0345 (-20.4%) 0.0812 (-37.0%) 0.0594 (-44.3%) -5877 (-80%) 

U-Resnet 17.97 (0.9%) 70.15 (0.9%) 11.88 (-6.2%) 0.0351 (-19.0%) 0.0806 (-37.4%) 0.0575 (-46.0%) -5979 (-80%) 

EDSR-U-Resnet 16.79 (-5.7%) 67.68 (-2.7%) 15.53 (22.6%) 0.0320 (-26.2%) 0.0803 (-37.7%) 0.0727 (-31.8%) -2205 (-92%) 

LR - watershed 14.27   (-19.9%) 72.20   (3.8%) 13.53   (6.9%) 0.0757   (74.7%) 0.1364   (5.9%) 0.1183   (11.0%) -515 (-98%) 

LR - Otsu 12.67   (-28.8%) 67.12   (-3.5%) 20.20   (59.5%) 0.0751   (73.1%) 0.1458   (13.2%) 0.2165   (103.1%) -1520  (-95%) 
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2.3.3 Macro- and Micropore Networks, Single and Multi-phase Flow 

Analyses 

The flow features of the segmented volumes are probably the most crucial measures for 

assessing the accuracy of the super-resolved segmentation. Hence, pore and micropore 

networks, single and multi-phase flow simulations are analyzed. Macro- and micro-pore 

networks are extracted ‘separately’ for the different segmentations considered. The 

statistics of these networks and the single-phase permeability values are reported in 

Table 2-4 and Table 2-5 for the ILS and MEC samples, respectively. 

The coordination number (i.e., the average number of pore throats connected to a pore 

body) is computed to estimate the connectivity from the macropore and micropore 

networks. The results show more consistent trends when computing the coordination 

number of the macropore compared to the micropore networks. For the macropore 

networks, the LR segmentations show lower coordination numbers compared to the GT, 

this is perhaps due to the loss of tight pore throats during segmentation. However, the 

CNNs segmentation seems to preserve similar connections showing minor differences 

in the computed coordination number. For the micropore networks, the CNNs 

segmentation seems to overestimate the connections in general. This is mainly because 

the adherence to boundaries of the super-resolved segmentation is prone to relatively 

high errors. The average pore sizes, pore throat lengths, and diameters show in general 

a similar trend, where the CNNs improve the computed statistics. Moreover, it is also 

generally observed that the ILS results are again more conforming compared to MEC 

because of the lower microporosity in ILS.  
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Table 2-4: Statistics of the macro- and micropore networks and the PFVS single-phase permeability for the ILS testing sample using 
different segmentation methods. 

Indiana 

Limestone (ILS) 

Coordination 

Number 

Avg. Pore Size 

(m) 

Avg. Throat 

Length (m) 

Avg. Throat  

Diameter (m) 
K macro (mD) K macro + micro (mD) 

HR – watershed 

(GT) 
2.5 /2.1 2.4E-5 /1.5E-5 9.8E-5 /1.2E-4 2.2E-5 /1.2E-5 139 175 

HR - Otsu 2.6 /1.6 2.2E-5 /1.0E-5 1.0E-4 /2.0E-4 1.9E-5 /7.1E-6 91 129 

U-Net 2.7 /3.1 3.0E-5 /2.1E-5 9.4E-5 /8.0E-5 2.6E-5 /1.7E-5 147 180 

U-Resnet 2.6 /3.2 2.9E-5 /2.1E-5 9.5E-5 /8.1E-5 2.6E-5 /1.8E-5 142 174 

EDSR-U-Resnet 2.1 /2.9 2.6E-5 /2.2E-5 9.5E-5 /8.0E-5 2.6E-5 /1.7E-5 130 176 

LR - watershed 1.7 /1.3 7.6E-5 /5.1E-5 2.6E-4 /2.9E-4 4.7E-5 /3.3E-5 35 41 

LR - Otsu 2.1 /1.6 7.2E-5 /1.0E-5 2.8E-4 /2.0E-4 3.9E-5 /7.1E-6 67 104 
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Table 2-5: Statistics of the macro- and micropore networks and the PFVS single-phase permeability for the MEC testing sample using 
different segmentation methods. 

Middle Eastern 

Carbonate (MEC) 

Coordination 

Number 

Avg. Pore Size 

(m) 

Avg. Throat 

Length (m) 

Avg. Throat 

Diameter (m) 
K macro (mD) K macro + micro (mD) 

HR – watershed 

(GT) 
2.5 /1.4 2.0E-5 /9.8E-6 9.2E-5 /1.4E-4 2.0E-5 /6.7E-6 960 1007 

HR - Otsu 2.7 /2.2 2.0E-5 /9.8E-6 9.3E-5 /2.8E-4 1.6E-5 /5.8E-6 490 560 

U-Net 2.9 /2.8 2.7E-5 /1.8E-5 9.1E-5 /7.9E-5 2.3E-5 /1.2E-5 1125 1411 

U-Resnet 2.8 /2.7 2.7E-5 /1.8E-5 9.1E-5 /7.8E-5 2.3E-5 /1.2E-5 1114 1348 

EDSR-U-Resnet 2.3 /2.6 2.7E-5 /1.9E-5 9.2E-5 /8.4E-5 2.5E-5 /1.2E-5 1133 1216 

LR - watershed 1.9 /3.3 1.9E-5 /4.3E-5 7.3E-5 /7.5E-4 1.1E-5 /2.3E-5 751 819 

LR - Otsu 2.0 /1.1 1.7E-5 /5.1E-5 7.4E-5 /4.2E-4 9.4E-6 /2.6E-5 411 499 
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For single-phase flow, the permeability in Table 2-4 and Table 2-5 is computed with and 

without assigning conductivity to the micropore phase. The addition of microporosity 

conductivity increases the computed permeability, as both rocks pose relatively high 

percentages of unresolved porosity. However, the contribution to the computed 

permeability might not be as significant to the macropore phase. In any case, the CNNs 

segmentation show more accurate permeability values compared to the simulation ran 

on LR segmented images. More interestingly, U-net and U-ResNet specifically present 

more accurate permeability values than the HR Otsu segmentation with and without 

microporous conductivity. Looking over all the results and metrics, it might be concluded 

that U-ResNet and U-net provide the best and second-best results, respectively. The 

permeability of the ground truth and networks show in general a good agreement with 

the experimental Helium permeability (Klingenberg-corrected) on bigger cores of the ILS 

(221 mD) and MEC (1092 mD) samples. 

For further comparison, multiphase flow experiments are run on the U-ResNet, LR, and 

HR watershed segmentations of both rocks using MorphLBM. The secondary imbibition 

experiments are simulated on the testing volumes macropore space using the Australian 

National Computational Infrastructure (NCI) supercomputer Gadi. The microporosity is 

assumed to be fully saturated with the wetting phase. The simulation of the LR 

watershed segmentation did not converge to a solution. The reason is likely to be the 

low connectivity of the pore space and the narrow flow paths. The results from the GT 

and U-ResNet show a good match on both MEC and ILS samples. The computed relative 

permeability curves in Figure 2-8 show similar saturation endpoints for water (wetting 

phase) and oil (non-wetting phase). The topology of the non-wetting phase during pore 
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desaturation is observed to be analogous in both GT and U-ResNet segmentation (see 

Figure 2-9). The difference maps visualized in Figure 2-9E show minor differences in the 

non-wetting phase distribution. These differences happen mainly: (1) at the boundary 

of grains\fluids interface (segmentation differences) and (2) the filling\desaturation of 

smaller pores, which perhaps arise from differences in the overall pore topology. 
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Figure 2-8: Secondary Imbibition Relative Permeability Curves of (left) the Indiana limestone and (right) Middle Eastern Carbonate. The 
ground truth and U-ResNet segmentation are compared. Matching curves and relative permeability endpoints with minimal differences 
are observed. 
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Figure 2-9: Visualizations of the imbibition simulation on the Middle Eastern Carbonate 
cubic sample at wetting phase saturation of (Swp =0.43). Upper: 3D visuals of the non-
wetting phase distribution (red) in the (A) GT and the (B) U-ResNet segmentation. Lower: 
2D slices showing the non-wetting phase distribution (yellow) of (C) the GT and (D) U-
ResNet segmentations. The difference map in (E) shows that most of the discrepancies 
happen in the filling of smaller pores and the boundaries of solid and fluids 
(segmentation differences).   

  

2.4  Conclusion 

The segmentation\identification of pore space, sub-resolution porosity, and the solid 

matrix are vital for reliable DRA frameworks. DL workflows involving the utilization of 

CNNs to enhance the segmentation of greyscale images improve the overall outcome. 

CNNs can work in an end-to-end scheme to super-resolve and segment raw X-ray 

images, without any interference from the user. This reduces the user prejudice 

associated with classic segmentation methods which often require user input. Two CNNs 

Phase Distribution of the MEC at (SWP=0.43)

(A) (B)

(C) (D) (E)

2.7 mm
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training configurations were considered to super resolve and segment greyscale images 

into pore space, solids, and micropores. Firstly, U-Net and U-ResNet were trained in an 

end-to-end manner to super-resolve and segment images in one network. Secondly, 

EDSR-U-Resnet was trained to super-resolve greyscale images at once then segment the 

image (two different networks). The output segmentation of all the CNNs frameworks 

shows relatively consistent voxel-wise accuracy compared to the GT segmentation. The 

U-ResNet displayed the best performance with Jaccard indices of 0.92, 0.83, and 0.57 

for solid, pore, and micropore phases, respectively. U-Net show very close voxel-wise 

accuracy margins to U-ResNet (with less than 1% difference in Jaccard score). In general, 

the highest error margins are observed in the identification of the microporosity phase. 

This is perhaps due to the effects of the noise (partial volume effects) and extreme sub-

resolution in the input LR images, making it impossible to identify microporosity by the 

CNNs (or even judging visually). The results also show the phases volume fractions of 

network segmentation are more conforming than using only LR segmentation or HR 

Otsu segmentation as compared to GT. The same trends in terms of network consistency 

are observed in measuring specific surface area, however, with higher relative errors (up 

to 46% using U-ResNet). The connectivity of the pore space as measured using EC 

number show also high relative differences, when network and GT segmentations are 

compared (up to 92%). Regardless, the network segmentations show lower relative 

error compared to HR Otsu, LR watershed, and Otsu segmentations (see Table 2-2 and 

Table 2-3). 

Additionally, macro- and micropore networks comparisons with GT show better results 

in terms of connectivity, pores, and pore throats sizes for CNNs segmentation. The same 
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outcome trends are observed in single-phase permeability and relative permeability 

curves. Overall, the end-to-end training frameworks are found to be superior to using 

two networks for super-resolution and segmentation confirming the suitability of end-

to-end learning to perform more complex tasks. The reason is likely to be the loss of 

important embedded features that distinguish the different rock phases to obtain 

precise segmentation when upsampling LR images using the super-resolution network. 

This leads to a general conclusion that end-to-end CNNs training for X-ray imaging super-

resolution and processing promise a lot of improvements to current DRA frameworks. 

Similar applications to this study can be applied based on single or multiple rock types, 

where image acquisition includes LR imaging capturing high field of view and HR region 

of interest imaging capturing more explicit details of pore geometry. Also, the CNNs 

methods presented here do not necessarily highlight all potential improvements that 

can be gained. The CNNs frameworks presented only show a general workflow for 

improving the accuracy in segmentation and modeling. The interpolation of the 

presented methods on other rocks type can be established by adding subvolumes from 

the medium of interest to the current dataset and commencing training in a transfer 

learning scheme. This eliminates the need for training the models from the ground up. 

The results obtained with more sophisticated CNNs architectures, training data, and ad 

hoc strategies are anticipated to boost the outcome accuracy. CNNs architectures such 

as HRNet-OCR [258], and EfficientNet [259] are few examples of the active research of 

improving network design and performance. The automation of DRA using CNNs would 

also benefit from including important physical properties, i.e., permeability, as a 

component in the loss function for optimizing the CNNs performance.   
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The contents of this chapter are from a published research paper titled “Machine 

Learning for Predicting Properties of Porous Media from 2D X-ray Images” Journal of 

Petroleum Science and Engineering (2020). This chapter answers the second question of 

the thesis: Can CNNs be used as regression tools for predicting the physical properties of 

porous media directly from 2D segmented micro-CT images? Can raw greyscale images 

be used? 

The previous chapter demonstrated the capability of DL techniques in processing and 

segmentation a dataset of Low-Resolution rock images which is a vital step before 

characterizing the rock and extracting key physical properties. In this chapter, the scope 

is extended by demonstrating how CNNs can be used as a predictive modeling tool for 

estimating geometry-based rock properties using 2d X-ray sandstone rock images. The 

main objective of this chapter is to prove that CNN-based frameworks can rapidly predict 

key physical properties using binary and greyscale micro-CT images as input with 

reasonable accuracy. 
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Abstract 

In this chapter, Convolutional Neural Networks (CNNs) are trained to rapidly estimate 

several physical properties of porous media using micro-computed tomography (micro-

CT) X-ray images as input data. The tomograms of three different sandstone types are 

subdivided to create a dataset consisting of 5,262 training images and 2,000 testing 

images. Porosity, specific surface area, and average pore size of each image are 

computed. The proposed CNN framework is trained with binary images and greyscale 

images separately and the corresponding computed properties. The results from testing 

the model are promising as the relative error in the determination of porosity, surface 

area, and average pore size is less than 6% when the model is trained with binary images 

and less than 7% when greyscale images are used. Other aspects related to model 

training and optimization are discussed. 

Keywords: Machine Learning, Convolutional Neural Network, Digital Rock, Rock 

properties 
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3.1 Introduction 

In the last two decades, X-ray micro-computed tomography (micro-CT) imaging has 

expanded our knowledge on physical processes and transport in porous media [1, 2]. 

Micro-CT imaging provides a three-dimensional representation of porous media internal 

geometry that can resolve pore structures up to few micrometers or even sub-

micrometers [1, 117]. The three-dimensional rock images, often referred to as “Digital 

Rocks”, are obtained by reconstructing a set of two-dimensional x-ray projections 

recorded while a sample is rotated at different angles [260, 261]. Digital rocks offer a 

method for petrophysical characterization and provide complementary analyses for 

traditional laboratory experiments, which are often time-consuming [1]. Digital rocks 

have been extensively used to study various aspects of rocks such as mineralogy, 

porosity, pore size distribution, and clay content [46]. Moreover, numerical simulations 

can be applied on digital rocks for studying various physical processes, such as 

mechanical properties of rocks [129, 262] predicting rock permeability [126, 263, 264], 

multi-phase flow, and fluid topology characterization [147, 265, 266] and simulating rock 

electrical properties [267, 268] by solving the governing equations of different pore-

scale phenomena. A typical procedure for rock image analysis includes image 

acquisition, image processing, and the numerical simulation of the pore space process 

on the processed images [98, 165].  Image processing involves using image 

enhancement filters to reduce noise and artifacts of raw images and improve the signal-

to-noise ratio [66, 261]. This results in a better phase segmentation through enhancing 

the image characteristics and increasing the contrast between the phases [168].  This 

process may not be necessary when processing images with high resolution and quality, 

as it does not result in a remarkable improvement of the image features [106]. The 
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segmentation process is the “cornerstone” of the DRA procedure [165]. The significance 

of the segmentation method choice is confirmed by Leu, et al. [168], where a sensitivity 

analysis was conducted to measure the impact of the segmentation on the DRA. The 

study compared the petrophysical properties derived from three different segmentation 

approaches and validated the results with experimental data. The findings 

demonstrated that different segmentation methods may result in significant 

discrepancies in the computed permeability, due to the variations in the pore geometry 

derived by each segmentation method. The most commonly used segmentation 

approach is the global thresholding [87, 168]. However, according to the comparative 

study presented by Iassonov, et al. [87], most of the global thresholding methods fail to 

produce reliable phase segmentation results, in particular, user-biased methods which 

require the manual determination of the threshold value, while locally adaptive 

methods yield more consistent segmentation, such as watershed-based segmentation 

and converging active contours methods [66].  

On the other side, developments in machine learning (ML) have tackled many problems 

within various fields of science and engineering [269]. ML has been applied in different 

areas within petroleum engineering [270-272] including production and drilling 

optimization [273], reservoir characterization [274, 275], and image enhancement of 

digital rocks tomograms [276]. In particular, ML has been widely used in well log data 

analysis, such as permeability estimation [271, 277], lithology interpretation [278], and 

rock typing from electrical logs by predicting the permeability and litho-facies [270]. One 

of the most popular models in these studies was Artificial Neural Networks (ANNs) [180, 

279]. ANNs are non-linear computational algorithms that adaptively learn to perform 
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tasks through training [32]. A typical structure of a feed-forward ANNs consists of a 

series of layers, each containing a number of hidden units or “neurons”. Each layer 

implements an affine transform (a weighted sum of its inputs plus a bias term) followed 

by a non-linear (typically) element-wise transformation. The output of one layer forms 

an input to another. Model parameters (weights and biases) are then iteratively updated 

using error backward-propagation algorithm and stochastic gradient descent 

differentiable loss function, that corresponds to the problem - i.e. minimise a difference 

(in some sense) between expected and produced by a network prediction. [32, 104, 

279]. 

 

The application of ML to date on digital rocks for predicting the petrophysical properties 

of rocks is relatively limited. Characterization of rock permeability as a key petrophysical 

parameter of rocks has been investigated using machine learning techniques [280, 281]. 

Van der Linden, et al. [280] used ANNs as a fitting tool to perform quantitative analysis 

of the connectivity of the porous system in relation to microstructural properties of 

pores and grains. Their analysis showed that permeability is highly correlated to specific 

attributes of the grain and pore networks. They reported that the most dominant 

feature in determining permeability is the “pore network closeness centrality”, a metric 

for describing the centrality of the shortest paths between pores, as it controls the 

internal connectivity and transmission efficiency. They also showed that this metric 

renders many features describing pore/grain networks redundant in explaining porous 

media conductance.  
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Convolutional Neural Networks (CNNs) [185]  are a class of ANNs that gained significant 

attention in recent years in visual recognition problems [176, 282]. CNNs have a similar 

generic structure to ANNs, with special convolutional and pooling layers. Each 

convolutional layer has a number of filters that are applied over multiple locations in the 

input data (image). Applying the same filter across multiple image locations results in 

weight sharing (fewer learnable parameters) and preserves spatial relationships. Further 

details about ANNs and CNNs can be found in Goodfellow, et al. [28]. ANNs/CNNs differ 

from classic machine learning algorithms as they can automatically learn a relevant 

hierarchy of features (rather than rely on hand-engineered filters\algorithms to extract 

specific features) to perform classification or regression tasks. This is often useful when 

dealing with complex real data, such as images [189, 283]. Sudakov, et al. [206] 

investigated the feasibility of applying machine learning algorithms for permeability 

prediction using micro-CT images of a Berea sandstone sample. The actual permeability 

of the sample was calculated using pore-scale network modeling, which is a simplified 

representation of the rock geometry. They used various features describing rock 

geometry such as Minkowski functionals to feed several fitting algorithms such as 

gradient regression trees (XgBoost) [284] and ANNs. They also used CNNs in an end-to-

end scheme, that is predicting permeability by feeding binary images to the CNN. Their 

results confirm the applicability of machine learning algorithms used for permeability 

estimation and reported CNN had the best regression performance compared to the 

other methods. This proposed model, however, was trained and tested on subsamples 

of a homogenous sandstone, characterised by a narrow range of permeability 

distribution which might not be ideal to generalise to other rock types. In a similar 
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scheme,  digital rock images were also recently used as an input for CNNs to predict P 

and S-wave velocities from binary two-dimensional Berea sandstone images [24].  

 

Herein, we extend previous work on using CNNs as predictive tools and examine the 

applicability of CNNs as a regression method to estimate important characteristics of 

porous media namely: porosity, specific surface area, and average pore size using 2D 

slices derived from various digital rock images. The proposed framework automates 

several digital rock subprocesses where the end-user is expected to provide a 

raw/greyscale image to find its physical property. Such automation can be useful for the 

scalability to large datasets. This chapter studies properties that are important for the 

determination of rock permeability. The model predictions are based on either binary 

or greyscale images as well as with or without segmentation. Finally, detailed analyses 

of CNN error are presented, followed by recommendations for future work. 

3.2 Materials 

Three different sandstone samples are selected for this study: Bentheimer, Berea, and 

Gosford. The samples were imaged at the Tyree X-ray facility at the University of New 

South Wales. Those are later used to estimate, and test considered models. A 

subsample of each sandstone is shown in Figure 3-1. These sandstones textures 

exhibit different grain shapes, minerals, and clay content. Details about the size and 

resolution of images are reported in Table 3-1. 
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Figure 3-1: Two-dimensional tomograms of Bentheimer sandstone (A), Berea sandstone 
(B), and Gosford sandstone (C).  

 

A dataset consisting of 7,626 images is created by subdividing large tomograms of three 

sandstone samples into smaller regions of interest (ROI). Each ROI is 128×128 pixels and 

captures various structures that are present in the larger tomograms. This is achieved 

by shifting the ROI by 128 pixels every step across the full tomogram to capture a new 

image. As the sandstones studied are fairly homogenous, the ROI size is tuned to capture 

a representative elementary volume, or the smallest volume over which the 

measurement is constant for sandstones as suggested by [48]. 

Table 3-1: Size and Resolution of the images used in this study. 

Name Size (voxels) Resolution (µm) 

Bentheimer sandstone 1600×1600×40 6.8 

Berea sandstone 1200×1200×40 5.3 

Gosford sandstone 1275×1275×200 2.8 
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3.3 Methods 

The methods used to prepare images and compute the data are discussed in this section. 

The mathematical operations performed during training the CNN are briefly explained. 

A general workflow showing micro-CT imaging acquisition, the labels extraction\ 

computation, and CNN training\testing is provided in Figure 3-2. 

 

Figure 3-2: The proposed framework for predicting porous media properties using 
CNNs. 

 3.3.1 Image Resampling, Segmentation, and Pore Network Extraction 

The original micro-CT images of sandstones were captured with different resolutions. 

Consequently, image resampling was a required step to obtain samples with a similar 

spatial resolution. The bicubic interpolation is a common method to resample images 

to different resolutions [285]. The original tomograms resolutions of sandstones are 

provided in Table 3-1. All images were resampled to a resolution of 4.8 μm/pixel to 

ensure a comparable result, i.e. average pore size of images. Following resampling, 
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the tomograms are subdivided into smaller ROIs of 128×128 pixels. Each sandstone 

type is represented by 2560 ROI. The dataset is then filtered by removing some 

images containing streak artifacts. Thereafter, 5626 images are chosen for training 

and 2000 images were preserved for testing the model.  

The dataset images are segmented using Otsu thresholding [88] to distinguish/label 

pore space and solid grains, based on which porosity and specific surface area of each 

image are calculated. Otsu’s method finds a threshold level where intra-class variance, 

the sum of foreground and background variances, will be at its minimum. Images are 

segmented using Otsu thresholding implementation in ‘Scikit-image’, an image 

processing library in Python. [286]. 

The pore space of the segmented images is portioned into pores and pore throats using 

a publicly available network extraction algorithm [142]. First, the algorithm locates the 

basins (the pores) on tomogram images by applying the watershed algorithm on the 

distance map of segmented images. Second, the peaks resulted from the watershed 

algorithm are then identified using a maximum filter. Next, the algorithm 

automatically eliminates the adjacent peaks which share the same distance value, 

through an iterative process of dilation. Finally, nearby markers are merged and 

segmented into pore regions. The pore partitioning parameters are set as follows: 

Gaussian filter sigma is set to 0.4 and the structuring element radius is set to 4. These 

values are similar to the settings suggested by [142]. The partitioning setting is 

validated by comparing the coordination number range of Berea sandstone from 2D 

images with the results of Rabbani, et al. [140]. A good agreement between the values 

range is found with a relative error of less than 10% using various 2D images of Berea 
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sandstone. The average pore of each image is calculated from the extracted network. 

Figure 3-3 shows (a) a ROI from the Gosford sandstone tomogram, (b) the ROI 

segmentation using Otsu thresholding, and (c) the extracted pore network.  

 

Figure 3-3: (A) greyscale image of the Gosford sandstone; (B) segmented image and (C) 
the partitioning of pores for pore network extraction.  

Labels (or targets) refer to the actual values, commonly known as ‘ground truth’ in 

machine learning, computed directly from the binary images and the extracted pore 

network. Those are used as a supervising signal when training neural networks. For 

each image in our dataset, porosity, specific surface area, and average pore size are 

computed and stored for training and testing. Porosity is calculated by dividing the 

sum of pore pixels by the area of the image. Specific surface area is calculated by 

dividing the perimeter of the boundary between two phases on the binary image over 

the image area. The average pore size is calculated from the pore network extracted 

from each image.  

3.3.2 The Convolutional Neural Network Architecture 

The main building blocks of the proposed approach are explained in this section. The 

details presented outline mathematical operations implemented for training and 

inference with CNN. Similarly, the details of relevant hyper-parameters and network 

architecture choices are shown. In this work, CNNs are applied for the inference of 
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labels in an end-to-end manner (for greyscale images), i.e. by feeding raw images to 

neural networks tasked to predict quantities of interest. CNNs consist of multiple 

layers of non-linear transformations, that are iteratively learned such that model 

predictions at the last output layer are close to the expected ground truth targets. 

Those steps are briefly summarised below. 

A. Fully Connected Layers (FC): In a FC layer, each input feature (pixel) gets assigned 

a separate vector of weights connecting it to all activations at the output. As a 

result, the FC layers do not preserve spatial structure of their inputs and are 

typically characterized by a larger number of trainable weights when compared to 

convolutional layers. The FC layer implements Equations ( 3-1 ) & ( 3-2 ): 

𝒛𝒛𝒍𝒍 = 𝑾𝑾𝒍𝒍𝒙𝒙 + 𝒃𝒃𝒍𝒍 #𝟏𝟏 ( 3-1 ) 

𝒉𝒉𝒍𝒍 = 𝒇𝒇𝒍𝒍�𝒛𝒛𝒍𝒍� ( 3-2 ) 

where 𝑊𝑊𝑙𝑙 , 𝑏𝑏𝑙𝑙 denote weights and biases at 𝑙𝑙 − 𝑡𝑡ℎ layer, 𝑥𝑥 is the layer’s input (either 

raw data or activations from the preceding 𝑙𝑙 − 1𝑡𝑡ℎ layer), 𝑧𝑧𝑙𝑙  are the resulting linear 

activations that are further transformed in Equation( 3-2 ) by a non-linear activation 

(transfer) function 𝑓𝑓𝑙𝑙 (refer to point C for more details). Figure 3-4 shows an example 

of FC to an input image (𝑥𝑥). 
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Figure 3-4: Flattening Images/Feature maps as one-dimensional vector. 

B. Convolutional layers. Contrary to fully connected layers, convolutional 

architecture offers several desired properties. The CNN layer is built of a number 

of local receptors (filters) applied multiple times across the whole input space (See 

Figure 3-5). This preserves the spatial relationship between inputs and feature 

maps (i.e. the activations resulting from scanning an image with a specific filer) 

and enables weight sharing, which reduces the number of learnable parameters. 

CNNs are naturally suited to computer vision tasks, as specific detectors learned 

by the filters (i.e. an edge of some orientation) can be reused across several 

locations in the input image. The convolutional layer thus implements Equation ( 

3-3 ): 

𝒛𝒛𝒑𝒑𝒍𝒍 = 𝑲𝑲𝒍𝒍
𝒑𝒑 ∗ 𝒙𝒙 + 𝒃𝒃𝒍𝒍𝒑𝒑 

 
( 3-3 ) 
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where 𝑧𝑧𝑝𝑝𝑙𝑙  denotes the linear activations in the pth feature map at 𝑙𝑙 − 𝑡𝑡ℎ layer, 𝑥𝑥 is the 

input image (or an output of the preceding layer), 𝐾𝐾𝑝𝑝𝑙𝑙  is the pth filter kernel at 𝑙𝑙 − 𝑡𝑡ℎ 

layer, 𝑏𝑏𝑝𝑝𝑙𝑙  is its bias term and ∗ is the convolution operator. To obtain CNN layer 

activations one applies non-linear activation function as in Equation ( 3-3 ). Details on 

particular choices for filter numbers and sizes are reported in Table 3-2. The 

convolution process is illustrated in Figure 3-5. In this work batch normalization is also 

used [287] to improve learning convergence. Batch normalization adjusts the 

activations between layers (i.e. ℎ𝑙𝑙 in Equation ( 3-3 )) to have zero mean and unit 

variance. 

 

Figure 3-5: Feature maps produced from the convolution kernel. 

 

C. Activation functions. There are many choices for activation functions, some classic 

choices included sigmoid or hyperbolic tangent. In the networks in this chapter, 

Rectified Linear Unit activation function (RLU) [288, 289], defined as 𝑓𝑓(𝑧𝑧) =

max(0, 𝑧𝑧) in Equation( 3-2 ) Contrary to squashing sigmoidal non-linearities, ReLU 
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does not suffer from vanishing gradient [290] issue in deeper models, is 

computationally less expensive, and was proved experimentally to offer good 

results across a variety of tasks.   

D. Sub-sampling/Pooling layers: a common practice in CNNs is to periodically 

subsample feature maps to reduce the spatial size, hence, reduce computational 

load [291]. This is achieved by applying a Max operation of (2×2 kernel) on all 

feature maps. This kernel moves two pixels at each step, or has a stride of 2 pixels, 

to find the maximum as shown in Figure 3-6:  

 

Figure 3-6: An illustration of the pooling operation in CNNs 

E. Loss, Optimizer, and Regularisation: we apply a standard technique called 

‘dropout’ [292] at the final fully connected layer to avoid overfitting. When using 

dropout, during training random activations are ignored in making predictions 

(their values are set to 0 in Equation ( 3-2 )), thus prevent overfitting by learning 

spurious correlations between activations. In this work, we apply dropout to 20% 

of the neurons in the fully connected layer.   
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The model is trained to minimize the error (loss) between predictions it makes (Y) 

and the expected ground truth labels (L). In this chapter, the model is tasked to 

solve a regression task of predicting real-valued quantities, the distance in this 

work is defined as a Huber loss [293]: 

where 𝛿𝛿 is a scaler set to 0.5. Huber loss is one of the robust methods to define loss 

in regression problems and is less sensitive to noise [294]. 

Huber loss is a hybrid of two losses –mean absolute error and mean square error, 

activated depending on the threshold hyper-parameter 𝛿𝛿 (experimental validation 

of each are reported later).  Given the loss in Equation ( 3-4 ), one computes top-

level errors and back-propagates them through the network in a backward pass to 

compute gradients in connection with the parameters. Given the gradients, Adam 

[295]  optimizer is used to update the network parameters (weights and biases). 

Adam allows to use adaptable, parameter specific, learning rates (rather than a 

single global rate same for all models’ parameters). 

Neural Networks are typically characterized by a large number of parameters 

(though this problem is less pronounced in CNNs due to weight sharing) and 

require a large number of training data points in order to learn a robust 

relationship between the inputs (images) and the outputs (predictions). The 

number of data points typically depends on several factors such as the complexity 

of the problem, the capacity of the model (number of parameters) as well as the 

𝑳𝑳𝒔𝒔(𝒎𝒎) = �

𝟏𝟏
𝟐𝟐
𝒎𝒎𝟐𝟐        𝒇𝒇𝒄𝒄𝒓𝒓|𝒎𝒎| ≤ 𝜹𝜹

                 𝜹𝜹 �|𝒎𝒎| −
𝟏𝟏
𝟐𝟐𝜹𝜹� , 𝒄𝒄𝒄𝒄𝒉𝒉𝒆𝒆𝒓𝒓𝒘𝒘𝑫𝑫𝒔𝒔𝒆𝒆

       𝒘𝒘𝒉𝒉𝒆𝒆𝒓𝒓𝒆𝒆 𝒎𝒎 = 𝑳𝑳𝒎𝒎𝒃𝒃𝒆𝒆𝒍𝒍𝒔𝒔 (𝑳𝑳) − 𝑷𝑷𝒓𝒓𝒆𝒆𝒅𝒅𝑫𝑫𝑫𝑫𝒄𝒄𝑫𝑫𝒄𝒄𝒓𝒓𝒔𝒔 (𝒀𝒀) 

 

( 3-4 ) 
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optimization algorithm, and regularising priors. As the number of images in our 

dataset is limited, we artificially increase the number of our training instances 

through simple data augmentation methods.          

Several data augmentations are applied techniques to improve model performance. 

In particular, the input images are randomly rotated by 0◦, 90◦,180◦ , and 270◦ , and 

flip along horizontal and vertical axes are applied. Discussion on data augmentation 

methods can be found in [28]. 

The overall architecture of the network used in this work is reported in Table 3-2. 

‘Stride’ in Table 3-2 refers to the filter’s shift in pixels at each step (see Figure 3-6). 

‘Padding’ refers to adding pixels to the border of image\feature maps to keep the 

output size of convolution the same. For the labels extracted directly from binary 

images (porosity and surface area), the same architecture but with only two 

convolution layers are used. This turns out to help with the network performance. As 

the dataset is large and cannot be fed at once, training is commenced using mini-

batches of 256 images each. An epoch of training is defined as one full sweep over all 

images in the dataset. ‘TensorFlow’ [296] a machine learning library/software has been 

utilized as a platform for training the network. 
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Table 3-2: The architecture of the CNN used in this chapter.  

Number of layers Operation Comment 

5 × layers 

2D Convolution 

Kernel size = (3,3) 
 Stride = (1,1) 

Padding= “SAME” 
Number of Filters in each layer [32,32,64,128,256] 

Batch Normalization  

Rectified Linear Unit (ReLU) Activation function 

Max Pooling 2D 
Kernel size = (2,2) 

 Stride = (2,2),  
Padding= “SAME” 

1 × layer 

Flattening Flatten 2D tensor from the last layer into 1D tensor 

Dense layer 1024 hidden units 

Rectified Linear Unit (ReLU) Activation function 

Dropout Dropping out a random 20% of neurons output to 
prevent overfitting 

1 × layer Dense Output (the physical property predictions) 
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3.4 Results and Discussion 

In this section, the performance of the proposed CNN architectures is presented. 

Various aspects of the model, such as accuracy in predicting rock properties from 

binary and greyscale images, training and testing loss curves, the wall computation 

time for model training and inference, and error analysis are discussed.  

During training, the CNN estimation accuracy increases with every elapsed epoch of 

training as the filters detecting features in the rock morphology are optimized. The 

CNN training is stopped when no further minimization of the loss function is observed, 

i.e., when the loss reaches a plateau for five consecutive epochs. In Figure 3-7, we 

show the average loss at each epoch during the training and testing of our two 

convolutional layers architecture. This architecture was utilized after it was noticed 

that a simpler model with two convolutional layers provides better accuracy for 

predicting properties directly extracted from binary images which are porosity and 

specific surface area. For properties extracted indirectly using pore network 

extraction and regression using greyscale images, we used a deeper model and the 

architecture is reported in Table 3-2.  

We briefly experimented the use of different cost functions to compute the loss such 

as the mean squared error (L2 loss), the absolute mean error (L1 loss), and Huber loss. 

The results show Huber loss offers the minimal average relative error for the model 

prediction on the testing test. In Table 3-3, we report the final average relative error 

in predicting porosity from binary images using L2 loss, L1 loss, and Huber loss.  
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Table 3-3: A comparison between the final loss using different loss functions. 

Loss Function 
Huber 

Loss 

Mean Squared  

Error (L2) 

Absolute Mean  

Error (L1) 

Final Absolute Error Percentage in 

Porosity (Ø) 
2.80% 4.50% 5.4% 

 

 

 

(A) (B) 

Figure 3-7: Average epoch loss during training (A) and testing (B). The model is 
evaluated with the testing set after every 20 epochs. 

 

In the following, the regression plots of each property versus actual ground truth 

labels are plotted. All the results shown are based on the testing image dataset unless 

otherwise stated.  
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3.4.1 Porosity  
 

 The idea behind predicting porosity from binary images is strictly serving as proof of 

concept. It is the first step to show that CNNs can be utilized as a predictive tool to 

estimate more computationally expensive properties from micro-CT images. CNN 

predictions score on the R-squared metric is 0.96, and the average relative error 

between labels and predictions is less than 3% for binary images. For greyscale 

images, prediction accuracy is lower, as expected, with an average relative error 

between predictions and labels of 6.3%. Figure 3-8 shows the actual porosity labels 

plotted against our CNN predictions. The distribution of porosity values and CNN 

predictions are shown as marginal histograms.  

  

(a) (b) 

Figure 3-8: The CNN predictions of porosity from (a) binary and (b) greyscale images 
are plotted against actual labels. 
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3.4.2 Specific Surface Area 
 

Predictions of specific surface area from binary and greyscale images are plotted 

against the dataset labels in Figure 3-9. The average relative error percentage from 

binary images predictions is 3.9%, and the score of the R-squared metric is 0.92. 

Whereas the relative error percentage for predicting specific surface area from 

greyscale images is less than 5.8% with an R-squared score of 0.79. 

  

(a) (b) 

Figure 3-9: The CNN predictions of specific surface area from (a) binary and (b) 
greyscale images are plotted against actual labels. 

 

3.4.3 Average Pore Size 
 

CNN estimation of average pore size is shown in Figure 3-10. The average relative 

error percentages for average Pore Size are 6% and 6.7% for binary and greyscale 

images, respectively. As the average Pore Size is computed from the pore network 

extraction and not directly from images, our CNN model develops an indirect intuition 
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to predict these numbers from binary\greyscale images with an insignificant trade-

off in accuracy.  

  

(a) (b) 

Figure 3-10: The CNN predictions of average pore size area from (a) binary and (b) 

greyscale images 

Overall, while the CNN using greyscale images can estimate the studied properties 

with a relative error of less than 7%, estimating the same properties using binary 

images yields more precise results as expected. Porosity and specific surface area had 

the most accurate predictions as these labels could be directly extracted from the 

images. For average pore size, the CNN finds features describing average pore size 

even though these values are indirectly obtained from the pore network extracted. 

3.4.4 Error Analysis, Computation Wall-Time, and CNN Optimization 
 

The relative error of the CNN predictions using both binary/greyscale images is shown 

as a histogram in Figure 3-11. The bins in the x-axis show the errors calculated from 

evaluating the model with the testing set. The y-axis shows the probability of 
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occurrence for each error range. The cumulative probability of obtaining a prediction 

with a given error margin is plotted. The cumulative probability shows the likelihood 

of a marginal error in a random prediction from the testing set. The histogram bins 

for the same relative error are lower for binary images compared to greyscale images 

across all properties showing a higher accuracy. All histograms are positively skewed 

showing only just a few predictions with a high margin of error.  

The main motivation behind applying the same model on segmented and greyscale 

images is to show the applicability of CNNs to predict and characterize raw greyscale 

images accurately, thus implicitly eliminating the need for segmentation computation 

and possible user bias during segmentation. CNNs can automate this process entirely 

with the minimum trade-off in accuracy assuming the model’s training data is based 

on expert segmentation annotations/high-quality images. This workflow, however, 

stills depends on the segmentation step, as it is required to extract ground truth labels 

and train the model.  

The wall time required for training our model varies linearly with the number of 

epochs required for training and batch size. It takes 22 steps to feed the whole dataset 

to the model if a batch size of 256 images is used. Each step is processed in around 

0.5 s using an Nvidia GPU (model GeForce GTX 1080 Ti). Thus, it takes around 1.5 h to 

complete the training for 500 epochs. 

This chapter focused on providing evidence that machine learning can be utilized as 

a tool for rock characterization in an end-to-end manner.  The user in this case is 

expected to provide only the tomographic images from which CNN can rapidly 

estimate several physical properties about the rock of interest. The performance of 

neural models is known to be sometimes sensitive to the choice of hyper-parameters. 
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It is possible to perform an exhaustive automatic grid search. However, we leave this 

as a direction for future work.    

 

 

Figure 3-11: the probability of getting a relative error is shown as a histogram, and the 
cumulative probability of relative error for porosity (∅), Specific Surface Area (SSA), and  
Average pore size (APS) and (SSA).  

 

3.5 Conclusion 

A framework based on CNNs for rapid estimation of porous media properties from 

raw micro-CT images is presented. An image dataset (consisting of 5262 images for 

training and 2000 for testing) capturing different regions of three different sandstone 
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tomograms is prepared. Porosity, specific surface area, and average pore size of each 

image are calculated. The CNN is trained using micro-CT images and their 

corresponding labels (computed properties) to predict physical properties. The 

results based on the testing images show the average relative error between the 

ground truth labels and CNN predictions from binary images are 2.7% for porosity, 

5.8% for specific surface area, and 6% for average pore size. A lower accuracy was 

achieved when the model is trained with greyscale images with an average relative 

error of less than 6.3% for porosity, 5.8% for specific surface area, and 6.7% for 

average pore size. This work is a first step in designing a framework for characterizing 

porous media using machine learning using grey-scale images. Yet, this workflow still 

depends on routine processes such as the segmentation process. A further 

enhancement to our proposed model can be incorporated to unleash the full 

potential of DL methods in DRA. Future work will focus on using machine learning for 

segmenting and predicting several computationally expensive physical properties, 

especially those directly related to pore-space geometry such as permeability, from 

three-dimensional images.   
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The contents of this chapter are from a research paper titled “Flow-Based 

Characterization of Digital Rock Images Using Deep Learning” published in the Society 

of Petroleum Engineers Journal (2021). This chapter answers the third and fourth 

questions of the thesis: What accuracy margins are expected when applying 3D 

residual network architectures for estimating permeability directly from volumetric 

images of sandstones and carbonates rocks? Can pore space representation or network 

architecture improve DL models' performance and regression accuracy? 

This chapter expands on this previous work by demonstrating how DL techniques can 

characterize more complex physical properties such as the intrinsic permeability in 3D 

space. Advanced residual networks are used as regression tools for achieving this task. 

The analysis is performed using a diverse dataset consisting of 7 sandstone rocks and 2 

carbonate rocks using 3D X-ray images as input as opposed to 2D sandstone used in 

Chapter 3. The objective of the chapter is to illustrate the scalability, automation, and 

potential of Deep Learning methods (DL) in predictive modeling of geometry-dependent 

properties. 
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Abstract 

X-ray imaging of porous media has revolutionized the interpretation of various 

microscale phenomena in subsurface systems. The volumetric images acquired from this 

technology, known as digital rocks (DR), make a suitable candidate for machine learning 

and computer vision applications. The current routine DR frameworks involving image 

processing and modeling are susceptible to user bias and expensive computation 

requirements, especially for large domains. In comparison, the inference with trained 

machine learning models can be significantly cheaper and computationally faster. Here 

we apply two popular convolutional neural networks (CNNs) architectures [residual 

networks (ResNet and ResNext)] to learn the geometry of the pore space in 3D porous 

media images in a supervised learning scheme for flow-based characterization. The 

virtual permeability of the images to train the models is computed through a numerical 

simulation solver. Multiple residual network variants are then trained to predict the 

continuous permeability value (regression). Our findings demonstrate the suitability of 

such networks to characterize volume images without having to resort to further ad-hoc 

and complex model adjustments. We show that training with a richer representation of 

pore space improves the overall performance. We also compare the performance of the 

models statistically based on multiple metrics to assess the accuracy of the regression. 

The model inference of permeability from an unseen sandstone sample is executed on 

a standard workstation in less than 120 ms/sample and shows a score of 0.87 using 

explained variance score (EVS) metric, a mean absolute error (MAE) of 0.040 darcies, 

and 18.9% relative error in predicting the value of permeability compared to values 

acquired through simulation. Similar metrics are obtained when training with carbonate 

rock images. The training wall-time and hyperparameters setting of the model are 
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discussed. The findings of this study demonstrate the significant potential of machine 

learning for accurate DRA and rock typing while leveraging automation and scalability.   

 

Keywords: digital rock, porous media, deep learning, permeability, neural network 
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4.1 Introduction 

Determination of permeability of porous media is one of the key practical interests in 

assessing subsurface reservoirs. The quantification of geomaterials permeability 

mathematically is not straightforward because permeability depends on the 

heterogeneity and complexity of such material’s microstructure [297]. Many studies 

showed that absolute permeability is related to other petrophysical properties such as 

porosity, pore geometry, connectivity, and tortuosity [119, 297-299]. However, there is 

no direct correlation for estimating the permeability of porous media accurately without 

solving for flow at the microscale [48, 126, 300]. With the emergence of high-resolution 

3D imaging, an accurate geometry of microscale pores in earth materials, also known as 

Digital Rocks (DR), can be reliably obtained at a few micrometers or even submicrometer 

resolution [1, 301]. Such detailed data gives unparalleled knowledge for predicting 

macroscopic physical properties from the microstructural morphology of the rock using 

numerical simulations [302]. 

Modeling flow and transport at the pore scale involve solving governing fluid flow 

equations such as conservation of mass and momentum [212]. The past two decades 

showed extraordinary advancement in numerical modeling methods of fluid flow in 

porous media. These methods can be classified into direct modeling methods and pore 

network modeling methods. Lattice Boltzmann methods are well-known to be one the 

widely used methods for computing flow directly on reconstructed pore-scale images 

[126, 148, 255, 303, 304]. Other direct modeling methods involve medium discretization 

to solve the Naiver-Stokes equation or Stokes equation for creeping flow [48, 305], or to 

solve elliptic flow equations [150]. Still, there are several potential drawbacks to direct 
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modeling methods. Solving numerical simulation directly is often time-consuming and 

requires high computational capacity and extensive memory allocation [145]. Pore 

network modeling has been considered as an appealing alternative for direct numerical 

simulation [138, 306]. The reason is that pore network modeling requires less computing 

capacity due to the simplified pore-space representation during reconstruction. An 

accurate simulation of fluid flow using pore network models requires a suitable 

representation that captures the essential morphological details of the pore space. 

However, most of the current models rely on assumptions that simplify the geometry of 

the rock and might be vague when defining what is considered pores or pore throat.  

Following many breakthroughs in a variety of computer vision tasks in recent years, 

Deep Learning (DL) has become a popular research area. DL architectures have 

overwhelmingly surpassed the performance of the classic state-of-the-art models in 

computer vision including but not limited to: image classification [307, 308], object 

detection [309, 310], and semantic segmentation [311, 312]. Subsequently, there has 

been a general interest in deploying DL on various digital inputs representing porous 

media. In particular, deep neural network architectures have been applied for DR image 

pre-processing and modeling; such applications include image resolution enhancement 

(Super Resolution) [199, 228, 229], image segmentation [23, 25, 313, 314], generating 

porous media [203] and predictive modeling of physical properties [206, 315-317]. 

Convolutional Neural Networks (CNNs) [185] make the backbone of typical DL models. 

Such a model consists of a sequence of non-linear transformations implemented as 

convolutional layers (i.e., layers with an efficient weight sharing mechanism that allows 

reusing the same features across various spatial locations in an image). Depending on 
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the task, the output of a CNN can model a categorical distribution over a set of mutually 

exclusive classes (classification) or estimate some continuous values (regression) [318, 

319]. The model parameters are optimized such it minimizes some loss functions, which 

for regression problems is often defined as Least Square Error (L2), i.e., the measure of 

the difference between current model predictions and desired ground truth target 

predictions. A brief introduction for predicting several porous media properties using 

CNNs is given in [315]. For further details about DL in general, we refer readers to [21, 

28]. With the advancement in computational capabilities and a better understanding of 

learning dynamics behind such models, the architecture of CNNs became deeper, 

allowing to discover more abstract features. Many architecture adjustments for 

boosting the performance of deeper learning models made significant improvements to 

ordinary CNNs performance including Inception by [320], VGG-16 by [308], and Residual 

Networks by [321]. CNNs can work with arbitrary spatial dimensions, including 

volumetric  3D images by using 3D kernels [188]. 

During the last few years, there have been efforts directed toward deploying machine 

learning as regression models for predicting porous media physical properties. Many of 

these efforts showed CNN among the best-performing models. Some of the previous 

efforts are listed in Table 4-1. While many of these studies introduced new ideas, 

frameworks, and important findings, there is still a general lack of understanding of how 

accurate and reliable the predictions can become. The performance of DL models is 

mainly subjective to the complexity of data (morphology, heterogeneity, etc.), the size 

of the dataset available for training, and the architecture. We find that the majority of 

studies in Table 4-1 have been trained or tested on one or two samples if not 
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synthetically generated images are used. This may not reflect performance on more 

heterogeneous rocks. Also, the architectures of all models in Table 4-1 are relatively 

shallow (typically one to eight convolutional layers) which might not unlock the full 

potential of DL models if recent advancements of deeper state-of-the-art architecture 

are considered.  

In our study, our main contribution focuses on applying full-scale experimentation 

through training and testing deeper architectures (compared to previous efforts) for 

estimating permeability on a diverse dataset consisting of (7 sandstone rocks and 2 

carbonate rocks). The range of permeabilities studied in the datasets extends over more 

than 3 orders of magnitude. To the best of our knowledge, this is the largest dataset 

(with >29K 3D geometry) presented for training DL models in the digital rock technology 

literature. The training experiments utilize 3D versions of Residual Networks (ResNet) 

[321] and ResNext [322] to estimate the geometry of porous media for flow-based 

characterization. The target permeability of three-dimensional porous media is 

computed through a geometrical finite volume solver [150]. We tested several variants 

of ResNet and ResNext with different depths to study the performance gains from 

deeper networks. We also used conductivity maps instead of binary images as an input 

to represent the pore space for training where we anticipate performance gains. We 

statically compare the obtained result through four different regression metrics, 

including mean relative error. We test the performance of the trained models with an 

unseen testing sandstone, in which the results are shown to generalize well overall. 

Finally, we train the best-performing model on a carbonate data set, in which the results 

are shown to be in a similar ballpark to the sandstone data set.
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 Table 4-1: A summary of previous efforts on estimating porous media physical properties using Convolutional Neural Networks

Research 
Paper Type of Data Training image size \ size of the 

dataset 
Training and 
Testing Split 

CNN 
Architecture Accuracy Metrics Summary of reported accuracy 

metrics on the testing dataset Main Findings\Remarks 

(Hong and 
Liu, 2020) 

[323] 

Training:  
Coconino 
sandstone 

Testing:  Bentheim 
sandstone 

1003 \ 3,215 samples 98% to 2% 
3D CNN 

3 Conv. layers 

R2 –coefficient of 
determination  

RMSE– root mean 
squared error 

standard deviation 

Testing: mean  R2: 0.866 - mean 
RMSE: 832 mD  

External sample Benthim 
sandstone: mean  R2: 0.694 - 

mean RMSE: 2673 mD 

3D CNNs show a relatively good fit for 
subvolumes obtained from same rock. 

Accuracy on external samples is not 
optimal 

(Kamrava 
et al., 
2020) 
[324]  

Training: Berea 
sandstone 

Testing:  
Fontainebleau 

sandstone 

2003 \ 510 sandstone samples + 
400 synthetically generated 

samples 

Not 
mentioned 

3D CNN 
number of layers 
is not mentioned 

R2 -Coefficient of 
determination 

Berea:  R2 -0.91 
Fontainebleau: R2 -0.90 

3D CNNs can learn morphology and link it 
to permeability 

(Sudakov 
et al., 
2019) 
[325] 

One Berea 
sandstone  1003 \ 9261 samples 90% to 10% 

Different ML 
Methods 

2D CNN - 10 
Conv. Layers 

3D CNN - 4 Conv. 
Layers 

Average Absolute error 
normalize by the spread 

of 1st and 99th percentile 
of permeability values 

3D CNN: average absolute error 
of 3.37% 

3D CNNs are superior to other ML 
methods 

Accuracy metrics do not include CNN 
prediction outliers 

(Tembely 
et al., 
2020) 
[326] 

Training: one 
sandstone and 
one carbonate 

Sandstone:(152×152×175) 
400 samples 

Carbonate: (100×100×160) 
759 samples 

70% to 30% 

Different ML 
methods 

3D CNN - 2 Conv. 
Layers 

R2 -Coefficient of 
determination 

3D CNN:  R2 -0.85 
Physics-informed CNN:   R2 -0.91 
(adding porosity and formation 

factor to the fully connected 
layer) 

Different ML methods are tested 
CNN has lower accuracy compared to 

other algorithms perhaps due to training 
dataset size 

(Tian et al., 
2020a) 
[327] 

3D synthetically 
generated images 4500 samples 80% to 20% 

3D Conv. 
network: 

Three networks 
are tested: 

2-4 Conv. Layers 

R2 -Coefficient of 
determination 

RMSE 
MAE  

R2 >0.996 
MAE: 0.017 Darcy 
RMSE: 0.03 Darcy 

Near perfect accuracy obtained on 
synthetic 3D geometries 

(Tian et al., 
2020b) 
[328] 

3D synthetically 
generated images 1000 samples 70% to 30% 

Genetic 
Algorithm and 

Artificial Neural 
Network 

R2 -Coefficient of 
determination 

R2>0.99 for all different 
configurations tested 

Near perfect accuracy obtained using 
synthetic 3D geometries 

(Wu et al., 
2018) 
[329] 

2D synthetically 
generated images 

Three cases: 980 samples, 1960 
samples, 490 samples 

3 cases: 
(98% to 2%) 
(99% to 1%) 
(91% to 9%) 

2D CNN: 2 Conv. 
Layers 

R2 -Coefficient of 
determination 

MSE  

R2-0.86 , 0.87, -0.714 
MSE-0.0008,0.001076,0.001553 

Adding porosity and surface area to fully 
connected layer increase performance 
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4.2 Materials and Image Processing 

Two datasets for training are used. The sandstone dataset comprises of six different 

sandstone images. The details of all images are shown in Table 4-2. A slightly smaller 

dataset is created for estimation of permeability of carbonates shown in Table 4-3.  

DL models trained using 3D images are constrained by the RAM of the graphics 

processing unit (GPU) available for training which is mainly dictated by the model size 

(how many parameters) and the input image size. The computational and memory 

requirement of 3D network architectures grows cubically with input resolution\domain 

size [330]. For example, training with domain sizes of 643,1283, and 2563 would 

theoretically require 5,18 and 80 Gigabytes of RAM for a given model size. Thus, training 

considerably deep networks with volumes bigger than 1003 exceed most of current GPU 

memory specifications. Volumetric image sizes less than 1003 have been reported in 

porous media literature to train 3D deep networks [200, 206, 209].  

To overcome limitations imposed by the GPU memory and maximize the field of view 

for the input images, we downsample our images so they can fit in the GPU memory. All 

input images are downsampled by a factor (N) in a tolerant way that has a minimal effect 

on the computed permeability and the geometry of the image. In Figure 4-1, a 2D image 

of Berea sandstone before and after downsampling is shown. This downsampling factor 

is determined based on the number of pore voxels representing local pore space. So, 

the pore size distribution of original images is computed based on the local pore 

diameter (Figure 4-2). The downsampling replaces resolved pore space greater than (N) 

by at least one voxel in the downsampled image. We choose N to preserve at least 95% 

of the pore space (the area under the curve shown in Figure 4-2).  
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Table 4-2: Sandstone samples used in the dataset. 

Name 
Resolution 

(µm) 
Porosity Size* 

Downsampling 
factor 

Number of 
subvolumes 

 
References\ 

imaging 
facility 

 

Bentheimer 
sandstone 

4.9 0.24 891×891×1440 2x 3240 

[331] 
Berea 

sandstone 
4.6 0.18 925×925×1200 2x 2160 

Leopard 
sandstone 

3.5 0.14 1265×1265×1800 3x 1836 

Navajo 
sandstone 

1.7 0.14 1265×1265×1800 3x 4800 

Argonne 
National 

Laboratory    

Brown 
sandstone 

1.7 0.13 891×891×2000 3x 3648 

Glidehauser 
sandstone 

4.4 0.20 893×897×566 3x 240 

Doddington 
sandstone** 

2.7 0.20 1000×1000×1000 5x 124 
Imperial 
College 
London  

Total 16048 

*The size of the sandstone images shown is before cropping and downsampling in the x, y, and z 
dimensions. 

**Doddington sandstone is only used for testing the models. 

 

The images are downsampled by a factor of (N) by subdividing the original image of grid 

size (X, Y, Z) into image size (𝑋𝑋
𝑁𝑁

, 𝑌𝑌
𝑁𝑁

, 𝑍𝑍
𝑁𝑁

) by assigning the coarser grid cells the statistical 

‘mode’ of the occupying phases in each grid cell size (N3). To ensure the downsampling 

has minimal effect on permeability values, the permeability before and after 

downsampling is measured for all samples and the difference is found to be less than 

2%. After downsampling, all the models are trained with intersecting subvolumes of size 

643 voxels with a shift of 32 voxels as the striding distance.  
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Table 4-3: Carbonate samples used to create the carbonate dataset. 

Name 
Resolution 

(µm) 
Porosity Size* 

Downsampling 
factor 

Number of 
subvolumes 

 
References\ 

imaging facility 
 

Indiana 
limestone 

5.3 0.10 650x650x1480 2x 7995 University of 
New South 

Wales -Tyree 
X-ray 

Middle 
Eastern 

carbonate 
5.3 0.23 1212x1212x1800 2x 5762 

Total 13721 

*The size of the carbonate images shown is before cropping and downsampling in the x, y, and z 
dimensions. 

 

 

Figure 4-1: Slices of the Berea sandstone (A) before downsampling of size (634,634) and 
(B) after downsampling of size (317,317) downsampled by a factor of 2. Grains are in 
white and the pore space is in black. (C) Difference image between A & B, showing slight 
differences at the solid-pore boundaries with no major connectivity loss (B is resampled 
to the original size of A for this comparison). 
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Figure 4-2: The local pore size diameter (voxels) is computed to decide a downsampling 
factor that has a minimum effect on the resampled image. The downsampled image 
must have more than (>95%) of the original pore space preserved.  

 

4.3 Methods 

4.3.1 Permeability Computation 

The permeability of all samples is computed using the pore-scale finite volume solver 

(PFVS) [150]. This method relates pore voxels' conductivity to the permeability 

computed from an image. A conductivity value is assigned to each pore voxel based on 

the distance of the pore voxel from the wall and the size of the local flow channel to 

which the pore voxel belongs to. An illustration of a conductivity map (represented as a 

dmax domain using Equation ( 4-1 )) computed for a subvolume of Doddington sandstone 

is shown in Figure 4-3. 
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The conductivity is computed in Equation ( 4-1 ) using a weighting function that 

represents the conductivity of the pore voxel based on its distance from the solid wall 

and the size of a local flow channel to which the pore voxel belongs [49, 150, 151]: 

𝒘𝒘 =
𝑹𝑹𝟐𝟐

𝟖𝟖𝟖𝟖
(𝟐𝟐𝒅𝒅𝒎𝒎𝒎𝒎𝒙𝒙𝒅𝒅 − 𝒅𝒅𝟐𝟐) 

( 4-1 ) 

 

where 𝑅𝑅 is the resolution of the image per voxel size (m), 𝑢𝑢 fluid viscosity (Pa. s), 𝑑𝑑 

denotes the digital equivalent of radial distance from the inner wall (voxel) and 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 is 

the digital equivalent of the maximum inscribed radius of the local channel (voxel). To 

obtain the local conductivity of the pore voxels, the Euclidean distance transform of the 

segmented image is portioned based on the maximum radius of the local flow channel. 

The algorithm for computing 𝑑𝑑 𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 is described in detail in  [150].  

 

Figure 4-3: (a) Slice of a binary subvolume of Doddington sandstone of size 643 and 
(b) the dmax domain (see Equation ( 4-1 )) of the same image. Warmer regions of 
dmax correlate with higher voxel conductivity. Both subvolumes are used for 
training the models in separate experiments. Image axes show the number of 
voxels. 
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PFVS has been tested against the Stokes solver in various rock samples. The 

permeabilities estimated are within 11% compared to the permeability obtained using 

the Stokes solver [150]. However, PFVS is chosen over classic simulation methods 

because of its computational efficiency as a large number of simulations are required to 

train CNNs [49]. The PFVS computation time that scales with the domain size can be 

described by a power-law relationship with an exponent of 1.16 (or 80% lower 

compared to Stokes solver).  

For permeability computations, we assume a unified voxel resolution of 4 micrometers 

for all geometries. The permeability can be rescaled/computed with the desired 

resolution if the spatial resolution for a given geometry of porous media is known using 

Equation ( 4-2 ): 

𝑲𝑲𝑨𝑨𝑫𝑫𝒄𝒄𝟖𝟖𝒎𝒎𝒍𝒍 = �
𝑹𝑹𝑨𝑨𝑫𝑫𝒄𝒄𝟖𝟖𝒎𝒎𝒍𝒍𝟐𝟐

𝑹𝑹𝑵𝑵𝒆𝒆𝒄𝒄𝒘𝒘𝒄𝒄𝒓𝒓𝑵𝑵𝟐𝟐 � × 𝑲𝑲𝑵𝑵𝒆𝒆𝒄𝒄𝒘𝒘𝒄𝒄𝒓𝒓𝑵𝑵 
( 4-2 ) 

 

where 𝐾𝐾𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑚𝑚𝑙𝑙 and 𝐾𝐾𝑁𝑁𝑁𝑁𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 are the actual and network estimation permeabilities. 

𝑅𝑅𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑚𝑚𝑙𝑙 and 𝑅𝑅𝑁𝑁𝑁𝑁𝐴𝐴𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 are the actual image resolution and the assumed imaged 

resolution. During simulations, we obtain both the permeability value and the 

conductivity of pore voxels as a 3D map of each subvolume. We train the models 

separately using the binary images and the conductivity maps shown in Figure 4-3. Based 

on the preliminary training experiments, we find the minimal preprocessing step of 

removing all unconnected pore voxels not contributing to the flow before training 

improves network convergence and accelerates the learning process. We augment our 

dataset by computing the permeability in the X, Y, and Z directions, which increases the 

dataset size by a factor of 3. 



129 
 

4.3.2 Networks Architecture 

In this study, a special architecture of CNNs called Deep Residual Networks, proposed 

by [321] is trained for permeability estimation. Residual Network (ResNet) and its 

variants have been used for various images related problems such as image 

segmentation and classification,  and object detection to mention a few [332, 333]. They 

have been the core architectures for the best-performing models on large datasets such 

as ImageNet (www.image-net.org) because of their powerful feature representation 

ability. ResNets incorporate blocks of skip (or residual) connections between some 

nonsucceeding layers (compare with Figure 4-4). This copies the signal at the arbitrary 

layer and passes it “as is” toward the following block. Residual blocks improve training 

dynamics in the model and allow to efficiently estimate very deep models (i.e., dozens 

of layers).  

The network architectures used in this study are similar to the ones described in [334] 

for action recognition in videos, except we modify it to use with volumetric images as 

inputs. In this work, we are also concerned with regression tasks, thus using the linear 

output layer.  The configuration of the residual blocks for the architectures used in this 

work is shown in Figure 4-4. In Table 4-4, we show the full network architectures for 

regression. We opt to experiment the performance of different architectures and depths 

as the literature on regression networks is not vast compared to other tasks such as 

classification. Hence, the accuracy gains of using a deeper network can be quantified.  

The basic ResNet block contains two convolutional layers each followed by batch 

normalization and a Rectified Linear Unit (ReLU). The signature skip connections of 

Residual networks connect the top of the basic block to just before the ReLU. Skip 

http://www.image-net.org/
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connections of Type (A) described in [321] are used in Basic blocks. The bottleneck block 

design has three convolutional layers followed by batch normalization and ReLU. 

Identity connections in bottleneck architecture are all of type (A) except where the 

dimensions of the tensors are changed (see Table 4-4) we use Type (B) skip connections 

[321]. The main difference between the two-block designs is the efficiency of 

computation. The bottleneck design is more economical when building deeper networks 

as reported when these designs were trained using different datasets [321].  

Table 4-4: Network Architectures. (F) corresponds to the number of feature maps in 
the residual block as shown in Figure 4-4. (N) is the number of blocks for a given layer. 
Max-pooling with a kernel size of 3×3×3 and stride of 2 before Conv2 is applied for 
downsampling. Every layer (Conv_x ) is followed by batch normalization [287] and 
rectified linear unit activation [288]. Spatial downsampling is applied at layers (Conv3, 
Conv4, and Conv5) with a stride of 2.  

Model ResNet-34 ResNet- [50,101,152] ResNeXt-50 

Block type Basic Bottleneck ResNext 

Conv_1 conv, k=7×7×7, F=64, stride=1 

Conv_2 
F 64 64 64 

N 3 3 3 

Conv_3 
F 128 128 128 

N 4 [4,4,8] 4 

Conv_4 
F 256 256 256 

N 6 [6,23,36] 6 

Conv_5 
F 512 512 512 

N 3 3 3 

Average 
Pooling 

global average pooling 

Top 
Layers 

FC layer-1 (1024), FC layer-2 (1) 
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4.3.3 Training Settings, System Specification, Hyperparameters, and 

Metrics 

This section describes the training and evaluation protocol, experimental settings, the 

choice of hyperparameters for training the networks, and the metrics used to evaluate 

the models. Table 4-5 reports the hyperparameters used to train each network variant. 

We train all the models using a DL Pytorch [335] toolkit using a single RTX 2080 Nvidia 

GPU. This GPU has eight Gigabytes of RAM, installed on a PC with an Intel i7-8700 (a 

3.20 GHz with six cores) CPU processor and 64 Gigabytes DDR4 RAM.  

 

Figure 4-4: Residual blocks of architectures (a) ResNet (basic), (b) ResNet(bottleneck) 
and (c) ResNext. (Conv, k3, F) refers to the kernel size (k) and the number of feature maps 
(F) of the convolution operation (group) refers to the number of groups of in 
convolutions or (cardinality) as described in the original paper [322]. BN refers to batch 
normalization [287] and ReLU refers to the rectified linear unit activation [288]. 

 

Early stopping of training with a patience of 15 epochs (when the validation error does 

not improve for 15 epochs) is applied to avoid overfitting [336]. The weights of the 

models are saved whenever the validation error decreases. Our 
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training/validation/testing splits of the datasets are 70% /15% / 15%, respectively, not 

including the Doddington sandstone samples. The validation dataset is utilized as a 

separate subset to assess the network performance while training for tuning 

hyperparameters (e.g. learning rate and weight decay). 

Table 4-5: Hyperparameters settings for training the models. 

Hyperparameter Resnet [34,50,101,152] ResNext-50 
Batch Size  [8,8,6,4] 8 
Optimizer Adam [295] 

Learning rate 1×10-5 
Weight Decay 1×10-4 
Loss Function Mean Absolute Error (MAE) 

 

During training, we monitor four metrics to assess the model accuracy: Explained 

Variance Score (EVS), Mean Absolute Error (MAE), Mean Squared Error (MSE), and Mean 

Absolute Relative Error (MARE). MAE and MSE are very common criteria for regression 

problem monitoring and detecting outliers [337]. EVS is a statistical measure that 

estimates the proportion of which a model accounts for the variation of a given dataset. 

The highest possible score for EVS is 1.0, lower values correspond to worse performance. 

Mean relative error estimates the average relative error to the ground truth values for 

all samples. In Table 4-6, we show the mathematical formula for computing each metric. 

We use 𝐴𝐴𝑗𝑗 for the actual value of the 𝑗𝑗-th sample, 𝑃𝑃 for the predicted value, 𝑉𝑉𝑎𝑎𝑉𝑉 for the 

variance and 𝑎𝑎 for the number of samples in each dataset. 
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Table 4-6: Metrics for assessing the accuracy of regression. 

Metric Metric Formula 

EVS - Explained Variance Score 1 −  
𝑉𝑉𝑎𝑎𝑉𝑉 (𝐴𝐴𝑗𝑗 − 𝑃𝑃𝑗𝑗)
𝑉𝑉𝑎𝑎𝑉𝑉 (𝐴𝐴𝑗𝑗)

 

MAE – Mean Absolute Error 
1
𝑎𝑎
��(𝐴𝐴𝑗𝑗 − 𝑃𝑃𝑗𝑗)�
𝑛𝑛

𝑗𝑗=1

 

MSE – Mean Squared Error 
1
𝑎𝑎
�(𝐴𝐴𝑗𝑗 − 𝑃𝑃𝑗𝑗)2
𝑛𝑛

𝑗𝑗=1

 

MARE - Mean Absolute Relative Error 
1
𝑎𝑎
�

�(𝐴𝐴𝑗𝑗 − 𝑃𝑃𝑗𝑗)�
𝐴𝐴𝑗𝑗

𝑛𝑛

𝑗𝑗=1

 

 

4.4 Results and Discussion 

4.4.1 Binary Images and Conductivity Maps Comparison 

We compare the use of binary/segmented images as an input for training against the 

use of conductivity maps. It is noticed that training with conductivity maps generally 

yields better performance when benchmarking against two ResNet architectures: 

ResNet-34 and ResNet-50. The aforementioned evaluation metrics are monitored on a 

separate validation set during the training experiments and are shown in Figure 4-5. This 

behavior is expected because the conductivity maps contain a richer representation of 

1000

6000

11000

16000

21000

26000

31000

0 10 20 30 40 50 60 70

M
ea

n 
Sq

ua
re

d 
Er

ro
r 

(m
D

)

Epochs

ResNet-50 (Conduc�vity)
ResNet-34 (Conduc�vity)
ResNet-34 (Binary)
ResNet-50 (Binary)

0.7

0.75

0.8

0.85

0.9

0.95

1

0 10 20 30 40 50 60 70

Ex
pl

ai
ne

d 
Va

ri
an

ce
 S

co
re

Epochs

0

20

40

60

80

100

120

140

0 10 20 30 40 50 60 70

A
bs

ol
ut

e 
M

ea
n 

Er
ro

r 
(m

D
)

Epochs

Figure 4-5: Comparison of the performance of ResNet-34 & ResNet-50 when using binary 
images against conductivity maps 



134 
 

what determines permeability, where not only the morphology is defined, but also the 

pore voxels connectivity is cast for better permeability estimation. We base all further 

model experiments in the remainder of the study on the conductivity maps as the input 

images for training. 

4.4.2 Regression Experiments using Residual Networks Variants 

In this section, we test several residual network variants for flow estimation. The training 

settings for all the experiments are shared and reported in Table 4-4 and Table 4-5. Only 

the model architecture is changed for each run. The regression evaluation metrics for 

the best model performance using the testing set are reported in Table 4-7. The models 

achieve very similar performances overall. There are slight gains in accuracy when 

increasing the depth of the network; however, this is at the expected cost of higher 

computation requirements (longer training time). In Figure 4-6, the training loss is 

plotted against the number of epochs. The figure shows the convergence in deeper 

networks is slower, requiring training for more epochs. 

Table 4-7: Residual Network performance on the testing set. Bold results show the 
best values of each metric obtained during training. 

Model MSE (mD) EVS MAE (mD) MARE  
Training 
Duration 
(hours) 

ResNet-34 5012.9 0.953 25.94 34% 11  

ResNet-50 4765.62 0.961 28.82 28% 17  

ResNet-101 4811.55 0.963 28.23 28% 36  

ResNet-152 4792.23 0.964 25.88 25% 86  

ResNext-50 6992.23 0.943 34.27 34% 26  
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The actual permeabilities as obtained with numerical simulation are plotted against the 

ResNet-50 estimation in Figure 4-7. The datasets considered in this study are not equally 

distributed across the full range of permeabilities but rather skewed to values closer to 

zero. The existence of a few prediction outliers with relative error exceeding 50% is 

apparent in some samples. The anticipation of outliers in neural networks regression 

has been reported in the literature for different regression problems such as age 

estimation [338, 339] and several methods have been suggested to mitigate it such as 

the use of robust regression methods [318, 338]. Yet, applying such methods lies beyond 

the scope of this study. The mean relative error of the best performing model is 25%, in 

which the highest 10th percentile of relative errors is for samples less than 100 mD of 

permeability. These errors possibly arise from the complex geometries with narrow 

pathways that the network mispredict. Also, this is a side effect of using L1 loss which 

might not be sensitive to relative error considering the backpropagation through which 

the network weights are updated. 

 

Figure 4-6: Training loss (MAE) plotted against the number of training epochs. 
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Figure 4-7: Permeability values from the simulation are plotted against the 
permeability using the network estimation. The determination coefficient (R2) of the 
training dataset (left) is 0.984 and the testing dataset (right) is 0.956. The red line is 
showing the line equation y=x. 

4.4.3 Testing with Unseen Sandstone Samples 

All testing subvolumes in the previous sections are unseen and have not been used in 

training but part of the samples was used in training. In this section, the models were 

tested using a holdout Doddington sandstone that has not been included in the training 

dataset. In total, 124 subvolumes were tested using the best models’ weights (according 

to validation performance) as obtained during training. Table 8 shows the performance 

metrics of each model. The models’ performances are in a similar ballpark as the results 

reported on the in-domain testing set with ResNet-152 characterized by the best 

performance. Figure 4-8 shows the permeability from the simulation plotted against 

ResNet-152 predictions. The EVS is 0.87, slightly lower (less than 10%) than the average 

of the testing set. However, the computed prediction errors using MAE and MSE metrics 

are 18.92 mD and 3072 mD, respectively, which are lower compared to the experiments 

ran on the testing set by 30%. The MARE for the best model, ResNet-152, is 18.9%. This 
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relative error reported is not high if compared to indirect pore-scale modeling 

techniques to compute permeability such as pore network modeling or Laplace solvers 

[137, 143, 340]. The reported errors in these studies are generally higher than 20%. Also, 

the inconsistencies between various numerical solvers (such as finite volume method) 

compared to Lattice Boltzmann methods and Stokes solvers have similar relative errors 

[174, 341]. The inference time of deep models per sample is four times less than that 

required to run the simulation used for the same domain size. So, the error trade-off  

Table 4-8: models performance tested using an external sandstone. 

Model MSE (mD) EVS MAE (mD) MARE (%) 
Inference 
time per 

sample (ms) 

ResNet-34 3244 0.87 44.3 21.3 61 

ResNet-50 3206 0.87 41.8 21.8 70 

ResNet-101 3638 0.86 42.5 22 88 

ResNet-152 3072 0.87 39.10 18.9 105 

ResNext-50 4172 0.83 51.02 25.4 56 
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Figure 4-8: Permeability of subvolumes of an unseen sandstone plotted against the 
ResNet-152 predictions. The determination coefficient (R2) is 0.86. The red line is the 
line equation y=x.  

4.4.4 Training and Testing on Carbonate Samples 

The regression experiment using model Resnet-152 are repeated using the carbonate 

dataset in which carbonate images are used for training. The results are shown in Figure 

4-9. Table 4-9 shows the performance metrics on the testing set where the metrics 

overall show a similar trend to the results obtained when training using sandstone. 

However, it was noticed again that the highest top 10th percentile of relative error is 

from samples with relatively low permeability (<500 mD). The reason is perhaps the 

complexity of the pore space geometry and the limited connectivity between pore 

bodies where the network misestimates such bottlenecks. Model regularization and 

incorporating robust regression techniques for outliers detection should have a 

significant improvement on such models which is an active research area [338, 342]. 

The results and error margins when training with more complex geometries of 

carbonates are comparable with the previous experiments on sandstones. This shows 
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the capacity of residual networks as models, and their ability to learn complex features 

considering the different porosity ranges and geometrical features of carbonates. This 

is another significant advantage over indirect pore-scale modeling in which the 

performance in general declines with the geometry complexity [137, 340]. 

 

Figure 4-9: Permeability of carbonate subvolumes plotted against ResNet-152 
predictions. Determination coefficients (R2) are 0.98 for training and 0.95 for testing. 
The red line is the line equation y=x.  

As the introduction of GPUs facilitated training deeper networks such as the ones 

presented in this study, computational efficiency remains an important aspect for 

achieving optimal accuracy. The gains in accuracy through training deeper neural 

networks may not be significant, considering the training time. ResNet-50 and ResNet-

152 achieve very close margins of accuracy with considerably longer training time for 

the latter. However, considering the inference time for all models taking less than a 

second and the fact that training is only done once, the gain in accuracy with respect to 

training time can be justified. The rapid growth of computational resources i.e., GPU 

computational capacity and using multiple GPUs for training should boost the 

robustness and generalization of DL models. larger dataset, domain sizes and deeper 
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models boosting the robustness and the generalization capacity of deep regression 

models. 

Table 4-9: Performance metrics obtained from the testing set when training model 
ResNet-152 on the carbonate dataset. 

Model MSE (mD) EVS MAE (mD) MARE (%) 

ResNet-152 10693 0.95 66.5 26.8 

 

4.5 Conclusion 

Applying deep neural networks for estimation of permeability based on 3D images of 

rocks as an input has shown to produce a comparable result to the values obtained via 

numerical simulations. Several 3D variants of deep residual networks (ResNet) are 

trained to estimate the permeability of subvolumes of size 643 voxels extracted from 

larger downsampled volumes. Two datasets are generated from sandstone and 

carbonate images with a total number of images exceeding 29,000 subvolumes for 

training and testing. The training experiments are conducted using two forms of inputs: 

binary images and conductivity maps (where pore voxels are assigned a conductivity 

value based on Euclidean distance from the closest grain boundaries). Several 

conclusions have been made from the training experiments. First, training with a richer 

representation of pore space yields considerably better estimation results. Conductivity 

maps boost the network performance in estimating the permeability compared to 

binary images, decreasing the MAE metric by 37.5%. Second, network depth can 

improve regression accuracy considerably. When the residual network variants are 

compared, deeper networks performed better compared to shallower ones, at the cost 

of higher computational cost, e.g., ResNet-152 decreases the MAE metric by 10% 
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compared to ResNet-50. The evaluation metrics of the best performing model, ResNet-

152, are MAE of 25.88 mD, EVS of 0.964 and MARE of 25%. The most promising model 

was also tested using an unseen Doddington sandstone. The evaluation metrics show a 

similar trend to results obtained from the original testing set with MAE of 18.92 mD, EVS 

of 0.87, and MARE of 18.9% for ResNet-152. Finally, the results obtained when training 

Resnet-152 on more heterogeneous and complex geometries of carbonate images are 

very similar with MARE of 26.8% and MAE of 66.8 mD. This shows the capacity of DL 

models to learn more complex geometries without an obvious implication on the 

estimation accuracy if compared with more classical methods of estimating 

permeability. 

This study serves as a first step toward obtaining a fully automated framework for 

estimating physical properties from the pore space geometry for which we consider 643 

subvolumes of various DRs for training. The advancement of computational technology 

(especially GPUs) will enable training with larger domains and datasets sizes. The focus 

of future studies will include training with more complex geometries of porous media 

including fractured media. We also look forward to enhancing the generalization ability 

of models through combining robust regression methods alongside neural networks and 

employing ensemble learning. 
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5 Conclusions and Future Work  

This chapter summarizes the main contribution and conclusion of this research and 

recommends directions for future work.  

5.1 Conclusions 

This thesis presented frameworks for developing, validating, and integrating DL capabilities to 

address several limitations in Digital Rock Analysis (DRA) workflows, such as bottlenecks in 

imaging hardware, processing, and modeling schemes. DRA is a key step in rock and porous 

media characterization studies, whose applications include estimating hydrocarbon reserves, 

geomechanics, and CO2 sequestration. Several implementations of DRA are intended to provide 

swift and reproducible reservoir rock characterization, including the estimation of permeability 

and porosity. Yet, they contain shortcomings due to (1) user bias and experience in choosing 

parameters in processing and modeling, (2) constraints imposed by imaging hardware, such as 

the tradeoff between resolution and field of view, and (3) high computational cost of traditional 

image processing and numerical simulation. Our methods overcame these limitations by 

adopting DL methods to automate the processing and modeling of these rock image analyses. 

These methods’ advantages include reduced human involvement so as to minimize human error 

(achieved by using end-to-end models), the rapid characterization of porous media through 

predictive modeling, and adding capabilities to the analysis that cannot be achieved otherwise 

using traditional imaging hardware.  

To achieve our objective and demonstrate the capability of DL methods in rock analysis, the 

questions stated in the objectives section have been addressed in discrete stages. First, the 

potential of DL in processing and segmenting carbonate rocks using Convolutional Neural 

Network (CNN) architecture for super-resolution and multiphase segmentation was explored. 
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Second, an automated characterization method from 2D X-ray images of sandstone rocks was 

proposed. Third, another framework was designed to extend the DL capability for 3D flow-based 

characterization in both sandstone and carbonate rocks. The questions listed in the objectives 

are addressed as follows: 

I. Is it possible to develop end-to-end DL schemes that can minimize user bias 

and process low-resolution images to reliably produce high-quality segmented 

data? If so, how is this improvement reflected in the computed physical 

properties of the processed medium? 

To alleviate the issues of user bias and imaging hardware constraints, Chapter 2 presented how 

to obtain super-resolved segmentation of complex carbonate rocks to illustrate the capability of 

DL in image processing and segmentation. For this purpose, a unique High-Resolution (HR) and 

Low-Resolution (LR) micro-CT scanned dataset of carbonate rock images was prepared. Using 

these datasets, two DL frameworks were trained to super-resolved and segment LR images, 

namely (1) U-Net and U-Resnet in an end-to-end scheme in one network, and (2) obtaining 

super-resolution and segmentation in two separate networks (EDSR-U-Resent). The 

segmentation accuracy of the two frameworks was compared with that of classical 

segmentation methods. The comparison metrics included voxel-wise accuracy, morphological 

measurements, and flow characteristics. Overall, the results showed improved identification of 

micro-porosity in carbonate rocks, despite imaging artifacts such as partial volume effects. The 

results of the segmentation of the network show consistent voxel-wise accuracy and are 

commensurate with the ground truth segmentation. In addition, and from a morphological 

perspective, our volume fractions of network segmentation showed better accuracy than does 

using only LR segmentation from classical methods (e.g., Otsu and watershed segmentation). 

Furthermore, and to compare the flow characteristics of network segmentation, the DL 

frameworks showed promising pore network results with better connectivity, pores, and pore-
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throat sizes for CNN segmentation than do ground truth methods. Additionally, single- and 

multi-phase flow simulations of the network show a relatively good match compared to ground 

truth simulations (see Table 2-4 and Table 2-5). The encouraging results owing to the 

automated processing and segmentation demonstrated by these DL techniques lead to 

minimizing user input and bias to the analysis. The results of the DL techniques also show their 

ability to overcome hardware constraints by allowing for a flexible image domain size selection. 

For instance, LR images having a large field of view can be obtained and translated via super-

resolution to capture the finer details of pore geometry. In this application, we demonstrated 

how automation using a fit-for-purpose DL techniques is useful in image pre-processing, which 

is a vital step before characterizing the rock images. However, it should be noted that the use of 

more advanced CNN structures (e.g., HRNet [343], HRNet-OCR [258], and EfficientNet [259]) 

and training strategies that use multi-scale context methods [258] should improve the outcome 

segmentation, resolution, and performance. The use of more accurate methods is further 

discussed in the recommendation for future work (section 5.2.2).  

II. Can CNNs be used as regression tools for predicting the physical properties of 

porous media directly from 2D segmented micro-CT images? Can raw greyscale 

images be used? 

To characterize the rock images, Chapter 3 described the second stage of integrating DL 

techniques in rock analysis: a rapid and automated characterization method from 2D X-ray 

images of sandstone rocks. It served as a proof of concept that DL methods such as CNN can be 

used to predict geometry-based reservoir properties based on images as input. Traditionally, 

DRA computes physical rock properties using time-consuming ad-hoc processes (e.g., filtering 

segmentation, pore network extraction, and flow simulations). These processes often require 

iteration to pre-process the image, extract the pore network or model flow before computing 

the properties, which increases the computational and man-hour time to conduct petroleum 
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studies. To reduce the analysis time, the main objective of this chapter was to show that CNN-

based frameworks do not merely segment the rocks, but predict key physical properties using 

binary and greyscale micro-CT X-ray images as input. By doing so, CNN can reduce the analysis 

time because of the automation of DL techniques. A dataset consisting of more than 5,000 

training and 2,000 testing 2D images was used to conduct the investigation. The predicted 

properties of the model were the porosity, specific surface area, and average pore size of each 

image. The model showed promising results, where the relative error to determine these three 

physical properties was no more than 6% when using binary images and at most 7% when 

greyscale images were used. This chapter focused on 2D regression analysis on sandstone 

images only, to predict simple physical properties linked to the pore space geometry.  

III. What accuracy margins are expected when applying 3D residual network 

architectures for estimating permeability directly from volumetric images of 

sandstones and carbonates rocks?  

IV. Can pore space representation or network architecture improve DL models' 

performance and regression accuracy? 

To expand the previous investigation on other types of rocks and characterize more complex 

physical properties, Chapter 4 illustrated the third stage, which used residual networks for both 

sandstone and carbonate rocks using binary 3D images or conductivity maps as input. 

Historically, fluid flow simulation has been modeled on pore space using computationally 

demanding techniques to estimate permeability. Similar to DRA ad hoc processes highlighted in 

Chapter 3, this also adds to the analysis time of rock characterization. Once training is 

completed, the permeability estimation can be significantly computationally faster. For this 

purpose, only the CNN feed-forward cycle was used to estimate permeability, leading to less 

reduced wall-time than those of other flow simulation methods. The best model results showed 

that permeability can be inferred from an unseen sandstone sample in less than 120 ms, with a 
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relative error of 18.9%. Similar results were obtained when carbonate rock images were used 

for training. We also showed that the accuracy of permeability estimation was superior when 

the input was conductivity maps rather than binary images. In addition, we found that a slight 

performance gain can be achieved when using deeper networks for the analysis.  

Overall, the DL methods we presented demonstrated great potential for accurate digital rock 

analysis by leveraging automation and scalability on 2D and 3D carbonate and sandstone micro-

CT images. Although DL techniques have been previously used to process digital rock images and 

predict properties from them, they did not attempt to utilize DL for end-to-end processing. They 

also lacked a comprehensive detailed analysis of regression accuracy or showcasing the 

generalization capabilities on various rock types (as shown in the introduction of Chapter 4, for 

example). This thesis advances the current stage of knowledge with the following main 

contributions: (1) the demonstration of DL techniques in end-to-end image processing by 

translating LR greyscale images to HR labeled images; (2) the proposal of a scheme to estimate 

several physical properties from 2D images, including detailed regression and error analysis; and 

(3) the analysis of a more inclusive dataset suitable to estimate permeability in both sandstone 

and carbonate rock types using state-of-the-art deep residual networks.  

The set of DL techniques presented in this thesis is useful for preliminary estimation of rock 

properties, especially for immense core analysis projects required at the early planning stages 

of field development. The prospect of ever-increasing computing power promises even more 

future improvement in estimation and processing accuracy, which opens the door for a wider 

deployment of machine learning in digital rock analysis. The technology has the potential not 

only to reduce the computational time required for the analysis, but to minimize the required 

manpower to complete routine rock analysis. However, the DL techniques that achieved these 

results are still in their infancy, and further work is required to improve their applications, 

particularly for digital rock analysis. Challenges such as inadequate dataset representation, lack 
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of field and laboratory data, and accuracy loss from soft computing remain and must be 

considered when using artificial intelligence techniques. Furthermore, other key areas of future 

work are required to improve the results of this thesis which are discussed in the next section. 

Lastly, this thesis presented DL methods for image processing and physical properties regression 

in chapters 2 and 4, respectively, on 3D digital rock images. Learning from 3D images has many 

advantages over learning from 2D images, especially for tasks requiring the assessment of 

connectivity such as permeability estimation. The methods presented applied 3D convolution 

on voxel grids to extract features relevant to the network’s task from the geometry of interest. 

While this approach showed promising results, other data structures such as graph 

representation learning [187], and point-cloud methods [344] have been suggested to improve 

the performance for learning from 3D geometries. Further discussion on this topic is presented 

in section 5.2.2. 

5.2 Recommendations for Future Work 

Although the results of this work show promising potential of DL techniques in DRA, key areas 

of future research would enhance our research output, expand its application, and improve its 

accuracy. In this thesis, three key specific areas are recommended for future studies including: 

(1) using laboratory data to benchmark and train the DL models; (2) investigating the use of 

other DL methods to enhance the accuracy of prediction and improve performance; and (3) 

extending the use of DL techniques in complex and challenging rock types such as 

unconventional shale gas or tight sand. These areas are discussed in more detail below.   

5.2.1 Using Laboratory Data for Benchmarking and Training DL Models 

Unlike most computational paradigms, DL has the ability to learn. In many scientific fields, DL 

has been shown capable of resolving complex applied problems. For example, DL models have 

shown great success in detecting early signs of cancer in medical imaging. However, these 

models were trained on an enormous number of real-life cases and high-quality data. Data 
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augmentation can help mitigate the lack of data by generating extra instances for DL models to 

learn from. However, this might not be sufficient for scalable generalization. In fact, many 

service companies have the sole business objective of image labeling and annotation for 

machine learning projects.   

As for DRA, since the main reference for validating DRA is mainly through laboratory 

experiments, it is worthwhile creating large laboratory-based datasets for the characterization 

of porous media and DL training. Although this is partially fulfilled in Chapter 2, where Mercury 

Intrusion Capillary Pressure was used to calibrate the segmentation of ground truth 

segmentation, the other chapters used image-based results and numerical simulation as ground 

truth. For example, Chapter 4 showed that the permeability of various porous media can be 

estimated using DL with a relative error of 18.9% as compared to numerical simulation. 

However, the inherited error from the preprocessing or simulation is not fully quantified. 

Creating datasets where the ground truth of physical properties is obtained through laboratory 

experiments would increase the value of DL models as characterization tools. Raw micro-CT 

images can be used as-is for predictive modeling of macroscopic physical properties.  

5.2.2 Exploring Other Learning Methods for Accurate Predictive 

Modeling 

The science of DL is still at the early stages of research and implementation in DRA. The first 

paper that attempted applying a DL application on DRA was published in 2016. Over the past 

few years, novel DL techniques have been introduced to improve the accuracy of prediction and 

improve training and testing performance. For instance, Multi-Task Learning (MTL) [345] has 

recently gained increasing popularity in various applications such as speech recognition [346] 

and drug discovery. In single learning tasks, one loss function is optimized, such as the absolute 

error in permeability regression presented in Chapter 4. This focus on one task can lead to 

overlooking information that helps improve performance. In contrast, in MTL, features extracted 
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and shared representations across the network to perform tasks have been shown to improve 

the DL model’s ability to generalize on the essential task. In essence, several losses are computed 

for multiple tasks and are used to optimize the shared layers’ parameters, as shown in Figure 

5-1. In July 2021, Cao, et al. [347] presented the first effort for applying such methods on DRA. 

The model architecture proposed is composed of a segmentation network, a feature extraction 

network, and a physical properties regression network. The model uses parameter sharing, 

which improves the performance of the network overall. However, this work applies the model 

on 2D slices of sandstone for the regression of properties, similar to the one presented in 

Chapter 3. It would be beneficial to apply similar models for estimating physical properties 

dependent on 3D geometries, such as single and relative permeabilities, which often require 

numerical simulation to obtain. 

 

Figure 5-1: A Multi-Task Learning model architecture. Retrieved from Thung and Wee 
[345]. 

DL models can be trained with multiple tasks such as segmenting greyscale image input, 

estimating image-based properties (e.g., porosity and saturation) from the segmented images, 

and predicting velocity field or tortuosity, which might traditionally require numerical simulation 

to obtain. 
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DL models can also be improved by mitigating the memory limitation of modern GPUs when 

training. The review of DL in DRA presented by Wang, et al. [20] showed that most of the models 

are trained using mini-batches of subvolumes of around 1003 voxels in size. This limits the field 

of view when processing images or predicting petrophysical properties from these batches. 

However, there are other unexplored DL methods for learning from 3D spaces, that utilize 

memory-efficient algorithms such as point-cloud learning [344] and octree data structures (3D 

grid agglomeration) [330, 348]. Both of these methods enable investigating larger volumes and 

can be used to represent pore space geometry and predict geometry-based properties. 

5.2.1 Investigating the Potential of DL Techniques in Unconventional 

Resources 

In recent years, increasing attention has been directed toward unconventional reservoirs such 

as shales or coalbeds, for their potentially large untapped reserves and the availability of 

technological means to extract the hydrocarbons from such reserves. Yet, these reservoirs are 

characterized by tight porosity ranges (often <8%) and ultra-tight permeability in the range of 

nano- to milli-Darcy because of their complex pore structure [74, 349]. They exhibit various types 

of pore space interconnectivity, complex pore size distributions, and heterogeneity [74, 350]. 

Although our datasets encompassed both sandstone and carbonate rocks so as to be more 

generalized than those in previous literature, unconventional resources were outside our scope. 

Many researchers attempted to study the petrophysical and geomechanical properties of 

unconventional resources digitally using a suite of multiple imaging techniques [351, 352]. Using 

the DRA framework is anticipated to be more difficult in unconventional resources because 

micro-CT scanning can only partially resolve the pore space in such material. Therefore, it would 

be beneficial to extend the applications of our DL frameworks, specifically the super-resolution 

and segmentation, to evaluate their accuracy in these special hydrocarbon resources and 

compare them with the accuracy achieved in conventional resources.  
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Appendix  

The MICP tests are performed using POREMASTER® by Quantachrome instruments on 

the 6 mm core plugs after X-ray imaging. For the MICP experiment analysis, a 

methodology presented by [353, 354] is followed. This method fits multiple Thomeer 

hyperbolas [355, 356] to quantify the different pore systems in carbonates using 

superposition. This enables the identification of the porosity of macro- and micropores 

systems and their pore throat distribution. The pore volume fraction of each pore is 

determined based on the volume of mercury injected (%BVocc). The pore volume 

fraction obtained from the MICP for the macropore system is used to choose a safe 

threshold to complete the ground truth (watershed) segmentation. The pore throats 

distribution is estimated based on the minimum entry pressure (Pd) from Thomeer 

Hyperbola. The conductivity of the micropore system is then estimated based on the 

average pore throats for the single-phase permeability simulation. In the below figures, 

we show the Thomeer Hyperbolas (Figure A and B) and the pore throat distribution 

(Figure C) for the ILS and MEC samples.  
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Figure A: The estimation of porosity contribution of each pore system in the ILS 
samples using Thomeer Hyperbola. 

 

Figure B: The estimation of porosity contribution of each pore system in the MEC 
samples using Thomeer Hyperbola. 
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Figure C: Pore throat distribution of the ILS and MEC samples based on the MICP test 
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