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Quantitative interpretation of electron-beam-induced current grain
boundary contrast profiles with application to silicon

Richard Corkish,® Tom Puzzer, and A. B. Sproul
Photovoltaics Special Research Centre, University of New South Wales, Sydney 2052, Australia

Keung L. Luke
Department of Physics and Astronomy, California State University, Long Beach, California 90840

(Received 19 March 1997; accepted for publication 13 August 1998

An improved method is described for extracting material parameters from an experimental
electron-beam-induced currefBIC) contrast profile across a vertical grain boundary by directly
fitting an analytical expression. This allows the least-squares values of the grain boundary
recombination velocity and the diffusion length in each grain to be determined without the need for
the reduction of the experimental profile to a few integral parameters, as is required in a previously
reported method. Greater accuracy of the extracted values is expected since none of the information
contained in the experimental contrast data is discarded and a less extensive spatial range of
measured data is required than in the commonly used method. Different models of the carrier
generation volume are used in the fitting and the effect of the choice of generation model on
extracted values is investigated. In common with other EBIC approaches, this method is insensitive
to changes in the diffusion length when the collection efficiency is high and diffusion lengths may
not be reliably established in those cases. 1898 American Institute of Physics.
[S0021-897€08)02722-4

I. INTRODUCTION deep generation(ii) that both the plane of the grain bound-

The need for the adoption of alternatives to ary and the electron beam are normal to the collecting junc-

semiconductor-grade material by the solar cell industry is z%'_on (Fig. 1); (iii) thatl‘ is uniform, at Ieas_t within each grain;
major incentive for much of the current solar cell research.'v) that_ the grain t_)oundary may be 5|mply de_scrlbed as a
Alternatived offer the advantages of reduced energyplanar interface with a particular recombination velocity

investment and financial cost at the expense of lower energ))Nhi_Ch Is independent of inje_ction I_evel; arid) that the dif-
j;smn length is the same either side of the grain boundary.

conversion efficiency. Cells made of cast silicon and variou , : :
amorphous and polycrystalline semiconductors are now ro -om_)latos_ expression for the_contrast when the beam posi-
tinely manufactured. In solar cells and other devices maddon 1s & distance, from a grain boundary s
from multicrystalline or polycrystalline materials, the recom-
bination of minority carriers at grain boundaries is a critical _ o~ 1(x0)]
L : C(Xg)=——F——
limitation on their performanc&? Researchers and manufac- lo
turers need methods to quantify grain boundary parameters 25 [ K "
in experimental and production devices in order to be able to =— (2— f [sin( kz)
ascertain the impact of grain boundaries on device perfor- lom Jk=o\ n*(21+9) Jz=0
mance and to measure the effectiveness of grain boundary o
passivation techniquésyhich are intended to mitigate their X f [exp(—,u,|x|)h(x0—x,z)]dx] dz) dk,
impact. =

It has been shown by Donol&tthat an expression may (1)
be derived to describe the variation of electron- or light-
beam-induced currentEBIC or LBIC) contrast across a wherely is the background current at a large distance from a
semiconductor grain boundary in terms of two parameters: grain boundary, (x,) is the beam-induced current in the
the diffusion length within the grain ans] which is defined  vicinity of a grain boundaryp=(k®+L~?)%?, k is an inte-
as the grain boundary recombination velocity, divided by  gration variable,x is the lateral distance from the grain
the diffusivity of the minority carriersD. In order to obtain  boundary, &;—X) is the lateral position relative to the beam
such an expression, Donolato made the following assumgecation(see Fig. 1, andh is the projection of the generation
tions: (i) that generation and recombination of charge carriersvolume,g(x,y,z), onto thex,z plane®
could be neglected in the emitter lay@rcarrier collection is

by ap-njunction and in the junction depletion regidthis (™

implies a beam acceleration voltage high enough to ensure  N(Xo=X.2)= | = g(Xo=X.y,2)dy. @
dElectronic mail: r.corkish@unsw.edu.au The background current may be found frobm
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Electron zero and the following parameter values were assurhed:
F %o | peamn =150um, vs=4.5x10°cms?, D=30cnfs ! and R
Cg?]?;ct > =6.6um. The area parameted/R, rapidly approaches its
77 ) Y A true value of 1.847 with integration up g ~200um but
! i ] the integration fo2,/R must be extended t, ~800um or
21 Collecting .
z s p-n junction beyond in order to closely approach an accurate result of
sl Generation 9.810. This demonstrates that great care must be taken to
31 volume ensure that sufficient data are measured, or at least extrapo-
£1 X lated, to permit an accurate estimate of the variance. The
o] need for data far from the grain boundary has previously

been noted by Mittiga and Capizzi. This effect is particularly
Rear contact important since the lack of a feedback mechanism in the
graphical method could make it difficult for an erroneous
value to be detected.
In this work we describe a method of directly fitting Eq.
(1) to experimental EBIC contrast profiles and apply it to a
o0 % grain boundary in a silicon solar cell. With an appropriate
lo= fo {exp(—z/L)f_x[h(xo—x,z)]dx)dz. model for the generation profile and taking advantage of
modern computing speed, it is now a practical proposition to
Equation (1) could be fitted to experimentally deter- fit directly to Eq.(1) using a personal computer. At least one
mined EBIC or LBIC contrast profiles by numerous evalua-previous attempt has been made at direct fitting to EBIC
tions within an optimization loop. However, Donolato de- grain boundary scans. Sealfefitted to the EBIC data an
scribed a faster procedure which involves the description ogxpression derived by Zodkfor the LBIC response to an
the profile by two integral parameters: its area and variancenfinitesimally small laser beam by estimating an effective
His procedure has been used elsewRiéfe!® Mittiga and  optical absorption coefficient for an electron beam. It will be
Cappizzt® described an alternative, rapid technique for fit-shown that our more sophisticated analysis results in much
ting Eq. (1) to experimental LBIC profiles. Their method closer agreement between theory and experiment. Masri
uses the Fourier transform of the profile and does not requirgt al'® estimated the diffusion length before fitting
the reduction of the profile shape information to a few inte-Marek’s'’” model for the LBIC response to experimental
gral parameters. An analogous method for EBIC profiles hagrain boundary profiles in order to determine the grain
not appeared in the literature. boundary recombination velocity. Direct fitting avoids the
One concern with the integral-parameter method is that @ompromise inherent in Donolato’s technique in that we do
very long series of EBIC data is required to accurately esnot need to discard any information about the shape of the
tablish the variance parameter. The variance is defined  contrast profile. Additionally, our method provides direct
o feedback which allows the user to judge the reliability of the
22=A‘1f xéc(xo)dxo, (3 extracted values and our method does not necessarily require
o the EBIC profile to be measured as far from the grain bound-
whereA is the area under the contrast profile. The presencary as is required in the integral parameter method, although
of thex3 term in the integrand means that practical limits for good-quality data over long scan distances will generally im-
the integral need to be very large in order to obtain converprove the reliability of our method.
gence. On the other hand, contributions to the area integral Z0ok’s, Donolato’s, and similar methods have been criti-
rapidly become negligible ag, increases. Figure 2 shows cized on the grounds that the diffusion length values so de-
the convergence ok and3, each normalized to the electron termined have been found to be extremely sensitive to the
range,R, as the upper limit of integration is increased. Forprocedure used to determine the baselire, The EBIC or
the purposes of this calculation, the lower limit was set toLBIC response expected an infinite distance from the grain
boundary of the experimental profilt?>!® The method pre-
sented here allows higher reliability in determining the grain

FIG. 1. Geometry of the electron-beam-induced current method used in thi
work.

10p T T T T e boundary recombination velocity. However, in common with
st e ] any other EBIC method, ours is essentially insensitive to
o . g ] changes in diffusion length when the carrier collection effi-
5 S —AR ] ciency is high.
e /7 —oR| ]
4L 1
2 [ 1
2 './ 1 Il. THEORY
0?. L ,f A. Models for the generation volume
0 2(,)0, 490 690 800 A large number of approximations have appeared in the
Upper limit of integration (um) literature for the supposed distribution of electron-hole pair
FIG. 2. Convergence of the integral parameters used in Donolato’s graphgeneraﬂor_1 V_‘”thm a s_ample under the influence of 3|eCtr_0n
cal method as functions of the upper limit of integration. beam radiation. In this work we have made use of four dif-
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FIG. 4. Theoretical collection efficiency profileg,=1,(1—c), for four
generation volumes. Parameters in each case larel50um, v=4.5
X10° cms!, D=30cnfs !, R=6.6 um. For the pear-shaped model, the
beam diameter is assumed to be 50 nm. Thealue for the pear-shaped
generation volume was used in converting contrast to collection efficiency
for the spherical Gaussian generation.

Normalized lateral dose

boundary since EBIC measurements always include super-
imposed noise and since the profile is sampled discretely. In
general, the location of the EBIC minimum is not precisely

Position (um) known. We considered the inclusion of the grain boundary
FIG. 3. (a) Depth dose andb) lateral dose at 30 keV for three analytical location as an additional fitting parameter in the iterative
models for the generation volume: spherical Gaussian model of Fétiia) procedure outlined below but rejected that approach for the
(see Ref. 2f) Donolato’s pear-shaped voluntsee Ref. 2J, and the ana-  reasons that it would be detrimental to speed and would add
lytical approximation to Monte Carlo results by Werrgral. (see Ref. 2B unnecessary complication. Instead, we simply performed a
preliminary fi£* of linear segments,

ferent analytical approximatiortS:a point sourcéAppendix a+m(x—d), (x—d)<O0
A), Fitting’s?® spherically-symmetrical GaussidAppendix | ~ :
\21 ) a—m(x—d), (x—d)=0
B), Donolato’$* pear-shapedAppendix Q, and von Roos
and Luke’s cubit? generation volume models. The normal- to the EBIC data close to the grain boundary. The three
ized, integrated depth-dose and lateral-dose profiles for twiitting parametersa, m, andd, correspond to approximations
of these models are shown in Fig. 3 for 30 keV beam energjo the EBIC at the grain boundary, the gradiéamsumed to
and the corresponding profiles from an analytical approximabe of equal magnitude each sjdand the location of the
tion to Monte Carlo result$ are included for comparison. It grain boundary. The position scale of our data set was then
is clear from those curves that the more complicated peadjusted to sex,=0 at the center of the grain boundary for
shaped profile agrees more closely with the Monte Carlsubsequent processing. A possible refinement of this proce-
simulations than does the spherical Gaussian model. Thaure is to permit a different gradient in each grain.
point source was chosen as an example of a simpler scheme Additionally, even in the absence of noise and sampling
permitting relatively rapid calculation and the Gaussian ancerrors, the EBIC minimum may not coincide with the center
pear-shaped models were chosen as examples of more reaf-the grain boundary if the diffusion lengths in the grains
istic models. The point-source model is used in this work ineither side differ significantly and the surface recombination
a rapid preliminary fitting process to produce initial esti- velocity of the grain boundary is not very highThe model
mates for the more sophisticated models. The cubic model igf von Roos and Lukg was used, following our estimation
used as an independent check of results. It is beyond thef diffusion lengths and grain boundary recombination ve-
scope of this article to make a detailed study of the validitylocity, to check that no significant shifting of the EBIC mini-
of a wide range of generation models. mum from the grain boundary center was to be expected in
Figure 4 compares theoretical collection efficiencyour case.
curves using the various generation models. As expé&cted
the profiles are found to be similar except very close to theC. Production of contrast profile

rain boundarywithin 2 um in our exampl . '
g % ® ple In order to convert an EBIC profile to a contrast profile,

it is necessary to estimate the zero-EBIC levgl,,, and the
maximum EBIC level far from a grain boundary,.,. The

It is inappropriate to simply assume that the data pointcontrast is then given b= (i pax—iraw)/ (i max—izerd» Where
with minimum EBIC corresponds to the center of the grainthe i ,, values are the original EBIC data. The zero-EBIC

B. Determination of grain boundary location
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level must be found by recording the measurement system'appropriate for homogeneous material and would tend to
output when the electron beam is moved to a location whereverestimate the minority carrier concentration in the pres-
no EBIC is generated. In general, there is a different valuence of enhanced recombination at the grain boundary.
for iy in each grain if the diffusion lengths of the grains We estimated the minority carrier density due to the
differ.?> As has been pointed out elsewhéfé®the determi- electron beam by following Berz and Kuik&h and
nation ofi . is extremely critical for the determination bf ~ Donolaté® in approximating the generation volume by a
and we followed the procedure suggested by Donolato andphere of constant generation rate. The Berz and Kuiken ex-
Bell'® which involves fitting an exponential curve, pression for the maximum excess minority carrier concentra-
. n tion for long diffusion length, zero surface recombination
H(X0) =1 max— CXT €XR( — aXo), “@ velocity andgfor the generzg[ion sphere tangent to the surface
to each tail of the EBIC profile, wheiig,,, C, n, anda are  is, An,,,,=G/(2nDa), whereG is the total generation rate
fitting parameters. We set=0 as was generally done by the (s™1) anda is the sphere radius. The total generation¥ate
earlier authors? who found that the results were relatively was estimated fron&=El,(1—f )/(qe), in which E and
insensitive to the value af. Equation(4) was applied only |, are the beam energy and currefw 0.1 is the fraction of
to the data points within the range where the contrast wamcident electrons backscatter&dy is the electronic charge,

less than 0.1%° ande;~3.63 eV is the average electron-hole pair production
energy*®3* The sphere’s radiusa, was assumed equal to
D. Determination of s and L half the penetration rangé;**3¢2a=0.017E"5, whereE

is in keV anda in um. Donolato’s? plots of minority carrier

A nonlinear regression prografhimplemented in Turbo o1 conirations for infinite diffusion length show maximum
Pascal, was used to fit E4l) to the contrast data. Rather |,als close toAn ~ga?/(3D), where g=3G/(47a%) is
max 1

than treat the data for each grain separately as proposgfle \niform generation rate per unit volume within the
elsewherwe chose to solve for the least-squares fit for bOthsphere

grains simultaneously with the following three fitting param- Elséwhere Donolafd gives an expression by which the
etersiLien andL gy, the diffusion length on the left and right 5 ier concentration in the emitter resulting from his pear-

sides, respehctlvely, of t:e grr::un boundarly 8,'5'%5/ %',SUCT shaped generation model may be calculated for arbitrary
anl aPproa;C snshures thatt de zami va u&alsd sedin (cj:a- front surface recombination velocity. We obtained an upper
culations for both grains and that the procedure produces gyt fo the minority carrier concentration in the base region

unique estimate for the grain boundary recombination Veloc, y, yhis expression by the use of two assumptions. First, the

ity. _The approach ofSaIIO\(/jving a differené vallgg inde(;:l_ch effect of the proximity of the junction on the reduction of
grain follows Donolatd and von Roos and Lukeand dif- 5 et concentration was minimized by assuming in Dono-

. . 25 . . .
fers from that taken by Mittigat al™ in which asymmetries |54y5 aypression that the emitter thickness was twice the

acr(‘joshs tzifgr‘f’“n :)oungary were attrlguteg tohlts obliquenessinary electron range. Second, since the front surface of our
and the diffusion length was assumed to be the same in eag), region is the collecting junction, we used in the Dono-

grain. We mtgnd to mvgshgate thesg alter'nat|ve causes cf<t:1to expression an infinite front surface recombination veloc-

?nsgdr:zrlri]neg;gg with the aid of three-dimensional numerlcality_ Results from these models are tabulated in Sec. IV.
Equation(1) has been showfto be erroneous when the

diffusion lengths on each side of the grain boundary are dif-

ferent and the grain boundary recombination velocity is

small enough to permit significant carrier transport across tdll. EXPERIMENT

grain boundary. This was not of great importance in our ) _ _

example case since the grain boundary recombination veloc- 1he EBIC analysis was performed onpan junction

ity was high. However, it would be a useful extension of thisSelar cell made from cast polycrystalline silicéSolarex/

work to use the expressions derived in Ref. 22 in a direcWaCkGer Cgemnronm The p-type base doping level was

fitting procedure, particularly if that work could be extended ~10'°cm™® and a shallow junction was formed by solid

to make use of a generation model more realistic than a cub@Purce phosphorus diffusion for 18 min at 820 °C, resulting
of constant generation rate. in a measured top sheet resistivity of 180square. A 1.3

pm thick aluminum rear contact was sintered and the front
surface was oxide passivated at 850 °C for 10 min in oxygen
and for 30 min in nitrogen atmosphere. The front contact
The effective recombination velocity of a grain bound- grid of Ti, Pd, and Ag was applied by photolithography. The

ary is a function of local minority carrier concentration and, junction depth was confirmed to be less thamrh by ob-
hence, of probébeam current, unless low injection condi- serving EBIC while scanning the electron beam across the
tions are maintainet?’?’~2°We experimentally confirmed a edge of the cell.

very small dependence of the grain boundary contrast on EBIC images were obtained using a Cambridge Instru-
probe current at the level used in this wddee results be- ments S-360 scanning electron microsc¢pEM). This mi-

low) but also applied the available theoretical models to eseroscope has digital image acquisition and storage incorpo-
timate the peak minority carrier concentrations for compari+tated into the basic instrument. We interfaced our EBIC
son with the doping level. The models provide estimatesystem directly to this data acquisition system by feeding the

E. Injection level
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XO (wm) FIG. 6. Linear fit to EBIC data close to the grain boundary, used to ascertain

. . . the best fit to the location of the grain boundary.
FIG. 5. EBIC data from scan across a grain boundary with scaled theoretical

collection-efficiency profilgsee Ref. 22

IV. RESULTS AND ANALYSIS

The example one-dimensional EBIC scan data, after cor-
output of a current-to-voltage converteéBW Electronics rection for the zero level, are shown in Fig. 5. The scan
Type 3] into the SEM's video store to produce a 26876  consists of 765 points, spaced approximately Qu5 apart.
pixel image which was stored as an 8-bit Tagged Image Filerhe data are presented in arbitrary units, as recorded by the
Format (TIFF) file for subsequent image processing. Themeasurement system, since absolute current or collection ef-
overall linearity of this acquisition scheme was establishediciency is not required for the subsequent analysis. In addi-
by injecting known currents into the electrometer and examtion, the beam current, necessary for calculation of collection
ining the gray level of the corresponding image. The elecefficiency, could not be accurately measured since the beam
trometer gain and offset were adjusted to ensure that both thmurrent being measured was only approximately 1% of the
baseline and maximum EBIC signal were maintained withinfull scale of the meter. However, the beam current was moni-
the range of the SEM’s video channel A/D converter. Thetored to gain assurance of its stability throughout the experi-
electrometer baseline signal could be established by eithénent.
blanking the electron beam or scanning the electron beam off Figure 6 shows the least-squares fit of two linear seg-
the junction area. The electron gun, housed in a chambdhents of equal absolute gradient to the data close to the grain
pumped continuously with its own ion pump, uses a tungstefoundary. That fit yielded an estimate of 81,46 for the
filament. The filament was initially saturated at the start ofPosition of the EBIC minimum from the start of the scan. We
the day and EBIC measurements were normally conducte@SSume that the EBIC minimum coincides with the center of
after more than five hours of operation in order to ensurdn® grain boundary. - _ _
stability of the electron probe current. The probe current was ~ With the origin of the position scale shifted to the grain
measured with a Faraday cup using a Keithley 486 Picoarrpou['d"?‘f}’ the exponentlal expression of Bf).was f|_tted to
meter. The drift of the probe current was determined to b‘;I‘he tail” of the profile on each side in order to estimate the

approximately 0.2% per hour at a probe current of 100 pA_asymptotic EBIC signal lp) which would be expected in

In order to establish low-injection conditions, the maximumeach grain in the absence at the grain boundary. On the ar-

grain boundary contrast was measured as the probe currel%'ttrary scale of Figs. 5 and 6 the asymptotes were estimated

was reduced. The lowest stable probe current that could {0 be 174.9 for the left-hand grain and 175.4 for the right-

: . . and grain. There is a considerable degree of uncertainty
obtained on this SEM was measured at 1.3 pA. This Wa3ssociated with these values due to the superimposed noise

measured using the most sensitive range of the picoammetgr, y the consequences of this uncertainty are discussed be-
and could have an absolute error of 20%—-30%. EBIC imageg,,, The contrast data. found using thesevalues in Eq

were recorded using an accelerating voltage of 30 kV, aE3), are plotted in Fig. 7.

probe currents of 1.3, 10, and 100 pA. A frame acquisition  The fitting of theoretical contrast profiles by nonlinear
time of 320 s was used in order to reduce signal noise antbgression was carried out using three different models for
also to ensure that a steady-state EBIC signal was recordeghe generation volume: point source, symmetrical Gaussian,
The electron beam spot size was determined to be less thgfpg pear-shapetbee Appendices In the case of the point
0.05 um by scanning the probe over a sharp edge. Linesource, the data within m of the grain boundary were
profile data for selected grain boundaries were extractedxcluded from the fitting process since this generation is ex-
from the images using the public domain NIH Image pected to produce an unrealistically sharp contrast profile in
program?’ An improvement in the data acquisition system tothat region(Fig. 4). The fitted curves are shown with the
reduce the noise level could be provided by an external comgrain boundary region data in Fig. 7. In this case the spheri-
puter with higher resolution A/D conversion and multiple cal Gaussian generation model produces the closest fit to the
sampling per pixel to allow recording the EBIC signal from data points close to the grain boundary, while the contrast
single line scans without the need for subsequent image prgeak modeled with the pear-shaped model is sharper than in
cessing to extract data. the data. At this stage we do not have a complete explanation
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0.6 r TABLE |. Parameter values extracted by fitting theoretical grain boundary
N EBIC profiles using different models for the generation volume to an ex-
05 perimental profile. Therg values were calculated from the actual fitting
5 r parameters, by the assumption of a diffusivity @ =30 cn? s™*. Note that
S04 F “y the quoted uncertainties refer only to the numerical fitting process and ex-
€ r », clude the much larger uncertainties associated with estimation of baseline
8 03 F N/ current and choice of range-energy relationship. The results are listed in
- H + Data order of decreasing localization of the generation, leading to increasing val-
02 [ _ ;::;rical ues of the diffusion lengths.
£ - - - -Point
0.1 e Lleﬂ Lright Us
Generation volume model (um) (um) (10° cms™})
-8 -4 0 4 8
Xo (Hm) Point source 44603 95.6:0.7 6.30£0.04
Pear-shaped 52412.6 108+9 4.07-0.04
FIG. 7. Experimental contrast data and three theoretical least-squares ap- Spherical Gaussian 5461 .6 1315 8.01+0.06

proximations to it using different models for the generation volume: point
source, spherical Gaussian and pear-shaped mdHgls.an expanded por-
tion of (a).

available, we used a scaling factor to allow for uncertainties

in beam current, pair-production energy and backscatter co-
for this discrepancy but it appears that the broader lateradfficient and fitted the scaled theoretical collection efficiency
spread of the spherical Gaussian source may allow a closgs the measured EBICFig. 5) in arbitrary units. Use of
approximation to this experimental data set since it producegarameter values of o=85 um, Liight=100um, andvg
a more rounded peak in the contrast profile. We discounted-6x 10° cm s was found to match the data well, as shown
the possibility that the excessive sharpness of the theoretici Fig. 5.
profile for the pear-shaped source is due to underestimation The results from the three methods for estimating the
of the beam spot sizel, by calculating the contrast profile  maximum minority carrier concentration for our experimen-
variation asd is changedsee Fig. 8 That suggested that tal conditions(for E=30 keV andl,=1.3 pA) are listed in
such underestimation would need to be by a factor of apTable II. Since the tabulated levels are far exceeded by the
proximately 30 to explain the result and our measuremengoping concentration, we can be confident that our sample
was not so inaccurate. The resulting values for the three fitwas in low injection throughout. Confirmation that our re-
ting parameters and their estimated fractional effosse  sults were almost independent of injection level was ob-
listed in Table I. Note that those fractional errors are for therained by observation of the grain boundary contrast as a
numerical fitting process only and exclude errors in the estifunction of beam current. For each value of beam current, the
mation of the background current and the range-energy relaseam was refocused to ensure a constant beam diameter. The
tionship (see Sec. Y. A diffusion coefficient of 30 cths™  peak contrast as a function of beam current is shown in Fig.
was estimated for @-type doping level of 18 cm™ by 9, which indicates that there is only a very small variation in
using the Einstein relation and an empirical approximatiornthe measured contrast as a function gfor I, close to the

for electron mobility in single-crystal silicots. value used to produce the data of Fig. 6.
The results in Table | were checked with the von Roos—

Luke formulatiorf?> for the collection efficiency across a V. DISCUSSION

grain boundary when the diffusion lengths on each side dif- A fund tal orobl ith the th hich underli
fer. Since the absolute collection efficiency data were un-, . undamental problem wi € theory which underties
this work is the insensitivity of the calculated contrast profile

to variations in the values of diffusion length used in the
calculation when collection efficiency is highas would be
expected in good quality solar cells. This comes about be-
cause when the diffusion length is long enough to produce a
collection efficiency which approaches unity any increase in
diffusion length makes little or no change to the collection

0.6

LI S B O U N L L L L B B B B

3

0.5

0.4 Ff

Contrast

TABLE II. Theoretical estimates of peak minority carrier concentration in
silicon in the absence of a grain boundary for a 1.3 pA beam of 30 keV

slovon s on el on s onnalagy

E o |--x--05 electrons.
03F |, -1.0
S P 1 Peak minority carrier
E } Method concentration (cm®)
R RN IS SO N AN AN S AN NA S BUATA AN ATAVAAT SN S UN AT AT I B AT i
2 0O 05 1 15 2 25 3 35 4 Berz and Kuikef 1x 102
x_(um) Donolato graph 5x 10
0 Donolato expressién 2x10'?

FIG. 8. Theoretical contrast profilépear-shaped generation modr L aReference 30.
=100um, vs=4.0x10° cm s, D=30 cnt s * with the beam spot size PReference 31.
(um) as plotting parameter. ‘Reference 21.
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0.52 —— ——— However, it would remain difficult to obtain accurate esti-
I mates for diffusion lengths due to the very heavy reliance on
0.5} baseline estimates.
Another source of uncertainty which is excluded from
B 048} the errors indicated in Table | is associated with the choice of
= : range-energy relationship. In this work, we have used the
8 046 Everhart—Hoff° relationship exclusively yet Luké has
- i demonstrated that an alternative formulation due to Kanaya
o 044 and Okayami& would have produced a 33% longer range
i estimate at 30 keV. Luke showed that a range difference of
0.42 - 85% could result in extracted surface recombination velocity
C values which differed by a factor of 3. Hence, although we
0'41 " "1'0 100 have obtained good agreeméiitable |) between the diffu-

Beam current (pA) sion length mea;urements fitted using different generation
volume models, it should be remembered that the same esti-
FIG. 9. Measured grain boundary contrast as function of beam current. mates forl, and the range were used in all cases and that
small variations in those estimates could lead to large
changes in the fitted values bf and the errors indicated in
Table I, which exclude errors ihy and in the range, are
efficiency or to the collected currefft. As has been noted substantially smaller than the overall errors.
elsewheré? errors in the estimation of, of the order of The fittedv s values are less sensitive than are diffusion
only 1% can generate errorslinexceeding 100%. In Fig. 10 |engths to the accurate estimation of the baseline but it is
we show contrast profiles calculated using the point-sourc@yident from our results in Table | that, depends quite
model for a range of diffusion lengths with all other param-strongly on the choice of the model for the generation vol-
eters held constant. The figure shows that for large values Qfme. This is to be expected singgis strongly related to the
L the contrast profiles converge and become difficult to disform and magnitude of the contrast profile close to the grain
tinguish from each other. Some alternative EBIC methodgoundary and it is in this region that the different generation
which might otherwise have been used to independently esnodels differ significantly(Fig. 4). Without a detailed ex-
timate diffusion length, such as the methods of Wu andymination of a large number of alternative generation models
Wittry** or Kittler and Schider;'* are prone to the same and experimental results of generation volume experiments,
limitation. In addition, our estimates fdp are influenced by  \which is beyond the scope of this article, it is difficult to
the presence of superimposed noise which derives from ingonfigently state which of the sets of results in Table | is the
strumentation noise, exacerbated by the very low beam cuinost reliable. However, we tend to place most credibility in
rent used here to ensure low injection conditions, and possihose which used the pear-shaped model since this model
bly from variable backscatter fraction due to surfacejncludes a Gaussian lateral dependence which broadens with
roughnesé® These experimental issues could, in principle,increasing depth, a feature suggested by experfhemtd
be avoided by slower scanning with enhanced averaging aheory*’ Additionally, the pear-shaped model is in approxi-
each data point combined with careful surface polishingmate agreement with a model derived from Monte Carlo
result$® (Fig. 3). This issue is further complicated by the fact
that some experimental methods which have been used to
characterize the generation volume have not discriminated
between carrier generation and their subsequent diffif§ion.
The check of the results in Table | against the von Roos/
Luke theory? offers support for the recombination velocity
values in Table I but the ratio of the diffusion length estimate
on each side of the grain boundary is significantly less than
in Table I. This difference is the subject of ongoing investi-
gation. Our intention is to reduce noise in future experimen-
tal EBIC scans by modifying the experimental equipment to
allow slow single scans in preference to the extraction of
single scan data from two-dimensional images. Additionally,
hardware improvements will be made to permit accurate
measurement of small beam currents.

Contrast

0 > ]
0 10 20 30 40 50 60

Position {um) VI. CONCLUSION

FIG. 10. The effect of diffusion length on theoretical contr@stint-source : T ; ; )
mode). The plotting parameter is diffusion lengthhm) and constants used We have discussed the limitations inherent in Donolato’s

in calculation of the curves wereE=30 keV, v,=4.5x10° cms %, D integrfil'p_arameter_methOd_ of extrgctin_g grain boundary re-
=30cnfs ™ combination velocity and intragrain diffusion length from
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EBIC scans across vertical grain boundaries and described h(x,z)=K exp{—ﬂz[x2+(z—zo)z]}
and demonstrated our direct-fitting procedure which over- 2 ,2 ,
comes some of those limitations. In addition, we have dis-.and'B _7'.5R - The factorK, negd not be evaluated since
cussed the inherent lack of reliability in the Donolato theory't cancels in the gontrast galculatlon.

of fitted L values when the collection efficiency is high. It The contrast is then given by

may be found in future work to be appropriate to estimate 2Ks (= k ©

independently the diffusion leng®#) and use the above fit- c(xo)= 71 fo <M2(2M+S) fo {sin(kz)

ting technique to find the grain boundary recombination

alone. One way to estimate independently may be by ex- 5 5 o

tended spectral analysis methddsilthough it may be diffi- xex — B (z-2) ]}dzf_w{exp(—,u|x|)

cult to obtain values pertaining to individual grains rather
than a spatial average. A promising avenue for future re-
search is the use of three-dimensional simul&fiéh® to

check the analytical theory within its range of applicability, . . . o
othe X integral has an analytical solution which is found by

explore the usefulness of the theory in cases which do n 4 i " 5
strictly meet the restrictions for its use, and to model com-réating the negative and positive ranges separately,

plex arrangements of grain boundaries for which a compre-(e 5 5
hensive theory has not been developed. f ) exp — u|x|— B2(X—Xo)“]dx

X exf — B%(x— xo)z]}dx) dk.
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APPENDIX A: EVALUATION OF CONTRAST — i Jml(4B)exp — B2 _qyn
ASSUMING POINT-SOURCE GENERATION \/; (4B)exp—p O)n;),l A )

The point-source contrast is given by xXexpIMerfo(281)],

C(Xo)=Q*/exp(—2'/L), where I' = —[28%z,+ (—1)"ik]/(48?) and the integral is

real for real values of the input parameters. A numerical

approximation to the complex error function due to Safzer

k exp( — u|xo|)sin(kz") has been reproduced in a standard referéh@&e outerk,
w’(2u+s) ' integration must be performed numerically. The background

: . . 1,4 currentis
The integration was performed numerically. The use of-10

and 16 in place of the true lower and upper limits of zero A o ov—1 20
(4B°L°) =T

wherez' is the source depth arfd

2s (=

* —

m Jo

erfd (28L) *— Bzo].

and infinity results in negligible error for this and the follow- IO:Z_,BZeX

ing generation models. . i i i i
In the literature different assumptions have been made The integrated depth- and lateral-dose profiles are pro

for the depth of source@oint, spherical, cubjc We com- portional to exp-%(z~2)°] and exp—A(x~x)’], respec-

paredz’ = aR with?>*3 ¢=0.3 and®**0.4 and used the lat- tively.
ter since we found that it yielded contrast profiles in good

agreement with the pear-shaped generation except very clo8&PENDIX C: EVALUATION OF CONTRAST
to the grain boundar§? R is the primary electron range ASSUMING PEAR-SHAPED GENERATION VOLUME

in Si”CO””SWhiCh has  been approximaféd as Donolatd* describes a pear-shaped generation volume
R=0.017E™" um, whereE is the beam energy in keV.  \yhose width depends on the beam’s spot sitepn the

sample surface. The spot size is defined as the diameter of a
APPENDIX B: EVALUATION OF CONTRAST WITH circle which circumscribes half the beam current. The gen-

SPHERICAL GENERATION MODEL eration is given by

Fitting?® describes a simple model, also used by .2
55 . . . . gO (Z) r
Donolato;” for the spatial distribution of beam-generated g(r,z2)= 5 Ro? )ex 2042)
carriers in the semiconductor. The concentration varies as a mRo"(z o(z
spherically-symmetrical Gaussian around a center at deptwherer?=x?+y?, 0?(z)=0.36?+0.11z%R is the lateral
2,=0.3R. Fitting’s model for the generation volume is variance of the distribution aft
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