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of "Table 1"

Page 94, line 31: Should read '1979" instead of
1"1978"

Page 165, figure title: Should read '"SAMPLE OUTPUT"
instead of '"OUTPUT"

M. A. LINDNER,
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(1)

PREFACE

This report gives a detailed description of a suite of computer
programs developed by the author and used in the selection of a multi-
site synthetic data generation technique for the synthesis of 16
streamflow and rainfall series for the Murray River Valley, and for the
statistical validation of the generated synthetic hydrologic data.
Because this type of problem is of general interest and importance,
and because the programs provide a powerful practical tool, this

report has been prepared as a guide to their use.

Subprograms for the calculation of statistical properties not
included in the statistical analysis program can be written by the
user to suit his particular purposes and be readily incorporated into
the statistical analysis program. Appropriate comparison programs for

these statistics can be added.

D. T. Howell,

Senior Lecturer,

School of Civil Engineering.
July 1978
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(iii)

ABSTRACT

Synthetically generated records of streamflow, rainfall and
evaporation may be used in river valley simulation models as an aid
to decision-making. Before the records may be used in the simulation
model, however, they need to be validated by a comparison of their
statistical properties with those of the historical records. A suite
of statistical programs has been developed to assist in this compari-
son, firstly by evaluating a number of statistical properties of a set
of historical records, secondly by evaluating the same properties for
sets of synthetic records, and finally, by calculating a number of
measures of the ''difference'" between the historical and synthetic

record statistics.

The programs have been designed so that they can be put to use
with very little difficulty and have been dimensioned for up to twenty-
five records in a set. All the programs work with monthly records.
They have been written in Fortran IV and are compatible with American

National Standard Fortran.

The programs have been documented in detail, including descrip-
tions of the theory used, the computational procedures employed, the
program logic, options, inputs and outputs. A problem chosen as an
example is described, and selected illustrative output is given to
illustrate one application of the programs, to demonstrate how the
suite may be implementedbon a computer system, and to provide a test

case for checking implementation.
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1. INTRODUCTION

Simulation models are commonly used as an aid to decision-making
in the design and operation of water resource systems [Hufschmidt and
Fiering 1966, Blainey 1970, Texas Water Development Eoard 1974].
Traditionally, historically recorded sequences of hydrologic variables,
such as, streamflow, rainfall and evaporation have been used as inputs
to these models. In so doing, there is an implicit assumption that
the historical patterns of streamflow, rainfall and evaporation will
recur in the future—a quite unrealistic assumption [Fiering and
Jackson 1971]. "The use of historical sequences to represent future
sequences subjects the design to risk and provides no basis for assess-
ing the risk or evaluating the losses associated with a system that is

under- or overdesigned to an unknown extent" [Matalas and Wallis 1976].

For these reasons, statistical models have been developed for
synthesising large numbers of different possible future sequences of
hydrologic variables, each of which is equally likely to occur in the
future [Jackson 1975, Matalas 1975]. For these sequences to be con-
sidered realistic realizations of future sequences, their statistical

characteristics should be the same as the historical sequences.

In general, it is impossible to devise models which will preserve
all the statistical characteristics of the historical sequences. For
any one model, the values of certain statistical characteristics of
the synthesised sequences may be very little different from the cor-
responding values of the original historical sequences, but the values
of some other statistical characteristics may be quite different.
Another model may produce good agreement for a different set of char-
acteristics and poor agreement for some of those for which there was
good agreement in the first model. The particular features of any
decision-making situation determine which statistical characteristics
of the historical sequences should be preserved in the synthetic

sequences and which ones do not matter.

As an aid to water resource system design, the suite of computer
programs described in this report has been developed, first to evalu-
ate a number of statistical characteristics of a set of historical
sequences, then to evaluate the same characteristics for sets of syn-
thesised sequences and, lastly, to compare them. The comparison enables

a decision-maker or decision process modeller to choose the synthesis-



ro

ing model which best suits his purposes.

The analysis procedure which might be followed by a designer is
shown diagrammatically in Figure 1.17. The area of the analysis in
which these programs assist is enclosed by the broken line on this
figure. A set of variables to be subjected to this analysis would be
selected from among the hydrological and meteorological variables of
a region in which there is a system about which decisions are to be
made. For example, if a dam is to be sized at a particular site in a
river valley, the set of variables chosen for analysis could be the
streamflow at the dam site, the streamflow in a tributary entering
the main river downstream of the dam site but upstream of the area in-
tended to be irrigated, the rainfall at a representative point in the
area to be irrigated, the free water surface evaporation at the same
point (from which evapotranspiration is derived), and the free water
surface evaporation and rainfall at the dam site. It would be expect-
ed that both the streamflows and the rainfalls would be positively
correlated with each other, both the evéporations positively correlat-
ed with each other but negatively correlated with the streamflows and
rainfalls. The historical record of each variable, forming a time
series, could be expected to exhibit some persistence measured by

serial or auto correlation.

All of the programs work with monthly data, that is, the stream-
flow records used are volumetric flows in each month, rainfall records

are the total precipitation in each month, etc.

For any such record or set of records, an analysis program called

"STATS'" can evaluate the following:

(a) The first four moments, the coefficient of variation, the minimum
and maximum of the variate of each record for each of the twelve months
of the year, for all values of the variate of each record without any
distinction being made about which month of the year they are taken
from, and for the twelve month aggregates, that is, annual values, of

the variate of each record,

(b) The monthly and annual serial correlation coefficients for a

specified number of lags for the variate of each record to give corre-

*All figures (and tables) are grouped at the end of this report. See

the List of Figures in the Table of Contents for their page numbers.



lation functions or correlograms,

(c) The correlation coefficients between pairs of variates for a
specified number of lags with either variate leading, that is, the
'cross correlations”™ or 'spatial correlations”™ between, for example,

streamflows iIn adjacent or distant catchments,

@ Histograms for all the monthly values of the variate of each

record without regard to the month of the year,

(e Histograms of run lengths of values of the variate of each

record above, below and about the variate median or a specified value,

™ The surplus, deficit and range in the residual mass curve of the

variate of each record,

(@ The "Rippl storage" and storage deficit distribution, together
with the drought, drawdown and Ffill duration distributions of the var-
iate of each record, these evaluations being made for up to five dif-

ferent specified yield levels,

) For time periods ranging from one month up to a specified number
of months, the maximum and minimum values of aggregate values over the

time period of the variate for each record,
Ci) The standardised Kendall tau statistic.

Provision is made for line printer plotting of most of these
statistics, and for a choice of all or only some of them to be evalu-

ated.

The same analysis program (*'STATS'™) can evaluate any or all of
the same statistical properties for any synthetically generated record

or sets of records.

A set of comparison programs can compare a number of these stat-
istical properties of the historical record or set of records with
those of a synthetically generated record or sets of records. The

statistical properties which may be compared are:

(©)) the first three moments and minimiom and maximum of the variate
of each record for each of the twelve months of the year, for all
values of the variate of each record without any distinction as to

month, and for the annual values of the variate of each record,

Ch) the histograms of all values of the variate of each record with-

out regard to the month of the year,



(c) the histograms of run lengths of values of the variate of each

record above, below and about the variate median or a specified value,

(d)  the "Rippl storage'" and storage deficit distribution, the
drought, drawdown and fill duration distributions of the variate of

each record for each specified yield level, and

(e) the serial correlation coefficients for a specified number of
lags of the variate of each record, and the cross correlation coeffi-
cients between pairs of variates for a specified number of lags with

either variate leading.

These statistical properties are compared by programs called '""MOMENT",
"FREQ', 'RUNS'", "YIELD" and 'CORREL'" respectively, by the evaluation
of a number of measures of the "difference' between the historical

and synthetic values of the properties, including statistical sampling

theory, where applicable.

These particular properties were selected for detailed analysis
because of their dominant influence on the design of water resource
systems. For example, inflows to a reservoir with a high value of
lag one serial (or auto) correlation coefficient will give rise to a
different reservoir behaviour than inflows with a low value of lag one
serial correlation coefficient, but with the same values of other

statistical properties [Perrens and Howell 1972].

The programs have been written to conform to American National
Standards Institute Fortran IV and can be run on any medium size
computer system with only minor changes. They have been designed so
that they can be put to use with very little difficulty and can handle
quite large systems, being dimensioned for up to twenty-five variates

in a set.

The programs have been used to compare two alternative multi-
site synthetic generation models [U.S. Army Corps of Engineers 1971,
Finzint et al. 1977] for the synthesis of 16 rainfall and streamflow
records for a complex simulation model of the Murray River Valley
[Elainey 1970]. The programs performed all the necessary computations
for the comparison, which would otherwise have involved many man-hours
of work, and were found to provide a practical tool for the selection

of the '"best" generation model for the Murray River Valley [Lindner
1978].



Sample execution times and storage requirements for the above
comparison on an IBM 360/67 computer system are given in Tables 1.1
and 1.2 respectively*. The historical and synthetic data sets for
this example consisted of one set of 16 variates of 77 years of record
each and 50 sets of 16 variates of 75 vears of record each. Table 1
shows the statistical properties calculated in column 1, the execution
times (in minutes) of program STATS for the analysis of the historical
and synthetic data sets in columns 2 and 3 respectively, and the
execution times (in minutes) of the statistic comparison programs in
colum 4. The correlation analysis and comparison times given are
unrepresentative in that the auto correlation and cross correlation
functions were calculated to +24 lags énd to +12 and -12 lags respec-
tively in this example. Estimated correlation analysis and comparison
times for calculation of the auto correlation and cross correlation
functions to +1 lag and to +1 and -1 lags respectively are given in
brackets in the table.

The storage requirements of each program are given in Table 2

as the maximum of the '"'link-edit' and ''go'' step requirements.

Source listings and card or tape copies of the programs can be

obtained at nominal cost by writing to:

Head, Department of Water Engineering,
School of Civil Engineering,

The University of New South Wales,
P.O. Box 1,

KENSINGTON. N.S.W. 2033.

AUSTRALIA.

The programs are furnished, accepted and used by the recipient upon

the express understanding that The University of New South Wales makes

no warranties concerning the accuracy, completeness, reliability, usa-

bility, or suitability for any particular purpose of the programs, and

that neither the University nor the author shall be under any liability

whatsoever to any person by reason of any use made of the programs.

It would be appreciated if any errors found in the programs were

reported to the Head, Department of Water Engineering at the above

*All tables (and figures) are grouped at the end of this report. See
the List of Tables in the Table of Contents for their page numbers.



address.

A standard format has been used for the documentation of each

program in this report and this is described in the following section.
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2. PROGRAM SUITE DOCUMENTATION

Program documentation may be described as the 'systematic and
orderly description of a computer program for the engineer, the pro-
grammer, or the operator who is to use a completed program" [Ret<
1973]. Recent program documentation standards [Reti 1973, Association
for Computer Aided Design 1974 and 1977] have recommended that program

documentation should include descriptions of:

(a)  the purpose of the program,

() the theory used,

(¢) the computational procedures employed,

(d) the library subroutines and procedures used,
(e) the program inputs and options,

() the program outputs, and

(g) the methods used to check the program.

The standards further recommend that the documentation include a source
listing of the program and an example problem and sample run of the

program.

These recommendations have been followed in the documentation of
the program suite except that source listings have been omitted from
the documentation because of printing costs. Source listings may be
obtained as described in Section 1. Each program and subroutine list-
ing includes a set of comment statements at the beginning of the list-
ing which briefly describe the program purpose, version, author, latest
modifications, and key variables. Comment cards throughout the listing
identify major program steps and describe calculations or input/output

operations which follow them.

Each program in the suite is described in subsequent sections of

this report, each with major subsections entitled—

(a)  Introduction,

(b)  Fundamental Calculations,
(c) Programming Features,

(d) Input Data Preparation, and
()  Output Interpretation.

The "Introduction" describes the purpose of the program, the types of
calculations performed, and the major program options. Links with

other programs through punched card, tape or disk file output are also



indicated.

Each program calculates various statistics for each hydrologic
variable analysed. In '"Fundamental Calculations', these statistics
are described and defined and the computational procedures are broadly

discussed.

"Programming Features' provides details of the programming of
the calculations described in Fundamental Calculations. The program
structure and major program loops are discussed. Flow charts of all
main programs and of selected subroutines are given. All input, out-
put and scratch files are described. Common blocks are described, and
all scalars and variables initialised by data statement or Block Data
subroutine are listed. All required Fortran IV Library subroutines
are listed. Finally, specifics of computational procedures are pro-

vided where considered warranted.

"Input Data Preparation'' describes the required input data and
how to prepare the input data deck specifying program options, file
reference numbers and problem data. Input variables are defined, and

data formats and valid ranges of variable values are given.

""Output Interpretation' briefly describes the major sections of

the printed program output which is clearly labelled.

The calculations performed by the programs have been checked by

independent computation by hand and by alternative programs.

An example problem and sample program output are included in the
documentation to illustrate one application of the program suite, to
demonstrate how the suite may be implemented on a computer system, and
to provide a documented test case for checking implementation. A
brief description of the problem is given and the historical and
synthetic streamflow and rainfall data is listed. The job control
language used to run the programs on an IBM 370/158 computer system
is listed. This offers a guide for the use of other systems. The

input data deck and selected example output for each program are given.



3. PROGRAM STATS DESCRIPTION

3.1 INTRODUCTION

Program STATS is used to calculate selected statistics of monthly
hydrologic data. Some statistics are evaluated for each water year
month, some for the sequence of monthly values (without regard to water
year month) forming a time series, and some for the 12 water year month

aggregates forming an annual series. The statistics which may be cal-

culated include:

(a) Kendall's tau coefficient,

(b) monthly moments, extrema and frequency distributions,
(c) annual moments, extrema and frequency distribution,

(d) annual auto correlation function,

(e) time series moments, extrema and frequency distribution,

(f) run length frequency distributions above and below a specified

value,
() aggregate time series minima and maxima,
(h) time series surplus, deficit, range and theoretical range,

(i)‘ Rippl storage and drought duration; the drought, draw and fill
duration frequency distributions and moments; and the storage

deficit distribution and moments,
() time series auto correlation function, and
x) time series cross correlation functionms.

The calculated values of the user selected statistics are printed
out in a tabular form and, optionally, may be also plotted on the line

printer.

Program STATS may also be used in conjunction with the statistic
comparison programs described in Sections 4, 5, 6, 7 and 8 to compare
the numerical values of some of the above statistics in historical and
synthetically generated data. To do this STATS is used to calculate
the numerical values of the user selected statistics in the historical
and synthetically generated data, and to punch and to write these
values to disk files in appropriate formats for subsequent input to,

and analysis by, the appropriate statistic comparison programs.
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3.2 FUNDAMENTAL CALCULATIONS

3.2.1 Introduction

The fundamental purpose of this program is to calculate selected
statistics of hydrologic time series data. These statistics, and the
methods and equations used in their calculations are described and de-

fined in the following paragraphs.

3.2.2 Trend Analysis

Kendall's tau statistic is a nonparametric measure of the corre-
lation between the values of two variables [Siegel 1956, pp. 213-223].
In testing a hydrologic time series for trend, one variable is the
time of observation, and the other, the magnitude of the stochastic
hydrologic variable. If there is a significant correlation between
the time of observation and the magnitude of the stochastic hydrologic
variable, then there is a trend in the observed values of the stoch-

astic hydrologic variable.

The Kendall tau statistic for a discrete stochastic hvdrologic
variable, measured over constant consecutive time periods, such as
monthly, weekly or annual streamflow and rainfall, is calculated by
the program as follows. Let Xj be the value of the hyvdrologic vari-
able at the jth time period of N time periods, and let j be the value
of the time variable at the jth time period. The value of the time
variable at each period is then identical to its rank, and the time
variable may thus be considered to be ranked, and ordered in its nat-
ural order of occurrence. The rank of each hydrologic variable value

is calculated next and substituted for each variable value.

The number of pairs of ranks of the hydrologic variable which
are in natural order, that is, the left rank of the pair less than the
right rank, is now calculated as follows. The rank of the first
hvdrologic variable value (Xl) is compared in turn with each subsequent
hydrologic variable value rank. When the rank pair is in natural order,
one is added to the sum of rank pairs in natural order; when the ranks
are tied, zero is added to the sum of rank pairs in natural order; and
when the ranks are not in natural order, one is subtracted from the
sum of rank pairs in natural order. The rank of the second hydrologic
variable value (Xz) is then compared with each subsequent hydrologic
variable value rank, and the sum of rank pairs in natural order is

incremented or decremented as described above, and so on.
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If there are no tied ranks, then the maximum number of rank
pairs in natural order, Pl, is for the case of perfect agreement be-

tween the hydrologic and time variables, and is:

P1 = 0.5N(N - 1) (3.1)

Kendall's tau statistic is then calculated as:

TAU = P/P1 (3.2)

4

where P is the actual number of hydrologic variable rank pairs in

natural order.

When there are tied ranks, Kendall's tau statistic is calculated

as:

TAU = P/((/EI_?"Eijfﬁzb (3.3)
where CF is a correction factor for tied ranks and is equal to:

CF = 0.5:m(m-1) (3.4)

where m is the number of hydrologic variable values tied for a parti-

cular rank, and the summation is over all tied ranks.

Kendall determined that under the null hypothesis that the two
variables are uncorrelated, tau was normally distributed for large

N(N > 10) with a mean of zero and a standard deviation of:

} 2(2N + 5)
sp = / NN (3.5)

The standardised Kendall tau statistic, Z, is thus:
Z = TAU/SD (3.6)

The probability of occurrence of any value as extreme as an observed
standardised Kendall tau statistic (Z) under the null hypothesis, may
be determined by reference to standard normal probability tables.

For example, the probability of as extreme a standardised Kendall tau

statistic as 3.03 is:
p(Z 2 3.03) + p(Z = -3.03) = 0.24% (3.7)

Hence at significance levels of 10%, 5% oT 1%, the null hypothesis that

the two variables are uncorrelated, 1is rejected.

3.2.3 Distribution Moments and Extrema

If X. is the jth value of N values of a discrete stochastic hyd-
J

rologic variable, then the program calculates the first moment or mean
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of the distribution of the variable as:

M= XS N'jzl X (3.8)
The second, third and fourth moments of the distribution are calcula-
ted as:

p N -
"2 = w1l oy -0 (3.9)
j=1
_ N R —,
s ) TN?TTTﬁfii'jEl X5 - X (3.10)
2 N
K& i (N-l)(z—Z)(N-s) jzl ;- 1 (3.11)

respectively ([Yevjevich 1972a, pp. 102-111].

The standard deviation and coefficient of variation of the

variable's distribution are calculated as:

S = M, (3.12)
C, = S/X (3.13)
respectively.

The skew and kurtosis coefficients of the variable's distribu-

tion are calculated as:

C, = Mg/s? (3.14)
o = M,/s" (3.15)
respectively.

The extrema of the distribution are the minimum and maximum

values of the N values of the variable.

3.2.4 Frequency Distributions

Relative and cumulative frequency distributions of a number of
variables may be calculated by the program using a user specified
number of class intervals (or bins) and upper and lower bounds, or
using a program determined number of class intervals and upper and

lower bounds. These frequency distributions are defined as follows.

Let the number of values from a sample of size N of a discrete

stochastic hydrologic variable X which lie in the jth class interval



be nj. Then the number nj is the absolute frequency, or more simply,
the frequency of values within the jth class interval. (The sum of

the nj values for all class intervals is of course N.)

The relative frequency or relative probability of the jth class
interval is defined as:

fj = nj/N (3.16)

and is equal to the probability of a value of the hydrologic variable
X being within the jth class interval. (The sum of the fj values of
all the class intervals is one.) A plot of relative probability

against class interval is a relative probability histogram.

The absolute cumulative frequency, or more simply, cumulative

frequency, of the jth class interval, is defined as:

(3.17)

and is the number of values of the hydrologic variable X which are
less than or equal to the upper bound of the jth class interval. The

relative cumulative frequency or cumulative probability is defined as:

F. = 1 i n. (3.18)
. i
i=1

and is the probability of a value of the hydrologic variable X being
less than or equal to the upper bound of the jth class interval. A
plot of cumulative probability against class interval is a cumulative

probability histogram.

3.2.5 Run Length Frequency Distributions

The program calculates positive, negative and total run length
frequency distributions about a specified value or about the time
series median value [Yevjevich 1972b, pp. 174-176]. Additionally for
each of these distributions, the program calculates the total number
of runs and average run length. These distributions are defined as

follows.

Let X. be the value of a discrete stochastic hydrologic variable
J . .
at the jth time period of N time periods, and X0 be the specified
value or time series median value, about which the positive, negative

and total run length frequency distributions are to be calculated.

Define (X. - X ) > 0 as a positive deviation, and (Xj - XO) <0
J 0 )
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as a negative deviation. Then a consecutive sequence of M positive

deviations, preceded and succeeded by a negative deviation, is a posi-
tive run of length M. Similarly, a consecutive sequence of M negative
deviations, preceded and succeeded by a positive deviation, is a nega-

tive run of length M.

The positive and negative run length frequency distributions
show the frequency of occurrence of each positive and negative run
length. The total run length frequency distribution is formed by add-
ing the frequencies of positive and negative runs for each run length,
and shows the frequency of occurrence of each run length without

regard to sign.

The total number of runs of each run length frequency distribu-
tion is calculated by summing the frequency of occurrence of each run
length. The average run length of each distribution is calculated by
dividing the sum of the products of run length and frequency of occur-

rence for the distribution by the corresponding total number of runs.

In this report, positive, negative and total run length frequency
distributions are also referred to as run length frequency distribu-
tions above, below and about the specified value or time series median

value (XO),

3.2.6 Aggregate Minima and Maxima

Aggregate minima and maxima values of a hydrologic variable may
be calculated for time periods ranging from one month up to a user
specified number of consecutive months, and may be scaled by a user
specified value or by the variable's time series mean value. Aggre-

gate minima and maxima values are defined as follows.

Let Xj be the jth value of N values of a discrete stochastic
hydrologic variable, and let m be the number of consecutive months
for which the aggregate minimum and maximum values of the hydrologic
variable are to be calculated. Then from the N values of X, N - m + 1
sums or aggregate values of m consecutive values of X may be calcula-
ted. The jth sum or aggregate value of m consecutive values of X is

defined as:

m ’ .
S .= Y X (3.19)

for all i <N - m + 1. The minimum and maximum values of all the Sm j
b
values are defined as the aggregate minimum and maximum values
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respectively of m consecutive values of the hydrologic variable X.

The program calculates aggregate minimum and maximum values of

all time periods from one month up to the user specified number of
months.

To facilitate a comparison of the aggregate minimum and maximum
values of each time period of one hydrologic variable with those of
another, the program divides the calculated aggregate minimum and max-
imum values of each time period of the hydrologic variable by the

variable's time series mean value or by a user specified scaling

factor.

3.2.7 Range Analysis

The program calculates the range of a stochastic hydrologic vari-
able as the difference of the surplus and deficit values of the vari-
able, where the surplus and deficit values are defined as follows
[Yevjevich 1972b, pp. 131-132].

Let Xj be the inflow to a reservoir during the jth period of N
time periods, and let X be the average inflow to the reservoir over
these N time periods. Assuming that a draw of size X is made on the

reservoir during each time period, then

X, = X, -X (3.20)
j ]

is either the surplus to be stored in the reservoir, or the deficit

to be supplied from the reservoir, during the jth time period.

The sum of the Xé values over i consecutive time periods,
L '
S. = ) X (3.21)

is a stochastic variable equal to the sum of the deviations of the Xj
values from a constant reservoir release of X over the i time periods.
The maximum S.l value from all the N values of Si’ Smax’ is defined as
the maximum surplus, or simply the surplus, and the minimum S. value

from all the N values of Si’ Smin’ is defined as the maximum deficit,

or simply the deficit.
The difference

R = S - S_. (3.22)

is defined as the range, and represents the reservoir capacity reguired
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to provide a release of X each period, based on the one sample of N

inflow values from which it was derived.

If it is assumed that the stochastic hydrologic variable is an
independent, normally distributed variable, the program calculates an

approximation of the theoretical value of the range as
E(R) = 1.25S5(¥N - 1) (3.23)

where S is the standard deviation of the stochastic hydrologic vari-
able [Yevjevich 1972b, pp. 148-152].

3.2.8 Storage-Yield Analysis

The program performs an extended mass curve or Rippl analysis to
determine the storage-yield relationship for a stochastic hydrologic
variable. The extensions made to the conventional mass curve or Rippl
analysis are discussed below. A monthly time period has been assumed

in the discussion.

The required yield is assumed to be constant each month and is
specified as a proportion of the hydrologic variable's time series
mean value. If Xj is the jth value of N values of the hydrologic var-

iable, then the sum of the hydrologic variable values to the ith month is:
1
S, = ) X, (3.24)

A plot of these sums against time for all months is described as a

mass curve.

Figure 3.1 shows part of a hypothetical mass curve, which can
be used to define the storage-yield statistics calculated by the pro-
gram. A constant monthly yield plots as a sloping line on this figure,
whose ordinate value increases from one month to the next by the con-
stant monthly yield. The slope of this line represents the required
release rate from the hypothetical storage, and the slope of the mass

curve, the inflow rate to the hypothetical storage.

The constant monthly yield line is drawn tangential to the mass
curve at time period i where the inflow rate to the hypothetical stor-
age is less than the required release rate. The difference in ordinate
values of the constant monthly yield line and the mass curve at subse-
quent time periods, represents the cumulative or total volume of water

which must be drawn from the hypothetical storage to meet the required



constant monthly release. The maximum difference in ordinate values
is referred to as the storage deficit by the program and is equal to
the minimum hypothetical storage size to meet the required constant

monthly release over the part of the mass curve shown in Figure 3.1.

There is a storage deficit value for every other part of the
mass curve where the inflow rate to the hypothetical storage is less
than the constant monthly yield or required release rate. The program
calculates and prints out the frequency distribution of these storage
deficits, together with the mean storage deficit and the standard de-
viation of the storage deficit distribution. Additionally, for each
interval or bin of the frequency distribution, the program prints out
the mean and standard deviation of the storage deficit values, and the
minimum and maximum storage deficit values within that interval or bin

of the frequency distribution.

The maximum storage deficit value of the entire mass curve is
the traditional Rippl storage, and is the minimum hypothetical storage
size to supply the required constant monthly vield or release rate

over the period of analysis.

To enable a comparison of the storage deficit values of one
stochastic hydrologic variable with another, the program divides the
calculated storage deficit values by the hydrologic variable's time

series mean value or by a user specifiec scaling factor.

For the hypothetical situation depicted in Figure 3.1, from
time period i, when the hypothetical storage is full, until time per-
jod i + 6 when the maximum ordinate difference occurs, the hypotheti-
cal storage is being generally drawndown because the inflow rate 1s
less than the required release rate. This time period is referred to
as the drought duration in the program, and for the part of the mass

curve shown in Figure 3.1, is equal to 6 months.

The drought duration corresponding to the maximum storage deficit
or Rippl storage is referred to as the Rippl drought duration in the

program.

The timé period from the maximum ordinate difference or maximum
drawdown of the hypothetical storage until when the mass curve crosses
the constant yield line, at which time the hypothetical storage has
refilled, is referred to as the fill (refill) duration in the program

and, for the part of the mass curve shown in Figure 3.1, is equal to
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4 months.

The time period from the start of drawdown of the hypothetical
storage (at time period i) until the refill of the hypothetical stor-
age (at time period i + 10) is referred to as the draw duration in the
program and, for the part of the mass curve shown in Figure 3.1, is

equal to 10 months.

There is a drought, fill and draw duration associated with each
storage deficit value of every other part of the mass curve where the
inflow rate to the hypothetical storage is less than the constant
monthly yield or required release rate. The program calculates and
prints out the drought, fill and draw duration frequency distributions,
together with the mean duration and standard deviation of each dura-

tion freauency distribution.

5.2.9 Correlation Analysis

Annual and monthly auto correlation functions and monthly cross
correlation functions may be calculated to a user specified number of

lags. The cross and auto correlation functions are defined as follows.

Let Xj and Yi be the jth values of N values of discrete stochas-
tic hydrologic variables X and Y. For example, X and Y may represent
monthly streamflows in adjacent catchments. Each may exhibit signifi-
cant persistence or auto correlation, and they may exhibit significant
correlation with each other or cross correlation. Let X and Y be the
time series mean values of X and Y, then the cross correlation coeffi-
cient of variables X and Y at a lag k, where k is a positive integer,

is defined as:

| Nk B
L O - 00, -
r (k) = =1 (5.25)
x ﬁ N X
~ Z (5 - X) 2 /\, ¥ (YJ -Y)?

The numerator of this equation is the covariance of X and Y at lag k,
and the denominator is the product of the square roots of the variance
of X and Y respectively. It can be shown that the cross correlation
coefficient of X and Y at a lag -k is equal to the cross correlation

coefficient of Y and X at a lag k, which may be written as:

rxy(-k) = ryx(+k) (3.26)
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This result is used to calculate cross correlation coefficients of X
and Y for negative lags.

The program calculates the cross correlation function between
two variables X and Y as the set of correlation coefficients from a

lag of -K to a lag of +K, where K is a user specified maximum number
of lags.

The auto correlation coefficient of a variable X at a lag k,
where k is a positive integer, is defined as:
1 N-k _ _
N GO ONC ST
r (k) = =1 (3.27)
(X, - X)?

It follows that the auto correlation coefficient of a variable at lag

0 is one, that is,

r (0 = 1.0 (3.28)

and that the auto correlation function is an even function, that 1s,

r (k) = r (+k) (3.29)

Hence, the program calculates the auto correlation function of a vari-
able as the set of correlation coefficients from a lag of +1 to a lag

of +K, where K is a user specified maximum number of lags.

Monthly cross and aﬁto correlation functions are calculated
according to equations 3.25 and 3.27 respectively. A multiplier of
1/N was used in the variance terms of the denominator of these equa-
tions because of the large sample sizes being analysed (N approximate-
ly 900). However, annual auto correlation functions are calculated
according to equation 3.27 except that a multiplier of 1/(N - 1) is

used in the denominator because of the smaller sample sizes.

3.3  PROGRAMMING FEATURES

3.3.1 Introduction

The various statistics which may be calculated by the program
have been described in 3.1 and 3.2. How the calculation of these stat-
istics is organised, and details of the calculations are given in

following paragraphs.
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3.3.2 Program Structure

The program is structured around the analysis of a set of hydro-
logic data consisting of a common number of concurrent years of monthly
records (NYEAR) at a number of stations or sites (NSTN). The program
has been dimensioned for a maximum of 25 stations each with a maximum
common number of 100 concurrent years of monthly records in each
hydrologic data set. The program can analyse any number of hydrologic

data sets in a single run.

The inner program loop is over the number of stations in the set
of hydrologic data to be analysed. The data of the station to be
analysed is read in, and may be echo checked, if requested by the
user. The program then tests in turn whether a specific statistic is
to be calculated, and if so, calculates the statistic and prints the
results. If the results are also to be punched or written to disk
files, this is done. If the statistic is not to be calculated, the
program skips to the next statistic and tests whether it is to be

calculated, and so on, to the end of the inner loop.

However, cross correlation functions are not calculated within
the inner program loop. In this loop, the program tests whether cross
correlation analysis has been specified, and if so, mbdifies and
writes the station's data to a unique disk file for the subsequent
calculation of cross correlation functions. (The calculation of

correlation functions is more fully described in 3.3.6.)

The outer program loop is over the number of sets of hydrologic
data to be analysed. The problem data, such as, the number of sta-
tions, the number of years of record, and the program options, such
as, the statistics to be calculated and the output required, are read
in before the start of the inner program loop. (The problem data and

program options that must be specified are fully described in 3.4.)

If the problem data and the program options are the same for
each hydrologic data set to be analysed, then this can be specified
as described in 3.4 and the problem data and the program options need
only then be specified once, for the first hydrologic data set analys-
ed.

If cross correlation analysis was specified for the hydrologic
data set being analysed, then this is performed at the end of the

inner loop when all station data has been read in, modified and
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written to unique disk files and all other required statistics calcu-

lated, and just before the end of the outer program loop.

At the end of the outer program loop, when all hydrologic data
sets have been analysed, all the user specified punch card output,
which was temporarily written to user defined disk scratch files in
card image format, is transferred to the system card punch file for
subsequent punching. (The organisation of card punching is more

fully described in 3.3.7.)

It can be seen from the foregoing discussion that it is a rela-

tively simple matter to modify the program to calculate any additional

statistics the user may require.

3.3.3 Distribution Moments

The first, second, third and fourth moments of a discrete vari-
ables distribution are defined by equations 3.8 to 3.11 respectively.
The second, third and fourth moment equations may be expanded and re-

written as:

N
- 1, 2 72
My = Ty LoX{ - R (3.30)
1=1
\ N N .
S S— & o- (32X X 2NX~ 3.31
M3 0 DD zl oo GX 121 )+ (3.31)
N N
N2 L - 3
M, = X, - 4X X:
4 (N-1) (N-2) (N-3) izl i 1Zl i
N
+6X2 ] xt - 3NE (3.32)

For computational purposes, define S,, 52, S3 and S, as:

§ (3.353)
S = X, 2.9
1 i1 i
N -
82 - Z Xi (3.34)
i=1
N 3 (3.35)
83 = .z X1 '
i=1
N
s, = 1 X (3.36)
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With these definitions, the four moment equations may be re-

written as:

M = SN (3.37)
. 1 1. <2 =

M, = N (S, - 3M.S. + 2NM3) (3.39)

3 (N-1) (N-2) *°3 1°2 1 :

M, = N2 (S, - 4M.S, + 6M2S. - 3NM") (3.40)

4 (N-1)(N-2) (N-3) ‘"4 1°3 1°2 1 )

Equations 3.37 to 3.40 are used in subroutines TALY3, TAB4, TSFREQ
and RIPPL5 to calculate the first four moments of a discrete variable's

distribution.

To calculate the individual monthly moments or frequency distri-
butions, the monthly station data stored in chronologic order in
vector QTS is reordered by water year month in vector QMON by sub-
routine MATTS, with each water year month's values in chronologic
order. The individual monthly moments may then be calculated by sub-
routine TALY3, or both the individual monthly moments and frequency

distributions by subroutine TAB4.

To calculate the annual moments or frequency distribution, the
annual time series is first formed in vector QMON from the monthly
time series in vector QTS by subroutine FANN. The annual moments may
then be calculated by subroutine TALY3, or both the annual moments and

frequency distribution by subroutine TAB4.

The mean and standard deviation of a station's time series dis-
tribution are used in the calculation of a number of statistics, for
example, monthly auto and cross correlation coefficients. Provision
has therefore been made in the program to store these statistics of
each station. The station time series means are stored in vector
VMEAN, and standard deviations in vector VSD. The corresponding
elements of vectors IAVER and ISD are set to 'l' to indicate that the
corresponding statistic has been stored. (The elements of vectors
TAVER and ISD are initialised to '0' between the outer and inner

program loops.)

3.3.4 Frequency Distributions

The class interval bounds for a frequency distribution analysis
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are defined by the upper and lower bounds and the number of class in-
tervals or bins specified for the analysis. In this program suite, one
class interval or bin 1s set aside for values less than the specified
lower bound, and another for values greater than or equal to the
specified upper bound. The net number of class intervals for the
analysis is thus the specified number of class intervals minus two.

The class interval size is thus calculated as:

SINT - (BDUP - BDLOW)

(NOBIN - 2) (5.41)
where SINT is the class interval size,
BDUP is the specified upper bound,

BDLOW is the specified lower bound,

and NOBIN is the specified number of class intervals or bins.

The first class interval or bin is for variable values less than
BDLOW. The second class interval for values greater than BDLOW but
less than or equal to (BDLOW + SINT), and so on. The last or NOBINth

class interval is for values greater than or equal to BDUP.

The class interval into which a particular variable value falls

is calculated as:

INDEX = MIN@((MAX@ (INT((VAL - BDLOW)/SINT + 1.0),0) + 1),NOBIN)
(3.42)
where INDEX is the number of the class interval into which the

value falls,

MING is a Fortran inbuilt function which returns the mini-
mum of two integer arguments,

MAX@ is a Fortran inbuilt function which returns the maxi-
mum of two integer arguments,

INT is a Fortran inbuilt function which truncates & float-
ing point number to an integer,

VAL is the variable value

and  BDLOW, SINT and NOBIN are as defined above.

Having determined the class interval into which the variable
value falls, the count of values in the interval is incremented by 1
by:

FREQ(INDEX) = FREQ(INDEX) + 1.0 (3.43)

where FREQ is a vector of frequencies of values 1n each
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class interval,

and INDEX is as defined above.

Equations 4.41 to 4.43 are used in subroutines TAB4, TSFREQ and
RIPPLS to calculate variable frequency distributions. TAB4 may be used
to calculate monthly, annual and time series frequency distributions.
For these analyses, TAB4 determines appropriate bounds and uses 20

class intervals.

TSFREQ may be used to calculate time series frequency distribu-

tions with 20 class intervals and user specified bounds.

Subroutine RIPPLS calculates drought, draw and fill duration,
and storage deficit frequency distributions using user specified

upper bounds and number of class intervals.

3.3.5 Storage-Yield Analysis

The storage-yield analysis described in 3.2.8 may be performed
on each hydrologic variable for up to five different yield rates. The
user specifies the number of yield rates and the size of each in the
input data deck as described in Table 3.3. The program user must also
specify in the input data deck appropriate upper bounds for the
drought, draw and fill duration distributions, for the storage deficit
distribution, and an appropriate number of bins for all these frequency

distributions for each variable at each yield level.

The selection and specification of an appropriate upper bound
and number of bins for each distribution for an analysis of one vari-
able at one yield level is described in following paragraphs. This
procedure may be repeated for each variable for each yield rate and

the input data deck prepared as described in Table 3.3.

The upper bounds for the drought, draw and fill duration distri-
butions may be selected from among those assigned to the matrix BDCOM
by data statement in the main program. BDCOM is dimensioned as (10,2)
and common upper bounds for the drought and draw duration distributions
are assigned to column 1, and upper bounds for fill duration distribu-
tions to column 2. The user selects the upper bounds to be used for
drought, draw and fill duration distributions by specifying the row

subscript of matrix BDCOM which has the most appropriate bounds.

Storage deficit values are scaled by the variable's time series

mean or by a user specified scaling factor. An appropriate upper



bound for the scaled storage deficit distribution is selected from
among those assigned to the vector BDDEF by data statement in the
main program. BDDEF is dimensioned as (20) and the user selects the

upper bound to be used by specifying the subscript of the most appro-
priate bound.

An appropriate number of bins for these distributions is deter-
mined by the user's selection of the row of matrix BDCOM which has
the most appropriate drought, draw and fill duration distribution
upper bounds. Alternative numbers of bins are assigned to the vector
IBINS, dimensioned as (10), by data statement in the main program.
These numbers of bins were selected to correspond to the upper bounds
of the corresponding rows of BDCOM so that the user selected row of
BDCOM could also be used as the subscript of the element of IBINS
which has an appropriate number of bins for the drought, draw and fill

duration distributions and the storage deficit distribution.

It may be necessary to perform a storage-yield analysis a few
times to determine suitable upper bounds for the drought, draw and
fill duration distributions, and for the storage deficit distribution,
so that there is neither a concentration of values in only a few bins
nor beyond the upper bound. Two analyses have generally proven to be

adequate.

3.3.6 Correlation Analysis

Annual and monthly auto correlation functions and monthly cross
correlation functions are calculated using subroutine COVAR3. This
subroutine calculates the dot product cf two time series from zero lag
to the maximum specified lag and divides each dot product by a given
value, which is the time series variance for auto correlation analysis,
and the product of the time series standard deviations for cross cor-
relation analysis. It is assumed that each time series has had 1its

mean value subtracted from all values.

Annual and monthly auto correlation functions are calculated
from zero lag to the user specified maximum lag by a single call to
COVAR3., The annual auto correlation function is calculated immediately
after the annual time series moments or frequency distribution. If
annual auto correlation analysis has been specified, the program tests
whether the annual moments were calculated and, if so, subtracts the

annual mean from the annual time series in vector QMON, squares the



annual standard deviation to get the annual variance and calls COVAR3
to calculate the annual auto correlation function. If the annual
moments were not calculated, the program forms the annual time series,
calculates the annual mean and variance, subtracts the mean from each
term of the annual series and then calls COVAR3 to calculate the an-

nual auto correlation function.

Monthly cross correlation functions are calculated by two calls
to subroutine COVAR3. The first call calculates cross correlation
coefficients between the two series, say X and Y, from zero lag to the
user specified maximum lag for Y leading X. The second call calculates
cross correlation coefficients from zero lag to the user specified
maximum lag for Y lagging X by using the equivalence relation of Y

lagging X to X leading Y shown by equation 3.26.

It follows from equation 3.26 that there are NSTN(NSTN - 1)/2
distinct cross correlation functions between NSTN stations. The pro-
gram calculates the cross correlation functions of station 1 with each
of stations 2 to NSTN first, followed by the cross correlation func-
tions of station 2 with each of stations 3 to NSTN next, and so on,
ending with the cross correlaticn function of stations (NSTN - 1) and

NSTN.

Within the inner program loop described in 3.3.2, the program
tests whether monthly auto and/or cross correlation analyvsis has been
specified, and if so, subtracts the mean time series value from each
monthly value. If cross correlation analysis was specified, the pro-
gram writes this modified time series for this station to a unique
disk scratch file for later use. The auto correlation function is

now calculated, if required.

After all the individual station data has been read in and
analysed, cross correlation analyvsis is performed as described above,
if required. The organisation of the calculation of monthly auto and
cross correlation functions is more fully described in the program

flowchart, shown in Figure 3.2.

3.3.7 Punched Card Cutnut

The program has the facility to punch the calculated values of
those statistics which may be compared using the statistic comparison
programs. These statistics are listed in Table 3.1. This facility

may be used in the historical data analysis to obtain punched values



of the historical data statistics suitable for inclusion in the input

data decks of the statistic comparison programs.

The statistics are punched to an appropriate format for the
statistic comparison programs, and each punched card carries a station
identification number, a statistic identification code number, and a
card count number. The station identification numbers are those spec-
ified by the user except for the cross correlation functions . There
are NSTN(NSTN - 1)/2 cross correlation functions between NSTN stations.
The station identification numbers used for cross correlation functions
are 1, 2, 3, ... NSTN(NSTN - 1)/2, where 1 corresponds to the cross
correlation function of the 1lst and 2nd stations, 2 to the cross cor-
relation function of the lst and 3rd stations, and so on. The statis-

tic identification code numbers are listed in Table 3.1.

The station identification, statistic code and card count numbers,
assist in splitting the punched output in preparation for input to the
appropriate statistic comparison program, and for reordering of the

punched cards should they come out of order.

The calculated values of each statistic to be punched are not
written directly to the system punch file NPUN, but to temporary
(scratch) card image disk files. The file program names and assigned
Fortran unit numbers for each statistic are listed in Table 3.1.

After all hydrologic data sets have been analysed, the contents of
each of these files is read and written to the system punch file NPUN.
This action is taken to minimise the splitting and sorting of punch
output required to separate the appropriate historical data statistics

for each statistic comparison program.

Subroutine PUNI3 is used to write a vector of integer values to
a specified card image disk file under format 24I3 in record columns
1-72. Subroutine PUNF12 is used to write a vector of floating point
numbers to a specified card image disk file under format 6F12.5 in
record columns 1-72. Both subroutines write a station identification
number in columns 73-75, a statistic jdentification number in columns

76-78, and a card count number in columns 79-80.

Subroutine ROUT is used to read each record of a temporary
(scratch) card image disk file and transfer it to the system punch

file for subsequent punching.



3.3.8 Disk File Output

The program uses disk output and scratch files as listed in
Table 3.2. The disk output files are for the calculated values of
those statistics which may be compared using the statistic comparison
programs. These files are named NF20, NF21, ...... NF36 in the pro-
gram. The statistics written to each file and the statistic compari-

son program which uses each file are given in Table 3.2.

The disk scratch files are used for cross correlation analysis
and for the temporary storage of punched card output. The unit
numbers of the files used for cross correlation analysis are held in
the vector NFILE. When cross correlation analysis has been specified,
each station's time series data is written to a unique disk scratch

file for later use as described in 5.3.¢6.

The disk scratch files used for temporary storage of punched
.... NPU15.

The assigned unit numbers and the statistics temporarily written to

card output are named NPUl, NPU2 .... NPU4 and NPUS, NPU1O

each file are given in Table 3.1.

A summary of all the files used by the program suite is given in
Table 9.1.

3.35.9 Data Initialisation

The following scalar and vector variables are initialised by data

statement in the main program:

(a) the cross correlation analysis scratch file unit numbers (NFILE(1),
NFILE(2), .... NFILE(25)),

(b) the synthetic data statistic file unit numbers (NF20, NF21,
NF36),

(c) the historical data statistic card image scratch file unit
numbers (NPUl, NPUZ, ... NPU4; NPU9, NPU1l0 ... NPUI1S),

(d) the calendar months of the water year (MWYEAR),

(e) the upper bound values for drought, draw and fill duration dis-
tributions for storage-yield analysis (BDCOM),

() the upper bound values for storage deficit distributions for
storage-yield analvsis (BDDEF), and

(g) the number of bins for storage-yield analysis (IBINS).

The installation Fortran unit numbers for the card reader, line

printer and card punch, and the default unit number for the hydrologic



data file, are assigned to the program variables NIN, NQUT, NPUN and
INFLOW respectively, at the start of the main progranm.

The symbols used in line printer histograms and plots are

assigned by data statements in subroutines HIST, PLOTS, PLOTR, SCALE2
and FORM2,

3.3.10 Library Subprograms

The Fortran IV Library subprograms reouired by this program are

ABS, ALOG1@, AMAX1, AMIN1, FLOAT, INT, MAX@, MIN@, MOD and SORT.

3.4 INPUT DATA PREPARATION

The input data for program STATS comprises the problem data, the
user selected program options and the hvdrologic data to be analysed.
The problem data and program options are read from the input data file

NIN, and the hydrologic data from the input file INFLOW.

The input data deck is prepared according to Table 3.3. The
first card of the input data deck specifies the number of sets of hy-
drologic data to be analysed and whether the problem data and program
options for each set of hydrologic data are the same. If the problem
data and program options are the same for each set of hydrologic data,
then they are specified for the first set of hydrologic data only.

The program will then use the same problem data description and program
options for the analysis of all other hyvdrologic data sets. This pro-
gram facility is particularly useful in analysing multiple sets of

synthetically generated hydrologic data.

If the problem data and program options are not the same for
every set of hydrologic data, then they must be specified for each set

of hydrologic data.

The second card of the input data deck specifies an identifying
run number, whether the hydrologic data is to be echo checked, and the
unit number of the file from which the hyvdrologic data is to be read.
The facility to read the hydrologic data from a different file to that
of the problem data and program options was included to simplify the
analysis of multiple sets of svnthetically generated hydrologic data,
which would normally have been written to a unique output file by the
generation program. This generation program output file can be made

the hydrologic data input file for program STATS, and has a default



unit number of 8. Alternatively, the hvdrologic data may be read from
the same file as the problem data and program options by specifying the
unit number of the hydrologic data file INFLOW the same as for the

problem data and program option file NIN.

The remaining cards of the input data deck may be prepared from

Table 3.3.

3.5 OUTPUT INTERPRETATION

A brief description of the program output is given as the print-
out is clearly labelled. Sample printout from the example problem

described in Section 9 is given in Figure 9.8.

The printout for each hydrologic data set analysed consists of
a title page and the tabulated,/plotted values of the calculated stat-
istics. The title page has subheadings 'Job Description', ''Data
Description' and "Analysis Options', and provides an echo check of the
problem data and program options as read from the input data deck.
Under the subheading '"Job Description", in the top right hand corner
of the title page, the number of hvdrologic data sets to be analysed
and the number of the particular set for which tabulated/plotted

results follow, are printed.

An optional listing cf station data under the heading ""'DATA FOR
TIME SERIES NO XXX'", where "XXX" is replaced by a user assigned identi-
fying code number for the station, and tabulated/plotted values of the

user selected statistics, follow for each station in turnm.

The calculated values of each user selected statistic are printed
out for each station in turn in & tabular format with descriptive row

.dentifving the calculated statistics

)

i

and columm headings, and a title
and station data. For example, the row headings for the monthly
moments tabulation are "MEAN' USTD DEV'' ) ""SKEW'", "KURTOSIS", "COEF
VAR"; eand the column headings are the numerical abbreviations for the
months of the veer ’that is, 1 for Januarv, 2 for February and so on).
The tabulation is titled '"MOMENT ANALYSIS ------ MONTHLY ------ STATION
NO XXX, where XXX is replaced by a2 user assigned identifying code

number for the station.

Line printer histograms and plots of user selected statistics
are preceded by a descriptive title identifying the plotted statistic

and the station data. For example, monthly freguency distribution
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histograms are titled "FREQUENCY HISTOGRAM ------ MONTH NO YY ------

STATION NO XXX', where YY and XXX are replaced by the numerical abbre-

viation for the month and the user assigned identifying code number
for the station respectively.



4. PROGRAM MOMENT DESCRIPTION

4.1 INTRODUCTION

Frequency distribution moments and extrema have been defined in
section 3.2.3. Program MOMENT is used to compare historical data fre-
quency distribution moments and extrema with corresponding synthetic
data moments and extrema. The comparison is made by evaluating a
number of measures of the difference between the historical and the
synthetic data moments and extrema. The values of these measures may
be used to assess whether these historiczl data characteristics have

been satisfactorily preserved in the synthetic data.

The means, standard deviations and skew coefficients of the
twelve months, the annual and the time series frequency distributions
may be compared. The measures of difference calculated for each moment
of each distribution may include the range of synthetic values, the
number of synthetic sample values outside the statistically acceptable
sampling interval, the moments of the synthetic sampling distribution,
the synthetic population value and its statistical acceptability, and
the percentage errors between historical and synthetic population

values.,

The minima and maxima of the twelve monthly frequency distribu-
tions may be compared. The measures of difference calculated for both
minimum and maximum extremes are the range of synthetic values, the
percentages of synthetic values less than and greater than their his-
torical extremes, and the first three moments of the synthetic sampling

distribution.

The calculated values of these measures of difference for each
moment of each distribution and for the monthly minimum and maximum

extremes are printed out for each station.

The historical and synthetic data freauency distribution moments

and extremes are obtained as output from STATS.

Punched card output may be obtained which compares the first
three moments of the monthly frequency distributions of the historical
record and the synthetic population for input to the user's graphical

presentation system.

4.2 FUNDAMENTAL CALCULATIONS

The fundamental purpose of the program is to compare the frequency



distribution moments and extrema of a staticn's historical record with
its corresponding synthetic data roments and extrema. The frequency
distributions used are the 12 water year months, and ovtionally, the
annual and time series, making a nossible total of 14 distributions.
Each synthetic sample's means, standard deviations and skew coefficients

for each distribution are compared with their historical counterparts.

The program also compares the synthetic minima and maxima of the
12 water year months frequency distributions with their historical

counterparts.

Each of the three moments of the above distributions is analvsed
in turn. The inner program loop is over the 12 or 14 moment values,
corresponding to the above distributions, calculating the measures of
difference between the synthetic sample's moment values and the histor-

ical moment values. The outer loop is over all the synthetic samples.

Some of the measures of difference used are calculated in the
same way for each of the three cdistribution moments. These measures
are (1) the range of synthetic moment values, (2) the moments of the
synthetic moment sampling distributions, and (3) the percentage errors

between historical and synthetic ropulation moment values.

The minimum and maximum synthetic moment values are stored in
matrices VD and VE respectively and are updated as each synthetic
sample is read. When all samples have been processed, the range of

synthetic moment values has been defined.

The NSAM synthetic sample values for a distribution's moment
define a sampling distribution for that moment. The rean, standard
deviation and skew coefficient of this sampling distributlon are calcu-

-~

lated by moment formulae defined in 5.2.3.

The synthetic population value of a distribution moment is the
moment value of the composite cdistribution formed by combining all the
NSAM synthetic sample distributions intc the one large compesite dis-

tribution or population.

The percentage error between an historical and a synthetic popu-
lation moment value is defined as 100 times the difference of the
synthetic population and historical values divided by the historical
value. The absolute value of each water year month's percentage errcr

is summed and the mean monthly percentage error is calculated. Similarly,



the absolute values of the monthly percentage errors over the six
wettest contiguous months and the six driest contiguous months are
summed, and the mean monthly percentage errors over the six wettest

and six driest months calculated.

The synthetic population moments may be related to known sample
moments and other statistics by relationships which will now be
derived. The first three moments of a sample of N values have been

defined in 3.2.3 as:

Moo= X = W.Z X; (4.1)
i=1
M NS T R E (4.2
2 T (N-D jop i i +2)
N B - 3

where M1 is the first moment or mean, M2 the second moment or variance,

and M3 is the third moment.
This sample of N values could be divided into p sub-samples each
of q values where q = N/p. The first three moments of the kth sub-

sample where 1 £ k £ p may be calculated as:

AR A S -0
i=(k-1)q+1
vk N % )2
5 = @) ey et X, - Xk) (4.5)
kg
" * UG oy MR (4.6)
where Mﬁ, Mg and Mé are the first, second and third moments of the kth

sub-sample respectively.

The population moments are to be calculated from the known sample

moments by relationships of the form:

.
M - f(MJ;, MS, MY (4.7)
K .k
M, = £(M, M, M];) (4.8)
K .k
M, = o, o, My) @9
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The moment equations 4.2 and 4.3 may be slightly simplified by
introducing the approximations:

m%'ﬁ = _I{T | (4.10)
N 1 |
DD N (4.11)

For monthly and annual data N will typically be greater than 50 so that
minimal error is incurred by this approximation. On substituting these
approximations into equations 4.2 and 4.3, multiplying out and simpli-

fying, the second and third moment equations may be rewritten as:

;N
M, = = ) X2 -X? (4.12)
2 N . i
i=1
. 1 33X 2 3
My o= g '2 X} - J .2 X2 + 2X (4.13)
i=1 i=1

Similarly, the kth sample second and third moments become:

kq
M§ - 1 X2 - X2 (4.14)
9 3i=(k-1)g+1
, kq 3X, kq
Mé - L X3 - —~% 3 X2 + 2% (4.15)
9 j=(k-1)g+1 9 i=(k-1)q+1
The mean of the p sample first moments 1is:
_L T (4.16)
k=1 !
= 1 § X (4.17)
P =1 "
This relationship may be rewritten as:
k
- L E L i X, (4.18)
P x=1 9 i=(k-1)q+1
2q 3q jole|
=..1_ %X,-& 2 X, + z Xi+,.,+. 2 X.}
P |j21 1 i=qel * i=2q+1 i=(p-1)q+1
(4.19)
N
- LY x (4.20)
N . i
i=1



that is, the mean of the p sample first moments is the population first
moment. The program sums the sample first moments in matrix VA and

saves the synthetic population first moments in matrix SPCPAV.

The mean of the p sample second moments is:

- 1 § M (4.21)
Py
kq
O O I = (4.22)
p q 1 k
k=1 (¢ i=(k-1)q+1

Assume that a relationship exists between the mean of the p sample

second moments and the population second moment, and write as:
k 5

where A2 is a function of known sample and population statistics. Re-

arranging and expanding this relationship:

_ 1 § ,
A2 = 2 E L (4.44)
N kq
= 5l o2 E 1 ) @ _x . L3 X4.25)
i=1 P 1 Yis(k-1)qe1 B P k=1
Noting that pq = N and that:
kq . g Pq
) X2 = { % XS+ ) X2 e s ) X2
k=1 i=(k-1)q+1 li=1 % i=q+1 ? i=(p-1)q+1
(4.26)
k ~
= )X (4.27)
1=1
then:
s, - Loy (4.28)
2 pk=1 k

The population second moment is thus equal to the mean of the sample
second moments plus the difference between the mean of the sample first
moments squared and the population first moment squared. The sample

second moments are summed in matrix SPOPSD. The sum of the sample



first moments squared are saved from the first moment analysis in
matrix SAVSQ. The population second moment is calculated and then

the population standard deviation which is saved in matrix SPCPSD.

Assume that a relationship exists between the mean of the p

sample third moments and the population third moments, and write as:
k
§ M3 + A3 (4.29)

where A, is a function of known sample and population statistics. Re-
arranging and expanding this relationship:

1 E k ]
by = M, - = M (4.30)
3 3 p k=1 3
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1 2 3 1 E T 3 3X 2
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Recognising that:
kq 2q 3q
x3 = § X3+ ) Xz « ) x3.
k=1 i=(k-1)q+1 * i=1 ' i=q+1 i=2q+1
P4
+ y X3 (4.32)
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N
= ) x3 (4.33)
: 1
i=1
and that N = pq and that q/N = 1/p, then:
v N kq — 2 —
3X 2,3 § X 22 b ox
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3 Nouop b NGo R o yger 2 P y=1
(4.34)
Now the population second moment is:
1 ¥ o o (4.35)
M, = ﬁ-izl X; - X

so that:



XJ = N(M, + X2) (4.36)

kq
M- L ) XZ - X2 (4.37)
- i=(k-1)q+1
so that:
kq
) X2 - q(Mg £ X0) (4.38)
i=(k-1)q+1

On substitution of these results and rearranging:

|

b, = ) X+ ) XM - XN, + X) (4.39)
P k=1 k=1
The population third moment may thus be calculated as the mean of the

sample third moments plus A The sample third moments are summed in

matrix SPOPSK. The sample girst moments cubed are saved in matrix
SAVCU from the first moment analvsis. The sum of the products of
sample first moments times sample second moments is saved from the
second moment analysis in matrix SAVXSD. The final term of A3 may be
calculated from the saved population results in matrices SPOPAV and
SPOPSD. The population third moment is calculated and then divided
by the population standard deviation cubed to yield the population

skew coefficient which is saved in matrix SPOPSK.

A number of statistical tests are available for testing sample
means and standard deviations. The appropriate test is determined by
the assumptions made about the population statistics. In this instance
the historical means and standard deviations are taken as the population

statistics.

The Central Limit theorem states that if a random sample of size
N 1s drawn from a population of known mean (uH) and variance (cﬁ),

then as N increases, the distribution of the statistic:

X - UH
OH/ s . (4.40)

where X is the sample mean, is approximately normal with mean 0.0 and

variance 1.0 regardless of the distribution of the variable X. As
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sample sizes used are large (N > 50), this result may be used to de-
fine the sampling interval for .the sample means. At a given signifi-

cance level a, the statistically acceptable sampling interval for X
is:

wy - N °H<Y<U+N °H (4.41)

a/2 N H a/2 VN

where Na/2 is the normal distribution statistic corresponding to the
significance level a/2. The sampling interval for each of the distri-
bution means, at the specified significance level a, may be determined
from the distribution's historical moments (uH, cﬁ) and the number of
values belonging to the distribution in each synthetic sample (N).
The sampling interval of the synthetic population means of each distri-
bution is calculated similarly, but N is now the product of the number

of synthetic samples and the number of values belonging to the distri-
bution in a sample.

Each synthetic sample's distribution means are checked against
their sampling intervals and the number of sample means below the lower
bound and above the upper bound is counted for each distribution.
Whenever any distribution mean lies outside of its sampling interval,
the synthetic sample in which this occurs is also noted. Each distri-
bution's synthetic population mean is also compared against its samp-

ling interval and any violation is noted.

The x? test is applied to the synthetic sample and synthetic
population standard deviations. This test's usual assumption of a
normally distributed population may be relaxed when testing large
samples. The statistic:

2
°s

(N-1) —— (4.42)

°H

where oY is the population standard deviation, og the sample standard
deviation and N the number of values, is thus distributed as x2 with
N-1 degrees of freedom. The statistically acceptable sampling inter-

val of o, at a given significance level a, is thus:

S
of of
N-1) X2 < 9% < WD XT
Xa/2,N-1 1-a/2,N-1 (4.43)

2 2 er and lower tail x?2 statis-
where Xa/Z,N-l and X{-a/2,N-1 are the upp

tics respectively, corresponding to significance level a/2 and N-1
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degrees of freedom. The sampling interval for each distribution stand-
ard deviation, at the specified significance level o, may be determined
from the distribution's historical standard deviation, the number of
values belonging to the distribution in each synthetic sample (N), and
the appropriate x2 statistics. The sampling interval of the synthetic
population standard deviation of each distribution is calculated
similarly, but N is now. the product of the number of synthetic samples

and the number of values belonging to the distribution in a sample.

Each synthetic sample's standard deviations are compared with
their sampling intervals and the number of sample standard deviations
outside either bound is counted for each distribution. Whenever any
standard deviation lies outside of its sampling interval, the synthetic
sample in which this occurs is also noted. Each synthetic population
standard deviation is also compared with its sampling interval and any

violation noted.

In the preceding discussion of statistical tests on means and
standard deviations only a single significance level was mentioned.
The program, however, performs these tests at two significance levels
simultaneously. The significance levels are selected from the commonly
used values of 1%, 5%,and 10% by means of the input variables IPCEN1
and IPCEN2. The results of the tests at each significance level are

printed out.

The same measures of difference are used to compare the twelve
monthly historical and synthetic minima, and the twelve monthly his-
torical and synthetic maxima. Some of these measures of difference
used to compare each extreme are calculated in an identical manner to
their distribution moment counterparts. These measures are (1) the
range of synthetic extreme values, and (2) the three moments of the

sampling distribution of the synthetic extreme values.

For a minimum extreme, the program counts the number of synthetic
extreme values less than or equal to the historical extreme. For a
maximum extreme, the number of synthetic extreme values greater than
or equal to the historical extreme are counted. From these totals
the percentages of synthetic extreme values more extreme than their

historical counterparts are calculated.
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4.3 PROGRAMMING FEATURES

4.3.1 Introduction

The calculation of the measures of difference used in comparing
a station's historical record moments and extrema with its NSAM syn-
thetic record moments and extrema has been described. How these cal-

culations are organised for many stations is described now.

4.3.2 General Program Outline

The main program is divided into four major sections. Each of
the first three sections corresponds to one of the first three distri-

bution moment analyses, and the fourth to the extremes analvsis.

Similar calculations are required in the analysis of each moment
and these are performed by the subroutines BEGIN, SAM1, SAM2 and
OUTMOM. The 'Purpose' section of each program's listing describes its
particular function. To facilitate communication among these routines

and with the main program, COMMON storage was used.

The major common blocks are PARAM, KEEP, SPACEl and SPACEZ.
PARAM contains the parameter variables for the analysis. KEEP the
historical moments and extremes matrices, the synthetic population
moments and special purpose matrices. SPACEl and SPACEZ contain real

and integer type work matrices used in all four sections.

Matrices are typically dimensioned as (25,14). The first sub-
script is a station subscript allowing up to 25 stations to be analysed.
The second subscript is the distribution subscript, values 1 to 12 in-
clusive corresponding to the twelve monthly distributions, 13 to the

annual distribution and 14 to the time series distribution.

The sequence of operations within each of the first three sec-
tions is similar. Subroutine BEGIN initialises the work matrices, and
any other necessary matrices are initialised in the main program. In
the first and second moment sections, the sampling intervals are cal-
culated next for each station (1 to NSTN) and each distribution (1 to
MONTHS). The work matrices used to save the bounds are the same in
each section and are labelled in the listing of the first section.

(Sampling intervals are not calculated for the third moment.)

The synthetic moment data 1is processed next. The outer loop 1is
over the number of synthetic samples (1 to NSAM) and the inner loop

over the number of stations. After a station's synthetic sample dis-
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tribution moments are read, they are passed to SAM1, which loops over
the distribution moments (1 to MONTHS) calculating the measures of
difference described in its 'Purpose' section, and updating the

results matrices for that station.

The synthetic population distribution moments are calculated and
passed with the historical distribution moments to SAM2 which calcu-
lates the measures of difference and final results described in its
'"Purpose' section. The sample rejection results are finalised for the
first and second moments and OUTMOM is called to print the results for
each station. Sample rejection results are then printed (in the case
of the first and second moments). Punched output comparing the histor-
ical and synthetic population monthly moments may now be produced if

required.

The fourth section of the program analyses the monthly extremes.
Subroutine BEGIN initialises the work matrices and additional results
matrices are initialised in the main program. The synthetic extremes
data is read in a double loop structure as in previous sections. How-
ever, the comparison of a station's synthetic sample extremes with its
historical extremes is performed within a third loop over the 12
monthly distributions. Both minimum and maximum extremes are compared
and corresponding results matrices updated within this loop. When all
the synthetic samples have been processed, the moments of the extremes
sampling distribution are calculated, and the results printed for each

station.

4.3.3 Sampling Interval Calculations

The value of the xz statistic in the test on standard deviations
is a function of both the significance level (o) and the sample size
(N). The significance levels used in this program are 1%, 5% and 10%.
Sample sizes will be from less than 100 for monthly and annual data to

greater than 500 for time series data.

The values of the y? statistics for the monthly and annual data
must be explicitly specified by the user in the DATA BLOCK subprogram.
Values for two sample sizes may be specified. The upper tail x? values
are assigned to matrix CHIUP, and the lower tail x? values to matrix
CHID. The columns of these 2 x 3 matrices correspond to the signifi-
cance levels 1%, 5% and 10%. The two rows correspond to the two poss-

ible sample sizes, presently assigned for N = 75 (row 1) and N = 50



(row 2).

The input variables IPCEN1, IPCEN2 and IYR determine the ¥?2
statistics used in the monthly and annual standard deviation tests.
IPCEN1 and IPCEN2 define the significance level (i.e., the column) and

IYR defines the sample size (i.e., the row) in the matrices CHIUP and
CHID,

To change the present sample sizes the user should define the
appropriate x? values in the DATA BLOCK subprogram and change the "IF"
statement before label '"'14" in the main program for the new sample

sizes.

For the larger sample size (i.e., N > 100), as for the time
series standard deviation, the upper and lower x? values may be calcu-
lated as:

X2(e,N) = E(L - g v 2/ 500 (4.44)

where f = N-1, and Zp is a function of the significance level and the
tail [Thompson 1941]. This formula is evaluated by function CHILAR.
The data statement in this function defines values of Zp for signifi-

cance levels of 1%, 5% and 10%.

The sampling interval bounds for the synthetic standard devi-
ations (os) described in section 4.2 were for o%. As values of og are
read by the program, the square root of these bounds is taken and g

is compared with these modified bounds for more efficient processing.

4.3.4 Data Initialisation

The upper and lower tail x¢ statistics for significance levels
of 1%, 5% and 10% and sample sizes of 75 and 50 years are assigned to
matrices CHIUP and CHID respectively, in the DATA BLOCK subprogram,

as discussed in the preceding section.

Normal distribution statistics at 1%, 5% and 10% are assigned

to vector RNOl in the DATA BLOCK subprogram.

The calendar months of the water year are assigned to vector
MWYEAR in the DATA BLOCK subprogram.

Values of Z for use in calculating large sample x? values at
significance levels of 1%, 5% and 10% are assigned in the data state-

ment in function CHILAR.
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4.3.5 Library Subprograms

The Fortran IV library subprograms required by this program are
ABS and SQRT.

4.4 INPUT DATA PREPARATION

4.4.1 Introduction

To use this program to compare historical monthly, annual and
time series moments and monthly extremes with their synthetic counter-
parts, it is necessary to:

(a) analyse the historical data set and determine the historical
moments and extremes,

(b) analyse the synthetic data sets and determine the corresponding
synthetic moments and extremes,

(c) prepare the input data deck defining program options, file re-

ference numbers and problem data.

The results of these analyses and the input data deck comprise

the program input which is described in Tables 4.1 and 4.2.

4.4.2 Historical Data Analysis

The historical monthly moments and extremes are obtained from
an analysis of the historical data set by program STATS which will
punch these statistics onto cards in the proper format for input to
this program. Annual and time series moments are obtained similarly

if they are to be compared with their synthetic counterparts.

The historical monthly moments and extremes data immediately
follows the 8th card of the input data deck as shown in Table 4.2.

Annual and time series moments optionally follow next.

The station order of the historical moments and extremes, and
the annual and time series moments, must be the same as for their
synthetic counterparts. This may be ensured by maintaining the same
station order in the historical and synthetic data sets analysed by
STATS.

4.4.3 Synthetic Data Analysis

Each of the NSAM synthetic data sets of NYEAR years of concurrent
flows at each of the NSTN stations must be analysed by program STATS
to determine the synthetic data moments and extremes. The calculated

synthetic monthly means are written to output file NF20, the monthly
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standard deviations to NF21, the monthly skew coefficients to NF22,

the monthly minima and maxima to NF23 and optionally, the annual
moments to NF24 and the time series moments to NF25 (Table 4.1).

These output files of STATS are the synthetic data input files for this
program.

4.4.4 Input Data Deck

The input data file NIN specifies program options, file refer-
ence numbers and problem data. These cards may be prepared from

Table 4.2 and are followed by the historical moments and extremes
data.

4.5 OUTPUT INTERPRETATION

A brief description of the program output is given as the print-
out is clearly labelled. Sample printout from the example problem

described in section 9 is given in Figure 9.11.

The first output page is entitled "SYNTHETIC MOMENT PROCESSING"
and provides an echo check of the program options, file reference
numbers, problem data, historical moments and extremes as read from

the input data deck by the program.

The synthetic first moment data is echo checked under the
heading "FIRST MOMENT DATA', énd is followed by the results of the
comparison of historical and synthetic first moments for each station
under the title '"MOMENT 1 STATION XXX", where "XXX" is replaced by a
user assigned identifying code number for the station. A summary
table showing which stations have had at least one first moment stat-
istically rejected, and in which synthetic sample this occurred, is
printed for the two specified significance levels under the heading
"MOMENT 1 SAMPLE REJECTIONS AT YY PER CENT", where 'YY" is replaced
by the appropriate numerical value of the two user specified signifi-

cance levels.

The synthetic standard deviation data is echo checked under the
heading ""SECOND MOMENT DATA'", and is followed by the results of the
comparison of historical and synthetic standard deviations for each
station under the title "MOMENT 2 STATION XXX'", where "XXX" is the
station code number. A summary table showing which stations have had
at least one standard deviation statistically rejected, and in which

synthetic sample this occurred, is printed for the two specified
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significance levels under the heading '"MOMENT 2 SAMPLE REJECTIONS AT
YY PER CENT", where '"YY" is the appropriate significance level. A
combined summary table showing which stations have had at least one
first or second moment statistically rejected is printed for the two
specified significance levels under the heading ""SAMPLE REJECTIONS ON
1ST AND 2ND MOMENTS AT YY PER CENT", where "YY'" is the appropriate

significance level.

The synthetic skew coefficient data is echo checked under the
heading "THIRD MOMENT DATA", and is followed by the results of the
comparison of historical and synthetic skew coefficients for each
station under the title "MOMENT 3 STATION XXX", where "XXX" is the

station code number.

The synthetic minimum and maximum monthly extremes data is echo
checked under fhe heading "EXTREMES DATA", and is followed by the
results of the comparison of historical and synthetic minimum and
maximum extremes for each station under the title "EXTREMES STATION

XXX'", where "XXX" is the station code number.



5. PROGRAM FREQ DESCRIPTION

5.1 INTRODUCTION

The time series frequency distribution has been defined in sec-
tion 3.2.4. Program FREQ is used to compare the time series frequency
distribution of historical data with that of synthetic data. The his-
torical and synthetic data time series frequency distributions may be
calculated by program STATS. These distributions are compared by the
evaluation of a number of measures of the difference between them. The
values of these measures may be used to assess whether the historical
data time series frequency distribution is preserved in the synthetic
data.

The measures of difference calculated to compare the historical
and synthetic data time series frequency distributions include the
range of synthetic sample relative and cumulative probabilities for
each distribution bin or class interval, the number of synthetic sample
time series frequency distributions which are statistically different
from their historical counterpart, and the statistical acceptability

of the synthetic population time series frequency distribution.

The results of these calculations, comparing the historical and
the synthetic data time series frequency distributioms, are printed

out for each station.

The historical data time series frequency distribution may be
obtained as punched card output from program STATS. The synthetic
data time series frequency distributions may be written to a specified

disk or tape file by program STATS.

Punched card output may be obtained which compares the relative
and cumulative time series probability distributions of the historical
and the synthetic data population for input to the user's graphical

presentation system.

5.2 FUNDAMENTAL CALCULATIONS

The fundamental purpose of this program is to compare a station's
historical data time series frequency distribution with those of a
number NSAM of synthetic data samples for the same station. The his-
torical and synthetic data time series frequency distributions must of

course have the same upper and lower bounds and the same number of
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class intervals or bins for a meaningful comparison to be made.

Each of the NSAM synthetic sample time series frequency distribu-
tions is read in in turn. The synthetic sample frequency distribution
is transformed to a probability distribution by dividing each bin

frequency by the number of monthly values.

The range of the synthetic sample relative and cumulative fre-
quencies for each bin is determined by the program. Each synthetic
sample's relative and cumulative frequencies are compared for each bin
with the minimum and maximum relative and cumulative frequencies of all
the synthetic samples processed to date. When a more extreme bin fre-
quency is found, the appropriate relative or cumulative, minimum or
maximum, bin frequency is updated. When all synthetic samples have
been processed, the range of the synthetic sample relative and cumula-
tive frequencies for each bin of the distribution is determinecd. The
corresponding bin probabilities are calculated by dividing each bin

frequency by the number of monthly values of each synthetic sample.

The synthetic population time series frequency distribution is
the frequency distribution formed by adding all the NSAM synthetic
sample time series frequency distributions. As each synthetic sample
frequency distribution is read in, each of its bin frequencies is added
to the corresponding element of matrix VA. When all the synthetic
samples have been read in, VA contains the synthetic population time
series frequency distribution. The synthetic population relative
probability distribution is calculated by dividing each bin frequency
of the synthetic population frequency distribution by the total number
of monthly values considering all NSAM synthetic samples. The synthe-

tic population cumulative probability distribution may then be formed.

The percentage difference at any bin between the cumulative
synthetic population and historical probability distributions is cal-
culated as 100 times the cumulative synthetic population bin probabil-
ity minus the cumulative historical bin probability, divided by the

cumulative historical bin probability.

The Kolmogorov-Smirnov one sample test [Stegel 1956, pp. 47-52]
is used to test for a statistically significant difference between a
sample cumulative probability distribution and an empirical population
cumulative probability distribution at a specified significance level

a. The greatest absolute probability difference between corresponding
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bins of the sample and population probability distributions is first
determined. If this greatest absolute probability difference is
greater than Ka/z//N, where N is the number of sample observations

(N > 35), and Ka/2 the Kolmogorov-Smirnov statistic for a significance
level of a, then a statistically significant probability difference
exists between the two distributions, and the sample cannot be consid-

ered to come from a population with the given empirical cumulative
probability distribution.

The historical time series cumulative probability distribution
is treated as the empirical cumulative probability distribution against
which the synthetic sample time series cumulative probability distri-
butions are tested at the specified significance level a. When a
synthetic sample time series frequency distribution is read in, its
cumulative probability distribution is formed, and the greatest
absolute probability difference from the historical cumulative prob-
ability distribution is determined. If this greatest absolute prob-

ability difference is greater than K /VN, then the bin at which this

a/2
sample is statistically rejected and the synthetic sample number are

noted.

When all the synthetic samples have been tested, the number of
sample rejections for each distribution bin or class interval is
printed out. A summary table showing which synthetic sample time
series probability distributions were statistically significantly
different from the historical time series probability distribution is

also printed out.

The cﬁﬁulative synthetic population time series probability dis-
tribution is tested in the same way. The greatest absolute probabil-
ity difference is first determined and then compared to Ka/z/VN, where
N is now the total number of monthly values considering all NSAM
synthetic samples. The program prints out for each bin the absolute
difference in cumulative probabilities and indicates a statistically

significant difference by a 'l' opposite the bin.

This discussion of the application of the Kolmogorov-Smirnov
test to the testing of synthetic time series probability distributions
has considered only a single significance level a. The program, how-
ever, performs the test at two significance levels simultaneously.

The significance levels are selected from the commonly used values of
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1%, 5% and 10% by means of the input variables IPCEN1 and IPCEN2.

The results of the test at each significance level are printed out.

5.3 PROGRAMMING FEATURES

5.3.1 Introduction

The calculation of the measures of difference used to compare a
station's historical time series frequency distribution with those of
its NSAM synthetic data samples has been described in section 5.2.

Some details of the calculations are given in following paragraphs.

5.3.2 General Program Outline

The calculations performed in the comparison of the historical
data time series frequency distributions with their synthetic data
counterparts are organised within the DO 100 do loop in the main pro-
gram. The results of these calculations are printed out within the
DO 200 do loop of the main program. The details of these calculations
and the printing out of results are given in the program flowchart

shown in Figure 5.1.

Matrices are typically dimensioned as (25,20). The first sub-
script is a station subscript, dimensioned for up to 25 stations. The
second subscript is a frequency distribution bin subscript, dimensioned

for up to 20 bins.

The sample-station rejection matrices SOKSS and SOKSL are dimen-
sioned as (52,26). The first subscript is the synthetic sample number
subscript, dimensioned for up to 50 samples; values 51 and 52 corres-
pond to the number of samples rejected and to whether the synthetic
population was rejected, respectively, for a station. The second sub-
script is the station subscript, dimensioned for up to 25 stations,
and value 26 corresponds to the number of stations which rejected this

sample (first subscript).

The program reads in the historical data time series relative
frequency distributions, and based on the common number of years of
historical data for each station, calculates the historical data time
series relative and cumulative probability distributions. From these
probability distributions, the program calculates equivalent historical
data time series relative and cumulative frequency distributions for
the common number of years of synthetic data for each sample, so that

the historical and synthetic data relative and cumulative frequency
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distributions may be directly compared. These equivalent historical

data time series relative and cumulative frequency distributions

appear in the print-out.

All bin probabilities in this program have been multiplied by

100, that is, the relative probability distributions sum to 100 and
not one.

To calculate the mean-absolute percentage difference per class
interval or bin of a cumulative probability distribution, the program
sums the absolute values of the percentage difference for each bin
and divides by the number of bins. However, if the lower bound of
the cumulative probability distribution was specified as zero, the
program divides by the number of bins minus 1 as there can be no

values less than zero.

5.3.3 Data Initialisation

The installation Fortran unit numbers for the card reader, line
printer and card punch are assigned to the program variables NIN, NCUT
and NPUN, respectively, by data statement at the start of the main
program. The Kolmogorov-Smirnov two-tail statistics at significance
levels of 1%, 5% and 10% are assigned to vector RKOL by the same data

statement.

§.3.4 Library Subprograms

The Fortran IV Library subprograms required by this program are
ABS, MINY and SQRT.

5.4 INPUT DATA PREPARATION

5.4.1 Introduction

To use this program to compare historical and synthetic data

time series frequency distributions it is necessary to:

(a) analyse the historical data set and determine the time series
frequency distributions,

(b)  analyse the synthetic data sets and determine their time series
frequency distributions, and

(¢) prepare the input data deck defining program options and problem

data.

The results of these analyses and the input data deck comprise

the program input which is described in Tables 5.1 and 5.2.
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5.4.2 Historical Data Analysis

The historical data time series frequency distributions are
obtained from an analysis of the historical data set by program STATS,
which will also punch these frequency distributions onto cards in the

correct format and order for input to this program.

These historical data time series frequency distribution cards
immediately follow the fourth card of the input data deck as shown in
Table 5.2,

The station order of the historical data time series frequency
distributions must be the same as for the synthetic data time series
frequency distributions. This may be ensured by maintaining the same
station order in the historical and synthetic data sets analysed by
STATS.

5.4.3 Synthetic Data Analysis

The same upper and lower bounds, and number of bins, must be
used for each station in the synthetic data analysis as was used in
the historical data analysis. Each of the NSAM synthetic data sets
of NYEAR years of concurrent flows at each of the NSTN stations may
be analysed by program STATS to determine the synthetic data time

series frequency distributions, which are written to output file NF26.

5.4.4 Input Data Deck

The input data file NIN specifies program options, file refer-
ence numbers and problem data. These cards may be prepared from

Table 5.2 and are followed by the historical data time series frequency

distributions.

5.5  OUTPUT INTERPRETATION

A brief description of the program output is given as the print-
out is clearly labelled. Sample printout from the example problem

described in section 9 is given in Figure 9.13.

The first output page is entitled 'SYNTHETIC FREQUENCY ANALYSIS"
and provides an echo check of the program options, file reference
numbers and problem data. The historical relative and cumulative time
series probability distributions of each station are printed out.
Corresponding relative and cumulative frequency distributions are cal-

culated for each station for the given common number of years of each
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synthetic sample and are printed out.

The synthetic time series frequency distribution data is echo

checked for each station and each synthetic sample under the heading
"FREQUENCY ANALYSIS DATA".

The results of the comparison of each station's historical time
series frequency distribution with its synthetic counterparts are
printed out for each station in turn under the heading "FREQUENCY
ANALYSIS STATION XXX", where "XXX'" is replaced by a user assigned
identifying code number for the station. The results for each station
are divided into individual sample results and population results by
the headings '"INDIVIDUAL SAMPLES'" and "POPULATION RESULTS" respectively.
The results printed under these two subheadings are the numerical

values of the measures of difference discussed in section 5.2.

Sample-station rejection summary tables are printed showing
which stations had synthetic sample time series frequency distributions
statistically rejected, and for which samples this occurred. These
tables are printed for the two user specified significance levels under
the heading '""SAMPLE REJECTION MATRIX FOR FREQUENCY ANALYSIS AT YY PER
CENT", where '"YY" is replaced by the appropriate numerical value of

the two user specified significance levels.
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6. PROGRAM RUNS DESCRIPTION

6.1  INTRODUCTION

Run length frequency distributions have been defined in section
3.2.5. Program RUNS is used to compare the runs behaviour of the his-
torical data with that of the synthetic data. Run length frequency
distributions above, below and about the historical median (or a user
specified value), may be determined for both the historical and the
synthetic data by program STATS. These historical and synthetic data
run length frequency distributions are compared in this program by
the evaluation of a number of measures of the difference between them.
The values of these measures may be used to assess whether the histor-

ical runs behaviour is preserved in the synthetic data.

The same measures of difference are calculated for the compari-
son of historical and synthetic data run length frequency distributions
above, below and about the historical median (or user specified value).
These measures of difference include the range of synthetic sample
relative and cumulative probabilities for each run length, the sampling
distribution moments of the synthetic sample total number of runs and
average run length statistics, the number of synthetic sample run
length distributions statistically different from their historical
counterpart, and the statistical acceptability of the synthetic popu-

lation run length distribution.

The total number of '"long" run lengths and the average 'long"
run length of a data sample are calculated by the program because of
the significant effect of '"long' runs of low flows on the storage-
yield behaviour of a stream. The first three sampling distribution
moments and the range of each of these ''long'" run statistics of the
synthetic samples may be compared with the historical data total num-
ber of "long" runs and average ''long" run length statistics to assess
the preservation of this important feature of runs behaviour in the
synthetic data samples. (This measure of difference is discussed in

the following section where a 'long" run is also defined.)

The results of these calculations comparing the historical and
the synthetic data run length distributions above, below and about the
historical median (or user specified value) are printed out for each

station by distribution type (i.e., above, below and about).
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Although the output page headings of this program state that the
run length frequency distributions being compared are about the median,

the program may be used to compare run length distributions about any
value.

The historical data run length frequency distributions above
and below the median or other specified value may be obtained as
punched output from STATS. The synthetic data run length frequency
distributions above and below the same median or other specified

value are written to a specified disk/tape file by STATS.

Punched output comparing the historical and the synthetic popu-
lation relative and cumulative run length probability distributions
above, below and about the median or user specified value may be

obtained for input to the user's graphical presentation system.

6.2 FUNDAMENTAL CALCULATIONS

The fundamental purpose of this program is to compare a station's
historical data run length frequency distributions above, below and
about the median with those of its NSAM synthetic data samples. As
the measures of difference calculated in this comparison are the same
for runs above, below or about the median, this description of the
calculations will consider only one run length frequency distribution,

that below the median.

Each of the NSAM synthetic sample run length frequency distri-
butions below the median is read in in turn. The total number of runs
observations and the average run length of the sample distribution are
calculated by subroutine TOTAV. This total number of runs and average
run length, are referred to as the overall total number of runs and
average run length, to distinguish them from their '"long" run counter-

parts.

The synthetic sample frequency distribution is transformed to a
probability distribution by dividing each run length frequency value

by the overall total number of runs for the sample.

The range of the synthetic sample relative and cumulative proba-
bilities for each run length is determined by the program. Each syn-
thetic sample's relative and cumulative probabilities are compared for
each run length to the minimum and maximum relative and cumulative

probabilities of all the synthetic samples processed to date. When a
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more extreme run length probability is found, the appropriate relative
or cumulative, minimum or maximum, run length probability is updated.
When all the synthetic samples have been processed, the range of the
synthetic sample relative and cumulative probabilities for each run
length of the distribution is determined. These calculations are per-

formed by subroutine RUNSI.

The synthetic population run length frequency distribution below
the median is the frequency distribution formed by adding all the NSAM
synthetic sample run length frequency distributions below the median.
As each synthetic sample frequency distribution is read in, its number
of runs for each run length is added to the corresponding run length
of matrix NA by subroutine RUNS1. When all the synthetic samples have
been read in, NA contains the synthetic population run length frequency
distribution below the median. The overall total number of observations
and the average run length of the synthetic population distribution is
determined, and the synthetic population relative and cumulative prob-

ability distributions are calculated by subroutine OUTPUT.

The percentage difference at any run length between the cumula-
tive synthetic population and historical probability distributions is
calculated as 100 times the cumulative synthetic population run length
probability minus the cumulative historical run length probability,

divided by the cumulative historical run length probability.

The Kolmogorov-Smirnov one sample test [Siegel 1956, pp. 47-52]
is used to test for a statistically significant difference between a
sample cumulative probability distribution and an empirical population
cumulative probability distribution at a specified significance level
a. The greatest absolute probability difference between corresponding
bins of the sample and population probability distributions is first
determined. If this greatest absolute probability difference is
greater than Ka/z//N’ where N is the number of sample observations
(N > 35), and Ka/2 the Kolmogorov-Smirnov statistic for a significance
level of a/2, then a statistically significant probability difference
exists between the two distributions, and the sample cannot be consid-
ered to come from a population with the given empirical cumulative

probability distribution.

The historical run length cumulative probability distribution is

treated as the empirical cumulative probability distribution against
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which the synthetic sample run length cumulative probability distri-
butions are tested at the specified significance level a. When a syn-
thetic sample run length frequency distribution is read in, its total
number of runs is determined and is used to calculate the sample rela-
tive probability distribution and the value of the statistic Ka/z//N.
The sample's cumulative probability distribution is then formed and

the greatest absolute probability difference from the historical cumu-
lative probability distribution is determined. If this greatest abso-
lute probability difference is greater than Ka/z/VN, then the run
length at which this sample is statistically rejected and the synthetic

sample number are noted. These calculations are performed by sub-
routine RUNSI.

When all the synthetic samples have been tested, the number of
sample rejections for each distribution run length is printed out. A
summary table showing which synthetic sample run length probability
distributions were statistically significantly different from the his-

torical run length probability distribution is also printed out.

The cumulative synthetic population run length distribution is
tested in the same way. The number of runs comprising this distribu-
tion is determined and Ka/z//N calculated. The greatest absolute pro-
bability difference is determined and compared to Ka/z//N. The program
prints out for each run length the absolute difference in cumulative
probabilities and indicates a statistically significant difference by
a 'l' opposite the run length. These calculations are performed in
subroutine OUTPUT.

This discussion of the application of the Kolmogorov-Smirnov
test to the testing of synthetic run length probability distributions
has considered only a single significance level a. The program, how-
ever, performs the test at two significance levels simultaneously.

The significance levels are selected from the commonly used values of
1%, 5% and 10% by means of the input variables IPCEN1 and IPCEN2. The

results of the test at each significance level are printed out.

The first three moments of the sampling distributions of the
synthetic sample overall total number of runs and average run length
statistics are calculated. The sampling distribution statistics are
held in columns 1 and 2 respectively of the matrices VA, VB and VC.

The range of these two statistics is also determined and their minimum
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and maximum values are held in columns 1 and 2 respectively of matrices
VD and VE. As each synthetic sample frequency distribution is read in,
its overall total number of runs and average run length are calculated
by subroutine TOTAV, the sampling distribution statistics are updated,
and the minima and maxima are checked and updated as necessary. These
calculations are performed in subroutine RUNS1. After all the synthe-
tic samples have been processed, the mean, standard deviation and skew
coefficient of the two sampling distributions are calculated and
printed by subroutine OUTPUT, together with the range of each statis-

tic.

To compare the ''long'" runs behaviour of the historical data with
that of the synthetic data, it is necessary to decide what run lengths
are to be considered ''long' and to choose suitable measures of '"long"

run behaviour.

All run lengths equal to, or longer than a '"minimum long run"
length, will be considered as "long" runs. The "minimum long" run
length is defined as that run length with a probability of exceedance
of ILRUN% for runs about the median. As the run length frequency dis-
tribution about the median is not continuous but discrete, the longest
run length with a probability of exceedance of greater than ILRUN% is
taken as the minimum long run length. A value of 5% for ILRUN has

proven satisfactory in work to date.

The minimum long run length may be thought of as defining the
lower limit of a frequency distribution of long run lengths, the upper
limit of which is set by the maximum run length (NRUNS) specified for
the analysis. The total number of long runs and the average long run
length of this distribution, were chosen as measures of long run
behaviour, which could be used to compare historical and synthetic
data long run behaviours. This total number of runs and average run
length are referred to as the long run total number of runs and average

run length.

After the historical run length frequency distributions above
and below the median are read in, the historical overall total number
of runs and average run length are calculated for each distribution by
subroutine TOTAV. These distributions are then added to form the his-
torical run length frequency distribution about the median, and its

overall total number of runs and average run length are calculated by
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TOTAV. ILRUN% of the overall total number of runs about the median
is calculated and is used to determine the minimum long run length,
which is saved in vector NRUNL. The actual number of runs about the
median, equal to and longer than the minimum long run length, are
noted. The historical long run total number of runs and average run
length are calculated for all three runs distributions by subroutine
TOTAV. The results of these calculations are printed on the first
output page which is entitled 'SYNTHETIC RUNS ANALYSIS'".

The first three moments of the sampling distributions of the
synthetic sample long run total number of runs and average run length
statistics are calculated. The sampling distribution statistics are
held in columms 3 and 4 respectively of the matrices VA, VB and VC.

The range of these two statistics is also determined and their minimum
and maximum values are held in columns 3 and 4 respectively of matrices
VD and VE. As each synthetic sample frequency distribution is read in,
its long run total number of runs and average run length are calculated
by subroutine TOTAV, the sampling distribution statistics are updated
and the minima and maxima checked and updated as necessary. These
calculations are performed in subroutine RUNS1. After all the synthe-
tic samples have been processed, the mean, standard deviation and skew
coefficient of the two sampling distributions are calculated and

printed by subroutine OUTPUT, together with the range of each statistic.

6.3 PROGRAMMING FEATURES

6.3.1 Introduction

The preceding section has described the calculation of the meas-
ures of difference used to compare a station's historical data runs
behaviour with that shown by its NSAM synthetic data samples. The
organisation of these calculations for many stations will now be des-

cribed.

6.3.2 General Program Outline

The calculations performed in the comparison of each of the his-
torical data run length frequency distributions with their synthetic
data counterparts are organised within the DO 400 do loop in the main
program. The loop variable is ITYPE which takes on values 1 to 3
corresponding to the comparison of historical and synthetic data run
length frequency distributions above, below and about the median res-

pectively. The details of these calculations are described in the
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flowcharts of programs RUNS, OUTPUT and RUNS1 (Figures 6.1, 6.2 and 6.3),

The similar calculations made for each of these run length fre-
quency distributions are performed by subroutines INIT, RUNS1, TOTAV
and OUTPUT. The '"Purpose'" section of each program's listing summar-
ises its particular function. To facilitate communication among these

subroutines and with the main program, COMMON storage was used.

The common blocks are ONE and TWO. Common block ONE contains
real and integer type work matrices and the sample-station rejection
matrices used in the analysis of each distribution. Subroutine RUNS1's
listing includes a description of the use of these work matrices.
Common block TWO contains some program option variablés; problem data

variables and the vector of calculated station minimum long run lengths.

Matrices are typically dimensioned as (25,60). The first sub-
script is a station subscript, dimensioned for up to 25 stations. The
second subscript is the run length subscript, dimensioned for rum

lengths of up to 60 months.

The sample-station rejection matrices, SOKSS, SOKSL, SOKTS and
SOKTL, are dimensioned as (52,26). The first subscript is the synthe-
tic sample number subscript, dimensioned for up to 50 samples; values’
51 and 52 correspond to the number of samples rejected and to whether
the synthetic population was rejected, respectively, for a station.
The second subscript is the station subscript, dimensioned for up to
25 stations, and value 26 corresponds to the number of stations which

rejected this sample (first subscript).

All run length probabilities in this program have been multiplied
by 100, that is, the relative probability distributions sum to 100 and

not one.

Runs above, below and about the median are sometimes referred to
as runs up, down and total respectively in the comment statements in

the program listings.

6.3.3 Data Initialisation

The Kolmogorov-Smirnov two-tail statistics at significance levels

of 1%, 5% and 10% are assigned to vector RKOL at the start of the main

program,

The installation Fortran unit numbers for the card reader, line

printer and card punch are assigned to the program variables NIN, NOUT
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and NPUN, respectively, by data statement at the start of the main
program.

NOUT is also the variable for the line printer unit number in
subprograms OUT1 and OUTPUT. Data statements are used in both sub-

programs to assign the installation Fortran unit number for the line
printer to NOUT.

6.3.4 Library Subprograms

The Fortran IV Library subprograms required by this program are
ABS, MIN@ and SQRT.

6.4  INPUT DATA PREPARATION

6.4.1 Introduction

To use this program to compare the historical and synthetic data
runs behaviours it is necessary to:
(a) analyse the historical data set and determine the run length
frequency distributions above and below the median,
(b) analyse the synthetic data sets and determine their run length
frequency distributions above and below the historical median,
(c) prepare the input data deck defining program options and problem
data.

The results of these analyses and the input data deck comprise

the program input which is described in Tables 6.1 and 6.2.

6.4.2 Historical Data Analysis

The historical data run length frequency distributions above and
below the median are obtained from an analysis of the historical data
set by program STATS, which will also punch these frequency distribu-
tions onto cards in the correct format and order for input to this

program.

These historical data run length freouency distribution cards
immediately follow the fifth card of the input data deck as described
in Table 6.2.

The station order of the historical data runs frequency distri-
butions must be the same as for the synthetic data runs frequency dis-
tributions. This may be ensured by maintaining the same station order

in the historical and synthetic data sets analysed by STATS.
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6.4.3 Synthetic Data Analysis

Each of the NSAM synthetic data sets of NYEAR years of concurrent
flows at each of the NSTN stations is analysed by program STATS to
determine the synthetic data run length frequency distributions above
and below the historical data medians. The synthetic data run length

frequency distributions are written to output file NF27 by program
STATS.

6.4.4 Input Data Deck

The input data file NIN specifies program options, file refer-
ence numbers and problem data. These cards may be prepared from
Table 6.2 and are followed by the historical data run length frequency

distributions above and below the median.

6.5 OUTPUT INTERPRETATION

A brief description of the program output is given as the print-
out is clearly labelled. Sample printout from the example problem

described in section 9 is given in Figure 9.15.

The first output page is entitled "SYNTHETIC DATA ANALYSIS'" and
provides an echo check of the program options, file reference numbers
and problem data. The historical data overall and long run total
number of runs and average run length statistics are printed out for
the run length frequency distributions above, below and about the his-

torical data medians.

The historical data relative and cumulative run length probabil-
ity distributions for each station, above, below and about the histor-

ical data medians are printed out next under appropriate page headings.

The results of the comparison of the historical data run length
frequency distributions above, below and about the historical medians,
with their synthetic counterparts, make up the remaining output. The
format of the printed results for each run length distribution type
differs only in the page headings, which identify a particular run
length distribution type. For this reason, only the printout of the

results for the run length distribution above the median will be
described.

The synthetic run length frequency distribution data above the
median is echo checked for each station and each synthetic sample under .
the heading '"RUNS DATA ABOVE THE MEDIAN'.



The results of the comparison of each station's historical run
length frequency distribution above the median with its synthetic
counterparts are printed out for each station in turn, under the
heading "RUNS ABOVE THE MEDIAN : STATION XXX'", where "XXX" is a user
assigned station code number. The results for each station are divid-
ed into individual sample results and population results by the head-
ings "INDIVIDUAL SAMPLES" and "POPULATION RESULTS'" respectively. The
results printed under these two subheadings are the numerical values

of the measures of difference discussed in the section 6.2.

Sample-station rejection summary tables are printed, showing
which stations had synthetic sample run length frequency distributions
above the median statistically rejected, and for which samples this
occurred. These tables are printed for the two user specified signi-
ficance levels, under the heading ''SAMPLE REJECTIONS FOR RUNS ABOVE
THE MEDIAN'", with subheading 'AT YY PER CENT', where "YY" is the

appropriate significance level.

Sample-station rejection summary tables are also printed for
runs above, below and about the median combined for the two user
specified significance levels, under the heading '"'SAMPLE REJECTIONS
FOR COMBINED RUNS' with subheading "AT YY PER CENT", where 'YY" is the

appropriate significance level.
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7. PROGRAM YIELD DESCRIPTION

7.1 INTRODUCTION

Storage-yield analysis has been described in section 3.2.8.
Program YIELD is used to compare the storage-yield behaviour of the
historical data with that of the synthetic data. The comparison is
made by the evaluation of a number of measures of the difference
between the historical and synthetic data storage-yield behaviours.
The values of these measures may be used to assess the similarity of

the historical and synthetic data storage-yield behaviours.

The Rippl analysis technique is applied to a hydrologic series
in program STATS to determine some characteristics of its storage-
yield behaviour. These include the Rippl storage and the correspond-
ing drought duration, the storage deficit distribution and the drought,
draw and fill duration distributions. The analysis may be made for
up to five yield levels. The historical storage-yield characteristics

at each yield level are contrasted with their synthetic counterparts.

The first three moments of the synthetic Rippl storage and drought
duration distributions are calculated. The number of standard devi-
ations the historical Rippl storage is from the mean of the synthetic
Rippl storage distribution is then calculated. The synthetic Rippl
storages are ordered from the smallest to the largest value and are
printed out with their corresponding drought duration and synthetic
sample numbers.

The same calculations are made to compare each of the historical
deficit, drought, draw and fill duration distributions with their
synthetic counterparts at each yield level. The calculated measures
of difference include the range of synthetic sample relative and cum-
ulative probabilities for each frequency interval, the sampling dis-
tribution moments of the distribution total and average statistics,
the number of synthetic sample distributions statistically different
from the historical distribution, and the statistical acceptability of

the synthetic population distribution.

The results of these calculations comparing the storage-yield
characteristics of the historical and synthetic data are printed out

for each station and yield level.

The historical storage-yield behaviour data may be obtained as
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punched output from program STATS. The synthetic storage-yield behav-
iour data is written to specified disk/tape files by program STATS.

Punched output comparing the historical and the synthetic popu-
lation deficit, drought, draw and fill probability distributions may

be obtained for input to the user's graphical presentation system.

7.2  FUNDAMENTAL CALCULATIONS

The fundamental purpose of this program is to compare the stor-
age-yield behaviour of a station's historical record with that shown
by the NSAM synthetic data samples. This comparison will be made for
NYIELD levels, and, as the measures of difference calculated for each
yield level are the same, this description of the calculations will

consider only one yield level.

The Rippl storage as determined by the traditional Rippl tech-
nique, is the minimum storage size that can always fully deliver the
constant monthly yield on the basis of the historical or synthetic
data sample analysed. The Rippl drought duration is the number of
time periods (i.e., months) from the start of the drawdown of this

initially full Rippl storage till when it just empties.

The first three moments of the sampling distributions of the
NSAM Rippl storages and Rippl drought durations are calculated. The
mean, standard deviation and skew coefficient of each of these distri-
butions is then calculated and printed with the historical data Rippl

storage and drought duration for comparison.

The number of standard deviations the historical Rippl storage
is from the mean of the synthetic Rippl storage distribution is cal-

culated as:
(7.1)

where SH is the historical Rippl storage, and 55 and g the synthetic

Rippl storage distribution mean and standard deviation respectively.

As each synthetic sample's Rippl storage and drought duration
are read, they are saved in matrices RIPPLE and DURAT respectively, in
corresponding matrix elements. The sample number associated with the
Rippl storage and drought duration is similarly saved in the correspond-

ing matrix element of SAMPLE. When all of the NSAM synthetic sample
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Rippl storages and drought durations have been read, the Rippl storages
in matrix RIPPLE are ordered from the smallest to the greatest value
by a standard ordering technique. Whenever the order of two Rippl
storage values is reversed in the ordering process, the corresponding
drought durations and sample numbers are also reversed, so that the
matrix element correspondence between Rippl storage, drought duration
and sample number values is preserved. The probability of any syn-
thetic Rippl storage being less than or equal to a given synthetic
Rippl storage value is calculated as the rank of the given storage
value divided by the number of samples plus one. The ordered Rippl
storages are printed out with their associated drought durations,

sample numbers and probabilities.

These calculations on the Rippl storages and drought durations

are all performed in subroutine STOAGE.

The Rippl storage is actually the largest storage of a distri-
bution of different storage sizes, each storage corresponding to a
particular dry period in the record, when the stream flow rate was
less than the yield rate, and each sized so that it just emptied during
that dry period, while still fully satisfying the constant monthly
vield. This storage distribution has been named the storage deficit

distribution or just deficit distribution.

Each storage of this deficit distribution has associated with it
its own drought duration. The distribution of these storage drought
durations was named the drought duration distribution or simply the
drought distribution. Each storage also has associated with it a refill
duration, that is, the number of time periods (i.e., months) it takes
for the storage to fill from the empty state. The distribution of
these values was named the fill duration distribution or fill distribu-
tion. The distribution formed by adding each storage's drought and
fill duration times was named the draw duration distribution or just

draw distribution.

The number of observations in the draw and fill distributions
may occasionally be one less than in the deficit and drought distribu-
tions. This happens when the most severe dry period in the record
occurs near the end of the record so that the storage does not have

the opportunity to refill.

These four distributions are a natural consequence of the appli-
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cation of the Rippl technique of storage analysis for a specified
yield level. They may be determined from a station's historical
record and compared with their synthetic data counterparts at each
yield level. The same measures of difference are calculated for each
distribution in making this comparison, and so the calculations will

be described for one distribution only, the deficit distribution.

There are NSAM synthetic sample deficit frequency distributions
at each yield level for each station. Each synthetic sample distri-
bution is read in in turn with its total number of deficit observa-
tions and its average deficit value. Each deficit frequency distribu-
tion is transformed to a probability distribution by dividing each bin
frequency value by the total number of deficit observations for the

distribution.

The range of synthetic sample relative and cumulative probabil-
ities for each bin of the deficit distribution is calculated. Each
synthetic sample's relative and cumulative probabilities are compared
for each bin to the minimum and maximum relative and cumulative pro-
babilities of all of the synthetic samples processed to date. When a
more extreme bin probability is found, the appropriate relative or
cumulative, minimum or maximum, bin probability is updated. When all
synthetic samples have been processed, the range of the synthetic
sample relative and cumulative probabilities for each bin of the dis-

tribution is determined.

The first three moments of the sampling distributions of the
synthetic distribution total number of observations and average deficit
value are calculated. Each synthetic sample's total number of obser-
vations and average deficit value are read in with the sample's deficit
frequency data. The sampling distribution statistics of the total
number of observations and the average deficit value held in matrix VA
are then updated by subroutine YIELDl. The range in value of these
two distribution statistics is also checked and updated when necessary.
After all synthetic samples have been processed, the mean, standard
deviation and skew coefficient of the two sampling distributions are
calculated and printed by subroutine OUTPUT, together with the range

of each statistic.

The synthetic population deficit frequency distribution is the
frequency distribution formed by adding all the NSAM synthetic sample
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deficit frequency distributions. After a synthetic sample frequency
distribution is read in, the number of observations in each bin are
added to the corresponding bin of matrix NA. When all the synthetic
samples have been read in, NA contains the synthetic population fre-
quency distribution. The total number of observations in NA is deter-
mined and the synthetic population relative and cumulative probability

distributions are calculated by subroutine CUTPUT.

The percentage difference at any bin between the cumulative
synthetic population and cumulative historical probability distribu-
tions is calculated as 100 times the cumulative synthetic population
bin probability minus the cumulative historical bin probability divided

by the cumulative historical bin probability.

The Kolmogorov-Smirnov one-sample test [Siegel 1956, pp. 47-52]
tests for a statistically significant difference between a sample
cumulative probability distribution and an empirical population cumu-
lative probability distribution at a specified significance level a.
The greatest absolute probability difference between corresponding
bins of the sample and population probability distributions is first
determined. If this greatest absolute probability difference is
greater than Ka/z//N, where N is the number of sample observations
(N > 35) and Ka/2 the Kolmogorov-Smirnov statistic for a significance
level of a/2, then a statistically significant probability difference
exists between the two distributions, and the sample cannot be consid-
ered to come from a population with the given empirical cumulative

probability distribution.

The historical deficit cumulative probability distribution is
treated as the empirical cumulative probability distribution against
which the synthetic sample probability distributions are tested at the
specified significance level a. When a synthetic sample deficit dis-
tribution and its total number of observations and average value are
read in, the number of observations 1s used to calculate the value of
the statistic Kq/z//N‘ The sample's cumulative probability distribu-
tion is then formed and the greatest absolute probability difference
from the historical cumulative probability distribution is determined.
If this greatest absolute probability difference is greater than
Ku/z//N; then the bin in which this sample is statistically rejected
and the synthetic sample number are noted. When all the synthetic

samples have been tested, the number of sample rejections for each
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distribution bin is printed out. A summary table showing which syn-
thetic sample probability distributions were statistically significant-
ly different from the historical deficit probability distribution is
also printed. These calculations are performed in subroutine YIELD1

as each synthetic sample is read.

The cumulative synthetic population distribution is tested in
the same way. The number of observations comprising this distribution
is determined and Ka/z//N calculated. The greatest absolute probabil-
ity difference is determined and coegared to Ka/z//N. The program
prints out for each bin the absolute differences in cumulative prob-
abilities and indicates a statistically significant difference by a
'1' opposite the bin number. These calculations are performed in
subroutine OUTPUT.

In the preceding discussion of the application of the Kolmogorov-
Smirnov test to the testing of synthetic probability distributions,
only a single significance level o was mentioned. The program, however,
performs the test at two significance levels simultaneously. The sig-
nificance levels are selected from the commonly used values of 1%, 5%
and 10% by means of the input variables IPCEN1 and IPCEN2. The results

of the test at each significance level are printed out.

7.3  PROGRAMMING FEATURES

7.3.1 Introduction

The preceding section has described the calculation of the
measures of difference used to compare a station's historical data
storage-yield behaviour with that shown by NSAM synthetic data samples
at a particular yield level and for a single station. The organisation
of these calculations for multiple yield levels and stations will now

be described.

7.3.2 General Program Outline

The main program may be divided into two major sections. The
first section performs the analysis of the Rippl storages and drought
durations by calling subroutine STOAGE. The second section compares
the historical and synthetic data storage deficit, drought duration,

draw and fill duration distributions.

Similar calculations are made for each of these four distribu-
tions and these are performed by subroutines INIT, YIELDI and OUTPUT.
Flowcharts of YIELDl and OUTPUT are given in Figures 7.2 and 7.3.



70.

The '"Purpose' section of each program's listing summarises its particu-
lar function. To facilitate communication among these subroutines and

with the main program, COMMON storage was used.

The major common blocks are ONE, TWO and THREE. Common block
ONE contains real and integer type work matrices, and the sample-
station rejection matrices used in the analysié of each distribution.
Common blocks TWO and THREE contain file reference number variables,
program option variables, problem data variables and some storage-

yield behaviour analysis parameters and results.

Blank common is used for the communication of the historical
Rippl storages and drought durations from the main program to sub-
routine STOAGE.

Matrices are typically dimensioned as (25,5,20). The first sub-
script is a station sﬁbscript, dimensioned for the analysis of up to
25 stations. The second subscript is the yield level subscript, dimen-
sioned for up to 5 yield levels. The third subscript is the frequency

bin subscript, dimensioned for up to 20 frequency bins.

The sample-station rejection matrices, SOKSS and SOKSL, are
dimensioned as (52,6,26). The first subscript is the sample number
subscript, dimensioned for up to 50 synthetic samples, values 51 and
52 correspond to the number of samples rejected and to whether the
synthetic population was rejected, respectively, for a station (third
subscript). The second subscript is the yield level subscript, dimen-
sioned for up to 5 yield levels, and value 6 corresponds to the com-
bined sample-station rejection results for all the NYIELD yield levels.
The third subscript is the station subscript, dimensioned for up to
25 stations, and value 26 corresponds to the number of stations which

rejected this sample (first subscript).

The organisation of the calculations for the analysis of the
synthetic Rippl storages and drought durations is shown in subprogram
STOAGE's flowchart (Figure 7.4).

The calculations performed in the comparison of each of the four
historical data frequency distributions with their synthetic data
counterparts are organised within the DO 500 do loop in the main pro-
gram. The loop variable is JTYPE which takes on values 1 to 4 corres-
ponding to the comparison of historical and synthetic storage deficit,

drought duration, draw duration and fill duration distributions res-
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pectively. The organisation of the calculations within this loop is
shown in program YIELD's flowchart (Figure 7.1).

7.3.3 Echo Check of Synthetic Frequency Data

A special output technique has been written into the main program
to minimise the volume of printed output when an echo check of the
synthetic sample frequency data is requested.

The synthetic sample frequency data is printed out in blocks of
40 columns across the page by up to 20 rows down the page. Each
column corresponds to a synthetic frequency distribution for a partic-
ular station, at a particular yield level and from a particular synthe-

tic sample. Each row of each column corresponds to a frequency distri-
bution bin.

When an echo check is requested, each synthetic frequency distri-
bution is read in in turn into a column of matrix IDATA of 40 columns
by 20 rows, and its station number, sample number and yield level
number are assigned to the corresponding column of IDATAl, IDATA2 and
IDATA3 respectively. When all the columns of IDATA have been filled,
output of the block begins. The column headings in IDATAl, IDATAZ,and
IDATA3 are written out first and then the frequency distribution data
in IDATA. This cycle is repeated until all the synthetic frequency

distribution data has been read and echo checked.

7.3.4 Data Initialisation

The Kolmogorov-Smirnov two-tail statistics at significance
levels of 1%, 5% and 10% are assigned to vector RKOL at the start of

the main program.

7.3.5 Library Subprograms

The Fortran 1V Library subprograms required by this program are

ABS, FLOAT, MAX@, MIN@ and SQRT.

7.4 INPUT DATA PREPARATICN

7.4.1 Introduction

To use this program to compare the historical and synthetic data
storage-yield behaviours it is necessary to:
(a) analyse the historical data set and determine the Rippl storages
and drought durations, and the deficit, drought, draw and fill

frequency distributions,
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(b) analyse the synthetic data sets and determine the corresponding
Rippl storages and drought durations, and the deficit, drought,
draw and fill frequency distributions,

(c) prepare the input data deck defining program options, file

reference numbers and problem data.

The results of these analyses and the input data deck comprise

the program input which is described in Tables 7.1 and 7.2:

7.4.2 Historical Data Analysis

The historical data Rippl storages and drought durations, deficit,
drought, draw and fill distributions are obtained from an analysis of
the historical data set by program STATS, which will also punch these
storage-yield characteristics and the analysis parameters onto cards

in the correct format and order for input to this program.

These historical storage-yield analysis parameters and character-
istics immediately follow the fifth card in the input data deck as

shown in Table 7.2.

The station order of the historical storage-yield characteristics
must be the same as for their synthetic counterparts. This may be
ensured by maintaining the same station order in the historical and

synthetic data sets analysed by STATS.

It will usually be necessary to perform the historical data
storage-yield analysis a number of times to obtain deficit, drought,
draw and fill frequency distributions, which do not have either a con-
centration of values in only a few bins or values beyond the upper
bound. For the first analysis, the upper bounds of these distributions
may be estimated from previous experience or guessed. The results of
the analysis may be used to modify the upper bounds for the next analy-
sis and so on until satisfactory frequency distributions are obtained.

Two analyses have generally proven to be sufficient.

7.4.3 Synthetic Data Analysis

Each of the NSAM synthetic data sets of NYEAR years of concurrent
flows at each of the NSTN stations is analysed by program STATS using
the historical storage-yield analysis parameters to determine the syn-
thetic data Rippl storages and drought durations, the deficit, drought,

draw and fill frequency distributions.

Program STATS writes the synthetic data Rippl storages and
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drought durations to output file NF30, the synthetic data deficit
frequency distributions to output file NF33, the synthetic data

drought frequency distributions to output file NF34, the synthetic

data draw frequency distributions to output file NF35 and the synthe-
tic data fill frequency distributions to output file NF36. The corres-
ponding input file variables in this program are NFILE(5), NFILE(1),
NFILE(2), NFILE(3) and NFILE(4) respectively.

7.4.4 Input Data Deck

The input data file NIN specifies program options, file refer-
ence numbers and problem data. These cards may be prepared from Table
7.2 and are followed by the historical storage-yield analysis paramet-

ers and characteristics.

7.5  OUTPUT INTERPRETATION

A brief description of the program output is given as the print-
out is clearly labelled. Sample printout from the example problem

described in section 9 is given in Figure 9.17.

The first output page is entitled '"SYNTHETIC STORAGE-YIELD
ANALYSIS" and provides an echo check of the program options, file re-
ference numbers, problem data, historical Rippl storages and drought
durations, historical totals, means, upper bounds and number of bins,

for each of the deficit, drought, draw and fill frequency distributions.

The Rippl storage and drought duration analysis results for each
yield level, are printed out for each station in turn, under the head-
ing "RIPPL STORAGE ANALYSIS STATION.XXX”, where "XXX" is a user assign-

ed station code number.

The results of the comparison of the historical deficit, drought,
draw and fill probability distributions with their synthetic counter-
parts make up the remaining output. The format of the printed results
for each of these distributions differs only in the page headings,
which identify a particular distribution. For this reason, only the

printout of the results for the deficit distribution will be described.

The historical deficit relative and cumulative probability distri-
butions for each station are printed out at each yield lével under the
heading "HISTORICAL DEFICIT PROBABILITIES --- YIELD Z.ZZ", where "Z.ZZ"

is the appropriate yield level.

The synthetic deficit frequency analysis data is echo checked for
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each station, each synthetic sample and each yield level, under the
heading ""DEFICIT FREQUENCY ANALYSIS'", if requested.

The results of the comparison of each station's historical defi-
cit probability distribution with its synthetic counterparts are
printed out for each station in turn, under the heading "DEFICIT
FREQUENCY ANALYSIS", with the subheading ''STATION XXX", where "XXX"
is the station code number. The results for each station are sub-
divided by yield level by the subheading "YIELD Z.ZZ'", where "Z.ZZ"
is the appropriate yield level. Each yield level's results are further
subdivided into individual sample results and population results by
the subheadings "INDIVIDUAL SAMPLES'" and '"POPULATION RESULTS" respec-
tively. The results printed under these two subheadings are the numer-

ical values of the measures of difference discussed in section 7.2.

Sample-station rejection summary tables are printed for each
yield level, showing which stations had synthetic deficit distributions
statistically rejected and for which samples this occurred, for the two
user specified significance levels, under the heading "DEFICIT
FREQUENCY ANALYSIS'", with subheadings "YIELD Z.ZZ'" and "SUMMARY AT YY
P/C", where "Z.ZZ" is the appropriate yield level and "YY" the appro-

priate significance level.

Sample-station rejection summary tables are also printed for all
yield levels combined, for the two user specified significance levels,
under the heading "DEFICIT FREQUENCY ANALYSIS' with subheadings "ALL
YIELD LEVELS'" and '"'SUMMARY AT YY P/C', where "YY" is the appropriate

significance level.
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8. PROGRAM CORREL DESCRIPTION

8.1  INTRODUCTION

Auto (or serial) and cross (or spatial) correlation functions
have been defined in section 3.2.9. Program CORREL is used to compare
an historical correlation function with a number of synthetic correla-
tion functions calculated from synthetic data samples. The comparison
is made by evaluating a number of measures of the difference between
the historical and the synthetic correlation functions. The values of
these measures may be used to assess whether the historical correlations

have been preserved satisfactorily in the synthetic data.

The measures of difference calculated for each lag of the corre-
lation function include the range of synthetic correlation coefficients,
the mean synthetic correlation coefficient, the number of synthetic
correlation coefficients outside the statistically acceptable sampling
interval, and the number of coefficients statistically different from
zero. The results of these calculations are printed out for each

correlation function.

Auto and cross correlation functions may be analysed. The histor-
ical data auto/cross correlation functions may be obtained as punched
output from program STATS. The synthetic data auto/cross correlation

functions may be written to specified disk/tape files by program STATS.

Punched output comparing the historical and mean synthetic auto/
cross correlation functions may be obtained for input to the user's

graphical presentation system.

8.2  FUNDAMENTAL CALCULATIONS

The fundamental purpose of this program is to compare the auto/
cross correlation functions of the historical data with those of the
synthetic data. The auto and cross correlation functions may be cal-
culated to any number of lags less than or equal to 60 by program
STATS, but each correlation function (i.e., auto or cross) must be
calculated to the same number of lags for both the historical and the
synthetic data. For the historical data sample and each synthetic
data sample there are NSTN auto correlation functions and NSTN(NSTN-1)/2
cross correlation functions (section 3.3.6). There are NSAM synthetic

data samples.

The calculations are performed within two loops. The inner loop
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is over each lag of the correlation function evaluating the measures
of difference (described in 8.1) between the synthetic correlation
function and the historical correlation function. The outer loop is
over the number of synthetic samples (NSAM). Distinct vectors are
assigned for each measure of difference to record the results of the
calculations at each lag of the correlation function. These vectors

are defined in the listing of subprogram CORREL.

The minimum and maximum synthetic correlation coefficients at

each lag are stored in vectors SYNMIN and SYNMAX respectively.

The synthetic population correlation function cannot be calcula-
ted from the known synthetic sample correlation functions as is done
for other statistical properties in the other programs. Instead, the
synthetic sample correlation coefficients are summed in vector SYNAV
for each lag over the NSAM synthetic samples. The mean synthetic
correlation coefficient at each lag is then calculated as an approxi-

mation to the synthetic population correlation coefficients.

To help assess the significance of the difference at each lag
between the historical and the mean synthetic correlation function, the
actual difference and the relative percentage error are calculated and
printed out. The difference between two correlation coefficients at
any lag is defined as the mean synthetic correlation coefficient minus
the historical correlation coefficient. The definition of the relative
percentage error was made dependent on the size of the correlations con-
cerned. If the absolute value of the historical correlation is greater
than 0.05, the relative percentage error is 100 times the difference
in correlations divided by the historical correlation. If the absolute
values of both the synthetic and historical correlations are less than
0.05, the relative percentage error is made zero. Otherwise, the re-
lative percentage error is defined as 100 times the difference in cor-
relations divided by the mean of the synthetic and historical correla-
tions. The actual difference and relative percentage error are not
calculated till output time and thus require only temporary vector

space provided by WS1 and WS2 respectively,

The optional punched output consists of the historical and the
mean synthetic correlation functions with the minimum and maximum

synthetic correlations at each lag.

The sampling distribution of a correlation function coefficient
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at any lag k (r(k)) is not normal. However, if it can be assumed that
the two series from which the coefficient is calculated have a bi-

variate normal distribution, then the variable Z, defined as:

Z = 0.5 106, {[1.0 + r(xK)]/[1.0 - r(k)]} (8.1)

is approximately normally distributed with mean:

—

z = 0.5 L10G{[1.0 + r, (K)1/11.0 - r, ()13 (8.2)

where rh(k) is the population correlation, that is, the historical

correlation, and with a variance of:
1/(N-3) (8.3)

where N is the number of pairs of values used in the calculation of
r(k) [Goodman 1966, pp. 193-195].

It can be shown from the sampling properties that the interval
within which the Z transforms of the synthetic correlations (Zi)
should lie, if they are to be considered statistically indistinguish-

able from the historical value, is:

N

7.2 g 7.8 (8.4)
N3 * R=3
where Na/Z is the normal statistic at the specified significance level.

L d

The number of synthetic correlation coefficients whose Z transform

lies below the lower interval bound or above the upper interval bound,
for the specified significance level, are counted to give a measure of
the statistical acceptability of the synthetic correlation coefficients.
Whenever the Z transform of a synthetic correlation coefficient lies
outside of the interval, the synthetic sample in which this has occurred
is also noted. When all synthetic samples have been processed, the
program prints a summary table showing which synthetic samples had a

correlation coefficient rejected at the specified significance level.

Correlation coefficients are also tested for significant differ-
ence from zero. If r(k) is the correlation coefficient at lag k cal-
culated from N pairs of observations from two series with a bivariate

normal distribution, then it can be shown that the statistic:

/_(N-2)
r(k) . v (1-r(k)“) (8.5)



is distributed as t with N-2 degrees of freedom [Goodman 1966, pp. 192-
193]. For the large sample sizes of this application, the t distri-
bution will approximate the normal distribution. A correlation co-
efficient is statistically different from zero if the absolute value
of the above statistic 1s greater than Na/Z’ the normal statistic for
the specified significance level. Historical and synthetic correla-
tions are tested and the number of correlations statistically differ-

ent from zero are counted and the results printed.

In this description of the statistical tests, a single signifi-
cance level was used to simplify the discussion. The program, however,
performs the above tests at two significance levels simultaneously.

The significance levels are selected from the commonly used values of
1%, 5% and 10% by means of the input variables IPCEN1 and IPCEN2Z. The
results of the tests at each specified significance level are printed

out.

8.3  PROGRAMMING FEATURES

8.3.1 Introduction

The calculation of the measures of difference used in comparing
an historical correlation function with NSAM svnthetic correlation
functions has been described. How these calculations are organised

for many historical correlation functions is now described.

8.3.2 Number of Correlation Functions

There are NSTN auto correlation functions, each calculated to
NLAGl lags. As the auto correlation coefficient at lag 0 is always
1.0 by definition (section 3.2.9), this lag is not included in the
analysis and therefore the results vectors for the above measures of
difference are all NLAGl elements long, corresponding to lags + 1 to
+ NLAGl. Negative lags are not calculated because of the symmetry of

auto correlation functions about lag 0 (section 3.2.9).

There are NSTN(NSTN-1)/2 distinct cross correlation functions
between pairs of the NSTN stations in the analysis (section 3.3.6),
each calculated to NLAGZ lags. The results vectors for the above
measures of difference are each 2NLAG2 + 1 elements long corresponding

to lags -NLAG2 to +NLAG2.

8.3.3 Core Storage Problem

There are 15 results vectors required for each correlation func-




tion to save the results of the calculated measures of difference.

The amount of core required to allocate fixed storage for 15 vectors
for each correlation function is unacceptably high. For instance, for
the 300 cross correlation functions of 25 stations, calculated to say

60 lags, approximately 550 thousand bvtes would be needed.

As the synthetic correlation functions are analysed sequentially,
it is only necessary to have the particular set of 15 results vectors
corresponding to the correlation function being analysed, avail-
able in core. Auxiliary storage mayv be used to hold result vector
sets not required until they are needed. When the analysis of the
present correlation function is completed, the updated results vecters
may be returned to auxiliary storage and the appropriate next set read
in.

In the main program, the vector SPACE is dimensioned 2100 ele-
ments long and the vector OUTPUT is equivalenced to it. The lengths
of the results vectors are calculated (section &.3.2), and then the
indices of vector elements in SPACE, to correspond to the first element
of each of the 15 results vectors, on the assumption that the results
vectors sequentially and contiguously occupy the elements of SPACE,
are determined. These 15 contiguous subdivisions of SPACE are passed
to CORREL as 15 results vectors. Their total contiguous length is
calculated. OUTPUT is passed to CORREL and dimensioned with this length.
OUTPUT in subprogram CORREL, is thus equivalenced to the set of 15
results vectors and all input/output of the results vector set is

done by reference to OUTPUT for maximum efficiency.

Two sequential files, NWF1 and NWF2 are used. One file contains
the most recent copy of all the results vector sets. Each results
vector set is read into core from this file as required. After each
results vector set is updated, it is written out to the second file.
After all results vector sets have been processed from the first file,
the second file will then contain the most recent copy of all the re-
sults vector sets, and thus becomes the input file for the next syn-

thetic sample set. And so on for all synthetic sample sets.

Three additional subdivisions of SPACE are similarly made and
passed as three vectors to CORREL. Subprogram CORREL sequentially reads
each historical correlation function into vector HIST. For each func-
tion, the coefficients are tested for a significant difference from

zero at two significance levels, and the two results vectors and HIST
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are written to sequential file NWF3. This file saves the results for

later output.

These scratch files are described in Table 8.1. All references

to these files are illustrated in the program flowchart (Figure 8.1).

8.3.4 Problem Size

The size of problem that may be analysed with this program is
limited by the dimensions of the vector SPACE and the work vectors
WS1, WS2, WS3, NWS1, NWS2, and NWS3 of subprogram CORREL.

The vector SPACE must be long enough to contain the 18 results
vectors. This condition is fulfilled when the sum of 16 times the
length of a correlation function, plus 2 times the number of synthetic
samples plus one, is less than or equal to the assigned dimension.

The present assigned dimension is 2100.

The work vector dimensions are all equal and should be greater
than or equal to the length of the correlation functions to be analys-

ed. The present assigned dimension is 125.

These dimensions may be increased if reauired for particular

problems.

§.3.5 Sampling Interval Calculations

The synthetic correlation coefficients could be tested by cal-
culating their Z transforms (as described in section 8.2) and testing
that they were within the acceptable limits. However, as there is a
unique correspondence between a correlation coefficient and its Z
transform, an alternative and faster test procedure may be used. An
inverse transform can be used to determine the correlation coefficient
values corresponding to the Z transform limits and the synthetic cor-
relation coefficient compared against these correlation coefficient

limits to determine its statistical acceptability.
The inverse transformation equation is:

(k) = {e?? - 11/{1 + 24y (8.6)

which is obtained by solving for r(k) in the Fisher Z transformation
equation (equation 8,1). This equation is used with the Z transform
sampling limits, calculated from the historical correlation coeffic-

lent Z transforms, to determine the acceptable range of synthetic

correlation coefficients. These limiting values of correlation co-
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efficients are calculated for each correlation function, and stored in

the vectors BDLS, BDLL, BDUL, and BDUS which belong to the results
vector set of each function.

8.3.6 Data Initialisation

The normal statistics corresponding to 1%, 5% and 10% signifi-

cance levels are assigned to vector RNOR by a data statement in the

main program.

8.3.7 Library Subprograms

The Fortran IV library subprograms required by this program are
ABS, ALOG, EXP, FLOAT, MOD and SQRT.

8.4  INPUT DATA PREPARATION

8.4.1 Introduction

To use this program to compare historical correlation functions

with their synthetic counterparts, it is necessary to:

(a) analyse the historical data set and determine the historical
auto/cross correlation functions,

(b) analyse the synthetic data sets and determine the synthetic
auto/cross correlation functions for each data set,

(c) prepare the input data deck defining program options and problem
data.

The results of these analyses and the input data deck comprise

the program input which is described in Tables 8.1 and 8.2.

8.4.2 Historical Data Analysis

The historical auto correlation function for each station and
the historical cross correlation function for each station combination
are obtained by an analysis of the historical data by program STATS,

which punches these correlation functions for input to this progranm.

The historical correlation function data follows the program
option and problem data cards in input file NIN. If both auto and
cross correlation analyses have been specified, the auto correlation
cdata physically precede the cross correlation data. If only one
analysis has been specified, only the correlation data for that analy-

sis would be provided.

The station order of the historical auto correlation functions,

and the station combination order of the historical cross correlation
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functions, must be the same as for their synthetic counterparts. This
can be ensured by maintaining the same station order in the historical

and synthetic data sets analysed by STATS.

8.4.3 Synthetic Data Analysis

Each of the NSAM synthetic data sets of NYEAR years of concurrent
flows at each of the NSTN stations must be analysed by program STATS
to determine the synthetic data auto and cross correlation functions.
The calculated synthetic auto correlation functions are written to
output file NF31, and the calculated synthetic cross correlation
functions to output file NF32. These output files of STATS serve as

the synthetic correlation function data input files for this program.

8.4.4 Input Data Deck

The input data file NIN specifies the program options and problem
data. These cards may be prepared from Table 8.2 and are followed by

the historical correlation function cards.

8.5  OUTPUT INTERPRETATION

A brief description of the program output is given as the print-
out is clearly labelled. Sample printout from the example problem

described in section 9 is given in Figure 9.19.

The first output page is entitled "SYNTHETIC AUTO AND CROSS
CORRELATION ANALYSIS" and provides an echo check of the program options
and problem data as read from the input data deck by the program.

If a listing of the synthetic auto/cross correlation function
data has been requested, it is provided under the heading "SYNTHETIC
CORRELATION ANALYSIS DATA'".

The results of the comparison of an historical correlation func-
tion with its synthetic counterparts are printed under the heading
"AUTO CORRELATION ANALYSIS RESULTS STATION XXX'" for auto correlation
functions, and under the heading '"CROSS CORRELATION ANALYSIS STATION
XXX & STATION ZZZ'" for cross correlation functions, where "XXX'" and
"Z

Z1" are the appropriate station code numbers. The subheadings on

these pages describe each column of results,

After the results for each correlation function have been printed,
a summary table showing which synthetic correlation functions have had
at least one correlation coefficient rejected, and in which synthetic

sample this occurred, is printed for the two specified significance



efficients are calculated for each correlation function, and stored in

the vectors BDLS, BDLL, BDUL, and BDUS which belong to the results

vector set of each function.

8§.3.6 Data Initialisation

The normal statistics corresponding to 1%, 5% and 109 signifi-

cance levels are assigned to vector RNOR by a data statement in the

main program.

8.3.7 Library Subprograms

The Fortran IV library subprograms reaquirec by this pregram are
ABS, ALOG, EXP, FLOAT, MOD and SQRT.

8.4 INPUT DATA PREPARATICA

8.4.1 Introduction

To use this program to compare historical correlation functions

with their synthetic counterparts, it 1s necessary to:

(a) analyse the historical data set and determine the historical
auto/cross correlation functions,

(b) analyse the synthetic data sets and determine the synthetic
auto/cross correlation functions for each data set,

(c) prepare the input data deck defining progran options and probler

data.

The results of these analyses and the input data deck comprise

the program input which is described in Tables 8.1 and 8.2.

8.4.2 Historical Data Analysis

The historical auto correlation function for each station and
the historical cross correlation function for each station combination
are obtained by an analysis of the historical data by progran STATS,

which punches these correlation functions for input to this prograr.

The historical correlation function data follows the progran
option and problem data cards in input file NIN. If both auto anc
cross correlation analyses have been specified, the auto correlation
cata physically precede the cToss correlation data. 1f only one

analysis has been specified, only the correlation data for that analy-

sis would be provided.

The station order of the historical auto correlation functiong,

and the station combination order of the historical cross correlation
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functions, must be the same as for their synthetic counterparts. This
can be ensured by maintaining the same station order in the historical

and synthetic data sets analysed by STATS.

8.4.3 Synthetic Data Analysis

Each of the NSAM synthetic data sets of NYEAR years of concurrent
flows at each of the NSTN stations must be analysed by program STATS
to determine the synthetic data auto and cross correlation functions.
The calculated synthetic auto correlation functions are written to
output file NF31l, and the calculated synthetic cross correlation
functions to output file NF32. These output files of STATS serve as

the synthetic correlation function data input files for this program.

8.4.4 Input Data Deck

The input data file NIN specifies the program options and problem
data. These cards may be prepared from Table 8.2 and are followed by

the historical correlation function cards.

8.5  OUTPUT INTERPRETATION

A brief description of the program output is given as the print-
out is clearly labelled. Sample printout from the example problem

described in section 9 is given in Figure 9.19.

The first output page is entitled "SYNTHETIC AUTO AND CROSS
CORRELATION ANALYSIS'" and provides an echo check of the program options

and problem data as read from the input data deck by the program.

If a listing of the synthetic auto/cross correlation function
data has been requested, it is provided under the heading '"SYNTHETIC
CORRELATION ANALYSIS DATA'".

The results of the comparison of an historical correlation func-
tion with its synthetic counterparts are printed under the heading
""AUTO CORRELATION ANALYSIS RESULTS STATION XXX" for auto correlation
functions, and under the heading '""CROSS CORRELATION ANALYSIS STATION
XXX & STATION ZZZ" for cross correlation functions, where '"XXX'" and
'""ZZZ" are the appropriate station code numbers. The subheadings on

these pages describe each column of results.

After the results for each correlation function have been printed,
a summary table showing which synthetic correlation functions have had
at least one correlation coefficient rejected, and in which synthetic

sample this occurred, is printed for the two specified significance



levels. This summary page is titled "CORRELATION ANALYSIS RESULTS AT
YY P/C'", where "YY'" is the appropriate significance level.
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9. AN EXAMPLE APPLICATION OF THE PROGRAM SUITE

9.1 INTRODUCTION

A typical river valley problem is introduced to illustrate one
application of the program suite and to demonstrate how the suite may
be implemented on a computer system. Synthetic streamflow and rain-
fall data are generated for the example river valley system and the
program suite is used to compare the statistical properties of the
synthetic and historical hydrologic data. The success of the genera-
tion model in preserving the statistical properties of the historical
data, and thus the suitability of the synthetic data for use in a river

valley simulation model, may then be assessed.

The detailed description of this application of the program
suite demonstrates how the suite may be run on a computer system, and
provides a documented example, which may be used to test the program

suite on particular computers.

Although this example application was performed on an IBM 370/158
computer system, only minor program modifications would be necessary
to run the suite on a computer system that supports American National

Standards Institute Fortran IV.

9.2  TYPICAL RIVER VALLEY SYSTEM PROBLEM

Simulation is commonly adopted as a decision making aid in water
resource system studies because of the multitude of factors which need
to be included in these studies. Historical records of streamflow
and rainfall have commonly been used as inputs to such simulation

models.

A synthetic generation technique may alternatively be used to
generate many sequences of streamflow and rainfall records as inputs
for the simulation model. Such synthetic sequences need to be examined
to ensure that they preserve the statistical properties of the histor-

ical data.

To demonstrate how this program suite may be used to validate
such synthetic data, assume that the hydrologic inputs to a river
valley simulation model may be characterised by two streamflow series

and one rainfall series.



85.

9.3 PREPARATION OF HISTORICAL DATA

The program suite requires the same number of concurrent years
of record for each hydrologic series. Typically, however, the histor-
ical records will not have been recorded over the same period for each
series. All series must then be truncated to the shortest common
period of record, or extended by one of several techniques to the
longest period of record. For this example, 50 years of concurrent

records, covering the period 1922-1971 are available for each of the

three hydrologic series.

Each series is identified to the program suite by a user assigned
three digit integer code number. These code numbers are used by the
program suite to associate printed results and punched output with the
appropriate series. These code numbers may be chosen randomly or
systematically by the user. In this example the identifying code
numbers were chosen systematically as 150, 180 and 330. The hundreds
digit indicates the type of hydrologic series, 1 corresponding to a
streamflow series and 3 to a rainfall series. The tens digit indicates
the relative upstream position of the recording station, a smaller

digit indicating a more upstream station than a larger digit.

The historical data is read in one series at a time under a
user specified format, which enables the use of a single card format
for punching the historical data, which will be acceptable to both the
user's synthetic data generation program and this program suite. The
historical data records of the three stations used in this example are
shown in Figure 9.7. This historical data is read by program STATS

under the specified format: (8X,12F6.0).

9.4  GENERATION OF SYNTHETIC DATA

Any synthetic data generation program may be used to generate
synthetic records for the hydrologic input series of the simulation
model. It will be necessary to specify the number of synthetic data
sets (NSAM) and the number of concurrent years of record (NYRS) to be
generated for each series. The number of concurrent years of record
(NYRS) will usually reflect the economic 1ife of the project being
investigated, and the number of synthetic samples (NSAM) will usually
be a function of the variance of the decision criterion of the simula-

tion model.

The synthetic data generation program HEC-4 [U.S. Army Corps of
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Engineers 1971] was used to generate 5 synthetic data sets, each con-
sisting of 50 years of concurrent record at each station. (These
values of NSAM and NYRS were arbitrarily selected.) The five genera-
ted synthetic data sets are shown in Figure 9.1. Each synthetic data
set consists of 50 years of concurrent synthetic record for each
station, one station's 50 years of record being followed by the next
station's 50 years of record, and so on. Each line of a station's
record corresponds to 1 synthetic year. The left-most number is the
station identification code number. This number is followed by the
synthetic year number and the twelve ﬁonthly synthetic streamflow/
rainfall values. rThis synthetic data is read by program STATS within
a double DO loop structure. The inner DO loop is over the number of
series, and the outer DO loop is over the number of synthetic sample

data sets.

9.5  ALLOCATION OF PROGRAM SUITE FILES

Before proceeding with the statistical analysis of the historical
and synthetic data sets, and the comparison of their statistical pro-
perties, it is necessary to choose the computer storage media and the
file reference numbers for the files used by this program suite. The
file number variables in the various suite programs may then be
assigned and the necessary'job control language files to run the suite

on the computer system prepared.

The system, scratch and permanent files used by this program
suite are summarised in Table 9.1. The files have been grouped accord-
ing to their function and a brief description of each file is given.
The individual programs which reference each file, and their program

variable names for the file are also tabulated.

The scratch files are automatically allocated by the system. The
synthetic data file, the synthetic data statistics files, and the files
for the comparison of historical and synthetic data statistics are
permanent files and are allocated by the user. In this example, the
synthetic data file is allocated to a tape and the other files to a
private mountable disk pack. This allocation is the most convenient
as a number of the above permanent files will be open simultaneously

during processing.

A file reference number is chosen next for each of the program

suite files. A systematic method of choosing unique file numbers for
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each file will avoid errors. The file numbers adopted for this example
are tabulated in Table 9.1.

These file numbers must now be assigned to the appropriate vari-
ables in each of the suite programs. The standard input/output units
are initialised by assignment statements at the beginning of each pro-
gram. The remaining file variables are initialised by data cards in
the program's input data deck, or in a data statement in the program's
mainline. Further details are provided in the "Input Data Preparation'

and '"Programming Features' sections of each program's description.

Partitioned data sets are used for the permanent program suite
files and these may now be allocated on the user's private mountable
disk pack. This allocation is achieved by running a dummy system
program (IEFBR14) with the appropriate data definition statements for
each permanent file. The job used to allocate these permanent files

on a 2316 disk pack on the IBM 370/158 system is shown in Figure 9.2.

9.6  PREPARATION OF STANDARD SETS OF JOB CONTROL LANGUAGE

The implementation of this program suite on any computer system
may be simplified by the preparation of a few standard sets of job
control language which will be suitable for most problems and which
may be used to execute more than one program. Each job control language
set actually consists of two subsets of job control language when
executing programs on the IBM 370/158 system. The first job control
language subset is inserted before the Fortran program to be executed,
and specifies the system resources required by the program, and the
Fortran catalogued procedure to be invoked. The second job control
language subset follows the program, and contains the data definition
statements for the permanent and scratch files which may be referenced
by the program. The program's input data deck follows next, completing

the requirements for the execution of the program by the system.

Three standard job control language sets are needed for this
example application, two of which are required for program STATS. The
first set is used for the statistical analysis of the historical data
and the second set for the statistical analysis of the synthetic data.
The second job control language set is shown in Figures 9.3 and 9.4.
The first job control language set may be obtained from this set as
described below. The third job control language set is used by pro-
grams MOMENT, FREQ, RUNS, YIELD and CORREL in the comparison of histor-



8§.

ical and synthetic data statistics, and is shown in Figures 9.5 and
9.6.

Two different job control language sets are needed for program
STATS because of the different system resources required in the analy-
sis of historical and synthetic data. One disk and one tape drive
are required for the analysis of synthetic data as shown in Figure 9.3,
whereas, no disk or tape drives are required for the analysis of the
historical data. Synthetic data analysis also requires data definition
statements FTO8FO01 and FT20F001 through FT36F001 inclusive, as shown
in Figure 9.4. These data definition statements are not needed for the
analysis of historical data. The job control language set shown in
Figures 9.3 and 9.4, when modified as described above, may be used

for the analysis of historical data.

The Fortran compile, link and go catalogued procedure is used

in each job control language set.

9.7  HISTORICAL DATA ANALYSIS

After the file reference numbers have been selected and assigned
in each program and the standard job control language sets prepared,
the statistical analysis of the historical and synthetic data sets

and the comparison of their statistical properties may be considered.

The user must decide which statistical properties are to be used
in the comparison of the synthetic and historical data. The compari-
son of the values of these statistical properties for the historical
and synthetic data sets determines the success of the generation model
in preserving these statistical characteristics in the synthetic data,
and thus the suitability of the synthetic data for use in the system

simulation model.

For this example application, choose (1) the monthly, annual and
time series first three moments, (2) the time series frequency distri-
bution, (3) the run length frequency distributions, (4) the Rippl
storage-yield behaviour and (5) the monthly auto and cross correlations,
as the statistical properties to be compared for the historical and

synthetic data.

The calculated values of these five statistical properties for
the historical and the synthetic data sets may be compared by programs
MOMENT, FREQ, RUNS, YIELD and CORREL respectively. Program STATS can



also calculate some additional statistical properties of hydrologic

data. These properties will be included in this historical data

analysis to demonstrate these options.

The calculated historical data values of these five statistical
properties will be punched onto cards for subsequent input to the

appropriate comparison programs as part of their input data decks.

Appropriate frequency anzalysis upper bounds for the time series
frequency analysis and the storage-vield behaviour frequency analyses
are specified from previous experience with these three particular

hydrologic series.

The historical analysis input data deck was prepared from Table
3.3 taking these considerations into zccount and is shown in Figure
9.7.

The historical data analysis mzy now be performed using program
STATS, the historical data analysis input data deck and job control
language set 1. Some example printed cutput from this analysis 1is
shown in Figure 9.8.

The punched output from this analysis is split into the selected
statistical property groups for subsequent use in the input data decks
of the statistic comparison programs (Figures 9.1C, 9.12, 9.14, 9.16
and 9.18).

G.8 SYNTHETIC DATA ANALYSIS

Five synthetic data sets, each consisting of fifty years of con-
current record for each of the three hvdrologic series, have been gen-
erated. Each of these synthetic datz sets will now be statistically

analysed. The same statistical properties as were specified for the

e
@D

analysis of the historical datz set z2r¢ specified for the analysis of
each synthetic data set. The calculated values of each of these sta-
tistical properties for each hvdrclogic series and for each svnthetic
data set are written to permanent disk files. These files are later
read by the statistic comparison programs. which compare the synthetic
data statistic values with their nistcrical data counterparts, which

have been read in the programs' input cata decxs.

The same statistical prowerzy analysis options are used in the
synthetic data analysis as were used in the historical data analysis.

. ) I o . . .
For example, if the maximum run 12nITh specified in the historical

fon]

lysis was thirty, then this
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data run length frequency distrihution
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limit is also specified for the synthetic data analysis. This conven-
tion must be adhered to as the comparison programs expect the same

analysis options to have been used in each analysis.

The same statistical property parameters must be used in the
synthetic data analysis as were used in the historical data analysis
if the calculated statistic values are to be vaiidly compared. This
requirement applies to the time series frequency distribution analysis,
the run length frequency distribution analysis and the Rippl storage-
yield analysis. The historical data time series and Rippl storage-
vield frequency distribution analyses were performed with specified
upper bounds for their distributions. These same upper bounds must

be specified for the corresponding synthetic data analyses.

The historical data run length frequency distributions for each
series were determined about each series median as no other value was
specified. The synthetic data run length frequency distributions must
therefore be determined about each series historical data median,

which may be obtained from the historical data analysis printout.

The historical data Rippl storage deficits of each series were
scaled by the series time series mean as no other scaling value was
specified. The synthetic data Rippl storage deficits must likewise
be scaled by the appropriate historical data time series mean, which

may be read from the historical data analysis printout.

The synthetic data analysis input data deck was prepared from
Table 3.3 to meet these requirements, and is shown in Figure 9.9. The
synthetic data analysis may now be performed using program STATS, this

input data deck and job control language set 2 (Figures 9.3 and 9.4).

9.9 COMPARISON OF HISTORICAL AND SYNTHETIC DATA MOMENTS

The monthly, annual and time series first three moments and the
monthly extremes of the historical and the synthetic data sets have
now been calculated. The historical data moments and extremes have
been punched onto cards. The synthetic data moments and extremes have
been written to disk files. These statistics of the historical and

synthetic data may now be compared by program MOMENT.

The input data deck for program MOMENT is prepared from Table 4.2.
The historical data moment and extreme cards are separated from the
historical analysis punched output and are placed behind the other

input data cards to complete the input data deck, which is shown in
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Figure 9.10.

The comparison of the historical and synthetic data moments and
extremes may now be performed using program MOMENT, the prepared input
data deck and job control language set 3 (Figures 9.5 and 9.6). Some

sample pages of output from this comparison are shown in Figure 9.11.

9.10 COMPARISON OF HISTORICAL AND SYNTHETIC DATA TIME SERIES
FREQUENCY DISTRIBUTIONS

The time series frequency distributions of the historical and
the synthetic data have been calculated. The historical data frequency
distributions have been punched onto cards and the synthetic data
frequency distributions have been written to disk files. As the his-
torical and synthetic data frequency analyses were performed with the
same distribution upper bounds, the frequency distributions may be

validly compared by program FREQ.

The input data deck for program FREQ is prepared from Table 5.2.
The historical data frequency distributions are separated from the
historical analysis punched output and are placed behind the other
input data cards to complete the input data deck, which is shown in

Figure 9.12.

The comparison of the historical and the synthetic data frequency
distributions is performed using program FREQ, the prepared input data
deck and job control language set 3 (Figures 9.5 and 9.6). Some

sample pages of output from this analysis are shown in Figure 9.13.

9.11 COMPARISON OF HISTORICAL AND SYNTHETIC DATA RUN LENGTH
FREQUENCY DISTRIBUTIONS

The run length frequency distributions of the historical and the
synthetic data have been calculated. The historical data run length
frequency distributions have been punched onto cards and the synthetic
data distributions have been written to disk files. As the historical
and synthetic data run length frequency distribution analyses were
both performed about the historical data medians, these distributions

may be validly compared using program RUNS.

The input data deck for program RUNS is prepared from Table 6.2.
The historical data run length frequency distributions are separated
from the historical analysis punched output and are placed behind the

other input data cards to complete the input data deck, which is shown

in Figure 9.14.
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The comparison of the historical and the synthetic data run
length frequency distributions is performed using program RUNS, the
prepared input data deck and job control language set 3 (Figures 9.5
and 9.6). Some sample pages of output from this analysis are shown

in Figure 9.15.

9.12 COMPARISON OF HISTORICAL AND SYNTHETIC DATA STORAGE-YIELD
BEHAVIOURS

The Rippl storage-yield statistics of the historical and synthe-
tic data sets have been calculated. The historical data Rippl storage-
vield statistics have been punched onto cards. The synthetic data
Rippl storage-yield statistics have been written to disk files. As the
Rippl storage-yield analysis of both the historical and the synthetic
data sets was based on the historical data time series means, the his-
torical and synthetic data Rippl storage-yield statistics may be
validly compared by program YIELD.

The input data deck for program YIELD is prepared from Table 7.2.
The historical data Rippl storage-yield statistics are separated from
the historical analysis punched output and placed behind the other
input data cards to complete the input data deck, which is shown in

Figure 9.16.

The comparison of the historical and the synthetic data Rippl
storage-yield statistics is performed using program YIELD, the pre-
pared input data deck and job'control language set 3 (Figures 9.5 and
9.6). Some sample pages of output from this analysis are shown in

Figure 9.17.

9.13 COMPARISON OF HISTORICAL AND SYNTHETIC DATA CORRELATIONS

The auto and cross correlation functions of the historical and
synthetic data sets have been calculated. The historical data auto
and cross correlation functions have been punched onto cards and the
synthetic data auto and cross correlation functions.héve been written
to disk files. The correlations of the historical and synthetic data

sets may now be compared by program CORREL.

The input data deck for program CORREL is prepared from Table
8.2. The historical data auto and cross correlation function cards
are separated from the historical analysis punched output and are
placed behind the other input data cards to complete the input data

deck, which is shown in Figure 9.18.
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The comparison of the historical and synthetic data auto and
cross correlation functions is now performed using program CORREL,
the prepared input data deck and job control language set 3 (Figures

9.5 and 9.6). Some sample pages of output from this analysis are
shown in Figure 9.19.

9.14 VALIDATION OF THE SYNTHETIC DATA

The synthetic data values of the selected statistical properties
have been calculated and compared with their historical data counter-
parts. Measures of the difference between the historical and synthe-
tic data values of each statistical property have been calculated and

printed. The user must now assess these differences and determine if

they are significant.

Satisfactory agreement between the historical and synthetic
data values of the selected statistical properties confirms that the
generation model was successful in preserving these statistical pro-
perties in the synthetic data. The synthetic data may thus be confi-

dently used in the water resource system simulation model.

Alternatively, poor agreement between the statistical property
values means that these characteristics of the historical data were
not being preserved in the synthetic data. The generation was un-
successful and the synthetic data should not be used in the system

simulation model.
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STATS

98.

SUBPROGRAM: MAIN

Initialise:

(&) monthly water year vector,

(b) scratch and synthetic data statistic file tmit numbers,

(c) upper bounds for drought, draw and fill duration dis-
tributions (BDCOM) and storage deficit distributions
(BDDEF), and appropriate numbers of bins.

Assign installation unit numbers for printer, card
reader/punch, and default unit number for hydrologie
data file.

Read the number of sets of hydrologie data to bo analyst'd
and whether problem data and problem options arc the
same for each set.

Loop over the number of sets of hydrologie data to be
analysed.

Read problem data and prog™-am options. (This step
bypassed in subsequent itenitions if problem data and
program options are the same for each set).

Echo check problem data, program options, scratch
and synthetic data statistic file unit numbers.

Loop over the number of stations in this set (NSTN).

Read this station's data from the user specified file,
according to the user specified format.

Echo check this station's data if required.

Is the Kendall tau test for trend required ?
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PROGRAM: STATS SUBPROGRAM: MAIN

888

9999 Calculate the rank of each time series value.

Calculate the number of pairs of ranks which are in
natural order.

Calculate the correction factor for tied ranks.

Calculate, standardise and print Kendall's tau.

Are monthly moments and extrema to be calculated ?

Take the monthly time series values, currently stored by
year in a vector, and store by month in another vector for
analysis by TALY3 or TABA4.

Are monthly frequency distributions to be calculated
and plotted as line printer histograms ?

Calculate monthly moments and extrema.

Print monthly moments and extrema.

TTTOTTPTT o O /r~r~ATrrli-. T>T,f ~ M o-r AMc  -c~T r~ATtrr-XTA
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PROGRAM:

STATS

100.

SUBPRCXJRAM:  MAIN

If specified, write monthly means, standard
and' skew coefficients to files NF20, NF21 an
heéggctwely; and monthly minima and maxim

D
=
T
N —-
N

If the monthly moments are o be punched, temporarily
write them to file NPUI. I the monthly extrema aie
to be punched, temporarily write them fo file NPUI.

Loop over each month,

Calculate the moments, extrema and frequency distrib-
ution for this month.

Print the moments, extrema_and frequency_distribution
for this month, and plot the frequency distribution as a
line printer histogram.

If specified, write monthl}/ means, standard éieviations
and' skew fioefflments to files NF20, NF21 and NF?:
heéggctlve y; and monthly minima and maxima to file

If the monthl())/ moments are to be ptinched, temporarily
write them to file NPUL. If the monthl%/_ extrema are to
|

be punched, temporarily write them to file NPUI.

Are annual moments and extrema to be calculated?



PROGRAM: STATS

TALY3

TABA

—\

101.

SUB PROGRAM: MAIN

Take the monthly time series values, currently stored
by year in a vector, and sum by year to form an annual
series in another vector, for analysis by TALY3 or
TABA4.

Is the annual frequency distribution to be calculated and
plotted as a line printer histogram?

Calculate the annual moments and extrema.

Print the annual moments and extrema.

If specified, write the annual mean, standard deviation
and skew coefficient to file NF24.

If the annual moments are to be punched, temporarily
write them to file NPU2.

Calculate the annual moments, extrema and frequency
distribution.

Print the annual moments, extrema and frequency dis-
tribution, and plot the frequency distribution as a line
printer histogram.

If specified, write the annual mean, standard deviation
and skew coefficient to file NF24.

If the annual moments are to be punched, temporarily
write them to file NPU2.

FIGURE 3.2 (CONT'D): PROGRAM STATS FLOWCHART



PROGRAM: STATS

8888
9999

COVAR3

YES

102.

SURPROGIUM: MAIN

Is the annual auto correlation function to be calculated >

Have the annual moments and extrema been calculated i

Form the annual time series from the monthly time
series.

Calculate the annual time series mean and variance,
and subtract the mean from each value of the annual
time series.

Subtract the previously calculated annual mean from
each value of the annual time series.

Calculate the annual auto correlation function to the
specified number of lags.

Print the annual auto correlation and covariance
functions, and if required, a line printer plot of the
annual auto correlation function.

Are the time series moments and frequency distribution

to be calculated ?

Are user specified bounds to be used in calculating the

frequency distribution ?

FTGTIRK 3.2 (CONT'D™ PBOHRAM S~TATc; FT.OWrTTAPT
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PROGRAM: STATS

9999

TSFREQ

TABA

FIGURE 3.2 (CONT'D):

103.

SUBPROGRAM: MAIN

Calculate the time series moments and frequency
distribution using the user specified bounds.

Calculate the time series moments and frequency dis-
tribution using program selected bounds.

Print the calculated time series moments and frequency
distribution, and if required, a line printer histogram
plot of the frequency distribution.

If specified, write the time series moments to file
NF25. If specified, write the time series frequency
distribution to file NF26.

If the time series moments are to be punched, temp-
orarily write them to file NPU3. If the time series

frequency distribution is to be punched, temporarily

write it to file NPUA4.

Are run length frequency distributions to be calculated?

Are the run length frequency distributions to be
calculated above and below a user specified value ?

Calculate the monthly time series median.

Calculate the run length frequency distributions above
and below the user specified value or the time series
median as appropriate.

Calculate the run length frequency distribution about
the user specified value or time series median; and the
total number and average run length above, below and
about the specified value or time series median.

PROGRAM STATS FLOWCHART



PROGRAM:

STATS

10M

SUBPROGRAM:  MAIN

Print the run length frequency distributions, and the
total number and average run lengths aboyve, below ang
about the specified value or median; and if required, line
printer histogram plots of run length frequency distrib-
utions above and below the user specified valug or time
series median.

If specified

write the run length frequency distributions
to file NF27,

If run Ien_qth frequency distributions are to be punched,
temporarily write them to file NPUJ9.

Are aggregate minima and maxima to be calculated?

Calculate aggregate minima and maxima from one time
period to the specified number of time periods.

Are the aggregate minima and maxima to be scaled hy
a user specified value?

Calculate the time series mean if it has not been pre-
viously calculated.

Scale the afggregate minima and maxima values by the
user specified value or time series mean as appfopriate.

Print the unsealed and scaled aggregate minima and
maxima values, sind if required; "line printer plots of the
aggregate minima and maxima values.

If specified, write the aggregate minima and maxima
valles to file NF28.

FIGURE 3.2 (CONT'D) »PROGRAM STATS FLOWCHART
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PROGRAM: STATS SUBPROGRAM: MAIN

8888
9999

Is range analysis required ?

Calculate the time series mean if it has not been
previously calculated.

Calculate the maximum positive cumulative deviation
from the mean (surplus), and the minimum negative
cumulative deviation from the mean (deficit), and thus
the range.

Calculate the theoretical range.

Scale the surplus, deficit, range and theoretical range
by the user specified value or time series mean as
appropriate.

Print the unsealed and scaled surplus, deficit, range
and theoretical range.

If specified, write the surplus and deficit values to

file NF29.

Is storage-yield analysis required?

Are storage deficits to be scaled by a user specified
value ?

FIGURE 3.2 (CONT'D): PROGRAM STATS FLOWCHART
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PR<XIRA.M: STATS SUBPROGRAM:  MAIN
8888 C,alculato the; time scries mean if it has not been
9999 previously calculated.

Loop over the number of yield levels (NYIELD).

Calculate for this }/ield level the Rippl storage and
drought duration, the drought draw and fill “duration
frequency distributions and statistics, and the storage
deficit distribution and statistics.

Print for this yield level, the Rippl storage and drought
quration, the rou%ht, draw and fill duration frequency
distributjons and statistics, the_stora?_e deficit distrib-
ution and statistics, and if required, Tine printer histo-
gram Fl_ots of the drouHht, draw and fill duration frequen-
tcryibdultsiorhbutlons, and the storage deficit frequency dis-

If specified, write the Rippl storage and drought duration
to file NF30, the storage deficit distribytion to file NF33,
and the drou%lht draw and fill duration distributions to
files NF34, NF35 and NF36 respectively.

If storage-yield analysis results are to be punched,
tempordrily write the Rippl storage and drought duration,
the frequericy distribution bounds,” number of bing and
statjstics to’file NPUIO, the storage dcficit distribution
to file NPUII, and the drought, draw and fill duration
distributions to files NPUL1Z, NPU13 and NPU14
respectively.

Has auto correlation or cross correlation analysis been
specified ?

Calculate the time series mean and/or variance if they
have not been previously calculated, and subtract the
mean from each time séries value.

Has cross correlation analysis been specified?

Write the modified time series for this station to the
appropriate disk scratch file for later use in the cross
correlation analysis.

FIGURE 3.2 (CONT'D): PROGRAM STATS FLOWCHART
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FIGURE 3.2 (CONT'D):

STATS

107.

SUBPROGRAM: MAIN

Has auto correlation analysis been specified ?

Calculate the auto correlation ftinction to the specified
number of lags.

Print the auto correlation and covariance functions, and
if required, a line printer plot of the auto correlation
function.

If the auto correlation function is to be punchcd, Icmp-
orarily write it to file NPU15.

If specified, write the auto correlation function to
file NF31.

Has cross correlation analysis been specified ?

Loop from the first station to the penultimate station.
Identify this station as station 1.

Read in station I's modified time series from the
appropriate disk scratch file.

Loop from station I+l to the last station. Identify this
station as station J.

Read in station J's modified time series from the
appropriate disk scratch file.

Calculate the cross correlation fvmction of stations | and
J to the specified number of lags.

PROGRAM STATS FLOWCHART
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PROGRAM:  STATS SUBPROGRAM:  MAIN

Print the cross correlation and covariance functions, and
]|cf required, a line printer plot of the cross correlation
unction.

If s§Jecified, write the cross correlation function to file
NF32.

If the cross correlation functio | n is to be punched,
temporarily write it to file NPU15,

All user sPeC|f|ed punch output was temporarily written
to disk scratch files in card iImage format, Each of
these files is now read in turn and the contents punched.

Stop.

FIGURE 3.2 (CONT'D): PROGRAM STATS FLOWCtIART
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FIGURE 4.1: PROGRAM MOMENT FLOWCHART



PROGRAM: MOMENT

SAM2

OUTMOM

BEGIN

TITTPT? A 1

110.

SUIIPUOCJRAM: MAIN

Calciilate the synthetic population first moments, and
save cumulative sums of synthetic sample first moments
squared and cubed (for each station), for use in the cal-
culation of synthetic population 2nd and 3rd moments.

Check synthetic population first moments against popu-
lation confidence intervals. Calculate: (1) the sampling
distribution moments of the synthetic data, (2) the per-
centage errors/month (between historical and synthetic
population moments), (3) the mean absolute percentage
error/month and /wettest and/driest 6 months.

For each station, sum the number of synthetic samples
rejected. For each sample, sum the number of
stations rejecting the sample.

For all stations, output the results of the confidence in-
terval tests, the sampling distribution and error indice
calculations, and the determined range of synthetic
values.

Print station-sample rejection matrices for the two
specified significance levels.

For all stations punch the historical and synthetic first
moments with confidence intervals, if required.

Initialise results vectors and sample rejection matrices
for second moment analysis.

Determine for each station, the statistically acceptable
sampling intervals for the synthetic sample standard
deviations and the synthetic population standard
deviations.

Rewind the synthetic monthly first moments file (NF20),
and the synthetic annual (NF24) and time series (NF25)
moments files.

Loop over the number of synthetic samples (NSAM).

Loop over the number of stations (NSTN).

>\ PPVPATVIF MV TH ~Tir’TTAT/YT.
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MOMENT

FIGURE 4.1 (CONT'D):

111.

SUBPROGRAM: MAIN

Read this station's synthetic monthly s.tandard deviations
from file NF21 and, if required, "synthetic annual and
time series standard deviations from files NI<"24 and
NF25 respectively»

Reread synthetic first moments for use in calculation
of factors used in determining population third moments,

Update the values of the mean synthetic second moments
and calculate third moment population correction factors
from products of first and second synthetic sample
moments.

Print this station's synthetic standard deviation data
for this synthetic sample.

Update the range of synthetic standard deviations, sums
for calculation of synthetic monthly, annual and time
series standard deviation sampling distributions, and
check synthetic standard deviations against sample con-
fidence intervals noting violations and sample rejections.

Calculate the synthetic population standard deviations
from the mean synthetic sample second moments and
results from first moment analysis.

Check synthetic population standard deviations against
population confidence intervals. Calculate: (1) the samp-
ling distribution moments of the synthetic data, (2), the
percentage errors/month (between historical and syn-
thetic population moments), (3) the mean absolute per-
centage error/month and/wettest and/driest 6 months.

Form sums for second moment station-sample rejection
matrices, and form combined 1st and 2nd moment re-
jection matrices by combining with 1st moment rejection
results.

PROGRAM MOMENT FLOWCHART
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MOMENT

112.

SUBPROGRAM: MAIN

For all stations output the results of the confidénce
interval tests, the sampling distribution and error indicé
calculations, and the determined range of sjnithetic
values.

Print station-sample rejection matrices for the second
moment, and for the first and second moment combined
results at the two specified significance levels.

For all stations pxmch the historical and synthetic stan-
dard deviations with confidence intervals, if required.

Initialise results vectors for third moment analysis.

Rewind the synthetic monthly standard deviations fUe
(NF21), and the synthetic annual (NF24) and time series
(NF25) moments files.

ljoop over the number of synthetic samples (NSAM).

Loop over the number of stations (NSTN).

Read this station's synthetic monthly skew coefficients
from file NF22 and, if required, synthetic annual and
time series skew coefficients from, files NF24 and
NF25 respectively.

Reread standard deviations for use in calculation of
third moments from skew coefficients.

Update the range of synthetic skew coefficients, sums
for calculation of synthetic monthly, annual and time
series skew coefficient sampling distributions.

FIGURE 4.1 (CONT'D): PROGRAM MOMENT FLOWCHART
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FIGURE 4.1 (CONT'D):

MOIVIENT

113.

SUIIPROGRAM: MAIN

Calculate third moments from skew coefficients and
standard deviations and update the values of mean syn-
thetic third moments.

Print this station's synthetic skew coefficient data for
this synthetic sample.

Calculate the synthetic population third moments from
the mean synthetic sample third moments and previous
results, and then the synthetic population skew
coefficients.

Calculate: (1) the sampling distribution moments of the
synthetic data, (2) the percentage errors/month
(between historical and synthetic population moments),
(3) the mean absolute percentage error/month and/
wettest and/driest 6 months.

Output the results of the sampling distribution and error
indice calculations Eind the determined range of synthetic
values for all stations.

For all stations punch the historical and synthetic
monthly skew coefficients if required.

Initialise vectors required for comparison of historical
and synthetic monthly extremes.

Loop over each synthetic sample (NSAM).

Loop over each station (N.STN).

Read monthly minimum and maximum extremes data.

PROGRAM MOMENT FLOWCHART
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MOMENT

SUBPROGRAM: MAIN

Print this station's monthly minimum and maximum ex-
tremes data for this synthetic sample.

For both minimum and maximum monthly extremes,
accumulate statistics for estimating sampling distribution
moments, and determine the range of synthetic extremes
and count the number of synthetic values more cxti-onic
than the historical extremes.

For each station and for each extreme, calculate the
sampling distribution moments, and the percentage of
synthetic extremes more extreme than historical ex-
tremes for each month.

For each station and for each extreme, output the range
of synthetic extremes, the percentage of extremes more
extreme than the historical extremes, and the sampling
distribution moments for each month.

Stop

FIGURE 4. 1 (CONT'D): PROGRAM MOMENT FLOWCHART
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PROGRAM: FREQ SUBPROGRAM: MAIN

Assign card reader/punch and printer installation unit
numbers, and initialise Kolmogorov-Smirnov (K-S)
statistic vector (by data statement).

Read in problem data, program options, data file refer-
ence number, and historical data time series frequency
distributions.

Echo check the problem data, program options, data file
reference number and K-S statistics.

Initialise the matrices used in the analysis of the syn-
thetic sample time series frequency data, and calculate
the time series cumulative probability distribution and
the expected number of values in each bin or interval of
the synthetic sample time series relative and cumulative
frequency distributions for each station.

Print out for each station, the historical relative and
cumulative probability distributions, and the expected
number of values in each bin or interval of the synthetic
sample relative and cumulative frequency distributions.

Initialise the sample-station rejection matrices.

Loop over the number of synthetic data samples (NSAM).

Loop over the number of stations (NSTN).

Read in the synthetic frequency distribution of this
station for this sample.

Print out the synthetic frequency distribution of tins
station for this sample.

Loop over the common number of bins or class intervals
of this synthetic frequency distribution (INT).

FIGURE 5.1: PROGRAM FREO FLOWCHART
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KREQ

116.

SUNi'liIOCIHAIVI: MAIN

Increment the population relative frequency distribution
and update the range of synthetic sample relative fre-
guencies for this bin of this station. Calculate the
cumulative frequency distribution to this bin, and update
the range of synthetic sample cumulative frequencies
for this bin of this station.

Test whether this synthetic sample distribution has al-
ready been statistically rejected at a previous bin by
the K-S test for the smaller significajxce level.

Calculate the K-S difference between this sample and the
corresponding historical distribution for this bin, and
test if it is less than the K-S statistic for the smaller
significance level.

Increment the total number of samples rejected at this
bin by the K-S test at both the smaller and larger signif-
icance levels. Record that this sample was rejected at
both the small and large significance levels and incre-
ment station and sample rejection totals.

Test whether this synthetic sample distribution has al-
ready been statistically rejected at a previous bin by the
K-S test for the larger significance level.

Test whether the K-S difference for this bin is less than
the K-S statistic for the larger significance level.

Increment the total number of samples rejected at this
bin by the K-S test at the large significance level. Rec-
ord that this sample was rejected at the large signif-
icance level and increment station and sample rejection
totals.

Loop over the number of stations (NSTN).

Print out the historical relative frequencies and probab-
ilities, and the range of synthetic sample relative fre-
quencies and probabilities for this station.

PROGRAM FREQ FLOWCHART
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FIGURE 5. 1 (CONT'D):

FREQ

117.

SUBPROGRAM: MAIN

Print out the historical cumulative frequencies and prob-
abilities, the range of synthetic sample cumulative fre-
qguencies and probabilities, and the number of synthetic
samples rejected at the small and large significance
levels.

Calculate the K-S statistics for the synthetic population
at the two significance levels.

Loop over the common number of bins or class intervals
of the synthetic frequency distributions (INT).

Calculate the synthetic population relative and cumulative
probability for this bin, and the percentage difference
between the synthetic population cumulative probability
and the historical cumulative probability for this bin.

Test whether this synthetic population distribution has
already been statistically rejected at a previous bin by the
K-S test for the smaller significance level.

Test whether the K-S difference for this bin is less than
the K-S statistic for the smaller significance level.

Note that the synthetic population distribution is rejected
at both significance levels for this bin.

Test whether the synthetic population distribution has al-
ready been statistically rejcctcd at a previoiis bin by the
K-S test for the large significance level.

Test whether the K-S difference for this bin is less than
the K-S statistic for the large significance level.

Note that the synthetic population distribution is rejected
at the large significance level.

PROGRAM FREQ FLOWCHART
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FREQ

118.

SUBPROGRAM: MAIN

Print out the historical and synthetic population relative
frequency and probability distributions; the historical and
synthetic population cumulative frequency and probability
distributions; the K-S differences, and whether they were
statistically significant; the percentage differences for

each bin, and the mean absolute percentage difference .
per bin.

Print out sample-station rejection matrices at the two
specified significance levels.

Write the relative and cumulative historical and syn-

thetic population probability distributions to file NPU83
if required.

Stop
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PROGRAM:

>

RUNS

NF27

<550

NF27

RUNS1

FIGURE 6.1 (CONT'D):

120.

SIIBI"ROGIimM: MAIN

Initialise the combined sample-station rejection
matrices which combine the sample-station re-
jections of runs above, below and about the median.

Loop over the run length distribution types (i.e. runs
above, below and about the median distributions).

Initialise the matrices used in the analysis of the
synthetic sample run length frequency data.

Rewind the synthetic sample run length frequency
data file.

Loop over the number of synthetic samples (NSAM).

Loop over the number of stations (NSTN).

=Read the synthetic sample run length frequency
data above and below the median.

Test the appropriate distribution type against the
corresponding historical, update the range of syn-
thetic probabilities and the totals for the calculation
of the sampling distribution moments of the synthetic
distribution's overall total and average, and long run
total and average.

Echo check the synthetic sample run length frequency
distribution data for this distribution type.

PROGRAM RTINS FT .OWrwA PT-



PROGRAM:

RUNS

FIGURE 6.1 (CONT'D):

121.

SUBPROGRAM: MAIN

Calculate the synthetic population relative and cumulative
run length probability distributions for this distribution
type and apply the K-S test. Calcidate the sampling
distribution moments of the distribution overall and long
run totals and averages, and output the restilts for each
station.

Output the sample-station rejection matrices for this
distribution type at the two specified significance levels.

Pvinch the relative and cumulative historical and syn-
thetic population run length probability distributions of
this distribution type if required.

Output the combined sample-station rejection ma-rices
at the two specified significance levels.

Stop.

PROGRAM RUNS FLOWCHART



122.

i'HOC'.fJAM: RUNS SnU'HCXiKAM: OL'TJn'T

FIGURE §.2: SUBPROGRAM OUTPUT FLOWCHART



PROGRAM:

RUNS

FI.

123.

SUBPROGRAM: OUTPUT

Note that the synthetic population distribution is
rejected at the large significance level.

Calculate the sampling distribution moments of the dis-
tribution overall and long run totals and average run
lengths.

Output the results of all calculations for the individual
synthetic sample distributions, the synthetic population
distribution, and the sampling distribution moments of
the synthetic sample overall and long run totals and
averages.

Return to the calling program.

gTTPtPT™MrBAM ottteTTT FT.NWITTAIRT



FIGURE 6.3: SUBPROGRAM RUNSI FLOWCHART



125.

PROGRAM: RUNS SUBPROGRAM: RUNSI

Collect statistics from which the moments of the sampling
distribution of the distribution overall and long run totals
and averages may be calculated. Update the range of
distribution overall and long run totals and averages.

Return to the calling program.

FIGURE 6.3 (CONT'D): SUBPROGRAM RUNS 1 FLOWCHART



126.

PROGRAM: YIELD SUBPROGRAM: MAIN

Assign installation unit numbers for printer, card
reader/punch.

Read in problem data, data file reference numbers and
program options.

Read in the historical Rippl storages and drought dura-
tions, the distribution bounds and the number of bins
used in the frequency analyses, and the calculated dis-
tribution statistics (totals and averages).

Echo check the problem data, data file reference
numbers, program options, historical Rippl analysis re-
sults, frequency analyses parameters, and distribution
statistics.

Analyse the synthetic data Rippl analysis results calcu-
lating: (1) the moments of the sampling distributions of
the synthetic Rippl storages and drought durations,

(2) the number of standard deviations the historical Rippl
storage is from the synthetic Rippl mean storage, (3) the
probability of storage being less than or equal to each
synthetic Rippl estimate. Print results.

Loop over the four frequency distributions (deficits,
drought, draw and fill) to be analysed.

Read in each station's historical frequency distributions
at each yield level and hence calculate its relative and
cumulative probability distributions.

Echo check the relative and cumulative probability dis-
tributions at each yield level for each station.

Initialise the matrices used in the analysis of the syn-
thetic sample distributions.

If the synthetic sample distributions are to be echo
checked, then initialise program output control para-
meters.

Loop over the number of synthetic samples (NSAM).

Loop over the number of stations (NSTN).

FIGURE 7.1: PROGRAM YIELD FLOWCHART



PROGRAM:

TTTATTPT- 7.1 rrONTT))-

YIET.D

127.

SUIUMIOCHAIVI: MAIN

Loop over the number of yield levels (NYIELD).

Read in a synthetic frequency distribution and its total
number of values together with the calculated mean
value.

Test this synthetic distribution against the correspond-
ing historical, update the range of synthetic probabilities
and the totals for the calculation of the sampling distrib-
ution moments of the synthetic distributions' totals and
averages.

If the synthetic sample distributions arc to be ccho
checked, then fill in this sample's output area in tlio
page image matrix IDATA.

If the synthetic sample distributions are to be echo
checked, then test if the page image is complete, and if
so, then print a physical page and reset the program
output control parameters.

If the synthetic sample distributions are to be echo
checked, then check if an incomplete page image re-
mains to be printed, and if so, then print it.

Calculate the sampling distribution moments of the
distribution total and average, the synthetic population
relative and cumulative probability distributions and
apply the Kolmogorov-Smirnov test. Output all
station results and all the sample rejection matrices.

Stop

PPDHBAM VTCT.D FT,OWrHAT?T



PROGRAM:

YIELD

FIGURE 7.2:

128,

SUBPROG liAM:  ViEiJ)!

Calculate the Kolmogorov-Smirnoy (K-Se_ statistics for
this synthetic samplé frequency distribution at the two
specified significance levels.

Loop over this sample's frequency distribution bins.

Calculate the relative probability of this bin and the

cumulative Frobabllny to It. Uf)date the ranges. of syn-

%ﬂ_encb_samp e relativé and cumulative probabilities for
IS bin.

Test if this sample distribution has already been statis-
tically rejected at a previous bin by the K-S test for
the smaller significance level.

Calculate the K-S difference between this sample and
the historical distribution for this bin and test if it is
Iesslthan the K-S statistic for the smaller significance
evel.

Increment the total number of samFIes rejected at this
bin by the K-S test at both the small and large signif-
icance levels. Record that this sample was rejécted
at both the small and large significance levels and incre-
ment station and sample rejection totals.

Test if this_sample distribution has already been stat-
istically rejected at a previgus bin by the K-S test for
the larger Significance level.

Test whether the K-S difference for this bin js less than
the K-S statistic for the larger significance level.

Increment the total number of samples! rejected at this
bin bﬁ the K-S test at the large significance .level. Rec-
ord that this sample was rejected at the large signif-
t|c%1nlce level and Increment ‘station and sample réjection
otals.

SUBPROGRAM YIELDI FLOWCHART



PROGRAM: YIELD

THFTTIHL. N o

129.

SUBPROGRAM: YIELDI

Collect statistics from which the moments of the
sampling distribution of the distribution total and
average may be calculated. Update the range of
distribution totals and averages.

Return to the calling program.

TT nwrwA BT



PROGRAM:

YIELD

130.

SUIiPROGRAM: OUTIniT

Loop over all the stations in this analysis (NSTN).

Output the page headings for the analysis results for
this station.

Loop over all the yield levels in this analysis (NYIELI

Sum the number of observations in the synthetic pop-
ulation and hence calculate the K-S statistics for the
synthetic population at the two significance levels.

Loop over each bin of the synthetic population fre-
quency distribution.

Calculate the relative probability of this bin and the
cumulative probability to it, and the percentage differ-
ence between the synthetic population cumulative prob-
ability and the historical cumulative probability.

Test if this population distribution has already been
statistically rejected at a previous bin by the K-S test
for the smaller significance level.

Test whether the K-S difference for this bin is less
than the K-S statistic for the smaller significance
level.

Note that the synthetic population distribution is re-
jected at both significance levels at this bin.

Test if this population distribution has already been
statistically rejected at a previous bin by the K-S test
for the larger significance level.



PROGRAM:

YIELD
\Y
ir
n

131.

SUBPROGRAM: OUTPUT

Test whether the K-S difference for this bin is less
than the K-S statistic for the larger significance level.

Note that the synthetic population distribution is reject-
ed at the larger significance level.

Calculate the sampling distribution moments of the
total and average of the synthetic sample distributions.

Output the results of all calculations for the individual
synthetic sample distributions, the synthetic population
distribution, and the moments of the sampling distrib-
utions of the synthetic sample total and average stat-
istics.

Punch the historical and synthetic population relative
and cumulative probability distributions to the specified
output file if required.

Output for each yield level and each significance level,
the station-sample rejection matrices, showing for
which samples a station's synthetic frequency distrib-
ution was statistically unacceptable. Then output for
each significance level, the station-sample rejection
matrices that result by combining the rejections at all
yield levels.

Return to the calling program.

¢;TTnPT?r>nRAM OUTPUT FLOWCHART



PROGIIAM:

YIELD

FIGURE 7.4:

132.

SUHIMIOCIIAIVI:  STOACMO

InitiEdise the matrix used for the moments of the samp-
ling distributions of the synthetic Rippl storages and the
drought durations.

Loop over the number of synthetic samples (NSAM).

Loop over the number of stations (NSTN).

Loop over the number of yield levels (NYIELD).

Read this synthetic sample Rippl storage and drought
duration and save their values together with the sample
number.

Save the statistics for the calculation of the sampling
distribution moments of the Rippl storage and drought
duration

Loop over the number of stations (NSTN).

Loop over the number of yield levels (NYIELD).

Calculate the moments of the sampling distributions of
the Rippl storage and drought duration and output them.

SUBPROGRAM STOAGE FLOWCHART



133.

PROGRAM: YIELD SUBPROGRAM: STOAGE

Order the Rippl storages from the smallest to the largest
and sort the drought duration and sample numbers simil-
arly, so as to preserve the correspondence between a
storage, its drought duration and its sample number.

Output the ordered Rippl storages and their drought
durations and sample numbers.

Calculate the number of standard deviations the historic-

al Rippl storage is from the synthetic Rippl storage
mean and print.

Return to the calling program.

FIGURE 7.4 (CONT'D): SUBPROGRAM STOAGE FLOWCHART



PROGRAM:

CORREL

134.

SUBPROGRAM: MAIN

Assign installation xinit numbers for printer, card
reader and punch.

Read in problem data, data file reference numbers and
program options.

Echo check the problem data, data file reference
numbers and program options.

Is auto correlation analysis required?

Set up auto correlation results vectors contiguously in
core by calculating their starting elements as vector
element numbers in the vector 'SPACE".

Call subprogram '‘CORREL' to perform the analysis
and pass across the contiguous auto correlation results
vectors.

Is cross correlation analysis required?

Set up cross correlation results vectors contiguously in
core by calculating their starting elements as vector
element numbers inthe vector 'SPACE".

Call subprogram 'CORREL' to perform the analysis and
pass across the contiguous cross correlation results
vectors.

Stop

FIGURE 8.1: PROGRAM CORREL FLOWCHART



PROGRA.M:

CORRE L

».

135.

SUBPROGRAM: CORREI.

Initialise the results vectors common to each
auto/cross correlation function.

Calculate the variance of the significance test stat-
istics for the auto/cross correlation function.

Rewind the work files.

Loop over each auto/cross correlation function.

Read in the historical auto/cross correlation function.

Calculate the statistically acceptable range of the syn-
thetic auto/cross correlation coefficient at each lag
and assign to appropriate results vectors.

Test each historical auto/cross correlation coefficient
of this function for significant difference from zero and
note result in appropriate results vectors.

Write this auto/cross correlation function's synthetic
results vectors to work file NWFI and the historical
resvilts vectors to work file NWF3.

All historical auto/cross correlation functions have
. been processed: end file and rewind work files.

Loop over the number of synthetic samples (NSAM).

CN"TTRPROHRAM CORREL FT.OWCHART



PROGRAM:

CORREL

136.

SUBPROGRAM:  CORRE,

Determine which work file, NWFI or NWF2, contains the
latest updated set of results vectors. (The results vectors
are read back from this file (1T2), updated, and then
written to the other file (ITS) ).

Loop over the number of auto/cross correlation functions
(NSTN auto correlation functions; NSTN (NSTN-1)/2
cross correlation functions).

Read the latest updated results vectors for this auto/
cross correlation function.

Read the synthetic auto/cross correlation fvinction.

Print the synthetic auto/cross correlation function, if
required.

Loop over each lag of this auto/cross correlation
function.

Update the synthetic avera?e, minimum and maximum
corrtelatmn Coefficients inthe appropriate results
vectors.

Test whether the correlation coefficient is within accept-
able limits and whether it is significantly different from
zero and then update the appropriate results vectors
accordingly.

Write out the updated results vectors, #Note that this out-
put work file becomes the input results file ( IT2) for the
next synthetic sample.

FIGURE 8.2 (CONT'D): SUBPROGRAM CORREL FLOWCHART



PROGRAM:

FIGIiRSr8.2 (CONT'D);

COHREL

137.

SUBPROGRAM:  CORREI.

Ail updated results yectors_ have been ertt n out: endfile
and rFe)wm § Output fIPe for next synthetic sampdl
becomes IT2.

%_oo over the nvunber ofe) to/cross c0frela lon functions
or NSTN FNSTN 1)/2 respectively)

Read in the nlstoncal results vec}ors from file_NWF3
and the s nt etic results vectors from IT2 or ITS as

appropridt

Cal%late the mean S nthetlc auto/cross correlation
coe |C|ent% and the relatiye percentage errors with
respect to historical coefticients.

rint.the results vectors for each auto/cross correlation

unction.

Punch histo {|cal and synthetic, mﬁan min and mtax au}
?eraa?rec rrelation” coefficients 'to the appropriate file, |

Loop over the two statistical confidence levels specified.

Rewind the resxilts file for reprocessing.

L6op over the necessary number of pages of output.

SDBPRDGRAM CORREL FLOWCHART



138.

PROGRAM: CORREL SUBPROGRAM: CORREL

Re-read station esample rejection matrix data.

Set up a full page of station-sample rejection matrix
results.

Print page of station -sample rejection matrix results.

Return to the calling program.

FIGURE 8 2 (CONT'D): SUBPROGRAM CORREL FLOWCHART
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180
18n
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180
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180
1890
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7¢
526
126
129
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128
125
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136
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181
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19¢
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150
150
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15¢
150
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150
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150
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180
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180
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330
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199
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18¢C
181
182
183
184
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286
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1017

649
213
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334
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u3
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660
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68
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q
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3
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e
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36
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1387
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298
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72
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181
12¢
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174
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396
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176
u82
148
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224
913
416
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940
4us
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220
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14°
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16
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1106
1047
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799
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259
237
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436
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54n
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489
516
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1142
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383
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330

330
33¢
330
330

150

150
150
150
150
150
150
150
150
150
150
1510
150
150
150
15¢0
150
150
150
150
150
150
150
150
150
150
150
150
150
150
150
15¢
150
150
190

160
161
162
163
164
165
166
167
168
169

> 17C

171
172
173
174
175
176
177
178
179
182
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
19¢
197
198
199
200
201
202
203
204
205
206
267
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
237
231
232
233
234
235
236
237
238
239

48 89
73 28
105 53
390 95
135 67
72 33
59 54
129 76
57 18
13 2¢
161 132
30 us
u7 57
69 65
69 116
157 62
79 23
92 8n
59 74
135 77
53 65
78 97
33 63
30 79
116 5C
54 286
85 122
122 105
103 50
57 80
39 40
14 62
43 86
11 92
107 134
17 57
4C 35
17 67
58 135
38 Su
127 9C
454 559
251 287
246 177
632 625
121 52
70 57
141 637
168 840
185 157
678 622
151 235
33 174
22 329
793 526
304 229
355 503
84 218
193 224
946 485
11 121
75 187
206 724
291 77¢C
us?7 8d¢
426 252
461 Lues
424 662
663 536
164 361
327 191
178 620
179 489
429 352
92 135
139 175
259 727
783 492
61 73
296 812
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86
125

594
843
278
220
849
138
438
552
787
914
586
1177
468
9yu8
373
287
610
370
255
328
1326
1616
630
229
577
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565
5€7
150
8€7
285
<7
659
891
6uU2
672
uEe
525
1082
183
815
571
€32
899
659
1149
771
625
632
374
623G
821
3z8
547
1375
quy
BEg
323
7810
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276
128
697
947
958
744
383
486
959
171

1011
717
653
788
731

1493
776
792
823
6573
991
895
291
3€1

1623

1039
642
196
393

708
898
59
451
1170
149
270
215
526
401
756
384y
586
593
94
530
576
812
905
386
176U
403
356
377
274
48u
912
73
399
€65
662
357
57
27%¢

€z
27¢
284
89
25
170

43



T 150

150
150
15¢
150
150
150
150
150
150
180
18C
180
18"
180
180
180
180
180
180
180
180
18D
180

180
189
180
180
180
180
18"
182
180
181
180
180
180
18¢
180
180
180
180
189
181
180
189
189
180
180
180
180
189
189
185
18n
189
180
18¢C
18"
330
339
330
330
330
33¢
330
339
3130
33n
330
330
330
3130
330

249
241
242
243
2u4
245
2046
247
248
249
250
201
202
2C3
204
205
206
207
208
209
21C
211
212
213
214
215
216
217
218
219
229
221
222
223
224
225
226
227
228
229
23¢
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
257
201
202
203
2Cu
205
206
207
208
209
219
21
212
213
214
215

139 276
279 338
119 567
201 38n
821 2206
182 167
856 1186
136 443
399 299
81 163
248 813
138 296
97 126
82 133
68 222
un 10
9 10
37 223
52 374
202 113
182 347
55 138
11 33
26 93
140 262
126 77
122 315
22 104
189 92
319 320
217 5S4
27 72
205 293
33 37
317 577
439 176
17 274
268 528
204 427
39 132
112 115
73 348
24 128
597 147
9 60
57 68
56 322
7C9 339
13 31
56 314
u7 15C
243 224
uy 339
129 125
326 1537
91 65
198 617
63 192
279 155
15 71
68 297
53 27
52 4n
39 55
51 &
11 66
37 67
28 11°
95 1cu
168 25
6u 102
39 us
41 uu
39 124
69 28
130 52
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1492
517
793
1289
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339
330
330
33
320

330

33¢

330
330
330
33¢C
330
330
330
330
330
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330
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FILE: ALLOCATE JcCL1 Al CHMS FEL3 ELC12 CANBERRA 37G/158

//CSALNDNF JCE (1009,1),001,C6,2,52467,C600%), LINDNRR,
// PROFPILE='"TYPE=RJE,TAPE=2,D2314=1",

// MSGLEVEL={1,1) ,MSGCLASS=Z

//*

//MESSAGE EXEC PGM=MESSAGE

//UTIN DT #

veessPLS MOGNT 2316 PACK 'MIKES1'.....

/%

//%

//STEP BEXEC EGM=IEPBR14

//FT20F001 TT DSN=BEARD.MEANS.MONTHLY, UNIT=DISK14,

7/ DCB= {RECFM=VBS,BLKSIZE=7294, [SCEG=PC),

’/ SPACE= (CYL, (2,1, 10)),

7/ VOL= (PRTVATE,SFR=MIKFS1) ,LAREL=(,,,00T), CISP= (NEW, REED)
//FT21F091 TL CSN=BEARC.STDDEV.MCNTRLY,UNTT=DISK14,

7/ DCB= (RECFM=VBS ,BLKSIZE=7294, [SCEG=PQ),

// SPACE=(CYL, (2,1,10)),

7/ VOL= (PRIVATE,SER=MIKES1) ,LABFL={,,,0UT), DISP={NEW, KFEP)
//FT22F001 DL CSN=BEARD.SKEW.MONTHLY,UNIT=CISK14,

/7 CCE= (RECFM=VBS,BLKSIZE=7294, [SCFG=PQ),

// SPACE= (CYL, {2,1,1")),

/7 VCL= (PRLVATE,SER=MIKES1) ,LABEL=(,,,0UT),DISP= (NEW, KEEP)
//ET23F0C1 LLC DSN=BEARLC.EXT.MONTELY,UNIT=DISK14,

7/ DCB= (RECFM=VBS,BLKSIZE=7294, TSCEG=FQ),

7/ SPACE= {CYL, (4,1, 10)),

7/ VOL={PRIVATE,SER=MIKES1) ,LABEL={(,,,00T), ISP= (NEW, KEFP)
//ET24FOD1 TT CSK=BREARD.MOMENTS.ANNUAL,GNIT=CISK1Y4,

7/ CCB= (RECFM=VBS,BLKSIZE=7294, [SCEG=EC),

/7 SPACE= (CYL, (1,1,10)),

7/ VOL= (PRIVATE,SFR=MIKES1) ,LABFL=(,,,NUT), DISP=(NER, KEED)
//FT25F001 DL DSN=BCSAKRD.SERIES.MCXENTS,CUNIT=CISK14,

7/ TCE= {RECFM=VPES,BLKSIZE=7294, [SCEG=PC),

7/ SPACE= (CYL, {1,1,17)),

/7 VOL= (PRIVATE,SER=MIKES1),LABEL={,,,00T),DISP= (NEW, REEP)
//FT26F001 T DSKR=EEARD.SERIFS.FREQ,UNIT=DISK14,

7/ LCB= (RECEM=VBS,BLKSIZE=7294,TSCEG=FO),

7/ SPACE= (CYL, (4, 1,10)),

7/ VOL= (PRIVATE,SER=MIKES1),LARFL={(,,,QUT),DISP= (NEW, KEEP)
//FT27F001 TL CSN=BFARD.RUNS.%EDIAN,ONIT=DISK14,

/7 DCB= (RECFM=VBS,BLKSIZE=7294, [SCEG=PO),

7/ SPACE= (CYL, {9,1,10)),

// VOL= (PRIVATE,SER=MIKFS1),LABEL=(,,,00T),DISP=(NEW, KEEP)
//ET28F001 CL CSKN=BEARD.SERIES.VCLUMES, UNIT=TISK14,

/7 DCB= ({RECFM=VBS,BLKSIZE=7294,[SCEG=EC),

/7 SPACE= (CYL, (8,1, 10)),

7/ VOL= (PRIVATE,SER=MIKES1),LAB¥L=(,,,00T), DISP= (NEW, KEEP)
//FT29FN01 TT CSN=BEARD.SERIES.RANGE,UNIT=DISK14,

77 DCE= {RECEFM=VBS,BLKSIZE=7294, [SCEG=PC),

7/ SPACE= (CYL, {1,1,10)),

/ VOL= {PRIVATE,SER=MIKES1) ,LABFL={,,,CCT),DISP= (NEW,KEEP)
//FT30F201 DL DSK=BEARD.YIELD.STCRAGE,UNIT=LISK14,

7/ LCB= (RECEM=VBS ,BLKSIZE=7294, [SCEG=PO),

7/ SPACE=(CYL, {1,1,10)),

/ VOoL= (PRIVATE,S FR=MIKES1),LABEL={(,, ,00T),DISP= (NER, KEEP)
//FT31P001 CC DSN=BEARD.AUTO.CORREL,ONIT=DISK14,

7/ DCB= (RECFM=VBS,BLKSIZE=7294,TSCFG=PC),

7/ SPACE= (CYL, (2,1, 10)),

7,/ VOL= (PRIVATE,SER=MIKES1) ,LAREL=(,,,CUT),CISP=(NE¥, KEEP)
//ET32F001 TL [SN=BFARD.CROSS.COFREL,ONIT=CISK1L,

7/ DCE= {RECFM=VBS,BLKSIZF=7294, CSCFG=PO),

7/ SPACE= {CYL, (5, 1,10)),

7/ VOL= (PRIVATE,SER=MIKES1) ,LABEL=(,,,00T), DISP= (NEW,KEEF)
//ET33F0C1 DT CSN=BFRARD.YIELD.DEEFICTT,UKTT=LISK1Y,

7/ DCB= (RECEM=VDBS,BLKSIZF=7294,[SOFG=PC),

V4 SPACE= {CYL, (4,1, 10)),

7/ VOL= (PRYVATE,SER=MIKES1) ,LARFL=(,,,0UT),DISP= (NFW, KEEP)
//ET34F001 CL CSN=REARD.YTELC.CRCUGHT,UNIT=DTSK14,

/7 LCB= (RECFM=VBS,BLKSIZE=7294,ISCEG=EC),

Vo4 SPACE= (CYL, (4,1, 10)),

7/ VOL= (PRTVATE,SER=MIKES1) ,LABFL=(,,,0U0T),CISP=(NEW, KEEP)
//FT35F001 CL CSN=BFARD.YIELD.ORAW,UNIT=DISK14,

// NCE= (RECF4=VBS,BLKSIZE=7294, LSCEG=PC),

7/ SPACE= (CYL, (4,1,10)),

77 VOL=(PBIVATE,S ER=MIKES1) ,LABEL=(,,,00T),DISP=(NEW, KEEP)
//¥T36F001 DO DSN=BEARD, YIELD.FPILL,ONIT=TTSK14,

7/ DCE= (RECFH=VBS,BLKSTIZE=7294, [SOEG=PO),

FIGURE 9.2: JOB CONTROL LANGUAGE FILE TO ALLOCATE PERM-
ANENT SYNTHETIC DATA STATISTIC FILES



150,

/7 SPACE= (CYL, (4,1, 17)),
7/ VOL= (PRIVATE,SER=MIKFS1),LAPFL=(,,,0UT),CTISP= (NEW, KFEP)
//ET80F001 CTL DSN=BRDPOP.MOM.MEAN,UNIT=CISK14,

7/ DCB= (RECFM=FB,LRFCL=80,RBLKSIZE=7200, [SOBG=F0),

7/ SPACE= (CYL, (1,1, 17)),

7/ VOL= (PRIVATE,SFR=MIKES1) ,LARFI=(,,,0UT),CISP=(NFW,KEEP)
//ET81FC01 TL CSN=BRDPOP.MOM,STCDEY,UNTT=DISK14,

/7 DCEB= (RECFM=FB, LRECL=80,BLKSIZE=720%, LSCRG=PO),

7/ SPACE=(CYL, (1,1,19)),

7/ VCL={PRIVATE,SER=MIKES1) ,LAREL=(,,,00T),DISP= (NFR,KFEP)
//FTB2FGC1 DL DSN=SRDPCP.MOM.SKFW,UNIT=LCISK14,

7/ DCE= (RECEM=FB, LRECL=8),BLKSIZE=7200,LSORG=PO),

/7 SPACE= {CYL, (1,1, 10)),

7/ VOL= (PRIVATE,SER=MIKES1) ,LABEL=(,,,00T),CISP= (NF¥, KEEP)
//ET83F001 [C CSN=BRDPOP.SERIES.FREQ,UNIT=DISR14,

/7 DCB= (RECFM=FB,LRECL=8J,FLKSI7E=7200, LSCRG=PO),

7/ SPACE= (CYL, {1, 1,10)),

7/ VOL= {PRIVATE,SER=MIKFS1) ,LARET=(,,,CUT),DISP=(NEN,KEEP)
//FT84PC01 LL CSKN=BHDPIP.«UNS.DUP,UNIT=CISK14,

/7 DCB=(3kCT"=%i,Lu? L=80,BLKSI2F=72)0, [5C&G=PO),

// SPACF=(7V", (1,7,1 ),

// VOL={PRIVATE,SER=“IKES1) ,LABEL=(,,,0UT),DISP= (NER, KEEP)
//ET8SF201 LD CSN=BRDPOP.RUNS.DCWN,DNIT=DISK14,

/7 LCL= (RECEM=FR, LRECL=8C,BLKSIZE=720N, LSORG=PN),

7/ SPACF= (CYL, (1,1, 1C)),

7/ VOL= (PRIVATE,SFR=MIKFS1),LABEL={,,,0UT),CISP= (NEW, KEEP)
//ET86FN01 [T LSN=BRLDPCP.RUNS.,TOTAL,UNIT=DISK14,

7/ DCE= {RECFM=FB,LRFCL=8),BLRSI7F=17207, "SCRG=PO),

7/ SPACE=(CYL, (1,1,10)),

7/ VOL=(PRTVATE,SFR=MIKES1) ,LABFL=(,,,0UT),DISP= (NEW, KFEP)
//ETBIFOC1 CL DSN=BRDPOP.YIELTD.DEFICIT,ONIT=CISK14,

7/ DCR= (RECFM=FEB,LRECL=83, BLKSIZF=720",CSCRG=PO),

7/ SPACF= (CYL, (1, 1, 10)}),

7/ VOL= {PRIVATE,SER=MIKES1),LARFL={(,,,0U0T),DISP= (NEW, KFEDP)
//FT8B8F001 LT DSN=BRDPOP.YIELD.LROUGET, CNIT=CTISK14,

7/ DCB= (RECFM=FB, LRECL=87,BITKSTZE=7200, LSORG=PO),

7/ SPACE=(CYL, (1,1,10)),

/7 VOL= (PRIVATE,SER=MIKES1) ,LABEL=(,,,00T),DISP=(NEW, KEEP)
//¥T89F2C1 OC DSN=BRDPOP.YIEID.CEAW,UNIT=DISK14,

/7 [CE= (RECEM=FE,LRECL=82,BLKSIZE=7200, CSORG=FP0),

/7 SPACE= {CYL, (1,1, 10)}),

/7 VOL= (PRIVATE,SER=MIKES1) ,LABEL=1{,,,00T),LISP= (NEW,KEED)
//FTI0FC Q1 L TSN=BRLCPOP.YTELD.FILL,UNIT=DISK14,

/7 DCB= (RECFM=FB, LRECL=83,BRIKSIZE=7200, TSORG=PO),

/7 SPACE= (CYL, (1,1,170)),

// VOL={PRIVATE,SER=MIKES1) ,LABFL=(,,,0UT),DISP=(NFW, KEEP)
//FTI1PCCT CC DSN=BRDPCP.RIPPL.STCRAGF,UNIT=CISK14,

/7 DCB= (RFCFM=FE, LRECL=80, BLKSTZE=7200, LSORG=PO),

7/ SPACE= (CYL, (1,1, 12)),

// VOL= (PRIVATE,SER=MIKES1) ,LAREL=(,,,00T),CISP= (NEW, KFEP)
//FT92F021 CL LSN=BRODPCP.AUTO.CORREL,UNIT=PISK14,

/7 DCB= (KECFM=FB, LRECL=8) ,BLKSIZE=7209, [SCRG=PO),

/7 SPACE= (CYL, (1,1,10)),

7/ VOL=(PRTVATE,SFR=MIKES1),LAEEL={,,,CUT),CISP= (NEW, KEED)
//FT93F001 LT CSN=BRDPOP.CROSS.CCRREL,UNIT=TISK14,

/7 CCE= (RECFM=FE, LRECL=8",RLKSIZE=7200, [SORG=F0),

/7 SPACE=(CYL, (1,1,10)),

7/ VOL={(PRIVATE,SFR=MIKES1),LABEL=(,,,0UT),DISP=(NER, KFEP)
//

FIGURE 9.2 (CONT'D): JOB CONTROL LANGUAGE FILE TO ALLOCATE PERM-
ANENT SYNTHETIC DATA STATISTIC FILES
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FILE: ANALYSES JCL1 A CMS REL3 PLC12 CANBERRA 370/158

//CSALNDNR JOB (1009,1C,001,06,2,52467,0C000) ,LINDNFR,
// PROFILE='TYPE=RJE,TAPF=1,D2314=1",

// MSGLEVEL={1,1),MSGCLASS=2

/7% .

//®ESSAGE EXEC PGM=MESSAGE

//0TIN DD =

«sseoPLS MCUNT 1, 2316 PACK MIKES1  ANT  ....
e 2. TAPE 1CC912 WITH RING OUT.....
/'!:

//*

// EXEBC PTG1CLG, PARM.FORT='MAP,TL',TIN®=5
//FORT.SYSIN DD *

FIGURE 9.3: JOB CONTROL LANGUAGE SUBSET 1 FOR PROGRAM STATS
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PILE: ANALYSES JCL2 A CMS REL3 PLC12 CANBERRA 370,158

/=

//* USE NEW_FCRTRAN LIBRARY

//LKED.SYSLIB DD DSN=PPFORT. FORTLIB,CISE=SHR

//%* DD TO SUPERESS ALL PRINTER CUTPOT EXCEPT JCL
//+%GO.FTO6FCO1 DD DUMMY,SYSOUT=

/)% MONTHLY MOMENTS (1,2,3) AND EXTREMA
//GO.FTC 1F001 DD UNIT=SYSDA,SPACE=(TEK, (6,1)),
7/ DCFE= (RECFPM=FB,LRECL=8%, BLKSIZE=6400)
I/ ANKUAL MOMENTS (1, 2,3)
//GO.FTN2F7C1 LD NNIT=SVSDA,SPACE= (TFK, (1,1)),
7/ DCEB= (RECPM=FB, LRRCL=919, BLKS12E=6490)
/I TTME SERTES MOMENTS (1,2, 3)
//GO.FTO3FNN1 LD BNIT=SYSDA, SPACE=(TRK, (1,1)),
/7 DCR= (RECFM=PB, LRECL=R0, PLKSIZF=6400)
I/ TIME SEPTIES PREQNENCY CISTRIBUHTION
//GO.FTOUFNG1 DD UNIT=SYSDA,SPACF={TEK, (1,1)),
7/ LCE=(RECFM=FB,LRECL=8", FLKSIZE=64(")
/)« RURS UP AND DOWN

//GO.FTT9FI21 DD UNIT=SYSDA,SPACE= (TEK, {3,1)),
/7 DCE= (RECFM=FB, LRECL=8C, BLKSTIZE=640")
e RIPPL STORAGE DURATICN  ROUNTCS TOTAL OBS  AND MEANS
//GO.PT10FO)1 DD "NIT=SYShA, iPACF= (TE%, {(9,1)),
7/ LCP=(RECFM=FB,LRECL=80, BLKSIZE=6402)
I/ DEFICIT FREQ DISTRIBUTICN
//GO.PT11F"01 DD UNIT=SYSDA,SPACF=(TRK, (3,1)),
7/ nCB=(RECFM=FB,LRECL=87, BLKSIZE=6L400)
/% CURATION FREQ DISTRIBUTION
//GO.FT12F201 DD UNIT=SYSDA,SPACE=(TEK, (3,1)),
7/ TCE= (RECF"=FDB, LRECL=89, ELKSIZE=64CC)
I/ CRAW FREQ DISTRIBUTION
//GO.FT13F201 DD UNIT=SYSPA,SPACE= (TEK, {3,1)),
7/ NCE= (RECF4=FB, LRECL =8, ELKSTZE=6400)
e FILL FREC DISTRIBDTION
//GO,PT14F0D1 T©D DNIT=SYSDA,SPACE=(T8K, (3,1)),
7/ NDCE= (RECFM=FB,LRECL=80, ELKSIZE=64C0)
/)% AUTO AND CROSS CCRRELATIONS
//GO.PT15PNC1 DD DNIT=SYSDA,SPACE=(TRK, (27,2)),
7/ DCB= (RECFM=FB, LRECL=89, BIKSIZE=6471)
//

//GO.ETSCFN31 DD UNIT=SYSDA,DCDB= (RECFM=VBS,BLKSIZE=6447),
//  SPACE=(TPK, (2,2))

//GD.FTS1F0N 1 DD UNIT=SYSPA,DCB= (RECF¥=VBS,BLKSIZE=6447),
//  SPACE= (1RK, {2,2))

//GO.¥TS52F0G1 DD UNIT=SYSDA, DCB= (RECFM=VBS,BLKSIZE=6447),
//  SPACE= (1RR, (2,2))

//GO.FT53r171 OD UNIT=SYSDA, CCB= (RECFM=VBS,BLKSIZE=6447),
// SPACE= {TRK, (2,2))

//GO.FTS5UFNCT DN NNIT=SYSDA,DCB= (RECFM=VBS, BLKSIZE=6447},
7/ SPACE= (TRK, (2,2))

//GO.FTSSFCC1 DD UNIT=SYSDA,DCR= (RECFM=VBS,BLKSIZE=6447),
7/ SPACE= (TRK, (2,2))

//GO.FTS6F0"1 DD UNIT=SYSDA,DCR= (RECFM=VBS, BLKSIZE=6447),
7/ SPACFE= (TRK, (2,2))

//GO.FT57FC01 LD URIT=SYSDA,DCB= (RECEM=VBS,BLKSIZE=6447),
/7 SPACE= (TRK, (2,2))

//GO.PTSEFH01 DD UNTT=SYSDA,DCB= (RECEM=VBS,BLKSIZE=6447T),
7/ SPACE= (TRK, (2,2))

//GO.FT59FC01 CC UNIT=SYSDA,DCB= {KECFM=VBS,BLKSIZE=6447),
7/ SPACE= (TRK, (2,2))

//GO.FTAQF00O1 DD UNIT=SYSDA,DCR= (RECF™=VBS,BLKSIZE=6447),
//  SPACE= (TRK, (2,2))

//GO.ET61FCC1 DD UNIT=SYSDA, DCB= (RECEM=VBS, PLKSIZE=6447),
//  SPACE= (18K, (2,2))

//GO.FT62FND1 DD UNIT=SYSDA,LCB=(RECFN=VBS,BLKSIZE=6447T),
//  SPACF¥= (1RK, (2,2))

//GO.FT63FCI1 LD UNIT=SYSDA,DCR= (RECEN=VBS,BLKSIZE=64uT),
/7 SPACE= (TRK, (2,2))

//GO.FT6LFON1 LD UNIT=5YS3DA, DCB= {RECFM=VBS,8LEKSIZE=644T),
7/ SPACE= (TRK, (2,2))

//GO.FT65F"C1 DN UNIT=5YSDA,DCR= (RECFM=VBS, BLKSIZE=6447T),
/77 SPACE= (TRK, (2,2))

//GO.FT66F001 DD DNIT=SYSDA,DCR= (RECFM=VBS,BLKSIZE=6447),
/7 SPACE= (TRK, (2,2))

//GO.PTE&TPOC1 DD UNIT=SYSDA,UCD= (RECFM=VBS, BLKSIZE=6U447),
7/ SPACE= (TRK, (2,2))

//GO.FT68P001 DD UNIT=SYSDA, DCB=(RECFM=VBS,BLKSIZE=60447),
7/ SPACE= (TRRK, (2,2))

FIGURE 9.4: JOB CONTROL LANGUAGE SUBSET 2 FOR PROGRAM STATS
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//GO.FT69FOC1 DD UNIT=SYSDA,DCB= (RECFM=VBS,BLRSIZE=6447),
7/ SPACE= (TRK, (2,2))

//GO.PTTCF001 DD UNIT=SYSDA,DCB= (RECFM=VBS,BLKSIZE=6447),
//  SPACE= [IRK, (2,2))

//GO.FT71PC01 DD UNIT=SYSDA,DCB= (RECFM=VBS,DBLKSIZE=64u7),
//  SPACE= (TRK, (2,2))

//GO.FT72F001 DD UNIT=SYSDA,DCB= (RFCFM=VBS,BLKSTZE=6447),
//  SPACE= (TRK, (2,2))

//GO.FT73F001 DD UNIT=SYSDA,DCB= (RECFM=VBS, RLKSIZE=64U7),
7/ SPACE= (TRK, (2,2))

//GO.FTT4FOC1 LD UNIT=SYSDA,DCB= (RECF¥=VBS,BLKSIZE=6447),
7/ SPACF=(TRK, {2,2))

//*

/7%

//GO.FTOBF005 DD DSN=DEMO1,LABFL=(16,SL,,IN),UNIT=TAPE, VOL=SER=0CC912,
7/ DCE= (DEN=3,RECFM=FE, LRECL=8C, ELKSIZE=7200, BUFNO=3),
/7 DISP=(CLD,KEEP)

//%

//*

//GO.FT20F201 DD DSN=BEARD.MEANS.MONTHLY{DEMO1),ONIT=NISK14,
// VOL=(PRIVATE,SFR=MNIKES1) ,LABEL={,,,00T),CISP= (OLD, KEEP)
//GO.FT21FC01 TD DSN=BFARD.STDDEV.MONTHLY(DEMO1) ,UNIT=DISK14,
7/ VOL= (PRIVATE,SER=MIKES1) ,LARFL={(,,,00T),CISP=(OLD, KEEP)
//GO.FT22F001 DD DSN=BEARD.SKEW.MONTHLY (DEMO1),UNIT=DISK14,

7/ VOL= {(PRIVATE,SER=MIKFS1) ,LAREL={(,,,00T),DISP=(OLD, KERP)
//GO.FT23P001 CD DSN=BEARD.EXT.MCNTHLY (CFMO1),NNIT=DISK 14,

7/ VOL=(PRIVATE,SER=MIKES1) ,LABEL={,,,0UT), DISP= (OLD, KEEP)
//GO.FT24FCO1 TD DSN=BEARD.MCMENTS. ANNUAL(DEMO1) ,UNIT=DISK14,
/7 VOL= (PRIVATE,SER=MIKES1) ,LABEL=(,,,0UT),DTSP= (OLD, KEEP)
//GN.FT25F201 DD DSH=BFARD.SERTFS.MOMENTS (DEMO1) ,UNIT=DISK14,
7/ VOL= (PRIVATE,SER=MIKES1) ,LABEL={(,,,00T), DISP= (OLD, KEEP)
//GO.FT26F001 CL DSN=BEARD.SERIES.PREQ(CEMO1),UNIT=DISK14,

7/ VOL={PRIVATE,SER=MIKFS1) ,LABFL=(,,,00T), DISP=(OLD, KEEP)
//GO.FT27F0C1 DD DSN=BEARD.RUNS.EEDIAN(TEMO1),UNIT=DISK14,

7/ VOoL= (PRIVATF,SER=MIKES1) ,LARFL={(,,,0UT), DISP=(OLD, KEEP)
//GO.FT28FC01 TN DSN=BFARD.SERIES.VCLUMES(CEMO1) ,UNIT=DISK 14,
7/ VOL= (PRIVATE,SFR=MIKFS1),LABEL=(,,,0UT),DISP= (OLD, KEEP)
//GO.FT29P001 DD DSN=BEARD.SERIES.RANGE (DEMO1),UNIT=DISK14,

7/ VOL= (PRIVATE,SFR=MIKES1) ,LAREL=(,,,00T), DISP=(OLD, KEEP)
//GO.PT30F001 LT DSN=BFARD.YIELD.STORAGEF(DENO1),UNIT=DISK14,

7/ vOoL= {PRIVATE,SER=MIKES1) ,LABFL=(,,,0UT),DISP=(OLD, KEEP)
//GO.FT31F201 DD DSN=BEARD.AUTO.CORREL (LEMO1),UNIT=DISK14,

/7 VOL={PRIVATE,SER=MIKES1) ,LABFL=(,,,0UT), DISP=(CLD,KEEP)
//GO.PT32F0N1 DD DSN=BEARD.CROSS.COREEL (FEMO1) ,UNIT=DISK14,

7/ VOL= (PRIVATE,SER=MIKES1) ,LABFL={,,,0UT),DISP=(OLD, REEP)
//GO.FT33F201 £D DSN=BEARD.YIELD.DEFICIT(DEMO1),UNIT=DISK14,
7/ VOL=(PRIVATE,SER=MIKES1) ,LABFL={,,,0UT),DISP=(OLD, KEEP)
//GO.FT34F701 CC DSN=BEARDN.YTELD.DROUGRT (DEMC1) ,UNIT=DISK14,
/7 VOL=(PRIVATE,SBR=MIKES1) ,LAEET={(,,,0UT), CISP={0OLD, KEEP)
//GO.FT35F0C1 DD DSN=BEARD.YIELD.DRAW(DEMO1) ,UNIT=DISK 14,

7/ VOL= (PRIVATE,SER=MIKES1) ,LABEL={,,,00T),DISP=(OLD, KEEP)
//GO.FT36FN01 DD DSN=BEARD.YIELT.FILL(DEMN1) ,UNIT=CTSK14,

7/ VOL= (PRIVATE,S ER=MIKES1) ,LABEL=(,,,0UT),BISP=(OLD, KEEP)

//GN.SYSIN CL =

FIGURE 9.4 (CONT'D): JOB CONTROL LANGUAGE SUBSET 2 FOR PROGRAM STATS
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FILE: COMPAEER JCLO A1 CMS REL3 PLC12 CANBERRA 377/158

//CSALNDNR JCB (1009,10,001,06,2,524€7,C0000),LINDNER,
// PROFILE='TYPE=RJE,TAPE=0,D2314=1",

// MSGLEVEL={1,1),MSGCLASS=72

//*

//MESSAGE EXFC PGM=MESSAGE

//0TIN DT =»

»ses s FLS MCUNT 2316 PACK MIKEST1...s.

/*

//*

s/ EXBEC FTGICLG,PARM.FCRT='MAD,IL',TINE=5
//FORT.SYSIN DL =

FIGURE 9.5: JOB CONTROL LANGUAGE SUBSET 1 FOR STATISTIC
COMPARISON PROGRAMS
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FILE: COMPARE JCL2 A CMS REL3 PLC12 CANBERRA 370,158

VA

//% USF NEW FORTRAN COMPTLER LTERARY

//LKED.SYSLIE TD DSN=PPFORT.FOFTLIB,CISF=SHR

//#* WORK FILES FOR CORRELATION

//GO.FTO1FOC1 LD UNIT=SYSDA,DCB=(RECFH=VBS,R[K§IZE=60“7),

//  SPACE=(CYL, (19,2))

//GO.PTN2FNC1 TD UNIT=SYSDA,DCB=(RECFM=VBS,BLKSIZE=6UU7),

// SPACE=(CYL, (12,2))

//GO.EFTH3F021 ©D UHIT?SYSDA,DCB=(RECFH=VBS,E[YSIZE=6UU7),

// SPACE=(CYL, (1, 1))

//GO.FT20F2C1 pD DSN=BEARD.HEANS.HONTHLY(DEFC1),UNIT=FISK1H,
/7 VOL=(PRIVATE,SER=VIKES1),LABEL=(,,,IN),DISP=(OLD,KEEP)
//GO.FT21F201 ©D hSN=BEARﬂ.STDnEV.HONTH[Y(CFEO1),UNIT=DISK1U,
/7 VOL=(PHIVATE,SER=NIKES1),LABEL=(,,,IN),DISP=(OLD,KEEP)
//GO.FT22FC01 CD DSN=BEARD.SKEQ.HONTHLY(DEH01),UNIT=DISK1Q,

// VOL=(PRIVATE,SER=HIKES1),LABEL=(,,,IN),DISP=(OLD,KEEP)
//GO.FT23F0N1 €D DSN=BEARD.EXT.HCNTHLY(EBHO1),UNIT=DISK1Q,

/7 VOL=(PBIVATE,SFR="IKES1),LAEEL=(,,,IN),DISP=(0LD,KEEP)
//G0.PT2UF001 DD DSN=BEARD.MOHRNTS.ANNUAL(DEHO1),UNIT=DISK1Q,
// VOL=(PRIVATE,SER=FIKES1),LABFL=(,,,IN],DISP=(OLD,KEEP)
//GO.FT25FC01 DD DSN=BEARD.SBRIES.HCUENTS(DEHO1),UNIT=DISK1H,
// VOL=(PBTVATE,SER=HIKES1),LABEL=(,,,IN),DISP=(OLD,KEEP)
//6G0.FT26FC01 ©D DSN=BEARD.SERIES.FREO(DEHO1),UNIT=DISK1H,

// VOL={PRIVATE,SER=HIKES1),LAEE[=(,,,IN),DISF=(OLD,KEEP)
//GO.FT2780C1 LD DSN=BEARD.RUVS.HEDIAN(EEHO1),UNIT=DISK1U,

7/ VOL=(PRIVATE,SER=HIKES1),LABFT=(,,,IN),DISF=(OLD,KEEP)
//GO.PT28FC01 LD DSN=BFARD.SFRIFS.VOLU“ES(DEHO1),UNIT=DISK1U,
// VOL=(PRIVATE,SEB=HIKES1),LAEEL=(,,,IN),DISP=(OLD,KEEP)
//GO.FT29F2C1 DD DSN=BEARD.SERIFS.RANGE(DEHO1),UNIT=EISK1U,

// VOL=(PRIVATE,SER=HIKES1),LABEL=(,,,IN),DISP=(OLD,KEFP)
//GO.FT3ICFOO01 LD DSN=BEARD.YIELD.STCFAGE(DE“C1),UNIT=PISK1U,
/7 VCL=(PRIVATE,SER=HIKES1),LABEL=(,,,IN),DISP=(OLD,KEEP)
//GO.ET31F001 TD DSN=BEAED.AUTO.CORREL(EEH01),UNIT=DISK1Q,

// VOL=(PRIVATB,SER=HIKES1),LABEL=(,,,IN),DISP=(OLD,KEEP)
//GO.PT32F271 €D DSN=BEARD.CROSS.CORREL(DEMO1),UNIT=DISK1U,

// VOL=(PEIVATE,SER=FIKES1),[AEE[=(,,,IN),DISP=(OLD,KEEP)
//GO.FT33F001 ID DSN=BEARD.YIELD.DFFICIT(DEHC1),UNIT=DISK1U,
// VOL=(PRIVATE,SER=HIKES1),LABFL=(,,,IN),DISP=(OLD,KEFP)
//GO.FT34FCC1 LN DSN=BEARD.YIELD.DRCUGHT(DEMO1),UNIT=DISK1Q,
// VOL=(PRIVATE,SER=HIKBS1),LABEL=(,,,IN),DISP=(OLD,KEEP)
//GO0.FT35F7Q01 LD DSN=BEABD.YIELD.DRAF(DEHO1),UNIT=DISK1Q,

/7 VCL=(PRIVATE,SER=HIKES1),LABEL=(,,,IN),DISP=(OLD,KEEP)
//GO.FT36F001 DD DSN=BEARD.YIELD.FILL(DENO1),UNIT=DISK1U,

// VOL=(PRIVAT£,SER=HIKFS1),LABFL=|,,,IN),DISF=(OLF,KEEP)
//GO.FTRCFOCT1 T DSN=BRDPOP. MOM. MEAN(TE¥01) , UNIT=DISK 14,

// VOL=(PRIVnTE,SER=HIKES1),LAEFL=(,,,OOT),DISP=(OLD,KEEP)
//GOL.FT81F001 DD DSN=BRDPOP.MOM.STDDEV (CEMO1),UNIT=DISK14,

/7 VOL=(PBIVATE,SER=HIKES1),LAEELZ(,,,OUT),DISP=(OLD,KEEP)
//GD.FT82F0C1T D DSN=BRDPOP. MOM. SKEW(CEFO1) ,ONIT=NISK14,

// VOL=(PRIVATE,SER=FIKES1),LAEEL=(,,,OUT),DISP=(OLU,KEEP)
//G0.ETR3FC001 CD DSN=BRDPOP.SERIES. FREQ (DEMO1) ,UNIT=DISK14,

// VOL=(PRIVATE,SBR=HIKES1),LABEL=l,,,OUT),CTSP=(OLD,KEEP)
//GO.FT84F0OCT LI CSN=BRDPOP.RUNS.UP (NEMC1) ,UNIT=DISK 4,

Vo4 VOL=(PRIVATE,SER=HIKES1),LAEEL=(,,,OUT),EISP=(OLD,KEEP)
//G0.FT85F001 CD DSN=BRDPOP. RUNS.DOWN(DEMO1) ,ONIT=TISK14,

/7 VOL=(PRIVATE,SER=HIKES1),LABEL=(,,,OUT),DISP=(OLD,KEEP)
//GO.FT86F0OC1 DD NSN=BRDPPOP.RUNS.TCTAL(TEMO1) ,UNIT=DISK14,

/7 VOL=(PEIVATE,SER=HIKES1),LABEL=(,,,OUT),DISP=(OLD,KEEP)
//G0.FTR7F001 ©D DSN=BRDPOP.YIELL.DEFICIT(DEMO1) ,UNIT=DISK14,
/7 VOI.=(PRIVATE,SER=MIKES1) ,LABEL=¢(,,,00T),DISP=(OLD, KFEP)
//GO.FTB8RFJIC1 LD DSN=BRPPOP.YIFLL.LCRCOGHT (DEMO1) ,UNIT=DISK 14,
// VOL=(PRIVATE,SER=MIKRF51) ,LARFL=¢(,,,00T),DISP={OLD,KEFP)
//GO.FTBSFNN1 DD DSN=BRDPGP.YIELC.NRAW (CEMOT),UNIT=DISK14,

// VOL={PRIVATE,SER=ﬂIKFSV),LABFL=(,,,OUT),DISP=(OLD,KEEP)
//GO.FT90F2N1 DD DSN=BRDPOP,YIELT,FILL(LEMO1),UNIT=DISK1U4,

// VCL=(PRIVATE,SFR=MIKFS1),LAREL=(,,,0UT),DISP=(OLD, KFEP)
//GO.FT91FQ01 CD DSN=BRDPOP.RIPPL.STCRACE(DRMrO1),UNIT=DISK 14,
// VOL=(PRIVRTE,SER=HIKFS1),LABEL:(,,,OUT),DISP=(OLD,KFEP)
//GO.FT92F201 LD DSN=BRDPOP, AUTO.CORKEL {DEMO1), UNIT=DISK14,

/7 VOL.=(PRIVATE,SER=MIKES1) ,LAPEL=(,,,00T), PISP=(OLC,KEEP)
//G0.FT93F0N1 LD DSN=BRDPOP.CROSS.CORRFL(DEMC1),INIT=DISK14,
// VOL=(PRIVATE,§ER=HIKES1),LABEL=(,,,OUT),DISP=(OLD,KEEP)
//G0O.SYSIN DU =»

FIGURE 9.6: JOB CONTROL LANGUAGE SUBSET 2 FOR STATISTIC COMPARISON PROTGRAMS
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ek ke

JOB DESCRIPTION s

CONSTANT ANALYSIS OPTIONS 1

DATA DESCRIPTION ek ek

ANALYSIS OPTIONS ol

KENDALL TREND

MONTHLY: MOMENTS, EXTREMUM, FREQUENCY
ANNUAL

: MOMENTS, EXTREMUM, FREQUENCY

: CORRELATION

SERIES : MOMENTS, EXTREMUM, FREQUENCY

: RUNS

: VOLUMES

RANGE

MASS CURVE

: AUTO- CORRELATION

: CROSS-CORRELATION

1 LAGS

DATA INPUT UNIT 5

12

1 BOUNDS 1

1 LENGTH 30

1 LENGTH 60

1

1 YIELDS

1 LAGS

1 LAGS

2

12

12

RUN NO 401 NO OF SUB-JOBS 1
SUB-JOB NO 1

NO OF SERIES 3 NO OF YEARS 50

SERIES NOS 150 180 330

DATA PRINT 1

DATA FORMAT ( 8X,12F6.0 )

PLOT 0 WRITE 0 TO FILES 20 21 22 23
PUNCH 1 TO FILES 1
PLOT 0 WRITE 0 TO FILES 24
PUNCH 1 TO FILES 2
PLOT 0
PLOT 0 WRITE 0 TO FILES 25 26
PUNCH 1 TO FILES 3 4
SCALE 0 PLOT 0 WRITE 0 TO FILES 27
PUNCH 1 TO FILES 9
SCALE 0 PLOT 0 WRITE 0 TO FILES 28
SCALE 0 WRITE 0 TO FILES 29
SCALE 0 PLOT 0 WRITE 0 TO FILES 30 33 34 35 36
PUNCH 1 TO FILES 10 11 12 13 14
PLOT 0 WRITE 0 TO FILES 31
PUNCH 1 TO FILES 15

PLOT 1 WRITE 0 TO FILES 32
PUNCH 1 TO FILES 15

6ST
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TREND ANALYSIS

----------- KENDALL TAU TEST

ACTUAL SCORE : -371.0000

MAXIMUM SCORE : 179700.000

CORRECTION FOR TIES : 381.0000

TAU : ~-0.0021

STD DEV OF TAU: 0.0273
STANDARDISED STATISTIC -0.0757

STATION NO

150

091



MONTH
MEAN
STD DEV
SKEW
KURTOSIS

COEF VAR

MONTH
MINIMUM

MAXIMUM

MOMENT ANALYSIS

5

203.660

177.356

3.205

17.092

0.871

EXTREMUM ANALY SIS

5

36.000

1124,000

330.280

362.893

2.969

11,783

1.099

42,000

1695. 000

MONTHLY  -~-----
7 8
456.980 597.920
344,533 386.069

1.315 1.063
4.553 3.761
0.754 0.646
MONTHLY
7 8
65.000 123,000
1585.000 1727.000

...... STATION NO.
9 10
631,540 706.080
296.106 346.161
0.684 0.564
3.113 2.877
0.469 0.490

9 10
128.000 156.000
1421, 000 1469.000

150

STATION NO 150

11

454,160

257.627

0.520

2,435

0.567

11
64.000

1033.000

12
244,880
155.602

1.593
6.545

0.635

12
32.000

787.000

1

140. 980

85.615

0.980

3.672

0,607

1
21.000

400.000

91.560
55.883
1.224
4.165

0.610

2
6.000

258.000

3 4
96.600 134.800
73.587 170.646

2.116 5,286
8.620 35.341
0.762 1,266
3 4
6.000 26.000

384.000 1207.000

"T9T



FREQUENCY ANALYSIS  ----==-cocaa- OF THE TIME SERIES  =------=---=--- STATION NO 150

INTERVAL SPECIFICATIONS WERE : LOWER BOUND - 0.0
D]
A NO OF CLASSES = 20.000
a
5 UPPER BOUND = 2160.000
¥
% | CALCULATED STATISTICS WERE : MEAN - 340.787
3
2 STD DEVIATION = 329.557
3
£ SKEWNESS COEFF = 1,655
i KURTOSIS COEFF = 5.645
N
>
= COEFF OF VAR = 0.967
U
4| CALCULATED FREQUENCIES WERE
)
| CLASSU BOUND FREQ % FREQ CUM FREQ CLASS U BOUND FREQ % FREQ CUM FREQ CLASS U BOUND FREQ % FREQ CUM FREQ
B 1 0.0 0. 0.0 0.0 2 120,00 174,  29.00 174.00 3 240.00 140, 23.33 314.00 .
3 =2}
j 4 360.00 81, 13,50 395.00 5  480.00 59.  9.83 454. 00 6  600.00 32,  5.33 486.00 o
3
2 7 720.00  33. 5.50 519. 00 8  840.00 28.  4.67 547. 00 9 960.00 17.  2.83 564.00
5
g 10 1080. 00 9. 1.50 573. 00 11 1200.00 9. 1.50 582,00 12 1320.00 5.  0.83 587.00
3 .
3
> 13 1440, 00 5. 0.83 592. 00 14 1560.00 4. 0.67  596.00 15 1680.00 1. 0,17 597.00
2 16 1800. 00 3. 0.50 600. 00 17 1920.00 0. 0.0 600.00 18 2040.00 0. 0.0 600. 00
; 19 2160, 00 0. 0.0 600. 00 20 99999.00 0. 0.0 600.00
3
>
>
’
" | EXTREMUM ANALYSIS = ==--=sc--nnn- OF THE TIME SERIES  =--==-==m=m==n== STATION NO 150

MINIMUM VALUE = 6.000

MAXIMUM VALUE 1727.000
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RUNS ANALYSIS

( THE MEDIAN OF THIS TIME SERIES IS

RUN POSITIVE
LENGTH RUNS

—
w
OO O OO OO OOO RO OO

TOTALS: POSITIVE

MEANS :

NEGATIVE

517

ABOUT THE MEDIAN

224,500 )

TOTAL RU

RUNS RUNS LE

6
6
11
11

—

[eNeoNeNelNolololololol

; NEGATIVE

1

1
1

4
6
7
7

DO OO0 O0ODOOOOW

57 ;

N POSITIVE
NGTH RUNS
2
4
6
8
10
12
14
16
18
20
22
24
26
28
30

OO0 OO0 O0ODO0ODOO0OONW®YWOL»

TOTAL = 114,

NEGATIVE
RUNS

OO OO0 O0OO0OO-HO—HU gUOW

STATION NO 150

TOTAL
RUNS
8
14
16
13

w

[=NeleloNeoNeNe N -]

e9T
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VOLUNME PERIOD ANALYSIS ~  ===----e--- MAX AND MIN ~  ==-------e--- STATION NO 180

(THE SAMPLE MEAN USED IN SCALING IS 128.348)

PERIOD MINIMUM  VOLUMES MAXIMUM VOILUMES PERIOD MINIMUM VOLUMES MAXIMUM VOLUMES
LENGTH ACTUAL SCALED ACTUAL SCALED LENGTH ACTUAL SCALED ACTUAL SCALED

1 0.0 0.0 1107.0 8.62 2 0.0 0.0 1701.0 13.25
3 1.0 0.008 2342.0 18.25 4 4.0 0.031 2860.0 22.28
5 6.0 0.047 3418.0 26.63 6 18,0 0.140 3894.0 30.34
7 36.0 0.280 4321.0 33.67 8 56.0 0.436 4524.0 35.25
9 84.0 0.654 4615.0 35.96 10 112,0 0.873 4653.0 36.25
11 146.0 1.138 4709. 0 36.69 12 210.0 1.636 5497.0 42,83
13 236.0 1.839 6193.0 48.25 14 250.0 1.948 6669.0 51,96
15 265.0 2.065 7141.0 55.64 16 331.0 2.579 7568.0 58.96
17 349.0 2.719 7805.0 60.81 18 374.0 2.914 8008.0 62.39
19 402.0 3.132 8099.0 63.10 20 436.0 3.397 8147.0 63.48
21 489.0 3.810 8188.0 63.80 22 637.0 4,963 8262.0 64.37
23 824.0 6.420 8363.0 65.16 24 839.0 6.537 8566.0 66.74
25 861.0 6.708 8755.0 68.21 26 911.0 7.098 8846.0 68.92
27 938.0 7.308 9001. 0 70.13 28 976.0 7.604 9181.0 71.53
29 1065.0 8.298 9272.0 72.24 30 1187.0 9.248 9345.0 72.81
31 1311.0 10.214 9427.0 73.45 32 1377.0 10,729 9461.0 73.71
33 1525.0 11.882 9494.0 73.97 34 1719.0 13.393 9512.0 74.11
35 1919.0 14.951 9529.0 74.24 36 2015.0 15.699 9557.0 74.46
37 2051.0 15.980 9972.0 77.69 38 2071.0 16.136 10448.0 81.40
39 2113.0 16.463 10875.0 84.73 40 2182.0 17.001 11181.0 87.11
41 2211.0 17,227 11384.0 88.70 42 2253.0 17.554 11475.0 89.41
43 2319.0 18.068 11545.0 ’ 89.95 44 2415.0 18.816 11579.0 90.22
45 2607.0 20.312 11597.0 90. 36 46 3093.0 24,098 11614.0 90.49
47 3510.0 27,347 11630.0 90.61 48 3602.0 28.064 11966.0 93.23
49 3626.0 28.251 12325.0 96.03 50 3637.0 28.337 12752.0 99,35
51 3649.0 28.430 13306.0 103.67 52 3664.0 28.547 13782.0 107.38
53 3684.0 28.703 14209.0 110.71 54 3726.0 29.030 14412.0 112,29
55 3807.0 29.661 14503.0 113.00 56 3903.0 30.409 14563.0 113.46
57 4095.0 31.905 14597.0 113.73 58 4408.0 34.344 14615.0 113.87

59 4458.0 34,734 14632.0 114.00 60 4521.0 35.224 14647.0 114,12

"H91




H(d.LNOD) 8°6 HUNDIA

SISVIVNY V1VA "1vOIHOLSIH WOYJA LNd1LNO

MASS CURVE ANALYSIS -------- RIPPL METHOD ---==----~ STATION NO 180
( THE SCALING VALUE IS THE SAMPLE MEAN WHICH IS 128,348 )
vk YIELD PROPORTION 0,600 ok

FREQUENCY ANALYSIS -- UPPER BOUNDS ----
RIPPL STORAGE 9.196 1. DROUGHT/DRAW DURATION ANALYSIS 28.000 MONTHS
DROUGHI DURATION 28 2. FILL DURATION ANALYSIS 14.000 MONTHS
3. DEFICIT INTENSITY ANALYSIS 10.000 X MEAN
FREQ DEFICIT FILL DRAW  DROUGHT MEAN STD DEV MIN MAX
BIN FREQ FREQ FREQ FREQ DEFICIT DEFICIT DEFICIT DEFICIT
1 0 0 0 0 0.0 0.0 0.0 0.0
2 1 3 0 2 0.740 0.187 0.608 0.873
3 6 8 2 2 1.516 0.138 1.418 1.613
4 4 9 1 14 2.046 0.627 0.811 3.047
5 9 5 7 8 2,909 0.501 2.213 3.437
6 6 2 8 0 0.0 0.0 0.0 0.0
7 2 3 5 0 0.0 0.0 0.0 0.0
8 3 0 0 0 0.0 0.0 0.0 0.0
9 0 0 0 1 7.021 0.0 7.021 7.021
10 0 0 0 3 4.447 0.316 4,193 4,801
11 1 0 4 2 4.053 0.463 3.726 4,380
12 0 1 2 1 8.790 0.0 8.790 8.1790
13 0 1 1 0 0.0 0.0 0.0 0.0
14 3 1 0 0 0.0 0.0 0.0 0.0
15 0 0 0 2 8.888 0.435 8.580 9.196
16 0 1 4 0 0.0 0.0 0.0 0.0
TOTALS : 35.000 34.000 34.000 35.000
MEANS : 3.184 4.559 14.265 9.543
STD DEVS : 2.178 4,627 9.752 7.043
MAXIMUMS
ABOVE 0 25 46 0
UPPER BDS
#10 YIELD PROPORTION 0.800 o
FREQUENCY ANALYSIS -- UPPER BOUNDS ----
RIPPL STORAGE 19.155 1. DROUGHT/DRAW DURATION ANALYSIS 64.000 MONTHS
DROUGHT DURATION 79 2, FILL DURATION ANALYSIS 24.000 MONTHS
3. DEFICIT INTENSITY ANALYSIS 30.000 X MEAN
FREQ DEFICIT FILL DRAW DROUGHT MEAN STD DEV MIN MAX
BIN FREQ FREQ FREQ FREQ DEFICIT DEFICIT DEFICIT DEFICIT
1 0 0 0 0 0.0 0.0 0.0 0.0
2 10 8 5 13 2.967 1.125 1.008 4,805
3 6 8 6 1 3.910 0.0 3.910 3.910
4 5 2 5 6 7.212 1.413 5.186 8.401
5 1 2 2 1 14,302 0.0 14.302 14.302
6 0 0 1 0 0.0 0.0 0.0 0.0
7 1 0 2 1 10.454 0.0 10.454 10. 454
8 0 0 0 0 0.0 0.0 0.0 0.0
9 0 0 0 0 0.0 0.0 0.0 0.0
10 0 2 1 1 19,155 0.0 19.155 19.155
TOTALS : 23,000 22,000 22,000 23.000
MFEANS : 5.637 9.000 24.636 15.174
STD DEVS : 4.352 15.799 31.541 16.876
MAXIMUMS
ABOVE 0 75 154 79

UPPER BDS

99T
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MONTHLY AUTOCORRELATION ANALYSIS

----------- LARGE SAMPLE FORMULA

AUTOCORRELATION FUNCTION OF STATION NO 180

G AUTOCOVARIANCE
26760.457031
18192.093750
11658.742188
4432.800781
- 2470.182373
- 6667.503906
8561.007813
- 7750,238281
- 4071.080566
- 310.213379
4238,460938
8120.390625
9012,406250

K

—

._.
WHODOm-10U kW = o
1

—

AUTOCORRELATION
1.000019
0.679825
0.435679
0.165651

-0.092309
- 0.249160
-0.319919
- 0.289621
-0.152133
-0.011592
0.158388
0.303453
0.336787

e B,
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CROSS CORRELATION ANALYSIS =----------- LARGE SAMPLE FORMULA

CROSS CORRELATION FUNCTION OF STN NO 150 WITH STN NO 180 FOR

LAG COVARIANCE

O WD e WN = O

10
11
12

( +K MEANS

49167.53516
32351.49219
17157.48438
3701.15381
-9434.92188
-16125.64063
- 17795.39844
- 14429,89844
-5205.91016
4947.07422
13955.91016
18392.45313
17478.87109

-K CORRELATION

0.91278
0.60060
0.31852
0.06871
-0.17516
-0.29937
-0.33037
-0.26789
- 0.09665
0.09184
0.25909
0.34145
0.32449

STN NO 150 IS LEADING STN NO 180 )

COVARIANCE

49167.53516
39019.24609
31697.77344
17135,42188
1485.59375

- 9305.15234
-15693.56641
-16263.81641
-11049.38672
- 4619,74609
4820.89844
13541.44922
18018.38281

12 LAGS

+K

CORRELATION

0,.91278
0.72438
0.58846
0.31812
0.02758
-0.17275
-0.29135
-0.30193
-0.20513
-0.08576
0.08950
0.25139
0.33451

+K

91
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FILE: SYNPATA ANALYSTS A1 CMS EKEL3 PLC12 CARBERR2 370,158

1
40 AN

{ 8X,12F6.C )
5¢

Ny

I Jo RS SR & I Y
i 3
o JUNY
P
D

1T 1 20
2.0 2160.C 7.0 1C890.7 2.7 27°.70
¢ 1 ¢

4.5C 57.0C0 52.0°

Y
- B o O
NY o
@ (o
. -
w
=
w0 [}
W
)
-
i
=
N

OO

4
6
2 3
N
o
15013C330

FIGURE 9.9: PROGRAM STATS INPUT DATA DECK FOR SYNTHETIC DATA ANALYSIS



FILE: 8OMS

403 3 50 2
1 8C 81 82
20 21 22 23
TENOY
2 1
150180330
8 8 7
2 2 1
203,65999
a54,15991
177.355%64
257.6 2671
3.20489
1.5199¢
36.0%0000
64.00079
1124.000%°9
1023,000C0
67.43999
127.219%9
93.99416
97.9348¢
3.C0u97
1.1100C
1.70000
9.90000
518,00000
390.%000N0
59.65999
89.43999
42.68663
36.70135S
v.86301
1.2098%
0.0
0."
161.00009
169.00000
G0B9,839%4
1560, 17993
686.0998%
380.78662
128.34832
57.3816¢

CCuPARY

5 14
28 25

330.27979
284,.87999
362.8931
155.6C19%
2.9591u6
1.59272
42,0000¢0
32.00000
1695.00000
787,00070
164.87999
65.1799%9
163.91971
66.76613
1.71459
2.40512
1¢.00000
2.00C00
641,00000
328.00070C
69,0600C9
51.17999
41,73259
89,2a8603
1.08743
1.83704
15.000C0
1.20000
212.00000
215.00000
1987,20972
891.42832
179.15901
329.55688
163.72121
42.60582

FIGURE 9.10:

168.

A CNS KREL3 PLC12 CANBERRA 370/158

456.97998
149.9¢€e000
384,53296
85.61528
1.31504
1.98018
65.CCNIN
21.00M799
1585,0¢C007
402,.00000
237.21999
27.31999
211,Ceu?s
23.1256°
1.54886
1.51809
16.0CCN2
3.0
1005.000n¢C
179.0€09%0
73.06999
4C.3acC2?0
36.,16135
41.82999
2.81739
2.01176
18.00007
1.00000
165.00002
217.nC090C
0.7¢878
J.983138
1.1%975
1.65520
2.06868
1.12156

€97.91992
91.56°0"
386.06A85
55.88261
1.96314
1.22412
123.000%0
6.0C0""
1927.79000
258,0007”0
319.67993
15.06900
232.3C82y
15,04871
1.30364
2.06132
54.G0C00
000
11c7.0C002
Tu. 00006
75.81999
39.75999
36. 78716
47.27106
0.45922
2.30365
3.cneee
0.0
189.0CC0"
227.9%¢00Q0

631,53979
96.59999
296.1059¢
73.5865%
¢.68351
2.115813
128.00C00
6.000C0
1421,000C7
3g4.n00CN
256,35986
18,01999
145.51064
22,0449y
0,47605
2.62321
28.00000
0.7
588.9020¢C
119,04301
57.81999
46.01999
30.95757
u2.15109
N.576C4
1.22415
5.%0C00
2.9
133.00000
165.0C000

7C6.6798315¢7
1348,7999915¢
386.1606415)
170, 6459515¢
G.56435150
5.28626 15C
156.00002150
26.00002150C
1469.C0000159
12€7.00072C 150
221.1220018¢C
40.67999180
147.77672180
91.06186 180
7.79392180
u,589151A?7
25.00000180
7.0 189
616, 00072180
558.€C020180
70.819991330
55.€79991330
ug.24271330
42.305911330
1.19337330
1.62204332
2.700N0233¢0
Neh 330
222.002003390
198.20900330
150

180

33n

150

18N

3130

PROGRAM MOMENT INPUT DATA DECK FOR EXAMPLE PROBLEM
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SAMPLE
150 207.
180 66.
330 57
SAMPLE :
150 211,
180 67.
330 57,
SAMPLE :
150 202.
180 60.
330 58.
SANPLE :
150 195.
180 63.
330 59.
SAMPLE :
150 202,
180 66.
330 59.

FIRST MOMENT DATA

1
420 316.120 459.260 588.120
320 140.000 237.640 316.540

. 580 69.240 73.440 75.320

200 326.380 464.120 601.400
980 142.240 240.820 324,940
200 69.160 73.400 175.800

480 326.140 443,580 603,780
460 146.620 231.340 323.580
120 69.320 73.500  75.940

760 328.340 453.340 610.940
840 137.660 235.480 328.180
220 69.320 73.560 77,200

780 308.380 454.500 603.420
600 136,640 235.260 327.320
080 68. 640 73.280 176.000

632.
258.
517.

633.
258.
58.

633.
258.
57.

240
300
440

460
000
040

360
740
000

2,660
8.020

57.820

632.
258.

58

520
360
.060

709.
221.
69.

709.
224,
70.

709.
223.
70.

709.
223.
70.

709,
221,
70.

220
000
840

580
080
160

540
640
700

440
100
740

980
640
560

457.060
128.080
49,460

457,620
128.120
48.660

457.160
128.700
48,720

457.520
127.240
48.280

457,300
127,120
49,360

244,940
64.000
50.840

245.400
64.040
52.280

245.380
64.540
52.380

244.900
64,040
52.080

244,600
63.380
51,220

141,900
26.960
42,060

141,420
26. 860
39.480

141. 280
27.360
41,340

140. 280
27.180
41,180

140. 640
217.360
41.560

90. 780
14.480
40.580

91,260
14.660
43.100

91.220
14.700
40.620

91. 280
14.660
41,360

91.660
14.960
39.980

96.
17.
47,

96.
18.
46,

96.
18.

47

95.
17.
. 120

47

95.
17.
46.

100
780
440

200
760
740

160
500

.300

820
540

980
240
680

129.080
34.480
54.880

135.000
35.800
53.860

133.140
35.160
53.640

131.780
33.560
55.840

148,280
35.960
55.680

4072.
1525,
688.

4083.
1533.
688.

4092,
1530.
693.

4090.
1531,
690.

240
580
120

738
300

. 880

220
340
880

060
500
720

040
840
100

339.
127.
57.

342,
128.
57.

340.
127,
517.

341.
127,
57.

340.
127.

57

353
132
343

812
858
323

268
778
407

005
542
810

836
653
.508

‘0T
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Travw MOMENT 1

INDIVIDUAL SAMPLES :

TIME PERIOD

MIN SY¥YNTHETIC VALUE :

1 PER CENT .LOWER LIMIT
NO BELOW THIS LIMIT

5 PER CENT LOWER LIMIT :
NO BELOW THIS LIMIT :

HISTORICAL VALUES :

LIMIT :
LIMIT :

LIMIT :
LIMIT :

MAX SYNTHETIC VALUE :
POPULATION RESULTS :

5 PER CENT UPPER
NO ABOVE THIS

1 PER CENT UPPER
NO ABOVE THIS

TIME PERIOD

1 PER CENT LOWER LIMIT :

NO BELOW THIS LIMIT :
5 PER CENT LOWER LIMIT :
NO BELOW TIIS LIMIT :

HISTORICAL VALUES

POP SYNTHETIC VALUES:
PER CENT DIFFERENCE :
SAMPLE VALUES MEAN :
STD DEV :

SAMPLE VALUES
SAMPLE VALUES SKEW

5 PER CENT UPPER LIMIT :
LIMIT :

: 232,54

NO ABOVE THIS

1 PER CENT UPPER LIMIT
NO ABOVE THIS

LIMIT :

Sk ek

195.76
139,07

154,50

203.66
252,82

268,25

211,90

5
174.78
0

181.67
0

: 203,66

204.07
0,200
204.07
6.04
-0.15

225.65
0

0

A\EAN PER CENT ERROR/MONTH IS :

A\IEAN WET 6 MONTHS ERROR/MONTH IS:
\EAN DRY 6 MONTHS ERROR/MONTH IS:

STATION 150

6
308.38

198.13

229.69

330.28
430, 87

462,43

328,34

6
271,18
0

285.29
0

330.28
321.07
-2,788
321.07

8.55
-1.19

375.26
0

389.38
0

7
443.58

331,51
0

361.48
0

456,98

552.48
0

582.44
0

464.12

7
400. 87
0

414,27
0

456.98
454,96
-0.442
454,96
7.67
-1.42

499.69
0

513.09
0

0.582

0.872
0.293

steoledlesiesic

8 9 10 11
588.12 632,24 709.22 457.06

457.33 523,71 580.02 360.34
0 0 0 0

490.91 549.46 610.13 382.75
0 0 0 0

597.92 631.54 706.08 454.16

704.93 713,62 802.03 525.57
0 0 0 0

738,51 739.37 832.14 547.98
0 0 0 0

610,94 633.46 709.98 457,62

8 9 10 11
535.05 583.32 649,71 412.20
0 0 0 0

550.06 594.83 663.17 422,22
0 0 0 0

597.92 631.54 706.08 454,16
601.53 632.85 709.55 457.33
0.604 0.207 0.492 0.698
601.53 632.85 709,55 457.33

8.32 0.0 0.50 0.35

0.191000. 002560, 00* kasksick
645.78 668.25 748.99 486.10

0 0 0 0
660.79 679.76 762.45 496.12
0 0 0 0

12
244.60

188,22
0

201.75
0

244,88

288.01
0

301,54
0

245.40

12
219.54
0

225.59
0

244,88
245,04
0.067
245,04
0.41
-374.24

264,17
0

270.22
0

1
140.28

109. 80
0

117.25
0

140.98

164.71
0

172.16
0

141.90

1
127.04
0

130,37
0

140,98
141.10
0.088
141,10
0.67
-21.86

151.59
0

154.92
0

2 3 4
90,78 95.82 129.08
71,21 69.80 72.66

0 0 0
76,07 76.20 87.50

0 0 0
91.56 96,60 134.80
107.05 117,00 182.10

0 0 0
111.91 123.40 196.94

0 0 0
91.66 96.20 148.28

2 3 4
82,46 84.62 107.01

0 0 0
84,63 87,48 113.65

0 0 0
91.56 96.60 134.80
91.24 96,05 135.46

-0.350 -0.567 0.487
91,24 96.05 135.46
0.35 0.19 7.49
-69.22-~408,00 1.78
98.49 105.72 155.95

0 0 0
100.66 108.58 162.59
0 0 0

ANN
4072.24

3380.34
0

3549.70
0

4089.44

4629.18
0

4798, 54
0

4113.74

ANN
3772.32
0

3848,06
0

4089.44
4090.26
0.020
4090.26
15.36
22,60

4330.82
0

4406.55
0

TS
339.35

306. 14
0

314,42
0

340,79

367.16
0

375.43
0

342, 81

TS
325.29
0

328.99
0

340.179
340. 85
0.020
340. 85
1,31

- 47,34

352,58
0

356.28
0

LT
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MOMENT 2
INDIVIDUAL SAMPLES
TIME PERIOD :
MIN SYNTHETIC VALUE :

1 PER CENT LOWER LIMIT:
NO BELOW THIS LIMIT:

5 PER CENT LOWER LIMIT:
NO BELOW THIS LIMIT:

HISTORICAL VALUES:

5 PER CENT UPPER LIMIT:
NO ABOVE THIS LIMIT:

1 PER CENT UPPER LIMIT:
NO ABOVE THIS LIMIT:

MAX SYNTHETIC VALUE:
POPULATION RESULTS:

TIME PERIOD:
1 PER CENT LOWER LIMIT:
NO BELOW THIS LIMIT:

5 PER CENT LOWER LIMIT:
NO BELOW THIS LIMIT :

HISTORICAL VALUES
POP SYNTHETIC VALUES:
PER CENT DIFFERENCE:
SAMPLE VALUES MEAN:
SAMPLE VALUES STD DEV :
SAMPLE VALUES SKEW :

5 PER CENT UPPER LIMIT :
NO ABOVE THIS LIMIT :

1 PER CENT UPPER LIMIT :
NO ABOVE THIS LIMIT -

5
136.72

134. 04
0

144.13
1

177,36

214,12
1

225.89
1

235.97

5
157.05
0

161.78
0

177.36
180.71
1.894 -
177.24
38.98
0.92

192,91
0

197.97
0

| MEAN PER CENT ERROR/MONTH IS
! "EAN WET 6 MONTHS ERROR/MONTH IS:
i JJEAN DRY 6 MONTHS ERROR/MONTH IS:

STATION 150

6 7
235.40 283.438

274.27 260.40
1 0

294,91 279.99
1 0

362.89 344.53

438.12 415,95
0 0

462.21 438.82
0 0

349.92 392.08

6 7
321.35 305.09

1 0

331.02 314.27
1 0

362.89 344.53
308.89 342,28
14,882 -0.653
306.33 340.27
43.49 40,74
-1,34 -0.,28

394,73 374.76
0 0

405.07 384.58
0 0

5.887
4,892
6.883

Sabsk st o

8 9
325,91 266.23

291,79 223.80
0 0

313.74 240.63
0 0

386.07 296.11

466.10 357.49
1 0

491,73 377.14
0 0

486,18 308.85

8 9
341,88 262.21
0 0

352.16 270.10
0 - 0

386.07 296.11
410.27 283.80
6.268 -4.157
406.99 283.30
57.30 18,85
-0.08 0.63

10
324.41

261.63
0

281,31
0

346.16

417,92
0

440. 90
0

357.09

10
306. 54
0

315.76
0

346.16
340.69
-1.580
340. 47
13.62
-0.17

419,94 322,08 376.53

0 0

0

430.94 330.52 386.40

0 0

0

11
248.08
194.71

209.36

257.63
311,03

328.13

273.35

11
228.14

235.00

257.63
262.29
1.810
262.14
9.85
-0.74
280.23

281,57
0

12
134.56
117.60

126.45

155.60
187.86

198.19

154,27

12
137.79

141.94

155.60
143.28

-7.917
143.08
8.54
0.29
169.25

173.69

74,62
64.71

69.58

85,62
103.36

109.05

90.74

1
75. 81
0

78.10
0

85.62

83.05

-2.995
82.85

6.35

- 0.19

93.13
0

95.57
0

46,33
42.24

45,41

55.88
67.47

71.18

53.20

2
49.49
0

50.97
1

55.88
49,67
-11,115
49,62
2.53
0.28

60.78
0

62.38
0

63. 85
55,62

59. 80

73.59
88. 84

93.73

67.78

65.16

67.12

73.59
65.39
-11.143
65.37
1.47
0.78
80.04

82.14

125,85
128.97

138.68

170. 65
206.02

217.35

233.16

151.11

155. 66

170.65
160.01
-6.233
154.85
44,42
2.08
185.62

190.48

ANN
1530.48

1471.69
0

1582.41
1

1947,21

2350.85
0

2480.11
0

1748. 80

ANN
1724.31
1

1776.19
1

1947.21
1672.43
-14.112
1670.67
84.45

- 1.51

2118.03
0

2173.55
0

TS
315,19

305.16
0

310. 89
0

329.56

348.21
0

354.20
0

335.40

TS
318.62
0

321.22
0

329.56
325. 88
-1.115
325.79
8.43
0.0

337. 89
0

340,54
0

LT
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woriort MOMENT 3 STATION 150 sk
INDIVIDUAL SAMPLES
TIME PERIOD : 5 6 7 8 9 10 11 12 1 2 3 4 ANN TS
MIN SYNTHETIC VALUE : 1.89 1.22 1.06 0.58 -0.11 0.10 0.44 0.36 0.20 0.24 1,01 2.64 0.38 1.39
HISTORICAL VALUES: 3.20 2.96 1.32 1.06 0.68 0.56 0.52 1.59 0.98 1.22 2,12 5.29 0.79 1.86
MAX SYNTHETIC VALUE : 4,60 2.78 2.58 2,48 0.83 0.51 0.91 1.17 1,18 1.22 1.70 5.13 1.00 2,04
POPULATION RESULTS:
TIME PERIOD : 5 6 7 8 9 10 11 12 1 2 3 4 ANN TS
HISTORICAL VALUES : 3.20 2.96 1.32 1.06 0.68 0.56 0.52 1.59 0.98 1.22 2.12 5.29 0.79 1.66
POPSYNTHETIC VALUES : 3.66 2,51 1.83 1.64 0.42 0.37 0.69 0.78 0.85 0.75 1,317 4,78  0.59 1.71
PER CENT DIFFERENCE 14.078 -15.212 39.458 54.282 -38.608 -34.212 32.270 -51.307 -12.826 -38.912 -35.402 -9.535 -25.160 3.08(
SAMPLE VALUES MEAN:: 2.79 2.29 1.63 1.36 0.36 0.36 0.67 0.72 0.78 0.72 1.35 3.54  0.59 1.69
SAMPLE VALUES STD DEV : 1.18 0.63 0.75 0.71 0.36 0.17 0.17 0.39 0.41 0.35 0.32 1.02 0.24 0.24
SAMPLE VALUES SKEW : 1.15 -1.60 0.67 1.00 0.01 -1.04 0.09 0.47 -0.50 0.13 0.33 1.02 1.81 0.37
MEAN PER CENT ERROR/MONTH IS : 31,342
MEAN WET 6 MONTHS ERROR/MONTH IS : 35.674
MEAN DRY 6 MONTHS ERROR/MONTH IS : 27.010

RYAN
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e sttt slesk EXTREMES (ARt

MINIMUM EXTREMES:

TIME PERIOD 5
SYNTHETIC MIN MIN VALUES : 33.00
PER CENT VALUES.LE,MIN HIST : 60.00
HISTORICAL MIN VALUES : 36.00
PER CENT VALUES.GT.MIN HIST : 40,00
SYNTHETIC MAX MIN VALUES : 52.00
DISTRIBUTION
MEANS : 38.80
STD DEVS : 8.04
SKEWS : 1.52
MAXIMUM EXTREMES :
TIME PERIOD : 5
SYNTHETIC MIN MAX VALUES 712,00
PER CEXNT VALUES.LT.MAX HIST : 60. 00
HISTORICAL MAX VALUES : 1124.00
PER CENT VALUES.GE.MAX HIST : 40,00
SYNTHETIC MAX MAX VALUES : 1615.00
DISTRIBU TION
MEANS : 1033.40
STD DEVS : 381.97
SKEWS : 1.035

STATION NO

47.00

0.0

42.00

100.00

61.00

52.60
5.13
1.27

946.00
80.00
1695.00
20.00
1736.00

1492.40
312.72
- 1.97

150

43.00

80.00

65.00

20.00

89. 00

58.20
17. 80

7
1275. 00
60.00
1585 .00
40.00
2252.00

1702. 80
482.94
0.57

seskoskskok

85. 00

100.00

123.00

118.00

102.60
15.44
-0. 46

8
1590.00
40.00
1727,00
60.00
2617.00

1951.60
420,17
1.18

97.00

60. 00

128. 00

40.00

163. 00

122,00
28.81
0. 82

9
1168.00
100.00
1421.00
0.0
1389.00

1314.00
92,52
-1.27

10

75.00

80.00

156.00

20.00

174.00

120. 80
37.16
0.40

10
1453.00
20.00
1469.00
80.00
1544.00

1498.40
32.35
-0.10

11

40.00

80.00

64.00

20,00

74.00

55.00
14.21
0.24

11
1030. 00

20.00
1033.00

80.00
1237.00

1160. 60
81.74
- 1.21

12

20.00

80.00

32.00

20.00

47.00

31.20
10.03
0.99

12
559.00
100.00
787.00

0.0
773.00

633.20
84.68
1.438

16.00

60.00

21.00

40.00

26.00

19.60
4.34
0.91

294.00
100.00
400. 00

0.0
398.00

356.40
45.06
-0.75

S

20.00

80.00

18.00

11,20
5.40
0.15

2
193.00
80.00
258.00
20.00
282.00

236.80
33.12
0.08

7.00

0.0

6.00

100.00

16.00

12,00
3.87
-0.43

269.00
100.00
384,00
0.0
377.00

316.40
51.30
0.55

24.00

80.00

26.00

20.00

31.00

26.20
2.77
1.88

4
597.00
80.00
1207.00
20.00
1580. 00

922.60
383,90
1,77

LA
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FILE: FREQ CCMPARE A CMS REL3 PLC12 CANBERRA 377,158

405 3 50 sC S

15¢18033C
2 120 2¢ 1 &3
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216C.010 1380.02C 27C .9
0.C 0.9 0.7
£174140 81 59 22 33 2817 9 $§ S 5 & 1 3 ° °~ ¢ ©o ¢ 0 O
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FIGURE 9.12: PROGRAM FREQ INPUT DATA DECK FOR EXAMPLE PROBLEM
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SAMPLE:
150
180
330

SAMPLE:
150
180
330

SAMPLE:
150
180
330

SAMPLE:
150
180
330

SAMPLE:
150
180
330

FREQUENCY

183.
295,
90.

176
298.
97,

177,
302.
96.

173.
300.
94,

173.
295,
101.

ANALYSIS
140. 72. 50,
97. 62. 32,
90. 84. 91.
148. 73. 54.
96. 67. 43.
84. 82. 91.
142. 72. 60,
93. 58. 44.
79. 105. 68.
147, 79. 48,
88. 64. 43.
95. 80. 70.
142, 72. 54.
95. 58. 42.
77. 82. 79.

317.
30.
66.

39.
26.
70.

41,
28.
69.

43.
35.
65.

41.
31,
75.

DATA

seofesesteolke

33. 33. 19.
24. 19. 186.
56. 29. 42,

33. 23, 12,
14. 10. 15,
55. 40. 35.

32, 18. 24,
17. 16. 10.
45. 56. 28.

35. 26. 14,
15. 18. 12,
58. 49, 37,

37. 30, 25,
29, 18. 10.
48. 57. 31.

10.
10.
28.

11,
6.
22,

11,
13.
27,
13.

23.

[= 3N =]
. .

- O
.

—
.

9.1
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ookl FREQUENCY ANALYSIS STATION 150 ek ok

INDIVIDUAL SAMPLES:

RELATIVE FREQUENCY HISTOGRAMS

INTERVAL 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
MIN OBS 0 173 140 72 48 37 32 18 12 8 5 3 3 1 1 0 0 0 0 0
MIN PROB 0.0 28.83 23,33 12.00 8,00 6.17 5.33 3.00 2,00 1.33 0.83 0.50 0.50 0,17 0.17 0.0 0.0 0.0 0.0 0.0
(X 100) )
HIST OBS 0 174 140 81 59 32 33 28 17 9 9 5 5 4 1 3 0 0 0 0
HIST PROB 0.0 29.00 23.33 13.50 9.83 5.33 5.50 4.67 2.83 1.50 1.50 0.83 0.83 0.67 0.17 0.50 0.0 0.0 0.0 0.0
(X 100)
MAX OBS 0 183 148 79 60 43 37 33 25 13 9 10 6 5 2 1 1 0 1 2
MAX PROB 0.0 30.50 24.67 13.17 10.00 7.17 6.17 5.50 4.17 2.17 1.50 1.67 1.00 0.83 0.33 0.17 0.17 0.0 0.17 0.33
(X 100)

CUMULATIVE FREQUENCY HISTOGRAMS

INTERVATI, 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

MIN OBS i 173 315 387 441 482 515 542 558 569 577 587 592 596 597 598 598 598 598 600

MIN PROB 0.0 28.83 52.50 64.50 73.50 80.33 85.83 90.33 93.00 94.83 96.17 97.83 98.67 99.33 99.50 99.67 99.67 99.67 99.67 100.00
(X 100 )

HIST OBS 0 174 314 395 454 486 519 547 564 573 582 587 592 596 597 600 600 600 600 600
ITIST PROB 0.0 29.00 52.33 65.83 75.67 81.00 86.50 91.17 94.00 95.50 97.00 97.83 98.67 99.33 99.50 100.00 100.00 100.00 100.00 100.00
(X 100)

MAX OBS 0 183 224 399 451 492 525 551 574 582 587 593 597 508 600 600 600 600 600 600

MAX PROB 0.0 130.50 54.00 66.50 75.17 82.00 . 87.50 91.83 95.67 97.00 97.83 98.83 99.50 99.67 100.00 100.00 100.00 100.00 100.00 10000
(X 100)

REJECT 5 0 0 0 i 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1/C REJ, 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

RFEJECT 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
I>/C REJ, 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

TOTAL P/C REJECTION AT 5 P/C 1S: 0.0
TOTAL P/C REJECTION AT 1 P/C1S: 0.0

LU




NOSIHVdI/\IO.) NOILNEIHLSIA ADNHNOIY 4 WO A LNdLNO AIdINVS HdIILNOD) €16 TUNOIA

POPULATION RESULTS:

RELATIVE FREQUENCY HISTOGRAMS -

INTERVAL 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
SYN OBS 0 176 144 74 53 40 34 26 19 11 K 7 4 2 2 0 0 0 0 1

SYN PROB 0.0 29.40 23.97 12.27 887 6.70 5.67 4.33 3.13 1,77 1.17 1.10 0.73 0.37 0.27 0.07 0.03 0.0 0.03 0.13
(X 100 )

HIST PROB 0.0 29,00 23.33 13.50 9.83 5.33 5.50 4.67 2.83 1.50 1.50 0.83 0.83 0.67 0.17 0.50 0.0 0.0 0.0 0.0

HIST OBS 0 174 140 81 59 32 33 28 17 9 9 5 5 4 1 3 0 0 0 0

PROB DIFF 0.0 0.40 0.63 -1.23 -0.97 1.37 0.17 =-0.33 0.30 0.27 ~0.33 0.27 -0.10 -0.30 0.10 -0.43 0.03 00 0.03 0.13

CUMULATIVE FREQUENCY HISTOGRAMS-

INTERVAL 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
HIST OBS 0 174 314 395 454 486 519 547 564 573 582 587 592 596 597 600 600 600 600 600
HIST PROB 0.0 29.00 52.33 65.83 75.67 81.00 86.50 91.17 94.00 95,50 97.00 97.83 98.67 99.33 99.50 100.00 100.00 100.00 100.00 100.00
SYN PROB 0.0 29.40 53.37 65.63 74.50 81.20 86.87 91.20 94.33 96.10 97.27 98.37 99.10 99.47 99.73 99.80 99.83 99.83 99.87 100.00)
(X 100) N

SYN OBS 0 176 320 394 447 487 521 547 566 577 584 590 595 597 598 599 599 599 599 600
K-S DIFF 0.0  0.400 1.033 0.200 1.167 0.200 0.367 0.033 0.333 0.600 0.267 0.533 0.433 0.133 0.233 0.200 0.167 0.167 0.133 0.000
( X 100)

REJECT 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
REJECT 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
P/C DIFF 0.0 1.38 1,97 =-0.30 ~1.54 0.25 0.42 0.04 0.35 0.63 0.27 0,55 0.44 0.13  0.23 -0.20 -0.17 -0.17 =-0.13 0.00
MEAN ABSOLUTE P/C DIFFERENCE/CLASS INTERVAL 0.483

8.1
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PROGRAM RUNS INPUT DATA DECK FOR EXAMPLE PROBLEM

FIGURE 9.14:
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ekl s
SAMPLE
STN RUNS
150 6
180 9
330 64
SAMPLE
STN RUNS
150 13
180 11
330 55
SAMPLE
STN RUNS
150 12
180 14
330 67
SAMPLE
STN RUNS
150 6
180 8
330 61
SAM PLE
STN RUNS
150 3
180 9
330 53

RUNS
1

4 6

2 3

25 8
2

1 4

3 6

31 13
3

3 2

3 3

22 14
4

2 8

4 5

23 15
5

3 4

2 6

31 7

DATA
6 7
8 13
9 8
7 7
3 11
9 9
4 11
5 9
13 5
5 11
11 11
11 8
7 6
4 13
12 5

-3

12
11

BELOW
8 6
8 2
2 2
8 5

10 4
1 0
15 2
16 1
6 2
10 8
9 2
3 1
8 6
6 5

THE
2 1
1 2
0 1
3 1
2 0
4 1
1 1
1 0
0 0
2 0
2 0
0 0
1 1
2 1
1 0

=]

O = O

[=Ne]

(=

MEDIAN
1 0
0 0
0 0
0 0
0 0
1 0
1 0
0 0
0 0
1 0
0 0
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1 0
0 0
0 0
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R RUNS BELOW THE MEDIAN : STATION 150
INDIVIDUAL SAMPLES POPULATION RESULTS
RUN RELATIVE FREQ CUMULATIVE FREQ REJECTION RELATIVE FREQ CUMULATIVE FREQ REJECTION
LENGTH MIN  MAX MIN MAX  SMALL LARGE HIST SYN HIST SYN K-S SMALL LARGE P/C DIFF
1 5.66  20.97 5.66 20.97 0 0 10.53 13.79 10.53 13.79  3.27 0 0 31,03
2 1.61 7.27 11.32 24,19 0 0 5.26 4,48 15.79 18.28  2.49 0 0 15.75
3 3.23 13.79 18.87  29.09 0 0 10.53 8.28 26. 32 26.55 0.24 0 0 0.90
4 6.45 13.21 32.08 40,32 0 0 8.717 10.00  35.09 36.55 1.46 0 0 4.17
5 11.29 18.97 43.40 55,17 0 0 19.30 14.48 54,39 51.03 3.35 0 0 -6.16
6 8.62 22.64 63.79  70.97 0 0 12, 28 15.86  66.67 66.90 0.23 0 0 0. 34
7 12. 90 24.19 80.00 91,94 0 0 19.30 16.90  85.96 83.79  2.17 0 0 -2.53
8 3.23 13.79 90.91 95.16 0 0 8.717 9.31  94.74 93.10 1,63 0 0o -1.72
9 1.61 4.84 94.34 98.28 0 0 1.75 3.10  96.49 96.21 0.28 0 0 -0.29
10 0.0 1.89 96.23 98.39 0 0 1.175 1.38  98.25 97.59  0.66 0 0 - 0.67
11 0.0 1.61 96.23  100.00 0 0 0.0 0.34 98,25 97.93  0.31 0 0 -0.32
12 0.0 1.89 98.11  100.00 0 0 0.0 1.38  98.25 99.31 1.06 0 0 1.08
13 0.0 0.0 98.11  100.00 0 0 0.0 0.0 98. 25 99.31 1.06 0 0 1.08
14 0.0 0.0 98.11  100.00 0 0 1.75 0.0  100.00 99.31  0.69 0 0 - 0.69
15 0.0 0.0 98.11  100.00 0 0 0.0 0.0  100.00 99.31  0.69 0 0 -0.69
16 0.0 0.0 98.11  100.00 0 0 0.0 0.0  100.00 99.31  0.69 0 0 - 0.69
17 0.0 0.0 98.11  100.00 0 0 0.0 0.0  100.00 99.31  0.69 0 0 - 0.69
18 0.0 1.89 100.00  100.00 0 0 0.0 0.69 100.00 100.00  0.00 0 0 - 0.00
19 0.0 0.0 100.00  100.00 0 0 0.0 0.0  100.00 100.00  0.00 0 0 - 0.00
20 0.0 0.0 100.00  100.00 0 0 0.0 0.0  100.00 100.00  0.00 0 0 - 0.00
21 0.0 0.0 100.00  100.00 0 0 0.0 0.0  100.00 100.00  0.00 0 0 - 0.00
22 0.0 0.0 100.00  100.00 0 0 0.0 0.0  100.00 100.00  0.00 0 0 - 0.00
23 0.0 0.0 100.00  100.00 0 0 0.0 0.0  100.00 100.00  0.00 0 0 - 0.00
24 0.0 0.0 100.00  100.00 0 0 0.0 0.0  100.00 100.00  0.00 0 0 - 0.00
25 0.0 0.0 100.00  100.00 0 0 0.0 0.0  100.00 100.00 0.00 0 0 - 0.00
26 0.0 0.0 100.00  100.00 0 0 0.0 0.0  100.00 100.00  0.00 0 0 - 0.00
217 0.0 0.0 100,00  100.00 0 0 0.0 0.0  100.00 100.00  0.00 0 0 - 0.00
28 0.0 0.0 100.00  100.00 0 0 0.0 0.0  100.00 100,00  0.00 0 0 - 0.00
29 0.0 0.0 100.00  100.00 0 0 0.0 0.0  100.00 100.00  0.00 0 0 - 0.00
30 0.0 0.0 100.00  100.00 0 0 0.0 0.0  100.00 100.00  0.00 0 0 - 0.00
TOTALS: 100.00 68. 82
STATISTIC MEAN  STD DEV  SKEW MIN MAX POP
TOTAL RUNS : 58,000 4,062 -0.149 53.000 62.000 290.000
AVERAGE RUN : 5.242 0.331 0.7717 4.935 5.736 5.224
LENGTH
TOTAL LONG  : 4.000 1.000 0.0 3.000 5.000 20.000
RUNS
AVERAGE LONG : 10,757 1.121 0.554 9.600  12.250 10. 800
RUN LENGTH
K-S STAT 5 7.986
K-S STAT 1 9.572
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Rk RIPPL STORAGE ANALYSIS
1 s sk YIELD 0. 6000 Stesieofeole sk
DISTRIBUTION/ PARAMETERS

MEAN STD DEV SKEW COEFF VAR
SYN STORAGE : 6.8086 0.6795 -0.1614 0.0998
HISTORICAL : 6.1220
SYN DROUGHT : 34.6000 19.4628 1.3146 0.5625
HISTORICAL : 20.0000

ORDERED RIPPL STORAGES ---====-

PROBABILITY
RIPPL .LE. DROUGHT SAMPLE  RIPPL
STORAGE RIPPL DURATION NUMBER STORAGE
5.9578 0.1667 39 3 6.3132
7.3154 0.6667 66 2 7.5946

NO OF STANDARD DEVIATIONS HISTORICAL RIPPL
STORAGE IS FROM SYNTHETIC DISTRIBUTION MEAN
IS - 1.0104

SR YIELD 0.8000 slest slesiesk

DISTRIBUTION/ PARAMETERS
MEAN STD DEV SKEW COEFF VAR
SYN STORAGE : 15.5333 5.87170 1.8880 0.3783
HISTORICAL : 14,2440
SYN DROUGHT : 58,4000 30.9887 1.8806 0.5306
HISTORICAL : 78.0000
ORDERED RIPPL STORAGES---------
PROBABILITY
RIPPL .LE. DROUGHT SAMPLE RIPPL
STORAGE RIPPL. DURATION NUMBER
10.5697 0.1667 35 4 13.2975
14.2008 0.6667 50 3 25.7300

NO OF STANDARD DEVIATIONS HISTORICAL RIPPL
STORAGE IS FROM SYNTHETIC DISTRIBUTION MEAN
IS =~ 0.2194

0.3333
0.8333

55
112

STATION 150 stk
PROBABILITY
.LE. DROUGHT SAMPLE
RIPPL DURATION NUMBER
0.3333 20 4
0.8333 30 5
PROBABILITY
.LE. DROUGHT SAMPLE

STORAGE RIPPL DURATION NUMBER

1
2

RIPPL
STORAGE
6.8621

RIPPL
STORAGE
13. 8684

PROBABILITY
.LE. DROUGHT
RIPPL DURATION
0.5000 18
PROBABILITY
.LE. DROUGHT
RIPPL DURATION
0.5000 40

SAMPLE
NUMBER
1

SAMPLE
NUMBER
5
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FREQUENCY

STATION 150
sx¥xxyY | E L D:
SAMPLES

INDIVIDUAL
BIN RELATIVE FREQ CUMULATIVE FREQ REJECTION

NUMBER MIN MAX MIN MAX SMALL LARGE
1 0.0 0.0 0.0 0.0 0 0
2 6.67 12.20 6.67 12.20 0 0
3 2.33 11.63 11.63 20.93 0 0
4 11,11 20.93 23.26 39.53 0 0
5 6.98 17.07 39.53 48.84 0 0
6 11.63 18.60 55.56 62.79 0 0
7 4,65 17.78 63.41 73.33 0 0
8 2,22 13.95 73,17 81.40 0 0
9 6.98 11,11 80. 49 90.70 0 0
10 0.0 4.65 82,93 91.11 0 0
11 0.0 2.44 85.37 93.33 0 0
12 2,22 4,88 90. 24 95.56 0 0
13 0.0 2.44 92.68 97.67 0 0
14 0.0 2.33 92.68 97.78 0 0
15 0.0 0.0 92,68 97. 78 0 0
16 0.0 2.44 93. 02 97.78 0 0
17 0.0 2.33 95.12 97.18 0 0
18 0.0 2.33 95.12 97.78 0 0
19 0.0 2.22 95.12 100. 00 0 0
20 0.0 4.88 100. 00 100.00 0 0
TOTAL
STATISTIC MEAN STD DEV SKEW MIN MAX
TOTAL 43,000 1.414 0.0 41.000 45.000
AVERAGE 1.714 0.105 -0.065 1.571 1.855
K-S STAT 5:
K-S STAT 1:
YIELD 0. 800 stsix
INDIVIDUAL SAMPLES
BIN RELATIVE FREQ CUMULATIVE FREQ REJECTION
NUMBER MIN MAX MIN MAX SMALL LARGE
1 0.0 0.0 0.0 0.0 0 0
2 15.63 38.46 15.63 38.46 0 0
2 19.23 50, 00 57.69 68.00 0 0
4 8.00 23.08 76.00 88.46 0 0
5 0.0 10. 00 76.00 92,31 0 0
6 0.0 12.50 80.00 96.88 0 0
7 0.0 11,54 88.00 96. 88 0 0
8 0.0 8. 00 92,31 100,00 0 0
9 0.0 4,00 96. 15 100.00 0 0
10 0.0 3.85 100.00 100,00 0 0
TOTAL
STATISTIC MEAN STD DEV SKEW MIN MAX
TOTAL 27,800 3.033 0.760 25.000 32.000
AVERAGE 3.862 0.238 0.549 3.600 4.190

K-S STAT 5
K-S STAT 1

A NALYSTIS sk steolox

0. 600 stk

DEFICIT UPPER BOUND 6. 00
POPULATION RESULTS
RELATIVE FREQ CUMULATIVE FREQ

HIST SYN HIST SYN
0.0 0.0 0.0 0.0
9.30 9.30 9.30. 9.30
13.95 7.91 23.26 17.21
9.30 14,42 32.56 31.63
20.93 12.09 53.49 43.72
9.30 14.88 62.79 58.60
9.30 9.77 72,09 68.37
9.30 8.84 81.40 77.21
4.65 8.84 86.05 86.05
0.0 3.26 86.05 89.30
2.33 0.93 88.37 90.23
2.33 3.26 90,70 93.49
0.0 1,40 90.70 94.88
0.0 0.93 90.70 95.81
0.0 0.0 90.70 95.81
0.0 0.47 90.70 96.28
2.33 0.47 93.02 96. 74
0.0 0.47 93,02 97.21
2,33 0.47 95.35 97.67
4.65 2.33 100.00 100.00
POP
215.000

9.275

11.117

DEFICIT UPPER BOUND 14,00

POPULATION RESU
RELATIVE FREQ CUMULATIVE FREQ

HIST SYN HIST SYN
0.0 0.0 0.0 0.0
31.82 23.74 31.82 23.74
27.27 39.57 59.09 63.31
18.18 16.55 77.27 79.86
0.0 5.76  77.27 85.61
4.55 5.04 81.82 90.65
9.09 3.60 90.91 94,24
4.55 2.16  95.45 96.40
0.0 2,16  95.45 98.56
4.55 1.44 100.00 100.00

POP

139.000
11.535
13.825

REJECTION
K-S SMALL LARGE P/C DIFF
0.0 0 0 0.0
0.0 0 0 0.0
6.05 0 0 -26.00
0.93 0 0 - 2.86
9.77 0 1 -18.26
4.19 0 0 - 6.67
3.72 0 0 - 5.16
4,19 0 0 - 5.14
0.00 0 0 - 0.00
3.26 0 0 3.178
1.86 0 0 2.11
2.179 0 0 3.08
4,19 0 0 4,62
5.12 0 0 5.64
5.12 0 0 5.64
5.58 0 0 6.15
3.72 0 0 4.00
4,19 0 0 4,50
2.33 0 0 2,44
0.00 0 0 - 0.00
106.04
LTS
REJECTION
K-S SMALL LARGE P/C DIFF
0.0 0 0 0.0
8.08 0 0 - 25.39
4,22 0 0 7.14
2.58 0 0 3.34
8.34 0 0 10.79
8.83 0 0 10.79
3.34 0 0 3.67
0.95 0 0 0.99
3.11 0 0 3.25
0.00 0 0 0.00
65.37

981



FILE: CORREL

404 1 12 1
T 1 1
1501808330
31 32 92 $3
TENMO1
n.72523
-",28583
7.67982
-".28962
N.22233
-".06744
0.32449
-7.33037
2.9127¢8
-0.2913¢
J.33451
U.09u09
-0.18640
N.46840
-3.C1112
7. 10994
2.106C7
-0.20965
C.47102
-C.T8747
0.12687

CCHPARE

12 2 1
5¢ 50 5 3

1 2 3

0.48541
-0.15657
7.43568
-0.,15213
0.12806
-0.0182¢
©.34145
-0.29937
7.72438
-1.39193
7.0
0.12388
-C. 17777
0.u5200
-7.29683
"0
N.14949
-6. 18171
2.46967
-0.12917
i

FIGURE 9.18:

A

CMS FFL3 PFLC12 CANRERRA

2.20937
0.00163
0.16565
-3.C1159
2.04197
-3."3527
n.25909
-J). 17516
J.58846
-7.2€513
7.0
0.1Cu83
-0.,1u898
J.3€6u54
-2.199014
5.0
0.79615
-0.11127
2.34343
~G.08277
(LY

186.

-2.76333
0.18799
-0.C923
0.15839
-N.0u322
2.02145
J.79184
2.76R71
N.31812
-6.C8576
o,.n
0.152¢2
~0.08745
N.320u46
-C.C6776
0.0
D.71047
-0,030gN
C.28247
-0.0u887
.0

37¢/158

~n.225272
0.32722
-2.24916
".30345
-0,12672
7.173395
-C,29665
".31852
¢.22758
~.0895"
(AN
-0,%2331
C.23445
f.16821
~".21379

~
{ig

=0.05763
2.10u2¢C
7.1296C
N.TLS594

R
Vet

-2.3012215%
f.37877150
-0.32199218%
0.3367918%
-n.0799923¢
=0.N00591330
-0,26789 1
0.€0069
-0.17275
£.25139
7.0

-C.10167
0.13249
0.07094
C.06479
c.0

-0.12315
7.15112
c.eou70
0.C9264
t.0

WWwWWWNNNNNN -2

PROGRAM CORREL INPUT DATA DECK FOR EXAMPLE PROBLEM
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SAMPLE
1 0.73
2 0.69
3 0.23

0.61

M
1 0.70
2
3 0.24

SYNTHETIC CORRELATION ANALYSIS

0.43
0.42
0.17

0.41
0. 36
0.11

0.43
0.40
0.15

4
0.40
0.38
0.12

5

0.39
0.30
0.22

'

DATA

0.15-0.11 -0.29 -0.35 -0.30-0.17 0.03 0.24 0.43 0.49

o

.11 -0.14 -0.30 -0.35 -0.30 -0.16 0.02 0.24 0.39 0.48

0.14 0.08 0.08 0.03 0.03 0.04 0.03 0.03 0.06 0.09

0.10 -0.14 -0.30-0.36 -0.32 -0.20 0.01 0.21 0.40 0.48
0.06 -0.13 -0,27-0.30-0.28 -0.180.01 0.17 0.34 0.45
0.12 0.02-0.03-0.01-0.04 0.06 0.04 0.03 0.09 0.05

0.14 -0.12-0,29-0.37-0,35 -0,22-0.010.23 0.39 0.46
0.11-0.13-0.27 -0.33-0.30 -0.20~0.00 0.220.36 0.40
0.04 0.03-0.06 -0,07-0.05-0.08 0.07 0.010.10 0.10

0.08 -0.17-0.32 -0.39-0.35 -0.22 -0.04 0.18
.06 -0.15-0.28 -0,33-0.30-0.20 -0.03 0.16
0.02 -0.01-0.06 -0.03-0.03-0.10 -0.08 0.03

o

0.12 -0,12-0.29 -0.34-0.31-0.17 0.010.20
0.09 -0.12-0.26 -0.31-0.27-0.15 0.04 0.17
0.10 0.04-0.02-0.01-0.02-0,02 -0.01 0.02

0.32 0. 42
0.29 0.36
0.11 0,08

0,33 0.39
0.31 0.35
0.01 0.00

"[8T
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10
11
12

AUTO

MIN

LAG SYN

0.698
0.393
0.083
-0.168
-0.322
-0.386
- 0,348
-0.220
- 0.036
0.179
0.323
0.391

TOTALS:

BELOW
1P/C

BELOW
1P/C 5P/C 5P/C
BOUND BOUND BOUND BOUND
0.671 0 0.685
0.401 3 0.422
0.106 3 0.131
-0.168 1 - 0.143
- 0.323 1 -0.300
- 0.394 2 -0.373
- 0.380 0 -0.358
- 0.258 0 -0.234
- 0.104 0 - 0.079
0.076 0 0.102
0.222 0 0.246
0.284 0 0.307

COO0OCOoOO0COoCOoO~=NNO

CORRELATION

HIST
0.725
0.485
0.209

-0.063
-0. 225
-0. 301
-0.286
-0.157
0.002
0.181
0.320
0.379

A NALYSTIS

RESULTS

ABOVE
5P/C 5P/C 1P/C
0.761 0 0.772
0.544 0 0.562
0.285 0 0.308
0.017 0 0.042
-0.147 0 -0.123
-0.226 0 - 0.202
-'0.210 0 - 0.186
- 0.077 0 - 0.052
0.082 0 0.107
0.258 0 0.281
0.391 3 0.412
0.446 3 0.466

COMPARISON OF SYNTHETIC SAM PLE AND HISTORICAL POPULATION CORRELATIONS
ABOVE
1pP/C
BOUND BOUND BOUND BOUND SYN 1P/C 5P/C

N2, OOOOOOoOOOOO

S TATION

STATISTICALLY
DIFFERENT FROM 0.0

150

MAX SYNTHETIC HISTORICAL MEAN

0.728
0.433
0.150
-0.108
-0.285
-0.342
-0.301
-0.166
0.027
0,243
0.431
0.491

(220N LI ) B =3 S RS RS IS R JURN S ) B

[SURSANNS) B =S S RS NS IS S S B |

1

s O e e e e O

1

- s D e e O

1P/C 5P/C SYN

0.714
0.413
0.120
-0.130
-0.296
-0.363
-0.326
-0.195
0.000
0.212
0.376
0.447

SYN RELATIVE

-HIST
-0.011
-0.072
-0.089
-0.067
-0.070
-0.062
-0.040
-0.039
-0.001

0.031
0.055
0.068

ERROR
-1.541
-14.884
-42.746
105.433
31.254
20.530
13.991
24,772
0.0
17.299
17.291
18.059
307.800

e s SR s it

‘881
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#¢x CROSS CORRELATION ANALYSIS--STATION 150 &S T A T 1ON 180 ek

COMPARISON OF SYNTHETIC SAMPLE AND HISTORICAL POPULATION CORRELATIONS STATISTICALLY
BELOW BELOW ABOVE ABOVE DIFFERENT FROM 0.0 MEAN P/C
MIN 1 p/C 1P/C 5 P/C 5P/C 5P/C 5 P/C 1 P/C 1P/C MAX SYNTHETIC HISTORICAL MEAN SYN RELATIVE

LAG SYN BOUND BOUND BOUND BOUND HIST BOUND BOUND BOUND BOUND SYN 1P/C 5P/C 1P/C 5P/C SYN -HIST ERROR
1 0.398 0.074 22,761

-12 0.339 0 0.226 0 0.250 0.324 0.395 3 0.416 2 0.444 5 5 1
-11 0.332 0 0.244 0 0.268 0.341 0.411 2 0.432 1 0.453 5 5 1 1 0.398 0.057 16.555
-10 0.256 0 0.158 0 0.182 0.259 0.333 2 0. 355 1 0.357 5 5 1 1 0.312 0.053 20.536
-9 0.064 0 -0.014 0 0.011 0.092 0.171 0 0.196 0 0.162 4 4 0 1 0.121 0.029 31.566
-8 -0.131 0 -0.200 0 -0.176 -0.097 -0.016 0 0.009 0 -0.063 2 3 0 1 -0.097 -0.001 0.846
-7 -0.288 0 -0.363 0 -0.341 -0.268 -0.192 0 -0.167 0 -0.235 5 5 1 1 -0.261 0.007 - 2.694
-6 -0.354 0 -0.421 0 -0.400 -0.330 -0.257 0 -0,233 0 -0.312 5 5 1 1 -0.336 -0.005 1.580
-5 -0.322 0 -0.392 0 -0.371 ~-0.299 -0.224 0 -0,200 0 -0.302 5 5 1 1 -0.313 -0.014 4.612
-4 -0.209 0 -0.275 0 -0.252 -0.175 -0.096 0 -0.071 0 -0.180 5 5 1 1 -0.193 -0,018 10.375
-3 -0.012 0 -0.037 0 -0.012 0.069 0,148 0 0.173 0 0,041 0 0 0 0 0.012 -0.056 - 82,143
-2 0.233 0 0.221 1 0.245 0.319 0.389 0 0.410 0 0.320 5 5 1 1 0.285 -0.034 - 10.564
-1 0.559 0 0.529 0 0.547 0.601 0.649 0 0.664 0 0.640 5 5 1 1 0.612 0.011 1.864
0 0.881 2 0.893 2 0.898 0.913 0,925 0 0.929 0 0.912 5 5 1 1 0.899 -0.014 - 1.499
1 0.689 0 0.670 0 0.684 0.724 0.760 0 0.771 0 0.730 5 5 1 1 0,711 -0,013 =~ 1.830
2 0,459 4 0.515 4 0.533 0.588 0.639 0 0.653 0 0.552 5 5 1 1 0.497 -0.091 ~-15.537
3 0.174 2 0.220 3 0.244 0.318 0.388 0 0.410 0 0.270 5 5 1 1 0.221 -0,097 -30.424
4 - 0.085 1 -0.078 2 -0.053 0.028 0.108 0 0.133 0 -0.034 0 1 0 0 -0.052-0.079 654,585
5 -0.270 0 -0.273 2 -0.250 -0.173 -0.094 0 - 0,069 0 -0.229 5 5 1 1 -0,246 -0.073 42.357
6 - 0.362 0 -0.385 0 -0.363 -0.291 -0.216 0 -0.192 0 -0.326 5 5 1 1 -0.344 -0.053 18.082
7 - 0.354 0 ~0.395 0 -0.373 -0.302 -0.227 0 -0.203 0 -0.327 5 5 1 1 -0.340 -0.038 12.652
8 -0.271 0 -0.304 0 -0.281 -0.205 -0,127 0 - 0,102 0 -0.219 5 5 1 1 -0.252 -0.047 23.033
9 -0.111 0 -0.190 0 -0.165 -0.086 -0.005 0 0.020 0 -0.068 1 4 0 1 -0.092 -0.006 7.170
10 0.067 0 -0. 017 0 0.009 0.090 0.169 0 0.194 0 0.123 2 4 0 1 0.099 0.009 10.522
11 0.225 0 0.149 0 0.174 0.251 0,326 0 0.348 0 0.320 5 5 1 1 0.274 0.023 9.187
12 0.347 0 0.237 0 0.261 0.335 0.404 2 0.425 1 0.459 5 5 1 1 0.396 0.061 18.321

1051.294

‘681
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STATISTICAL | HISTORICAL|SYNTHETIC|STATISTICAL | TOTAL
 PROPERTY DATA SET |DATA SET |PROPERTY TIME
CALCULATED | ANALYSIS |ANALYSIS |[COMPARISON
MOMENTS 0.37 7.55 1.45 9,37
FREQUENCY 0. 34 7.65 0.47 8.46
RUNS 0.79 6.90 1.50 9,19
STORAGE- 0.49 12,87 4,11 17.47
YIELD _
AUTO &
CROSS 1.93 81.55 4,55 88.03 -
CORREL - |
ATIONS (0.25) (9.40) (0.50) (10.15)
TOTAL 3.92 116.52 12.08 132.52
TIME (2.24) (44.37) (8.03) (54.64)
Note:

explained in text.
brackets.

Auto and cross correlation times are unrepresentative as
Representative times are given in

TABLE 1.1: SAMPLE PROGRAM EXECUTION TIMES

(MINUTES)



191.

STORAGE
PROGRAM REQUIREMENTS

(K Bytes)
STATS 156
MOMENT 186
FREQ : 144
RUNS 176
YIELD 244
CORREL 144

Note: Storage requirements given are the maximum of the link-
edit and go step requirements.

TABLE 1.2: PROGRAM STORAGE REQUIREMENTS
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STATISTICS

FILE
PROGRAM
NAME

ASSIGNED
FORTRAN
UNIT NO.

STATISTIC
CODE
NUMBER

COM PARISON
PROGRAM

Monthly first
three moments
and extrema

Annual first
three moments

Time series first
three moments

NPU1

NPU2

NPU3

10 - 14

15

16

MOMENT

Time series fre-
quency distrib-
utions

NPU4

FREQ

Run length fre-
quency distrib-
utions

NPU9S

RUNS

Yield level and
corresponding Rippl
storage and drought
duration, frequency
distribution bounds,
statistics, and
number of bins

Storage deficit fre-
quency distribution

Drought duration
frequency distrib-
ution

Draw duration fre-
quency distrib-
ution

Fill duration fre-
quency distribution

NPU10

NPU11

NPU12

NPU13

NPU14

10

11

12

13

14

YIELD

Auto correlation and
cross correlation
functions

NPU15

15

17 - 18

CORREL

TABLE 3.1:

PROGRAM STATS PUNCHED CARD OUTPUT
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FILE FILE ASSIGNED| ASSIGNED
TYPE PROGRAM| FORTRAN| DEVICE DESCRIPTION
NAME UNIT NO, TYPE
INPUT NIN 5 Card A sequential card input file defining program options,
reader problem data and, optionally, the hydrologic data to be
analysed.
INFLOW 8 Card, An optional, sequential, card image input file con-
tape or taining the hydrologic data to be analysed.
disk
OUTPUT NOuUT 6 Line A line printer file consisting of (a) an echo check of the
printer problem specification, (b) an optional echo check of the
analysed hydrologic data, (c) tabulated and, optionally,
plotted results of the user specified analyses of the hyd-
rologic data.

NPUN 7 Card An optional, sequential, card output file of user select-

punch ed hydrologic data statistics, such as, moments, fre-
quencies, correlations, runs and storage-yields suit-
able for input to programs MOMENT, FREQ, CORREL,
RUNS and YIELD.

NF20 20 Disk An output file of synthetic hydrologic data monthly
means suitable for input to program MOMENT.

NF21 21 Disk An output file of synthetic hydrologic data monthly
standard deviations suitable for input to program
MOMENT,

NF22 22 Disk An output file of synthetic hydrologic data monthly skew
coefficients suitable for input to program MOMENT,

NF23 23 Disk An output file of synthetic hydrologic data monthly ex-
trema suitable for input to program MOMENT.

NF24 24 Disk An output file of synthetic hydrologic data annual means,
standard deviations and skew coefficients suitable for
input to program MOMENT .,

NF25 25 Disk An output file of synthetic hydrologic data time series
means, standard deviations and skew coefficients suit-
able for input to program MOMENT,

N¥F26 26 Disk An output file of synthetic hydrologic data time series
frequency distributions suitable for input to program
FREQ.

NF27 27 Disk An output file of synthetic hydrologic data run length
frequency distributions suitable for input to program
RUNS.

NF28 28 Disk An output file of synthetic hydrologic data aggregate
minima and maxima values. '

NF29 29 Disk An output file of synthetic hydrologic data surplus and
deficit statistics.

NF30 30 Disk An output file of synthetic hydrologic data Rippl stor-
ages and drought durations suitable for input to program
YIELD.

NF31 31 Disk An output file of synthetic hydrologic data auto « »rrel-
ation functions suitable for input to program CORREL.

NF32 32 Disk An output file of synthetic hydrologic data cross correl-
ation functions suitable for input to program CORREL.

NF33 33 Disk An output file of synthetic hydrologic data deficit ‘re-
quencyv di-tributions suitable for input to program
YIELD.

NF34 34 Disk An output file of synthetic hydrologic data drought du-
ration frequency digtributions suitable for input to pro-
gram YIELD,

NF35 35 Disk An output file of synthetic hydrologic data draw duration
frequency distributions suitable for input to program
YIELD.

Note: Files NF20, NF21,....,NF36 are all sequential, unformatted, variable record length files.
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FILE FILE ASSIGNED| ASSIGNED
TYPE PROGRAM| FORTRAN| DEVICE DESCRIPTION
NAME UNIT NO,| TYPE
OUTPUT NF386 36 ' Disk Armr output file of synthetic hydrologic data fill duration
frequency distributions suitable for input to program
YIELD.
SCRATCH| NFILE(1) 50 System Sequential, unformatted, variable record length scratch
to to scratch files, used to store modified time series of station 1 to
NFILE(25) 74 disk station NSTN respectively, used in the calculation of
cross correlation functions.
NPU1 to 1to4 System Sequential card image files used to temporarily store
NPU4; scratch hydrologic data statistics, such as, moments, frequen-
NPU9 to 9 to 15 disk cies, correlations, r'uns'a.nd storag_e—yleld distributions
NPU15 for subsequent punching in appropriate order for stat-
istic comparison programs.
Note:

TABLE 3.2 (CONT'D):

Files NF20, NF21,.....,NF36 are all sequential, unformatted, variable record length files.

PROGRAM STATS FILE DESCRIPTION




195,

CARD
NO.

COLS

DESCRIPTION

PROGRAM
VARIABLE
NAME

RANGE
OF
VALUES

FORMAT

Specify the number of sets of hydrologic data
to be analysed.

Specify whether the program options and prob-
lem data description for each set of hydro-
logic data are the same by coding '1', else
'0'.

NJOB

NOPT

1-999

13

A user integer code number to identify this
run.

Specify an echo check of the hydrologic data
analysed by coding '1', else '0'.

Specify the unit number of the file from which
the hydrologic data are to be read if different
from the default unit number, else code '0',

NRUN

IDATA

ITP

13

13

13

Specify format of station data inthe hydrologic
data file.

FMT

20A4

Specify the number of stations in the analysis.

Specify the common number of years of data
for each station in the analysis.

NSTN

NYRS

13

Specify the Kendall Tau test for trend by
coding '1', else '0'.

IKEN

I3

12

15

Specify calculation of monthly moments and
extrema by coding '1'. Specify calculation of
monthly moments and extrema, and monthly
frequency distributions by coding '2'.

Else code '0',

Specify that monthly means, standard devia-
tions and skew coefficients are to be written
to disk files NF20, NF21 and NF22 respect-
ively by coding '1', else code '0'.

Specify that monthly minima and maxima are
to be written to disk file NF23 by coding '1',
else code ' 0.

Specify that monthly means, standard devia-
tions and skew coefficients are to be punched
by coding '1l' , else code '0’.

Specify that monthly minima and maxima are
to be punched by coding '1', else code '0'.

MOMON

KKMOM

KKMEXT

KPMOM

KPMEXT

13

I3

I3

13

I3

Specify calculation of annual moments and
extrema by coding 'l'. Specify calculation
of annual moments and extrema, and fre-
quency distribution by coding '2'. Else code
IOI.

Specify that annual mean, standard deviation
and skew coefficient are to be written to
disk file NF24 by coding 'l', else code '0'.

Specify that annual mean, standard deviation
and skew coefficient are to be punched by
coding '1', else code '0',

MOAN

KKANN

KPANN

I3

I3

I3

Specify calculation of annual auto correlation
function by coding 'l', else code '0'.

Specify the number of lags of the annual auto
correlation function.

Specify a line printer plot of the annual auto
correlation function by coding '1l', else code
'0'.

IANAUT

NLAG3

IANPL

13

13

I3

TABLE 3.3: PROGRAM STATS INPUT DATA DECK
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CARD
NO.

COLS

DESCRIPTION

PROGRAM
VARIARBLE
NAME

RANGE
oy
VALUES

FORMAT

{

12

15

18

21

Specify calculation of time series, moments
and frequency distribution by coding '1',
else code '0'.

Specify that user lower and upper bounds are
to be used in frequency distribution analysis
by coding '1', else code '0' and the program
will select appropriate lower and upper
bounds.

Specify a line printer histogram plot of the
time series frequency distribution by coding
'1', else code '0'.

Specify that the time series mean, standard

_deviation and skew coefficient are to be

written to disk file NF25 by coding 'l', else
code '0'.

Specify that the time series frequency distrib1

ution is to be written to disk file NF26 by
coding '1', else code '0'.

Specify that the time series mean standard
deviation and skew coefficient are to be
punched by coding '1', else code '0'.

Specify that the time series frequency dis-
tribution is to be punched by coding '1',
else code '0',

IDISTS

IDISBD

IFRQPL

KKTSM

KKTSF

KPTSM

KPTSF

0,1

0,1

0,1

I3

I3

I3

I3

I3

I3

I3

If user lower and upper bounds are to be
used in the time series frequency distrib-
ution analysis, provide for each station in
turn, the lower and upper bound to be used.

BDLOW
BDUP

8F10.3

10

12

15

18

Specify calculation of run length frequency
distributions by coding '1', else code '0'.

Specify the upper bound or maximum run
length for the frequency dist ribution analysis

Specify that run length frequency distrib-
utions are to be calculated above and below
a user value by coding '1', else code '0'
and the program will calculate run length
frequency distributions above and below the
median value,

Specify a line printer histogram plot of the
run length frequency distributions above
and below the specified value or median by
coding '1', else code '0'.

Specify that run length frequency distrib-
utions above and below the specified value
or median are to be written to disk file
NF27 by coding '1l', else code '0',

Specify that run length frequency distrib-
utions above and below the specified value
or median are to be punched by coding '1'.
else code '0'.

IRUN

NRUNS

IRUN50

IRUNPL

KKRUN

KPRUN

0,1

<60

13

13

I3

I3

13

If run length frequency distributions are to
be calculated above and below a user spec-
ified value, provide for each station in
turn, the specified value to be used.

VRUNS0

8F10.3

11

Specify the calculation of aggregate minima
and maxima by coding '1l', else code '0'.

Specify the maximum time period or number
of months for which aggregate minima and
maxima are to be calculated.

IVOL

LVOL

<120

13

I3

TABLE 3.3 (CONT'D) - e
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CARD
NO.

COLS

DESCRIPTION

PROGRAM
VARIABLE
NAME

RANGE
OF
VALUES

FORMAT

12

15

Specify that the aggregate minima and
maxima are to be scaled by a user
specified value by coding '1l', else code

'0' and the program will scale aggreg-

ate minima and maxima by the time series
mean,

Specify a line printer histogram plot of the
aggregate minima and maxima up to the
maximum time period by coding 'l', else
code '0'.

Specify that aggregate minima and maxima
are to be written to disk file N¥F28 by cod-
ing 'l', else code '0'.

IVOLX

IVOLPL

KKVOL

0,1

13

13

13

If aggregate minima and maxima are to be
scaled by a user specified value, provide
for each station in turn, the specified
value to be used.

VOL

8F10.3

12

Specify range analysis by coding '1', else
code '0'.

Specify that the range is to be scaled by
a user specified value by coding '1', else
code '0' and the program will scale the
range by the time series mean.

Specify that the surplus and deficit are to
be written to disk file NF29 by coding '1',
else code '0',

IRANGE

IRANX

KKRAN

13

I3

13

If the range is to be scaled by a user spec-
ified value, provide for each station in
turn, the specified value to be used.

VRANGE

81°10.3

13

12

15

18

Specify storage-yield analysis by coding
'1', else code '0',

Specify the number of yield levels in the
analysis.

Specify that storage deficits are to be
scaled by a user specified value by coding
'1', else code '0' and the program will
scale storage deficits by the time series
mean. (Note that yield levels are calcu-
lated as specified proportions of the scale
value used).

Specify a line printer histogram plot of the
storage deficit distribution, drought,

draw and fill duration distributions, and

a line printer plot of the storage-yield
curve by coding 'l', else code '0'

Specify that the Rippl storage and assoc-
iated drought duraiion, storage deficit
distribution, drought, draw and i1ll dur-
ation distributions, are to be written to
disk files NF30, NF33, NF34, NF35 and
NF36 respectively by coding '1', else
code '0'.

Specify that the Rippl storage and assoc-
iated drought duration, storage deficit
distribution, drought, draw and fill dur-
ation distributions, and all distribution
bounds, bins and statistics are to be
punched by coding '1', else code '0'.

IMASS

NYIELD

ISYLD

IMASPL

KKMASS

KPMASS

I3

13

13

I3

13

13
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CARD
NO.

COLS

DESCRIPTION

| NAME

PROGRAM
VARIARBLE

RANGE
or
VAT.UES

o

FFORMAT

If storage-yield analysis was specified,
specify NYIELD yield levels as decimal
fractions. (For example, yield levels equal
to 20%, 50% and 80% of the scale value are
specified as 0.2, 0.5, 0.8).

YIELD

0.0-1.0

81r10.3

If storage-yield analysis was specified, and
if storage deficits are to be scaled by a
user specified value, provide for each
station in turn, the specified value to be
used.

VSYLD

8F10.3

If storage-yield analysis was specified,
provide for each station in turn, for each
yield level in turn, the row subscript of
matrix BDCOM which identifies the upper
bounds required for drought, draw and
fill duration distribution analyses, and the
subscript of matrix BDDEF which ident-
ifies the upper bound required for storage
deficit distribution analysis.

IBDCOM
IBDDEF

1013

14

12

15

Specify calculation of the station auto
correlation function by coding '1', else
code '0'.

Specify the number of lags to which the
auto correlation function is to be calculated.

Specify a line printer plot of the station
auto correlation function by coding '1',
else code '0'.

Specify that the station auto correlation
function be written to disk file NF31 by
coding '1', else code '0'.

Specify that the station auto correlation
function be punched by coding '1', else
code '0',

IAUTO

NLAG1

IAUTPL

KKAUTO

KPAUTO

0,1

0,1

I3

13

I3

13

13

15

12

15

Specify calculation of the cross correl-
ation function between all station pairs
by coding '1', else code '0'.

Specify the number of lags to which the
cross correlation functions are to be cal-
culated.

Specify a line printer plot of each cross
correlation function by coding '1', else
code '0'.

Specify that each cross correlation func-
tion be written to disk file NF32 by coding
'1', else code '0'.

Specify that each cross correlation function
be punched by coding '1', else code '0'.

ICROSS

NLAG2

ICRSPL

KKCROS

KPCROS

I3

13

13

I3

13

16

Specify NSTN three digit, user integer code
numbers to identify each station.

NSTNNO

1-999

24 13

If the user specified on CARD 2 that the
hydrologic data were to be read from the
input data card deck, provide for each
station in turn, according to the format
specified on CARD 3, the hydrologic data
for this analysis.

TABLE 3.3 (CONT'D ): PROGRAM STATS INPUT DATA DECK
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CARD PROGRAM RANGE
NO. COLS DESCRIPTION VARIABLE OF FORMAT
NAME VALUES

If the user specified on CARD 1 that a

number of sets of hydrologic data were

to be analysed, and that:

(2) the program options and problem data
description were the same for each
set of hydrologic data, then provide
for each hydrologic data set in turn,
for each station in turn, according to
the format specified on CARD 3, the
hydrologic data for the analyses;

(b) the program options and problem data
description were different for each
set of hydrologic data, then provide
for each hydrologic data set in turn,
(1) the applicable program options
and problem data description
(CARDS 2-16), and (2) for each
station in turn, according to the form-
at specified on CARD 3, the hydro-
logic data for the analysis.

TABLE 3.3 (CONT'D ): PROGRAM STATS INPUT DATA DECK
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FILE
TYPE

FILE
PROGRAM
NAME

ASSIGNED
FORTRAN
UNIT NO.

ASSIGNED
DEVICE
TYPE

DESCRIPTION

INPUT

NIN

NF20

NF21

NF22

NF23

Np24

NF25

5

20

21

22

23

24

25

Card
reader

Disk

Disk

Disk

Disk

Disk

Disk

A sequential card input file defining program options,
problem data, file logical unit numbers and the historical
moment and extrema data (which may be obtained as
punched output from STATS).

An input file of synthetic monthly mean data written by
program STATS,

An input file of synthetic monthly standard deviation data
written by program STATS.

An input file of synthetic monthly skew coefficient data
written by program STATS.,

An input file of synthetic monthly extrema data written
by program STATS.

An input file of synthetic annual mean, standard deviation
and skew coefficient data written by program STATS.

An input file of synthetic time series mean, standard
deviation and skew coefficient data written by program
STATS.

OUTPUT

NOUT

NPUN

NPU80

NPUS81

NPU82

80

81

82

Line
printer

Card
punch

Disk

Disk

Disk

A line printer file consisting of (a) an echo check of the
problem specification, (b) an optional echo check of the
synthetic data, (c) results of the comparison of historical
and synthetic moments and extrema, and (d) a display of
synthetic sample number against station number showing
statistically rejected samples.

An optional, sequential, hard card copy output file for
historical moments and confidence intervals and corres-
ponding synthetic population moments for subsequent in-
put to a data presentation system for graphical display.

An optional, sequential, card image, output file of his-
torical means and confidence intervals and correspond-
ing synthetic population means for subsequent input to a
data presentation system. This file is produced when
the program option 'KPPUN' is specified as '1'. (If
NPU80 is equated to the installation punch (NPUN), hard
copy is produced).

An optional, sequential, card image, output file of his-
torical standard deviations and confidence intervals and
corresponding synthetic population standard deviations
for subsequent input to a data presentation system. This
file is produced when the program option 'K PPUN! is
specified as '1'. (If NPUS81 is equated to the installation
punch (NPUN), hard card copy is produced).

An optional, sequential, card image, output file of his-
torical skew coefficients and corresponding synthetic
population skew coefficients for subsequent input to a data
presentation system. This file is produced when the
program option 'KPPUN' is specified as '1'. (If NPU82
is equated to the installation punch (NPUN), hard card
copy is produced).

Note:

Files NF20, NF21,....,NF25 are all sequential, unformatted, variable record length files.

TABLE 4.1:

PROGRAM MOMENT FILE DESCRIPTION
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CARD
NO.

COLS

DESCRIPTION

PROGRAM
VARIABLE
NAME

RANGE
OF
VALUES

FORMAT

1-3
5-6
7-9

12

14-15

17-18

A user integer code number to identify this run.
Specify the number of stations in the analysis.

Specify the common number of years of synthetig
data at each station in each synthetic sample
data set.

Specify as '1' for NYEAR=75 and as '2' for
NYEAR=50 (CH1*:2 small sample statistics
assigned in BLOCK DATA subprogram for these
two small sample possibilities).

Specify the number of synthetic sample data
sets.

Specify as "'12' for monthly or as '14' for
monthly, annual and time series moments and
extremes analysis.

NRUN
NSTN
NYEAR

IYR

NSAM

MONTHS

0 - 999
1 - 25
€100

1,2

<50

12,14

13
13
I3

13

13

I3

11-12

To obtain punched comparison of historical and
synthetic moments code '1', else '0'.

Specify the Fortran file number associated with
the card image disk output file for the comp-
arison of historical and synthetic first moments.

Specify the Fortran file number associated with
the card image disk output file for the comp-
arison of historical and synthetic second
moments.

Specify the Iortran file number associated with
the card image disk output file for the comp-
arison of historical and synthetic third
moments.

KPPUN

NPU80

NPUS81

NTPPU82

13

13

13

11-12

14-15

17-18

Specify the Fortran file number associated
with the synthetic monthly first moment data
file.

Specify the Fortran file number associated with
the synthetic monthly standard deviation data
file.

Specify the Fortran file number associated with
the synthetic monthly skew coefficient data file.

Specify the Fortran file number associated with
the synthetic monthly extreme data file.

Specify the Fortran file number associated with
the synthetic annual first moment, standard de-
viation and skew coefficient data file.

Specify the Fortran file number associated with
the synthetic time series first moment, stand-
ard deviation and skew coefficient data file,

N¥20

NF21

NF22

NF23

NF24

NF25

I3

13

13

13

13

I3

Specify the common, partitioned data set
member name, used to identify the synthetic
moments and extremes data files to be used
in the analysis.

3A4

Specify the larger significance level of 1%, 5%,
10% to be used by coding integers 1, 2, 3.
(e.g., 2 corrc-ponds to 5%).

Specify the smaller significance level of 1%,
5%, 10% to be used by coding integers

1,2,3. (e.g., 1 corresponds to 1%).

IPCENI1

IPCEN2

13

I3

TABLE 4.2: PROGRAM MOMENT INPUT DATA DECK
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CARD PROGRAM | RANGE FORMAT
NO. COLS DESCRIPTION VARIABLE | OF
NAME VALUES
1 -3 Specify NSTN user three digit integer code
4 -6 numbers used to identify each station.
6 7T-9 Identification numbers must be in station NSTNNO 1 - 999 2513
order as analysed by STATS to be correctly (25)
72=75 associated with synthetic data.
2 -3 Specify NSTN vector subscripts each corres-
5 -6 ponding to the vector element of the starting
b - 25
7 8 -9 month of the 6 driest contiguous months on qu?)Y 1-12 13
average throughout the year for each station.
Station order must be as for analysis by
73-75 ‘STATS.
2 -3 Specify NSTN vector subscripts each corres-
5 -6 ponding to the vector element of the starting
8 8 -9 month of the 6 wettest contiguous months on ISWET 1-12 2513
average throughout the year for each station. (25)
Station order must be as for analysis by
73-75. STATS.
Provide for each station in turn in the same
order as for analysis by STATS:
12 monthly historical first moments. HISTAV - 6F12,5
12 monthly historical standard
NSTN deviations. HISTSD - 6F12.5
sets |12 monthly historical skew coefficients. HISTSK - 6F12.5
12 monthly historical minima. HISTS - 6F12.5
12 monthly historical maxima. HISTL - 6F12.5
(Note: These cards may be obtained as punched
output from STATS).
If months = 14 was specified, provide for
each station in turn in the same order as
for analysis by STATS:
NSTN | Annual mean, standard deviation and HISTAV,
cards | skew coefficient. HISTSD, - 3F12.5
(Note: These cards may be obtained as punched HISTSK
output from STATS). '
If months = 14 was specified, provide for
each station in turn in the same order as
for analysis by STATS:
NSTN | Time series mean, standard deviation HISTAV, _ 3F12.5
cards) and skew coefficient HISTSD, :
HISTSK

TABLE 4.2 (CONT'D): PROGRAM MOMENT INPUT DATA DECK
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FILE FILE ASSIGNED| ASSIGNED

TYPE PROGRAM| FORTRAN| DEVICE DESCRIPTION

NAME UNIT NO., TY PE
INPUT NIN 5 Card A sequential card input file defining program options,
reader problem data, file logical unit numbers and historical

time series frequency distributions (which may be ob-
tained as punched output from STATS).

NF26 26 Disk A sequential, unformatted, variable record length, in-
put file of synthetic time series frequency distributions
written by program STATS.

OUTPUT | NOUT 6 Line A line printer file consisting of (a) an echo check of the
printer problem specification, (b) an optional echo check of the
synthetic time series frequency distributions, (c) re-
sults of the comparison of the historical and synthetic
time series frequency distributions, and (d) a display
of synthetic sample number against station number
showing statistically rejected samples.
NPUN 7 Card An optional, sequential, hard card copy output file for
punch relative and cumulative historical and synthetic data
time series probability distributions for subsequent
input to a data presentation system for graphical display.

NPU83 83 Disk An optional, sequential, card image outpul file of
historical and synthetic population relative and cumu-
lative time series probability distributions for subse-
quent input to a data presentation system. This file is
produced when the program option 'KPPUN! is specif-
ied as '1'. (If NPUS83 is equated to the installation punch
(NPUN), hard card copy is produced).

TABLE 5.1: PROGRAM FREQ FILE DESCRIPTION
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CARD
NO.

DESCRIPTION

PROGRAM
VARIABLE
NAME

RANGE
OF
VALUES

FORMAT

A user integer code number to identify
this run.

Specify the number of stations in the
analysis.

Specify the common number of years of
synthetic data at each station for each
synthetic sample data set.

Specify the common number of years of
historical data at each station,

Specify the number of synthetic sample
data sets.

NRUN

NSTN

NYEAR

NYEARH

NSAM

0-999

13

I3

13

13

13

Specify NSTN user three digit integer
code numbers used to identify each
station. (Identification numbers must
be in station order as analysed by
STATS to be correctly associated with
synthetic data).

NSTNNO
(25)

1-999

2513

11-12

15

17-18

Specify the larger significance level of
1%, 5%, 10% to be used by coding in-
tegers 1,2,3 (e.g. 2 corresponds to
5%).

Specify the smaller significance level of
1%, 5%, 10% to be used by coding in-
tegers 1,2,3 (e.g. 1 corresponds to 1%).

Specify the number of class intervals or
bins used.

Specify the Fortran file number assoc-
iated with the synthetic time series fre-
quency distribution data.

To obtain punched comparison of hist-
orical and synthetic population relative
and cumulative time series probability
distributions code '1l', else code '0'

Specify the Fortran file number assoc~
iated with the card image disk output

file for the comparison of historical and
synthetic time series probability distrib-
utions.

IPCEN1

IPCEN2

NF26

KPPUN

NPU83

1,2,3

1,2,3

€20

1-99

13

13

13

13

13

13

Specify the common partitioned data set
member name used to identify the syn-
thetic time series frequency distribution
data to be used in the analysis.

3A4

Specify for each station (1 to NSTN) in
turn, in the same order as analysed by
program STATS, the upper bound of each
station used in the time series frequency
distribution analysis.

BDUP(25)

8F10.5

Specify for each station (1 to NSTN) in
turn, in the same order as analysed by
program STATS, the lower bound of
each station used in the time series fre-
quency distribution analysis.

BDIL.(25)

8F10.5

Provide for each station (1 to NSTN) in
turn, in the same order as analysed by
program STATS, the historical data time
series frequency distributions.

(Note: These cards may be obtained as
punched output from program STATS).

HISTP

24F3.0
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FILE
TYPE

FILE

NAME

PROGRAM

ASSIGNED
FORTRAN
UNIT NO.,

ASSIGNED
DEVICE
TYPE

DESCRIPTION

INPUT

NIN

NF27

5

27

Card
reader

Disk

A sequential card input file defining program options,
problem data, file logical unit numbers and historical
run length frequencies above and below the median
(which may be obtained as punched output from STATS).

A sequential, unformatted, variable record length, in-
put file of synthetic data run length frequencies above

and below the historical data median written by program
STATS.

OUTPUT

NOuT

NPUN

NPU84

NPU85

NPU86

84

85

86

Line
printer

Card
punch

Disk

Disk

Disk

A line printer file consisting of (a) an echo check of the
problem specification, (b) an optional echo check of the
synthetic data run length frequencies, (c) results of the
comparison of the historical and synthetic data run
length distributions, and (d) a display of synthetic
sample number against station number showing statistic-
ally rejected samples.

An optional, sequential, hard card copy output file for
relative and cumulative historical and synthetic data
run length probability distributions for subsequent in-
put to a data presentation system for graphical display.

An optional, sequential, card image output file of his-
torical and synthetic population relative and cumulative
run length probability distributions above the median for
subsequent input to a data presentation system. This
file is produced when the program option 'KPPUN' is
specified as '1'. (If NPU84 is equated to the install-
ation punch (NPUN), hard card copy is produced).

An optional, sequential, card image output file of his-
torical and synthetic population relative and cumulative
run length probability distributions below the median
for subsequent input to a data presentation system. This
file is produced when the program option 'KPPUN' is
specified as '1', (If NPU85 is equated to the installation
punch (NPUN), hard card cop