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Abstract

Free-Flying Space Robots (FFSRs) have the potential to assemble large space

structures in orbit autonomously or telerobotically instead of time-consuming,

risky and expensive astronaut Extra Vehicular Activities (EVA). However, dynamic

coupling between the space manipulator and the spacecraft base can introduce

modelling and control problems distinguished from fix-base robots. In this thesis,

systematic modelling and control approaches for an FFSR are presented. Before

proceeding to a complex on-orbit assembly case where FFSRs are used, a simple

on-orbit assembly case, i.e. a deploying spacecraft is first analyzed. The subsequent

chapters then investigate modeling, motion control and force control of an FFSR.

A robust controller is developed for a deploying spacecraft based on the twisting

algorithm to control its attitude despite the substantial inertia change caused by

structural reconfiguration. The controller delivers smooth control torques which are

perfectly practical for the control of Reaction Wheels (RWs) and is able to steer the

satellite to the desired orientation with reduced settling times.

In the on-orbit assembly case where FFSRs are used, a comprehensive dynamic

model for a reaction-wheel actuated FFSR is first presented. The reformulated

model incorporates the contribution of reaction-wheel momentum to the entire

system. Based on the decoupled form of the model, two types of robust controllers

are developed to implement coordinated control of both the space manipulator and

the spacecraft in the presence of system uncertainties. The control methodologies

can be applied for both the approaching phase and post-capture phase. It is shown

that the controllers successfully achieve motion control for each sub-channel of the

system, including the attitude states and manipulator motion states.

To implement target capture, a new control-oriented model structure for
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an FFSR is proposed. The developed model allows simultaneous end-effector

motion/force control and active base attitude control. Hybrid motion and force

control method is extended to enforce the FFSR to track a desired trajectory of

contact force which incorporates the consistent motion between FFSR’s end-effector

and the floating target. Meanwhile, attitude control of the spacecraft is achieved by

taking the constraint forces from the articulated joint as disturbances.

All the control approaches are verified through numerical simulations in each

corresponding chapter.
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Chapter 1

Introduction

Space structures are expected to increase in size in the future, on the order of

hundreds of meters to kilometres, in order to enlarge their application capabilities.

To ensure efficient transportation of such space structures, they may be transported

in a compact form so that launch vehicle payload volume can be efficiently utilized.

After arriving in orbit, the space structures will be assembled.

To date, such on-orbit servicing operations are performed with robotic,

telerobotic arms and/or astronaut’s Extra Vehicular Activities (EVA). For example,

the well known Space Station Remote Manipulator System (SSRMS) equipped

onboard the International Space Station (ISS), controlled by the astronauts

stationed in ISS, carries out delicate assembly and service tasks with the assistance

of Dextre - the Special Purpose Dextrous Manipulator (SPDM) [1, 2]. However,

this type of robot setups have workspace limited to the vicinity of the spacecraft

and depend on the availability of astronaut. A solution to such problems can be

provided by employing Free-Flying Space Robots (FFSRs), where the manipulator

is mounted on a small-scale spacecraft. The FFSR has the freedom to visit

and move around target space structures and can perform tasks autonomously or

telerobotically, removing the risky astronaut’s EVA, reducing costs while at the same

time implementing more precise motions.

However, for FFSRs, since the robot arms are generally mounted on a base of

comparable size, their approaching motions to a target (e.g. an assembling base

or a structural component) and inevitable physical contact with another object
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will disturb the attitude of the supporting base in microgravity environment. The

attitude deviations must be brought under control to maintain communication with

ground stations and to keep the onboard solar panels in correct orientation for energy

accumulation. Simultaneously, the generated contact forces and/or the end-effector

motion have to be considered and controlled so that structural components will be

successfully assembled and not lost or damaged.

In this thesis, first, a basic and simple example for on-orbit assembly case,

i.e. spacecraft deployment, is considered. Modeling and robust control methods

of a deploying spacecraft are proposed taking into account the substantial change

in its inertia. Instead of fuel-consuming thrusters, electrically powered Reaction

Wheels (RWs) are chosen to generate attitude control torques, which can reduce the

need of fuel carried onboard the spacecraft. Further, a more complicated on-orbit

assembly case which utilizes FFSRs is investigated. Systematic control approaches

are proposed to meet motion and force specifications of an FFSR required for the

space tasks. The developed two types of coordination controllers can achieve robust

control of both the spacecraft attitude and its end-effector motion. In addition,

control laws are developed to track a desired force trajectory, distinguished from the

controllers developed by the predecessors which are aimed at maintaining a contact

between the end-effector and the target.

In this chapter, the background of the presented work and the motivation inspired

by the research gap are first presented. Then the objectives of this thesis in alignment

with the motivation are explained. The thesis contributions are claimed in the

following section. The last section outlines the thesis organization.

1.1 Background and Motivation

A practical on-orbit assembly space mission by FFSRs has not been experimentally

validated yet. Figure 1.1 presents some examples of on-orbit servicing technology

demonstration missions that have been launched or are currently in development

stage. The missions are able to give insight into FFSR operations but without

providing complete solutions to the problems that need to be solved in a potentially
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ETS-VII (NASDA,1997) Orbital Express (DARPA,2007) DEOS (DLR,2018)

Restore-L (NASA,2020) PHOENIX (DARPA,2020) E.DEORBIT(ESA,2023)

Figure 1.1: On-orbit servicing missions [3–8]

complicated space operation, e.g., none of the above missions have proved robust

control of the space manipulator motion or successful force tracking performance

with active spacecraft attitude regulation.

A space robot operation generally includes four phases as shown in Figure 1.2. In

the observing and planning phase, the space robot characterizes the target motion

and its physical properties and accordingly determines when and how to capture

the target. Then for the second phase, the space robot approaches its end-effector

to the target following the reference path determined in the first phase. The third

phase corresponds to target capture when physical connection between the chaser

FFSR and the client target is established. After that, the space robot will control

its manipulator motion to manipulate the target and stabilize the entire system.

Such operations contribute to the fourth phase - post-capture phase. Since the first

phase is beyond the thesis scope, it is not further discussed in the following.

The approaching phase and post-capture phase require coordinated motion

control of the spacecraft base and the space manipulator despite the coupling

dynamics between them. Several work have proposed control laws by taking

advantage of symmetric and positive definite property of the inertia matrix in

the space robot model [10–12]. However, such a model was developed based on

the assumption that external torques are provided by thrusters to regulate the
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Phase I: Observing and planning Phase II: Approaching

Phase III: Capture Phase IV: Post-capture

Figure 1.2: Four phases of FFSR operation [9]

spacecraft attitude. When considering using RWs which generate internal regulation

torques, the model cannot accurately describe the space robot features in that its

derivation does not account for the momentum of RWs. Actually, the involvement

of RW momentum results in loss of advantageous properties (the inertia matrix is

symmetric and positive definite) of the conventional space robot model, and as a

result the above-mentioned controllers cannot be used. Furthermore, few literatures

have focused on fast control of a space robot. Whereas, the application of RWs makes

the abundant availability of solar energy to provide an opportunity to implement

robust, faster attitude controllers. Time-optimal reorientation of a single spacecraft

without extended robot arms was studied in [13–15]. Such a single rigid spacecraft

has a dynamic model much simpler than an FFSR. In contrast, strong system

nonlinearities, multiple input-torques, practical uncertainties and existing space

disturbances complicate the process of controller design of FFSRs. Therefore, how

to formulate the space robot model taking into account of the contribution of RWs to

the angular momentum of the entire system and further to develop robust controllers

that can achieve fast coordination of spacecraft base and space manipulator motions
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have become important issues that need to be resolved.

Performing capture of a target by an FFSR is one of the most challenging and

risky operations for spacecraft since physical contact between the robot end-effector

and the target is inevitable. Implementation of target capture intrinsically requires

that a space robot to provide appropriate forces to either grasp the target or comply

with the target motion, in addition to achieving its predetermined position. The

floating feature of the system (the chaser FFSR plus the client target) makes accurate

force control a sophisticated task. Despite fundamental research of target capture

having been conducted, many researchers dealt with how to control the motion of

an FFSR in order to maintain a contact between the robot manipulator and target

[16–19]. However, tracking a desired force may be required for potential on-orbit

assemble tasks, such as in-space screw-driving. If adopting the unified model of

a space robot as established for the approaching phase or the post-capture phase,

force tracking can be achieved, but a desired orientation of the spacecraft cannot

be guaranteed. Therefore, a control-oriented space robot model with new structure

needs to be established and also controllers which can track the desired contact force

trajectory as well as regulate spacecraft attitude remain to be developed.

1.2 Objectives

The overall aims of the presented work can be categorised as: firstly, developing

modeling and control methods of a deploying spacecraft which is a simple case of

on-orbit assembly; secondly, developing systematic control approaches to deal with

motion and force control of an FFSR for target capture operation which represents

a general task in on-orbit assembly mission by FFSRs. Specifically, the objectives

include:

• Establish kinematic and dynamic model for a deploying spacecraft and an

FFSR which utilizes RWs to provide attitude regulation torques;

• Develop robust attitude controllers for the deploying spacecraft which can

accommodate substantial inertia changes caused by structural reconfiguration;
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• Develop coordination controllers for an FFSR to simultaneously control the

spacecraft attitude and its manipulator motion required in the approaching or

post-capture phase;

• Develop force control strategies for an FFSR to achieve contact force tracking

in a target capture operation while regulating the spacecraft attitude.

1.3 Contributions

This thesis is developed on the idea that a fundamental knowledge of kinematics and

dynamics of the spacecraft is a prerequisite in designing effective control algorithms.

Therefore, the emphasis is initially placed in the establishment of spacecraft model

and then proceeded with developing effective controllers. The thesis contributions

include:

• A Twisting Algorithm -based Sliding Mode Controller (TASMC) is developed

to maintain the attitude of a deploying spacecraft, i.e. when a spacecraft

unfolds itself. The controller has the capability to accommodate the

substantial inertia change which can reach an amplitude of 104 kg ·m2. Also,

the controller eliminates the chattering effect of the conventional sliding mode

control method and thus delivers smooth control torques which are perfectly

practical for the control of RWs. Taking reaction-wheel torque saturation

and speed saturation into account, simulation results reveal that the proposed

controller is able to steer the satellite to the desired orientation with smaller

settling time in comparison to the controllers proposed in previous literature

when consuming comparable energy.

• A comprehensive dynamic model for a reaction-wheel actuated FFSR

is presented. The reformulated model incorporates the contribution of

reaction-wheel momentum to the entire system. Further the derived

Multiple-Input Multiple-Output (MIMO) system model is decoupled into

multiple single-input sub-channels using a diagonalization method, in order

to prepare for development of robust coordination controllers.
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• Two types of coordination controller are developed to control the space

manipulator motion and the spacecraft attitude at the same time, i.e. the

Smoothed Sliding Mode Controller and the Adaptive Variable Structure

Controller (AVSC). Both controllers are robust to system uncertainties when

following the reference end-effector path. The application of the AVSC method

proposed in [20] achieves improvement of settling times in set-point/attitude

regulation case.

• A control-oriented model structure for an FFSR in contact with a target

is proposed. Separate models for the space manipulator and the spacecraft

base are established to form basis for separate contact-force control and

base attitude control. The reaction torque applying from the first joint to

the base is considered as a disturbance. Such a framework of the model

makes simultaneous end-effect motion/force control and base attitude control

achievable.

• Hybrid motion and force control method is extended to enforce the FFSR

to track a desired trajectory of contact force. The developed force

controller incorporates the consistent motion between FFSR’s end-effector

and the tumbling floating target. Two simulation examples, including

an FFSR-Target contact example and a specific on-orbit screw-driving

example demonstrate that the controller can present accurate force tracking

performance. Meanwhile, by using a separate attitude controller, spacecraft

attitude is successfully regulated in the presence of disturbance coming from

the manipulator motion and the contact forces.

1.4 Thesis Organization

The thesis is organized into six chapters.

Chapter 2 provides a literature review related to dynamic modeling and control

of FFSR systems, including space robot modeling, coordination control and force

control.

Chapter 3 establishes model of a reaction-wheel actuated deploying spacecraft
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and proposes a robust attitude control method. The solution is derived from the

viewpoint of substantial inertia change of the spacecraft instead of analyzing the

problem in a way of multi-body dynamics.

Chapter 4 presents a comprehensive dynamic model for a reaction-wheel

actuated space robot and introduces two types of robust controllers that can

maintain the attitude of the spacecraft as required when its manipulator is following

the prescribed trajectory.

Chapter 5 reformulates the dynamic model of an FFSR in a control-oriented

framework and presents a hybrid controller to track the designated motion of FFSR

while ensuring a desired contact force. The spacecraft attitude is simultaneously

regulated using RWs. Post-capture stabilization is also discussed, which is realized

by adopting the Smooth Sliding Mode Controller developed in Chapter 4.

Chapter 6 concludes this thesis and suggests some directions for future research.
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Chapter 2

Literature Review

This chapter reviews the past and present researches related to the problem of

dynamic modeling and control of space robotic systems. The aim of this chapter

is to identify what has been done in the previously published literature and thus

lay a foundation for the thesis to fill the determined gap by proposing innovative

modeling and control methods.

Section 2.1 presents space robot modeling techniques by first introducing the

widely used methods for ground-based multi-body systems and then proceeding

with modeling approaches developed for space robotic systems. Section 2.2 addresses

control methods of the space robot motion which make approaching of a space robot

end-effector to a target achievable. Section 2.3 introduces force control methods to

deal with contact forces during the capture phase of a space task. Section 2.4 closes

this chapter by clarifying that the objectives of the thesis are yet to be achieved

based on the literature survey in above sections.

2.1 Space Robot Modeling

The challenge of creating a space environment validation makes a fully reliable

space robot model to be essential in developing effective control algorithms.

The loss of gravity results in coupled dynamics in space robot since the space

manipulator motion disturbs the floating base, complicating modeling of a space

robot in comparison to that of a ground-based robot. Despite this discrepancy,

9



2.1. Space Robot Modeling

the multi-body dynamics used for fixed-base robots undoubtedly founds a basis for

space robot exploration. To this end, the conventional dynamic modeling methods

for ground-based robot is first introduced in this section and techniques progressing

conventional modeling methods to space robot are followed.

2.1.1 Ground Robot Dynamics

Fixed-base robot dynamics has drawn much research interests, among which

Newton-Euler method [21], Lagrangian formulations [22] and Kane’s method [23]

are the main approaches that can be extended to the dynamic modeling of space

robotic systems [24]. Other methods, such us D’Alembert principle [25], Hamilton’s

method [26], Boltzmann-Hamel method [27], and Gibbs equations [28] are not

enthusiastically utilized by the analysts for their specific drawbacks [29]. Considering

the application to space robot dynamic modeling, the first three primarily used

methods mentioned above are introduced in detail.

Newton-Euler Method

The application of Newton-Euler (NE) method to multi-body systems was pioneered

in [30, 31]. The general idea is to describe an open-chain multi-body system based on

its topological-tree property. For each link, the motion of its Center of Mass (CM)

is selected to represent the translational motion of the link and the introduction of

barycenter or augmented body concept [30, 32] can represent the rotational motion.

The NE equations are coupled but easily understood and the recursive NE method

is commonly used to obtain required torques. However, the constraint forces which

appear in the course of the derivation of NE equations cannot be eliminated and

thus direct input-output equations cannot be obtained especially for a robot with

high degrees of freedom.

Lagrangian Method

Lagrangian method eliminates the problem of introduction of non-contributing

constraint forces/torques [33]. Instead, it analyzes the robot dynamics by building

a relationship of the kinetic energy and potential energy with the generalized forces.
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This method is derived based on the principle of virtual work. According to the

Lagrarian formation, it is very clear to get through the mathematical deriving

process. Such feature popularizes the Lagrangian method in the modeling of a

space robot [10, 34]. However, the Lagrangian method suffers complex computation

of equations [35], especially the partial differentiation of the Lagrangian with regards

to the generalized coordinates or the generalized velocities.

Kane’s Method

Another popular method to establish dynamics for a robot is the Kane’s method

[23, 36, 37]. The method is based on new kinematic quantities, including partial

velocities and partial angular velocities. Non-contributing forces or torques are

eliminated by dot multiplying these quantities with available quantities, such as the

inertial forces and contact forces, avoiding the problem confronted in Newton-Euler

method. Also unlike Lagrangian approach, Kane’s method eliminates the need to

differentiate complex kinetic or potential energy and thus simplifies the formulation

process. Kane’s method can be applied to closed-chain robots. One drawback is

that the physical meaning of this method is not as obvious as the Newton-Euler

method or the Lagrangian method, which leads to less popularity of its application

to space robot systems.

2.1.2 Space Robot Dynamics

Distinguished from ground-based robots, a space robot has a mobile support base.

The dynamic model of a space robot has to be derived by considering the momentum

of the entire system in addition to its kinematic relationship. Researchers have

extended the conventional multi-body dynamic methods to space robot modeling

by introducing new concepts or models.

Generalized Jacobian Matrix

As pointed by Longman et al. [38], the posture of the space robot end-effector

does not have a closed-form solution and the solution can not be deducted without

considering the history of postural change. Instead of describing the forward
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kinematics at position level, Umetani and Yoshida linearized the relationship

between the motion rate of the space robot end-effector and that of joint variables

excluding their history [39]. This forward kinematics can help to develop open-loop

resolved rate control method when the spacecraft base is restricted with desired

attitude.

Furthermore, to take the dynamical interaction between the manipulator arm

and the spacecraft base into account, they introduced the relationship of momentum

equilibrium into the kinematic formulation and proposed the concept of Generalized

Jacobian Matrix (GJM) [39–41]. The GJM can be expressed as the extended

manipulator Jacobian matrix which compensates disturbance to the supporting

base. It reflects that the end-effector motion is not solely related to the kinematic

properties of the robot, but also dependent on the robot inertia properties. When

the manipulator inertia is negligible compared with its mounted base, the matrix

becomes much like the inertia matrix of a fix-base case. The GJM proves to be useful

to solve inverse kinematics for a free-floating space robot. However, it was illustrated

that dynamic singularities exist when GJM is deficient at some configurations

and the end-effector can not move in specific directions [42]. A Moore-Penrose

pseudo-inverse form of the GJM was utilized to solve this problem by introducing

redundancy with the sacrifice of more complex formulation in [43].

The Virtual Manipulator Method

Vafa and Dubowsky [44, 45] proposed another effective method - the Virtual

Manipulator (VM) method to realize modeling and analyzing the kinematics and

dynamics of space manipulator systems. The VM is an ideal kinematic chain with

its base, the Virtual Base (VB) fixed to the Virtual Ground (VG). The VG lies in the

center of mass of the spacecraft-manipulator system. In the case of a free-floating

space robot system where no external forces act on the system, the VB will be

stationary in the inertial space regardless the manipulator motions and internal

constraint forces. Such feature represents the space robot system with a floating base

by a system with a fixed base in the inertial space and thus algorithms developed for

the ground-based robot can be applied directly to the space robot. In cases where
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external forces or torques are exerted on the system, the motion of the VB can be

calculated based on the forces/torques. A space robot of N links and its end-effector

VM is presented in Figure 2.1.

However, even it is simpler to analyze the VM than to analyze an actual space

robot, especially for a free-floating case, the VM is an idealized kinematic chain and

cannot be physically built and thus the VM method is not available for experimental

test [46].

CM(VG)

VM

Real space manipulator

Space robot

base

CM

Passive

spherical joint

DEM

Real space manipulator

Passive

spherical joint

Space robot

base

Figure 2.1: Space manipulator and its end-effector VM [44] and DEM [47]: a three-link
planar robot case

Dynamically Equivalent Manipulator

The Dynamically Equivalent Manipulator (DEM) approach proposed by Liang et

al. [47] improves the VM concept and can represent the space manipulator system

both kinematically and dynamically. The DEM is a fixed-base manipulator with

a passive spherical first joint, which is geometrically identical to the end-effector

VM of the space manipulator. Besides, its dynamic parameters, including mass

and inertia, satisfy certain algebraic equations. Under such conditions, the DEM

performs identically as a given space manipulator system. A three-link planar space

robot and its corresponding DEM is illustrated in Figure 2.1. The DEM can be

set up physically to perform experiment validation and extended to represent a

free-flying space robot with actuating reaction wheels.
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2.2 Motion Control

The approaching phase requires the space robot end-effector to perform approaching

motion to the target. Such manipulator motion will disturb the unrestricted

spacecraft base and any motion design without provision of this reaction motion

will result in task failure. If the spacecraft base is not controlled, as is the case of a

free-floating space robot, the motion of the space robot will be solely determined by

joint motions. Thus, the space robot kinematic and dynamic model will be finally

dependent on joint angles and are of the same structure as that of the fixed-base

robots. This implies that any control schemes used for ground-based robots can be

adopted. However, most space missions require spacecraft attitude control so as to

orient solar panels to absorb solar energy or to orient antennas to communicate with

ground segments. In addition, the computational efficiency of path planning and

control approaches can be improved under attitude control [48].

For a free-flying space robotic system with an attitude controlled-base, strong

system nonlinearities, multiple input-torques, practical uncertainties and space

disturbances make the design of its motion controller a complicate problem. The

solutions in terms of this problem can be classified into two types. One type

comes from the idea of minimizing or restricting the disturbance generated by the

manipulator motion to the base. The other can be referred as active control of the

base attitude in comparison to the first solution (passive attitude control).

2.2.1 Base Disturbance Minimization

The disturbance caused by the manipulator motion on the spacecraft base can be

reduced or minimized by performing path planning for the manipulator motion.

Vafa and Dubowsky developed a tool called the Disturbance Map (DM) [49]

based on the concept of VM. The DM improves understanding of the dynamic

disturbance by evaluating the direction of the joint motion corresponding to

mimimum or maximum disturbances. In [50], an improved version of DM, namely

the Enhanced DM (EDM) was presented. The EDM can help plan the manipulator

motion to reduce disturbances to the base. The authors also proposed EDM-based
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methods to suggest paths for a given manipulator which result in low attitude fuel

consumption.

Nenchev et al. proposed the Reaction Null Space (RNS) concept to acquire

the manipulator motion that does not disturb the spacecraft attitude when the

space robot end-effector is following a predefined path [51]. The RNS was improved

from the concept of Fixed-Attitude Restricted (FAR) Jacobian matrix proposed by

the same authors which can be utilized to generate disturbance-free path in the

joint space for free-floating space robots [52, 53]. The RNS-based approach has the

advantage to decouple the manipulator dynamics from the base dynamics. However,

existence of the RNS requires the availability of specific features of the space robot

such as kinematic redundancy or dynamic redundancy. A composite control law

based on RNS was developed in [51] to implement end-effector path tracking whilst

inducing no disturbances to the flexible base. Similarly, an integrated motion

controller based on the RNS concept was proposed for the Japanese Experiment

Module Remote Manipulator System/Small Fine Arm (JEMRMS/SFA) on the ISS

by making use of the inherent kinematic/dynamic redundancies of the system [54].

Xu and Shum proposed a concept of Coupling Factor as a measurement to

characterize the degree of dynamic coupling [55]. Based on the dynamic analysis,

the authors developed a simple Proportional-Derivative (PD) control scheme for

regulation control, and a globally stable dynamic control scheme for tracking

applications. The base exhibited both translation and rotation as the robot

end-effector follows a prescribed path.

As mentioned above, and also accordng to a survey of literature on disturbance

minimization on the spacecraft base [9, 56–58], it can be concluded that zero reaction

can hardly be achieved for space robots without kinematic or dynamic redundancy

to follow an arbitrary prescribed path. To this end, active attitude control can be

utilized in coordination with manipulator motion control to avoid such problems.

The examples of active base control are given in the next part.
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2.2.2 Active Base Control

Some existing literature has tackled the active motion control problem by

only inferring kinematic features even though some of them involved the

dynamics-dependent GJM [39, 59–63]. A time-optimal control strategy was

proposed based on system kinematics and momentum conservation law in [62].

The controller was designed in open-loop form. In [63], the approach to derive

the required joints’ motion, which makes the end-effector immune to the non-zero

initial angular momentum was developed based on system kinematics. The attitude

of the spacecraft control was also presented.

Later, PD-type controllers [64–66] and nonlinear controllers [67, 68] based on the

space robot dynamic feature were proposed. In [65], Papadopoulos and Dubowsky

developed a Transposed Jacobian (TJ) type coordination controller which can

achieve control of desired orientation and position for both the end-effector and

the spacecraft base. The additional control of base attitude and position enhanced

the reachable workspace of the space manipulator and could achieve a favorable

manipulator configuration. Such simple and intuitive TJ algorithm can be employed

for highly nonlinear and complex system. Two types of nonlinear controllers were

developed to control a free-flying space robot with control moment gyros in [67].

One was based on the Lyapunov’s second method and the other used the exact

linearization technique. In [68], the authors used separate controllers to control the

rigid-body maneuver and vibration suppression of flexible arms of a space robot.

For the rigid-body maneuver, on-line feedback tracking control was developed based

on Lyapunov-like methodology and for the vibration suppression, Linear Quadratic

Regulator (LQR) control was utilized. Two control strategies were presented in

[69] for a two-arm space robot, which can compensate the flexibility excitation

of the solar panels mounted on the base. One controller implements flexibility

compensation task by allocating opportune joint torques whereas the other exploits

thrusters’ control to reduce the flexibility oscillations.

The aforementioned controllers assumed exact models which is always

impractical due to imprecise dynamic features or unknown disturbances. Next

the control algorithms that can overcome the problem of system uncertainties and

16



2.2. Motion Control

parameter variation are presented.

A Modified Transposed Jacobian (MTJ) algorithm was developed to enhance

the controller resistance to dynamic uncertainty and noise [66]. The MTJ algorithm

achieved improved performance than TJ by using the stored data of previous

control command and it requires reduced computational burden than model-based

algorithm.

Xu et al. discussed adaptive control of a space robot system with an attitude

controlled base both in the joint space and in the task space [70]. The authors first

provided insight into linear parameterization problem of the space robot dynamic

model. It was concluded that though the space robot dynamics can be linearized in

the joint space, it is impossible to perform parameter linearization in the task space.

Therefore, the adaptive control scheme was first developed in joint space. Then

the problem of task space control was approached by making use of the proposed

joint space adaptive controller and updating joint trajectory which is obtained by

mapping the desired task-space trajectory with estimated dynamic parameters. Due

to the unavailability of linear parameterization in task space, in most cases, the

adaptive controller was developed for joint space control. The research presented

in [71] defined the desired joint space variables in terms of the desired inertial

space variables and inertial space error and also demonstated that the error with

respect to inertial space can converge to zero based on Lyapunov method. Adaptive

methods which adjust controller gains in real time were utilized at the expense

of computational burden [11, 12, 72–74]. A control strategy based on a modified

version of the Simple Adaptive Control theory is developed in [75] to improve the

computational efficiency. Ulrich et al. [76] focused on the joint flexibility effects and

proposed an adaptive composite controller to fix this problem. Extension of joint

space control to task space control can be referred to the suggestions proposed in

[70].

A robust Sliding Mode Controller (SMC) was proposed to implement a

unknown-target capturing operation in [77]. The control task was achieved by

first tracking the target motion and then stabilizing both the space robot and the

target. The attitude error was kept small for both stages of control. To exploit the
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robustness of the SMC method, a second-order SMC was applied to achieve set-point

position control for a space robot with one flexible link in [78]. However, SMC

cannot ensure rapid spacecraft maneuvers which is a crucial requirement in space

robotics when it comes to maintaining communication links, efficient solar energy

harvesting and picking up targets in capture mode [79]. Time-optimal reorientation

of a single spacecraft without extended robot arms was studied in [13–15]. For a

single rigid spacecraft, its dynamic model is much simpler than a space robot and

can be linearized if assumed as an inertially symmetric body [13], which significantly

simplifies the design of the optimal controller. Few literatures have focused on

time-optimal set-point control of a space robot. In [62], an optimal control approach

was proposed to control the motion of a free-floating robot, whereas the attitude of

the spacecraft is not controlled at a specifically predefined value and the controller

requires precise model parameters.

Neural networks were also applied to achieve space robot control with the

existence of system uncertainties or disturbances [80–83]. In [84], a control method

based on syncretized neural network and variable structure control was proposed to

track desired joint trajectories for free-floating robots without addressing attitude

regulation of the platform. A Radial Basis Function (RBF) neural network was used

to adaptively estimate system uncertainties and variable structure was integrated

to supplement blind sections.

2.3 Force Control

During the capture phase of space tasks that involved in on-orbit assembly, physical

contact between the robot manipulator and the target object is inevitable. The

generated contact forces must be carefully controlled so that structural components

will be successfully assembled and not lost or damaged. In addition, the spacecraft

platform needs to be oriented to a desired attitude to maintain communication with

a ground station and solar energy accumulation.

In the demonstration of autonomous cooperative satellite capture by ETS-VII

[85], the End-Effector (EE) captured the target in a closed-contact way by forming
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a physical enclosure around a grapple fixture of the target before making contact.

Only precise motion control was required in such a case whereas force control was

not considered. The spacecraft attitude control system was not activated during this

capture process to avoid excess base motion. For the Orbital Express Demonstration

System, the client satellite was captured by a gripper-like EE in an open-contact

way and then made to mate with the chaser satellite using electrical connectors [86].

The gripper pinched the target to prevent it from escaping without accurate force

tracking.

To summarize the fundamental research of target capture that has been

published, one solution to the problem is to analyze the system from the view point

of momentum transfer and the other solution can be derived in terms of contact

forces generated during the capture operation [87]. Examples in terms of these two

methods are detailed in the following sections.

2.3.1 Momentum Transfer

Since the impact force is considered to be difficult to sense precisely, Yoshida et

al. [88] dealt with the contact problem by figuring out the velocity relationship

just before and after the contact. The solution takes advantage of momentum

conservation for a free-floating space robot without sensing the contact force. The

authors discussed the collision dynamics with proposing the concepts of “Extended

Generalized Inertial Tensor (Ex-GIT)” and “Virtual Mass”. By means of these

concepts, the collision of this complicated chain problem was analyzed in a similar

way of mass points collision theory which is much simpler. The authors also further

investigated the impulse characteristics against collisions in various conditions in

[89]. However, such analysis only focused on the moments before and after the

contact instead of control of the contact force.

In [90], Nenchev and Yoshida provided further insight into the base and joint

reactions against contact phenomenon. The main idea of the work is to use the

dependence of the change of the two partial momenta, that of the base and the

manipulator arm. With proper pre-contact configuration of the space robot the

change of base partial momentum can be minimized. A post-contact controller based
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on the concept of RNS [91] was developed to transfer excess angular momentum from

the base towards the manipulator and simultaneously to decrease the joint velocity.

The discussion is essentially of theoretical interest whilst practically it is difficult to

achieve the favourable momentum distribution presented in the literature.

In a similar way, by analyzing momentum distribution of the system, the

authors in [92, 93] involved reaction wheels to accommodate the undesirable angular

momentum for the spacecraft base. They considered minimization of the spacecraft

attitude deviation as a constraint, which is represented by zero angular momentum of

spacecraft base, and proposed controllers in a open-loop form to derive the required

motion of reaction wheels and robot arms for both capture and post-capture phases.

Some other literatures also considered minimization of the contact forces in the

direction of a proper pre-contact configuration [94–98].

The above literatures, however, assume that the end-effector can follow the

rotation motion of the target. To further involve a target that may have a large

angular momentum, a contact/push-based control method using a cushion type

damper was proposed in [99] to absorb the rotational motion. The force generated

by the contact between the flexible end-effector and the target surface was utilized

to decrease the angular momentum of the target. A similar method that utilized

impulse control to damp a tumbling target was discussed in [100].

Instead of considering the contact forces as external force to the space

robot, Shibli proposed a unified control-oriented modeling approach which allows

considering the generalized constraint forces between the end-effector and the

target satellite as internal forces [101, 102]. The developed approach combines

the dynamics of the space robot and the target in a single framework by treating

kinematic constraints at the differential level together with the constraints of linear

and angular momentum. An adaptive inverse dynamic controller was developed

accordingly to track motion trajectory while regulating the interaction forces.

2.3.2 Contact Force Control

Fundamental force control methods for ground-based robots can be categorized

based on involvement of the relationship between the robot motion and the contact

20



2.3. Force Control

force, or the force feedback, or both of them as: (1) Methods based on the relation

between position and force - stiffness control [103, 104]; (2) Methods based on the

relation between velocity and force - impedance control [105] and admittance control

[106]; (3) Method involving direct force and position feedback - hybrid control [107];

(4) Method involving direct position feedback - explicit force control [108]. The

principles of such control algorithms were addressed by Zeng and Hemami in [109].

The authors also compared and summarized similarities and differences between

these various force control methods in terms of the controlled space, measured

variables, modified variables and modulated objectives, as given in Table 2.1.

Table 2.1: Various force control methods [109]

Algorithm

Classification
Workspace

Measured

Variables

Modified

Variables

Modulated

Objectives

Active stiffness

control

Joint space/

Task space

Position

Force

Joint displacement

/position error

Contact force

Stiffness

matrix

Impedance control Task

space

Position

Velocity

Force

Position and

velocity error

/desired trajectory

Contact force

Impedance

Admittance control Force Force error Admittance

Hybrid

control

Hybrid

position

/force

Position

subspace
Position Position error Postion

Force

subspace
Force Force error Force

Hybrid

impedance

Position

subspace Force
Velocity error

Impedance

Force

subspace
Force error

Explicit

force

control

PI,PD,

PID,etc.
Task space Force Force error Desired force

To achieve accurate force tracking performance for ground-based robot systems

subjected to unknown parameters and uncertainties, fundamental force control

techniques were improved by incorporating the advanced control algorithms. Such

advanced force control methods include adaptive force control [110–113], robust force
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control [114–117] and learning algorithm-based force control [118–120].

The floating feature of the spacecraft and the target to be captured intrinsically

complicate the contact force control. Therefore, when it comes to implement capture

of a target by a space robot, instead of actively controlling the force trajectory,

impedance control method has been progressed to apply on the space robot to

maintain a contact between the space robot end-effector and the target. A survey of

literature with regards to maintaining a contact in the case of space robot capturing

a target using the impedance control method is presented in the following. Since

hybrid motion and force control has been a basic control strategy that can be

potentially extended to the space robotic systems, the principle of this method

is also addressed.

Impedance Control

The underlying idea of impedance control is that the controller attempts to

implement a dynamic relation between manipulator variables such as end-point

position and force rather than control these variables alone [105]. This relationship

is referred as mechanical impedance. By enforcing a desired mechanical impedance,

the contact can be effectively handled. A basic scheme of impedance control is

presented in Figure 2.2. The figure shows that the introduced input y attributed

to impedance control methodology is derived based on the position and velocity

error of the end-effector as well as the contact force. In combination with the

inverse dynamic control law, the controller ensures a desired relationship between

the desired contact forces and the end-effector displacement in task space.

Impedance

Control Law

Inverse

Dynamic

Control Law

Manipulator

+ Environment

Contact Force

End-Effector

Motion

Figure 2.2: Block scheme of basic impedance control [121]

Extended from the concept of impedance control, the Object Impedance

Control (OIC) method was proposed to deal with problem of multiple robot

arms manipulating a common object [122]. In this method, the combination

of feedforward and feedback control allows the object to behave as a reference
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impedance [123]. Moosavian and Papadopoulos presented the general formulation

for the Multiple Impedance Control (MIC) algorithm in [124]. The MIC control

law is able to enforce establishment of same designated impedance behaviour for

all cooperative manipulators and the manipulated target. An example given in

[123] showed that the MIC algorithm yielded improved performance over OIC in

the presence of flexibility. Strategy of utilizing impedance control for contact

tasks involving cooperative manipulators was also discussed in [125] and [126].

The basic idea is that the impedance was assigned between each manipulator

displacement/velocity and the contact forces.

The performance of impedance controller is affected by the uncertainties in both

the robot dynamic model and the environment. To overcome such shortcomings,

advanced control algorithms can be incorporated [127–134]. In [128], an adaptive

robust force tracking impedance control scheme was proposed. The controller

implemented online estimation to obtain environment parameters and updated

the reference position matching a desired force. This control scheme is useful in

limited scenario because the force error may get infinite if the desired force or the

environment position error is a function of complex form. A closed-loop control

scheme was addressed in [129] to implement both force and impedance control

of robot manipulator. The methodology is based on the replacement of robot

dynamics by a target impedance which was realized using feedback and feedforward

compensation of robot control variables. The controller is robust when subject

to environment uncertainties but sensitive to the robot model. In [130] a neural

network-based compensator served as auxiliary controllers to counteract model

uncertainties and environmental disturbances. Also the referenced trajectory was

modified using sensed contact force instead of environment stiffness which cannot

be accurately known.

Next some examples of extending the impedance control method to the space

robotic systems are given. Such examples take into account the floating feature for

the space robot and the target. A simple illustration of impedance control for the

ground-based robot and free-flying robot is presented in Figure 2.3. The objective

for impedance-based space robot control is to maintain a contact between the space
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robot end-effector and the target during the capture phase.

Base

Base

HandHand

a) Conventional impedance control b) Free-flying space robots impedance control

Figure 2.3: Impedance control schematic diagram

Moosavian et al. utilized the MIC algorithm to manipulate space objects by

including the coupling dynamics between the manipulators and the free-flying base

[135]. By tuning the controller mass matrix gain, the simulation results revealed that

all object levels, including the spacecraft base, the manipulators and the grasped

object, could track their desired trajectory with negligible errors in the presence

of contact forces and even significant disturbances. This is based on the condition

that the force applied to the support base can be precisely controlled, as assumed in

[136–138]. Nonetheless, in fact, it is difficult to achieve precise spacecraft base

force control in that the thruster’s output force is constant and only the total

impulse can be controlled [139]. To this end, Nakanishi and Yoshida proposed

an impedance control algorithm by controlling the end tip of the space robot as

a mass-damper-spring system, which is fixed at a point in the inertial coordinate

despite of the base reactive motion [140]. This method requires accurate target mass

and contact stiffness though.

Other literature contributed to the impedance-control-based capture phase by

investigating the practical operation environment and process. Considering that the

short duration of the contact phase as a result of the unconstrained and microgravity

space environment, the concept of coefficient of restitution was introduced to connect

impedance control parameters with contact features [18]. Such definition enables

the varible to serve as a criterion for maintaining contact [18, 19]. An open-loop

impedance-based control law was constructed to achieve uni-axial force control based

on the desired coefficient of restitution. In [16], impedance matching concept was

proposed to optimize the regulation of impedance control for nonlinear dynamic
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robotic tasks in terms of system transient and steady-state response. A rigid

end-effector grasping a soft material object or the opposite situation was considered

in the task. Ref. [17] discussed the application of impedance matching to implement

robotic capture of a non-cooperative satellite.

Hybrid Motion and Force Control

Since the end-effector position and the contact forces cannot be simultaneously

controlled in a same direction, they should be controlled along different directions

respectively, as suggested by the hybrid motion and force control scheme [107]. The

“hybrid” technique combines the position and force information into positional data

to realize position and force trajectory tracking at the same time. The concept

of selection matrices were proposed to describe and analyze force-controlled and

position-controlled degrees of freedom separately. A conceptual architecture of

hybrid motion and force control is illustrated in Figure 2.4.

Motion

Controller

Force

Controller

Inverse

Dynamic

Control Law

Manipulator

+

Environment

End-Effector

Motion

Contact Force

Desired

Motion

Desired

Force

Figure 2.4: Hybrid control architecture

In the literature where this concept was proposed, the authors also applied the

method to a Scheinman manipulator to verify that simultaneous force and position

trajectory control can be achieved [107]. The theory has been extended to the case of

multi-arm cooperating robots [141, 142]. Considering a situation where the precise

information of the contact object cannot be obtained, Yoshikawa and Sudo developed

an on-line estimation algorithm which can estimate the local shape of the constraint

surface by using measured data on the position and force of the end-effector [143].

Such an approach can help decrease the burden on the operator of giving precise data

on the constraint and make the dynamic hybrid control approach more practical. A

force control method regarding flexible robot links was proposed in [144]. Further,
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to cope with system uncertainties as well as external disturbances, control methods

that combines the hybrid control method with advanced algorithms, such as learning

algorithm, sliding mode control, adaptive control, neural networks, were developed

[119, 145–147].

Note that the above examples are restricted to the application of ground-based

robots. When adopting the hybrid motion and force control to space missions, the

space task should be planned in detail and the control mode may be required to be

switched during the task.

2.4 Summary

This chapter presents a literature review of past work related to modeling and control

of a space robot system. The commonly used modeling technique for a free-flying

space robot is based on the Lagrangian method and incorporates the space robot

kinematics which takes the floating feature of the spacecraft base into account.

Whereas, such formulation always assume that external forces/torques generated by

thrust jets are applied to regulate the spacecraft orientation. However, the thrusters

run on fuel: a source of energy with limited availability. Also in a scenario where

the spacecraft is flying in close proximity to structural components that are to

be assembled, filing clusters is undesirable. When replacing thrust jets by Reaction

Wheels (RWs) which utilizes sustainable electricity to provide control torques for the

spacecraft base, the momentum contribution of the RWs to the space robot is seldom

considered when deriving the Lagrangian equations. Therefore, control algorithm

designed based on the conventional dynamics for a space robot need to be improved

by first investigating the feature of the updated dynamic model which takes this

aspect into account. Further, robust control methods related to rapid maneuvers of

a free-flying robot was rarely discussed. For the force control required in the capture

phase, many researchers dealt with maintaining a contact between the space robot

and target. Solution of tracking a desired contact force and simultaneous controlling

the spacecraft attitude has not been presented. The review of existing research

provides a basic guide and helps innovate approaches to the thesis objectives.
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Chapter 3

Robust Attitude Control of an

On-Orbit Deploying Satellite

3.1 Introduction

Satellites with increasing large volume are required to be launched for carrying

out space missions of higher performance. Restricted by current launch vehicle

fairings, it may be impossible to launch such large and bulky structures in an

assembled state [148]. As a solution, such structures will be compactly stowed

in a unassembled form in space vehicles before launching and assembled or deployed

in orbit. During the assembly or deployment, the reconfiguration of the satellite

may cause adverse attitude deviation which can disrupt communication with ground

stations and energy accumulation from the Sun. Therefore, it is important to control

the spacecraft attitude for successful space operations.

The attitude control of a spacecraft for a simple specific on-orbit assembly case,

i.e. spacecraft deployment is investigated in this chapter. The deploying scenario is

represented by the opening of a satellite in the clamshell arrangement, as is the case

of Astrium’s “Snapdragon” [149, 150] spacecraft configuration shown in Figure 3.1.

Such a spacecraft could be considered as a space robot with only one link mounted

on its base. Assume one of the “shells” carries most of the on-board subsystems,

such as the attitude control, power supply and communication subsystems. During

the deployment, this reference half of the satellite will be disturbed by the motion
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of the other half and have to be controlled. Instead of analyzing the problem in a

way of multi-body dynamics, a solution is derived from the viewpoint of substantial

inertia change of the satellite when considering the spacecraft as a whole. A robust

attitude controller is developed to illustrate whether such large system uncertainties

will lead to system instability.

Stowed spacecraft

(Launch configuration)

Deploying spacecraft

 (On-orbit operation)

Fully deployed spacecraft

  (Service configuration)

Figure 3.1: Astrium “Snapdragon” spacecraft configuration [149]

This chapter is organized with seven sections. Section 3.2 presents the

mathematical model of a satellite using quaternions to represent its attitude. The

large inertia change due to the deployment of the satellite is also discussed. Section

3.3 deals with problems of torque saturation and speed saturation for the Reaction

Wheels (RWs) which are used to provide attitude regulation torques. In Section 3.4,

a robust attitude controller is designed based on the twisting-algorithm sliding mode

control method which maintains the reference half of the satellite at an appropriate

orientation. Two different kinds of inertia matrices are used and compared in the

controller to optimize the performance. A Smoothed Quasi-Continuous Second

Order Sliding Mode Controller (SQC2S) proposed by other authors [151] which
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can deliver good performance in the presence of system uncertainties is chosen to

make a comparison with the proposed controller. This SQC2S method is applied

to the deploying satellite model in Section 3.5. Simulation results illustrating the

comparison are shown in Section 3.6. Section 3.7 closes this chapter.

3.2 The Satellite Model

3.2.1 Basic Coordinate Frames

It is first necessary to clarify the coordinate frames used below to specify spacecraft

attitude before proceeding to the kinematics of a three-axis-stabilized satellite.

Three coordinate frames, including the body frame, the reference frame and the

inertial frame, are defined as shown in Figure 3.2.

(1) Inertial frame (ΣI). Suppose the satellite is orbiting the Earth. The inertial

frame is located at the Center of Mass (CM) of the Earth. Its ZI axis is parallel

to the Earth’s rotation axis, XI axis points towards the Vernal Equinox and the YI

axis completes the right-handed orthogonal coordinate system.

(2) Orbit frame (ΣO). For a planet-orbiting satellite, the reference frame is defined

as the orbit frame, in which the deploying satellite is to be attitude-stabilized. The

origin of ΣO is located at the CM of the satellite and moves together with the

spacecraft. The XO axis is in the orbit plane and aligns with direction of the

satellite velocity. The ZO axis points towards the nadir. The YO axis is normal to

the orbit plane and completes a three-axis right-handed orthogonal system.

(3) Body frame (ΣB). The body frame is chosen according to the physical features

of the satellite. Its origin is also located at the CM of the satellite but its axes

are fixed with the satellite body, each of which is defined to make it close to the

corresponding orbit axis, as shown in Figure 3.2. The coordinate axes are aligned

with satellite principle inertia axes.

Frame transformations are needed when expressing variables in different frames.

Throughout this chapter, terms with left superscript a{·}, o{·} and b{·} represent
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XI
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Planet

Orbit
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Figure 3.2: Definition of Coordinate Frames

variables expressed in the inertial frame, the orbit frame and the body frame,

respectively. Let oωio be the orbit angular velocity and bωob be the angular velocity

of the satellite with respect to (w.r.t.) the orbit frame. Then the inertial angular

velocity of the satellite bω takes the form,

bω = bωob +Rb
o

oωio, (3.1)

where Rb
o represents the rotation matrix from the orbit frame to the body frame.

Assume the satellite is in a circular orbit. Then the orbit angular velocity ωo is

constant and oωio = [0,−ωo, 0]
T according to the orbit frame definition.

3.2.2 Satellite Kinematics

Euler angles, quaternion parameters, Rodrigues Parameters (RP) and Modified

Rodrigues Parameters (MRP) [152] are commonly used to describe the attitude of a

spacecraft. These attitude representations can transform to each other in that the

spacecraft attitude is uniquely determined. Quaternions show non-singular behavior

compared with Euler angles and relieve tedious calculations compared with RP or

MRP. Hence, quaternions are selected to represent the satellite attitude in kinematic

equations as follows.

q̇B =




ε̇

η̇


 =

1

2



ηI3 + S(ε)

−εT


 bωob, (3.2)
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where qB is the quaternion and qB = [qb1, qb2, qb3, qb4]
T ; ε is a vector component of

qB and ε = [qb1, qb2, qb3]
T ; η is the scalar component of qB and η = qb4; I3 ∈ R3×3

is an identity matrix. Based on the derivation of quaternion parameters [152],

the elements of qB are restricted by εTε + η2 = 1. Let ε̇ =
1

2
Ξ(qB)

bωob =

1

2
[ηI3 + S(ε)] bωob for convenience. The notation S(ε) indicates a skew-symmetric

matrix such that

ε× = S(ε) =




0 −qb3 qb2

qb3 0 −qb1

−qb2 qb1 0



. (3.3)

The notation S(·) is used throughout the work to represent a skew-symmetric

matrix with a formula similar to (3.3). Using quaternion parameters, Rb
o in (3.1) is

expressed as [153],

Rb
o = Rb

o(qB) = (η2 − εTε)I3 + 2εεT − 2ηS(ε). (3.4)

3.2.3 Satellite Dynamics

Before introducing satellite dynamics, the type of actuators which provide attitude

control torques needs to be considered in that different producing torques may result

in different dynamic models for the spacecraft. Two means of producing torques

for the attitude control of a spacecraft are typically used: reaction forces/torques

generated by thrusters and control torques generated by momentum exchange

devices. Though thrusters can provide unbounded torques, smooth control is

unachievable due to the inherent impulsive nature [139]. Besides, thrusters consume

limited on-board fuel and may induce contamination to on-board equipment.

The second option reorients the spacecraft by transferring the undesired angular

momentum of the satellite body to the internal momentum exchange devices,

such as momentum wheels, Control Momentum Gyros (CMGs) and RWs, without

changing the momentum of the entire system (satellite body plus momentum

exchange devices). Momentum wheels primarily provide momentum bias necessary

for attitude stability [154]. CMGs allow large torques but are relatively heavy and
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seldom used for ordinary-sized spacecraft. Therefore, RWs are preferred in this

work because they can provide continuous and smooth control torques, leading to

accurate attitude control and moderately fast maneuvers.

The deploying satellite is modeled as a rigid body with its deployment process

represented by an inertia matrix that changes with time. This inertia change due to

the opening clamshell is discussed later in Section 3.2.4. As RWs generate internal

torques, the control torques must be obtained from the RWs’ momentum instead

of simply applying an external torque which is the case when using thrusters. The

dynamic equation can be derived from the Newton-Euler formulation as,

ḢB + ω ×HB = T +D, (3.5)

where T is the external control torque; D represents bounded disturbances; HB is

the total angular momentum of the spacecraft with respect to origin of the inertial

frame and includes two parts: angular momentum of the satellite body and angular

momentum of the RWs, expressed by

HB =

(
J −

Nw∑

i=1

Jwi

)
ω +

Nw∑

i=1

Jwi (Ωi + ω) , i = 1, 2, · · · , Nw, (3.6)

where J and Jwi represent the inertia matrix of the entire spacecraft and the ith RW,

respectively; Nw is the number of RWs; Ωi is the reaction-wheel angular velocity

w.r.t. the satellite. All non-scalar variables in (3.5) are expressed in the body

frame. Specifically, Jwi and Ωi are transformed from reaction-wheel-frame values

wJwi and wΩi which are known a prior or can be directly measured, as Jwi =

Rb
wi

wJwi

(
Rb

wi

)T
andΩi = Rb

wi
wΩi, whereR

b
wi denotes transformation matrix from

the ith reaction-wheel frame to the body frame and depends on the configuration of

the reaction-wheel group. Substitution of (3.6) into (3.5) returns

(
J −

Nw∑

i=1

Jwi

)
ω̇ +

Nw∑

i=1

Jwi

(
Ω̇i + ω̇

)
+ J̇ω+

ω ×
[(

J −
Nw∑

i=1

Jwi

)
ω + Jwi (Ωi + ω)

]
= D.

(3.7)
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Let τB =
Nw∑
i=1

JwiΩ̇i represent body axes’ control torques and U = −τB−ω×
∫
τBdt.

Then the dynamic equation can be rewritten as,

Jω̇ + J̇ω + ω × Jω = U +D. (3.8)

3.2.4 Inertia of a Deploying Satellite

During the deployment of a satellite, its inertia matrix undergoes substantial change,

which results in a non-negligible term with J̇ in (3.8). The inertia change may cause

the attitude of the satellite to deviate from its desired value and must be considered

when designing an attitude controller. These large changes in inertia experienced by

a satellite as it deploys itself in orbit are represented by the opening of a clamshell

arrangement. This arrangement is chosen for simplicity as well as the fact that the

changes in inertia are large when compared with the inertia of the “reference” half

or base.

It is assumed that the body frame is aligned with the direction of principal inertia

axes of the “reference” half satellite all the time, as shown in Figure 3.3. The inertia

matrix of the entire spacecraft w.r.t. the changing CM is calculated based on a

rough geometric feature of the deploying spacecraft by following steps: (1) Derive

the inertia matrix of each half of the satellite w.r.t. CM of the entire spacecraft

using Parallel Axis Theorem; (2) Transform the inertia matrix to the body frame;

(4) Sum the inertia of each half. Details can be found in Appendix A.2.

XB1XB1

YB1YB1

ZB1

ZB1

XB

XB

YB

YB

ZB

ZB

XB2

XB2

YB2

YB2

ZB2

ZB2

δ̄s

ΣB Body coordinate

ΣB1 Reference half coordinate
ΣB2 Trailing half coordinate

CM of entire spacecraft ΣB2

ΣB

ΣB1

Reference halfReference half

Trailing half

Trailing

half

Figure 3.3: Satellite coordinate system
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Since additional margin will be added to verify controller robustness, it is not

necessary to get an accurate value of the inertia matrix. To simplify the derivation

of the actual inertia matrix, the deploying angle δ̄s is considered as a variable which

is proportional to time, i.e. the deploying rate is constant. As a result, the inertia

matrix is not differentiable at the beginning and end of the deployment, which

is not desirable since J̇ appears in the dynamic equation (3.8). Thus, a curve

fitting technique is adopted to approximate the calculated inertia components, which

yields smooth and differentiable functions. The final derived inertia components are

presented in Figure 3.8 with solid lines.

3.2.5 Model of Disturbance Torques

The attitude system must be capable of overcoming the environmental disturbance

torques that may cause the spacecraft to deviate from its desired attitude.

Disturbance torques on a spacecraft mainly include aerodynamic torque,

gravity-gradient torque, magnetic torque and solar radiation pressure torque. A

detailed description of these orbit perturbations can be found in [155]. Since

the large spacecraft cruises in Low-Earth Orbit (LEO), aerodynamic torque

and gravity-gradient torque are taken into account as main disturbance torques

neglecting other perturbations which are much smaller. The magnetic torque is

considered as an external torque to provide unloading torques for the RWs, as

described in Section 3.3.3.

Aerodynamic torque is generated by the interaction between the residual

atmosphere in LEO with the spacecraft. It is a strong environmental disturbance

torque for LEO spacecraft. The aerodynamic torque is given as,

τa = Ca × Fa, (3.9)

where Fa is the total aerodynamic force acting on the satellite and Ca is the position

vector of the center of pressure about the CM of the satellite. Fa and Ca can be
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computed by,

Fa = −ρav2v̂
∫

swa

n · v dS,

Ca =

∫
swa

ρ (n · v) dS∫
swa

(n · v) dS
, (3.10)

where ρa is the atmospheric density; v is the relative velocity between the orbital

velocity of the spacecraft and the velocity of the atmosphere which rotates at

approximately the same rate as the earth itself, and v̂ is a unit vector along the

direction of v; S =
∫
swa

n · v dS is the wetted area (area facing the flow, given by

n · v ≥ 0) with n representing surface outward normal; ρ is the position of the

acting torque on dS from the spacecraft mass center. All quantities in (3.10) are

expressed in the body frame. Since aerodynamic torques depend on the spacecraft

configuration, a detailed derivation of aerodynamic torques for the deploying satellite

is presented in Appendix A.3 based on the simplified geometric features of the

spacecraft.

The Earth’s gravitational force is not constant but decreases quadratically with

increasing distance from the Earth’s center. This gravity-gradient produces a torque

due to variation of the Earths gravitational force over the satellite body. The

gravity-gradient torque is given by,

τg = 3ω2
o

bue × (J bue), (3.11)

where bue is the unit vector from the spacecraft CM to nadir and bue = Rb
o
oue with

oue = [0, 0, 1]T . Then the dominant disturbance torques suffered by the satellite

become D = τa + τg.

3.3 Control and Magnetic Unloading of the

Reaction Wheel

According to the principle of conservation of angular momentum, an accelerating

RW applies a reaction torque to the satellite in the opposite direction around its
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rotational axis. Though RW can provide smooth and precise control torque of

the order of 0.05 − 2 Nm [139], technically, such a device has torque and velocity

limitations. When designing an attitude controller for the satellite, these limitations

must be taken into consideration. In this section, the desired reaction-wheel control

torques are derived based on the configuration of the reaction-wheel group. Then a

current feedback controller is designed to get fast and accurate actual control torque

for each RW. Momentum dumping is discussed to remove excess momentum of the

RW to a predetermined limiting value.

3.3.1 Configuration of the Reaction Wheels

Three orthogonally mounted RWs, with each one’s rotational axis parallel to one

axis of the body frame, make up the simplest cluster to provide attitude control

torques. But for the sake of redundancy, four or more RWs are always employed

[156]. A commonly used pyramid-type configuration [157] is adopted to set up the

reaction-wheel group and provide full 3-axis control with redundancy. Figure 3.4 (a)

illustrates the configuration of one RW in the body frame. In the figure, αwi

represents the angle between the spin axis of the ith RW and the roll-yaw (XB−ZB)

plane, and βwi represents the angle between the spin axis of the ith RW and ZB axis.

Set αw1 = αw2 = αw3 = αw4 = 45◦ and βw1 = βw2 = βw3 = βw4 = 54.74◦.

Since sinβwisinαwi = sinβwicosαwi = cosβwi, i = 1, 2, 3, 4, RW torques are

symmetrically distributed to each body axis. The configuration of the RWs is shown

in Figure 3.4 (b).

As mentioned in Section 3.2.3, components of τB represent control torques along

three axes of the body frame. To transform between τB and actual reaction-wheel

control torques τw, configuration matrix of the reaction-wheel cluster Aw is defined

as,

Aw =




cosαwsinβw −cosαwsinβw −cosαwsinβw cosαwsinβw

sinαwsinβw sinαwsinβw −sinαwsinβw −sinαwsinβw

cosβw cosβw cosβw cosβw



.
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XB

YB

ZB

αwi

βwi

Reaction

Wheel i

(a)

XB

YB

ZB

RW1
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RW4

(b)

Figure 3.4: Configuration of the Reaction Wheels: (a) configuration of the i
th RW in the

body frame, and (b) pyramid-type configuration of the RWs.

Each component of the column vector of Aw denotes RW torque contribution

to XB−, YB−, and ZB− axis, respectively, indicating that τB is originated from

RW torques τw by τB = Aw τw. Inversely, the desired torques for RWs can be

determined by multiplying the desired torques for three axes of the body frame with

pseudo-inverse of the configuration matrix A+
w as,

τw = A+
wτB. (3.12)

3.3.2 Reaction-Wheel Torque Control

Control torque saturation may occur in practical satellite regulation maneuvers.

Therefore, the model of an armature controlled DC (Direct Current) motor which

dominates the dynamics of the RW drive system is introduced and a controller to get

accurate desired RW torques is designed based on the motor model. A saturation

block of the input voltage for each RW is added in simulation studies.

The Laplace transform equation of the motor is given by [158],

Im(s) =
−kmeΩm(s) + Vm(s)

Lms+Rm

,

Ωm(s) =
kmtIm(s)− TL(s)

Jms+Bm
,

(3.13)

where Im is armature current; Vm is the input voltage, Rm is the resistance; Lm
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is the inductance of armature coil; kmt and kme represent the torque and velocity

constants, respectively; Ωm is the angular velocity of the motor and the RW attached

to it; Jm is the equivalent inertia of the motor; Bm is the damping coefficient and

set to be zero in this work; TL represents the load torque and is zero as well in our

case.

Since the reaction-wheel control torque is proportional to the motor current, the

motor model is presented to illustrate the relationship between armature current

and other electrical elements directly. By adding a feedback path from the motor

current, the desired reaction-wheel control torque is compared with the actual output

torque. Subsequently, a Proportional-Integral (PI) compensator is added to reduce

the settling time and oscillations of the RW torque. The block diagram of this

current feedback control system is shown in Figure 3.5.

kt1t1s+1
t1s

· t2s+1
t2s

1
Lms+Rm

kmt

kmt

kmt

kme
1

Jms+Bm

Vsat Im

Te

TL

Ωm

ACR Saturation

τwc τwa

Figure 3.5: Current feedback control of the reaction-wheel torques.

3.3.3 Magnetic Unloading of the Reaction Wheel

The external disturbances can induce accumulation of angular momentum in the

RWs. As a result, the RWs will reach their speed limit and finally fail to provide

required torques without a momentum-dump maneuver. Two primary hardware

items used to dump the RWs are magnetic torque rods and reaction thrusters. For

the first option, onboard magnetic coils are used to interact with Earth’s magnetic

field and accordingly produce a counter torque for the spacecraft platform to realize

RW unloading. The basic control equation for momentum unloading is

τu = −KM∆H̄ = M̄ × B̄, (3.14)
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where τu denotes the required unloading torque generated by magnetic coils; KM

is the unloading control gain; ∆H̄ = Aw

(
H̄ − H̄N

)
is the excessive angular

momentum with H̄N and H̄ representing the desired nominal values and actual

values of RW angular momentum, respectively; M̄ is the desired magnetic moment

vector generated by coils; B̄ is the intensity of local Earth’s magnetic field. Though

the magnetic dipole model [159] is approximate and may introduce simulation errors,

it is widely used in the design phase to calculate the intensity of Earth’s magnetic

field B̄ as,

oB̄ =
µ̄

R3




−sin(io)cos(ωoto)

cos(io)

−2sin(io)sin(ωoto)



, (3.15)

where µ̄ is the Earth’s dipole constant (µ̄ = 7.9× 1015 Tm3 ); R is the radius of the

orbit; io is the orbit inclination; to is the cruise time from ascending node. B̄ should

be transformed to the body frame by bB̄ = Rb
o

oB̄.

Suppose the control magnetic dipole vector is perpendicular to Earth’s magnetic

field. The required magnetic moments can be expressed by,

M̄ = −KM

B̄2

(
B̄ ×∆H̄

)
. (3.16)

Substituting (3.16) into (3.14), the unloading torque is given by,

τu = −KM

B̄2

[
B̄2∆H̄ − B̄

(
B̄ ·∆H̄

)]
. (3.17)

In (3.17), ∆H̄ is obtained by measuring the RWs’ angular velocities and then

transforming the excess RW angular momentum in the reaction-wheel frame into

the body frame; KM is obtained by trial and error to satisfy acceptable excess

momentum and control moments.

It is worth mentioning that only a certain level of excess angular momentum can

be unloaded using magnetic coils in low Earth orbits (the magnetic field is weak

in geostationary orbit); for larger excess angular momentum, reaction thrusters are

needed to dump the RWs.
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3.4 Twisting Algorithm Attitude Controller

One of the prominent features of a deploying satellite is that it undergoes substantial

inertia change, which brings heavy parameter uncertainty conditions for its attitude

control. Sliding Mode Control (SMC) performs well in the presence of parametric

uncertainties as well as internal and/or external disturbances and thus is especially

applicable to this problem. Though first-order SMC can achieve performance with

high accuracy, it induces high control activity which may excite vibration modes of

the satellite structure and is undesirable for reaction-wheel control. Boundary layer

is a popular approach to eliminate the chattering effect by changing the dynamics

in a small vicinity of the sliding surface. But this modification loses the ultimate

accuracy. Higher Order Sliding Mode Control (HOSMC) is developed to avoid

high control activity by attaching the switching control to higher-order derivatives

of actual actuator control torques [160] and can provide better accuracy than

first-order SMC. In particular, the second-order SMC is widely used in the practical

implementation due to potential availability of higher-order time derivatives of the

sliding variable.

Section 3.4.1 presents the basic theory of conventional SMC. Then in the

following sections, a Twisting-Algorithm-based Sliding Mode Controller (TASMC),

which is considered to belong to the second-order SMC class, is developed to regulate

the attitude of a deploying spacecraft using electrically-powered RWs. The design

procedure of TASMC consists of two stages. Section 3.4.2 introduces the first stage,

that is selecting sliding surfaces such that errors of the control variables will converge

to the origin once arriving on the sliding manifolds in the error phase plane. For the

second stage, the control law is developed in Section 3.4.3 to enforce sliding mode

to reach the selected surfaces.

3.4.1 Sliding Mode Control

The overall scheme of SMC includes two phases and can be analyzed in the phase

plane. For the first phase, i.e. the reaching phase, the system state error moves from

an arbitrary initial point to a point on a predefined sliding surface at finite time.
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Once it is reached, the trajectories are sliding along this surface and the convergence

phase starts. For the convergence phase, the error dynamics is determined by the

selected sliding surface and is insensitive to system uncertainties, resulting in state

error convergence to the origin along the sliding surface. To illustrate the concepts

of SMC, a simple second order system is presented as an example, of which the

dynamic equation is

ẍ = u+ f(t), (3.18)

where x is the system state; u is the control input; f(t) is the bounded dynamics.

Theorem 3.1 Under the admissible control law, u = −M sgn(s)− cẋ, the system

will reach and maintain at the sliding surface s = ẋ+ cx = 0. M and c are positive

constants, M > |f(t)|. The sign function sgn in the control law is defined as,

sgn(s) =





−1 for s < 0,

0 for s = 0,

1 for s > 0.

(3.19)

Proof Define Lyapunov function V =
1

2
sT s. The reachability condition to sliding

surface should be V̇ = sṡ < 0. Applying the system dynamic equation (3.18), the

derivative of s is

ṡ = ẍ+ cẋ = u+ f(t) + cẋ. (3.20)

Substitution of (3.20) and u = −M sgn(s)− cẋ into V̇ returns

V̇ = sṡ = s [u+ f(t) + cẋ]

= s [−M sgn(s)− cẋ+ f(t) + cẋ]

≤ −M |s|+|f(t)| |s|< −M |s|+M |s|= 0.

(3.21)

Therefore, the control law drives the trajectory towards to the sliding surface. V̇ = 0

holds only when s = 0, which implies that once the sliding surface is reached, the

trajectory will maintain on this surface. When the trajectory slides on the selecting

surface, i.e. s = ẋ+x ≡ 0 which is a first-order constant linear differential equation,
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it subsequently converges to the origin.

x

ẋ
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s = 0
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Convergence
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Figure 3.6: Phase plane of the second-order system.

Figure 3.6 shows the system behavior on the phase plane. At the switching line,

the augmented term −M sgn(s) in the control law changes its sign and undergoes

discontinuities. Practically, the imperfections of switching devices, such as a small

delay [161], will induce high-frequency oscillations. Therefore, the state trajectories

are actually confined to the vicinity of the switching line, of which the section is

called the sliding manifold.

3.4.2 Sliding Surface

Before deriving the control law, the sliding surface is selected to deliver desired

error dynamics in accordance with system performance. Assuming that during the

satellite deployment, it is required to achieve and maintain an attitude at which the

body frame is aligned with the orbit frame. Choose a set of sliding surfaces as,

s = ωob +Λε, (3.22)

where s is a vector, i.e. s = [sx, sy, sz]
T ; ωob represents the relative angular velocity

between the body frame and the orbit frame which is expressed in the body frame

here and afterwards; Λ ∈ R3×3 is a constant symmetric positive-definite matrix.

Theorem 3.2 On the condition that the sliding surface given by (3.22) is satisfied

by the proposed control law, the spacecraft attitude converges to the desired values
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which enforce the body frame in alignment with the orbit frame. That is if lim
t→∞

s =

0, then lim
t→∞

qB = [0 0 0 1]T and lim
t→∞

ωob = 0.

Proof Select the Lyapunov function as,

V = εTε+ (1− η)2 = 2(1− η) ≥ 0. (3.23)

Applying η̇ from the spacecraft kinematic equation (3.2) and substituting ωob =

−Λε obtained from s = 0, the derivative of V becomes,

V̇ = −2η̇ = εT ωob = −εTΛε ≤ 0. (3.24)

This implies that ε → 0 and ωob → 0 when s → 0. According to the definition of

quaternion parameters, it yields qB → [0 0 0 1]T , proving that the spacecraft can be

oriented to and maintained at the desired attitude.

3.4.3 Attitude Regulation by Twisting Algorithm

RWs cannot operate with inputs derived from conventional first-order SMC due to

the chattering effect. Without losing the superiority of suppressing the effects of

system uncertainties, HOSMC based on twisting algorithm [161] can counteract the

high-frequency oscillations by inserting a dynamic block, i.e. an integrator, between

the system input and the discontinuous control as,

u̇ = v, (3.25)

where v is a new introduced discontinuous input dependent on the sliding surface

and the derivative of the sliding surface which is assumed to be available. This

discontinuous control input should enforce the sliding mode. The actual system

input u which is integrated from v becomes continuous and no chattering effect will

be induced.

Define a set of sliding surfaces using vector s. Consider the formation

s̈ = F (x, t,u)− P0 sgn(s)− P1 sgn(ṡ), (3.26)
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where x represents system states; t denotes time; F (x, t,u) is a bounded function

and ||F (x, t,u)||≤ F0, F0 is a vector with positive components.

Theorem 3.3 For (3.26), if P1 > F0, P0 > P1 + F0, the system converges to the

origin in (s, ṡ) subspace, that is s→ 0 and ṡ→ 0.

Proof Consider the Lyapunov function [161]

V = 2

√
1

2
ṡ2 + P0|s|. (3.27)

By substituting (3.26), the time derivative of V becomes,

V̇ =
ṡs̈+ P0ṡ sgn(s)√

1

2
ṡ2 + P0|s|

=
ṡ [s̈+ P0 sgn(s)]√

1

2
ṡ2 + P0|s|

=
ṡ [F − P1 sgn(ṡ)]√

1

2
ṡ2 + P0|s|

=
ṡF − P1|ṡ|√
1

2
ṡ2 + P0|s|

≤ |F | |ṡ|−P1|ṡ|√
1

2
ṡ2 + P0|s|

≤ (F0 − P1)|ṡ|√
1

2
ṡ2 + P0|s|

.

(3.28)

It can be inferred from (3.26) that ṡ = 0 and s 6= 0 lead to s̈ 6= 0, which implies

ṡ = 0 cannot maintain for finite time interval if s 6= 0. Therefore, V̇ < 0 holds for

trajectories not located on the origin. This demonstrates that the system motion is

asymptotically stable in the subspace (s, ṡ) and will converge to the origin after a

certain time.

Apparently, s cannot stay at zero if ṡ 6= 0. Combining above discussions, it can

be concluded that s and ṡ cannot remain sign-constant and they have interlacing

zeros [161], as shown in Figure 3.7, which illustrates the underlying meaning of

“twisting algorithm”. Once arriving the origin, s and ṡ will stay at zero and the

second order sliding mode starts.

Now the derivation of the second derivative of the sliding vector based on

spacecraft kinematic and dynamic equations are given. By differentiating s defined

in (3.22) twice, s̈ is obtained as,

s̈ = ω̈ob +Λε̈. (3.29)
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o si

ṡi

Figure 3.7: Phase portrait of twisting algorithm

Differentiating ε̇ =
1

2
Ξ(qB) ωob and replacing ε̈ of (3.29) with the resulted expression

returns,

s̈ = ω̈ob +
1

2
Λ[Ξ̇(qB)ωob +Ξ(qB)ω̇ob]. (3.30)

ω̈ob can be derived from (3.1) and (3.8) as,

ω̈ob = J−1U̇ + J−1Ḋ + J−1F1(x, t)− J−1J̇ ω̇ − J−1J̈ω − J−1J̇ ω̇ob, (3.31)

where F1(x, t) =
(
−JṘb

o
oωio − S(ω)Jω

)
′

. Substitution of (3.31) into (3.30)

yields,

s̈ =J−1U̇ + J−1Ḋ + J−1F1(x, t)− J−1J̇ ω̇

− J−1J̈ω − J−1J̇ω̇ob +
1

2
Λ
[
Ξ̇(qB)ωob +Ξ(qB)ω̇ob

]
.

(3.32)

Let U̇ = v, v = −M0 sgn(s)−M1 sgn(ṡ), where M0 and M1 are vectors with

positive components, and

s̈ = F2(x, t)− J−1M0sgn(s)− J−1M1 sgn(ṡ), (3.33)

where F2(x, t) = J−1F1(x, t) − J−1J̇ ω̇ob − J−1J̈ω − J−1J̇ ω̇ + J−1Ḋ +
1

2
Λ
[
Ξ̇(qB)ωob +Ξ(qB)ω̇ob

]
and ||F2(x, t)||≤ F̄ . As stated in Theorem 3.3, to

achieve the sliding mode, M0 and M1 must satisfy the following conditions

M1 > JF̄ , M0 > JF̄ +M1. (3.34)
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3.4. Twisting Algorithm Attitude Controller

Note that in a physical system such as a satellite, all elements of the inertia

matrix are bounded. Further according to (3.32), every element of the inertia matrix

must have bounded first and second derivatives to ensure complete control. The

upper bound of JF2 is

(JF2)max =||Ṡ(ω)|| ||Ĵ || ||ω||+||S(ω)|| Jd ||ω||+||S(ω)|| ||Ĵ || ||ω̇||

+
(
Jd ||Ṙb

o||+||Ĵ|| ||R̈b
o||
)
||oωio||+Jd ||ω̇ob||+Jdd ||ω||+||Ḋ||

+ Jd ||ω̇||+
1

2
||Ĵ || Λ ||Ξ̇(qB)|| ||ωob||+

1

2
||Ĵ || Λ ||Ξ(qB)|| ||ω̇ob||,

(3.35)

where the components of Ĵ , Jd and Jdd are the upper bounds, the bounds of the first

derivative and the bounds of the second derivative for corresponding exact inertia

matrix components respectively - i.e. ||J ||≤ ||Ĵ ||, ||J̇ ||≤ Jd, ||J̈ ||≤ Jdd.

Section 3.2.4 and Appendix A.2 have addressed the method to get an

approximate value of J , which can be used in the dynamic model for simulation.

Practically, the satellite inertia matrix can be more easily obtained for the fully

stowed or deployed structure. However, during the simplified deployment process

or even more complicated robot on-orbit assembly operations, it may be difficult

to calculate inertia components with sufficient accuracy. Therefore, two different

kinds of Ĵ are considered to be used in the controller. For the first approach, an

additive buffer is introduced between J and Ĵ to avoid unstable orientations owing to

parameter uncertainty. With the assumption that the inertia matrix before and after

the deployment is accurate and the error between J and Ĵ during reconfiguration

does not stay constant, a time-varying additive inertia is used (Figure 3.8). Another

method is simply to take the constant bound of J as Ĵ . The constant bounds for

components of J have been calculated as mentioned above and can be read from

Figure 3.8. Therefore, the components of Ĵ are shown in Table 3.1. The effect

of using time-varying inertia matrix in the controller is investigated via simulation

studies.

A positive constant vector δf is introduced to define M0 and M1 according to

the preceding inequalities (3.34) as,

M1 = JF̄ = (JF2)max + δf , M0 = 2M1. (3.36)
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Figure 3.8: Components of exact inertia matrix (J) and time-varying inertia matrix (Ĵ)

Table 3.1: Constant components of Ĵ as used in the controller

component Ĵxx Ĵyy Ĵzz Ĵxy Ĵxz Ĵyz

value(×104 kgm2) 2.8168 5.4665 4.8620 0 −1.2477 0

The control torque can be subsequently derived by

U =

∫
v dt =

∫
{−M0 sgn(s)−M1 sgn(ṡ)} dt. (3.37)

The block diagram for the control structure is shown in Figure 3.9. As shown in the

figure, the attitude and angular velocity of the spacecraft are measured. In addition,

the deploying angle is measured so as to estimate the value of the inertia matrix.

deploying spacecraft

sliding surface

time-varying 

inertia matrix 

Figure 3.9: Block diagram of the control structure
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3.5. Smoothed Quasi-Continuous Second-Order SMC

3.5 Smoothed Quasi-Continuous Second-Order

SMC

In literature [151], the authors compared different types of sliding mode controllers

for spacecraft-attitude-tracking maneuvers, including Smoothing Model-Reference

SMC (SMRSMC) [162], Smoothed Quasi-Continuous Second-Order SMC (SQC2S)

and Quasi-Continuous Third-Order SMC (QC3S) [163]. Simulation results have

shown that SQC2S can deliver shortest settling times as well as relatively smooth

control torques compared with SMRSMC and QC3S. Thus, SQC2S is chosen to

apply to the spacecraft model and make a comparison with the controller proposed

in Section 3.4.

The sliding surfaces are selected the same form of the sliding vector chosen for

TASMC as,

s̄ = ωob + Λ̄ε, (3.38)

where s̄ = [s̄1, s̄2, s̄3]
T ; Λ̄ ∈ R3×3 is a constant symmetric positive-definite matrix.

According to Theorem 3.2, once the sliding manifold is maintained, the attitude

regulation errors will converge to zero.

Define control torque Ū = [Ū1, Ū2, Ū3]
T . The control law can be given by [151],

Ūi = −ki
˙̄si + |s̄i|1/2 sgn (s̄i)

| ˙̄si|+|s̄i|1/2+ν
, i = 1, 2, 3, (3.39)

where ν is a small positive scalar. ki satisfies the following conditions,





ki >
ψi sgn(s̄i)

(
| ˙̄si|+

√
|s̄i|+ ν

)

˙̄si sgn(s̄i) +
√
|s̄i|

, for ˙̄si sgn(s̄i) +
√
|s̄i| > 0,

ki <
ψi sgn(s̄i)

(
| ˙̄si|+

√
|s̄i|+ ν

)

˙̄si sgn(s̄i) +
√
|s̄i|

, for ˙̄si sgn(s̄i) +
√
|s̄i| < 0,

(3.40)

where i = 1, 2, 3 and Ψ = [ψ1, ψ2, ψ3]
T = D −S(ω)Jω − J̇ω − JṘb

o
oωio + JΛ̄ε̇+

(1/2)J̇ s̄.

Theorem 3.4 Under the control law stated in (3.39), the system dynamics reach

and maintain on the sliding surface s̄ = 0 in finite time.
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3.5. Smoothed Quasi-Continuous Second-Order SMC

Proof Define the Lyapunov function as,

V =
1

2
s̄TJs̄. (3.41)

As addressed in Section 3.2.4 and illustrated in Figure 3.8, the inertia matrix of the

deploying satellite is a symmetric matrix and

J =




Jxx 0 Jxz

0 Jyy 0

Jxz 0 Jzz


 ,

with Jxx > 0, Jyy > 0, Jzz > 0, Jxz ≤ 0. Specifically, Jxx > |Jxz|= −Jxz, Jzz >
|Jxz|= −Jxz. On these conditions, the positive property of the Lyapunov function

is proved as follows.

V =
1

2

[
s̄x s̄y s̄z

]



Jxx 0 Jxz

0 Jyy 0

Jxz 0 Jzz







s̄x

s̄y

s̄z




=
1

2

(
Jxxs̄

2
x + Jyys̄

2
y + Jzzs̄

2
z + 2Jxzs̄xs̄z

)

≥ 1

2

[
Jxxs̄

2
x + Jyy s̄

2
y + Jzz s̄

2
z + |Jxz|

(
s̄2x + s̄2z

)]

=
1

2

[
Jyy s̄

2
y + (Jxx − |Jxz|) s̄2x + (Jzz − |Jxz|) s̄2z

]

≥ 0.

(3.42)

V = 0 holds true only when s̄ = 0. The first derivative of V can be written as,

V̇ =
1

2
s̄T J̇ s̄+

1

2
˙̄s
T
Js̄+

1

2
s̄TJ ˙̄s = s̄T

(
1

2
J̇ s̄+ J ˙̄s

)
. (3.43)

˙̄s is derived using (3.1), (3.2) and (3.8) as,

˙̄s = ω̇ob + Λ̄ε̇ = J−1
[
U +D − S(ω)Jω − J̇ω

]
− Ṙb

o
oωio + Λ̄ε̇. (3.44)
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3.5. Smoothed Quasi-Continuous Second-Order SMC

Substitution of ˙̄s and the control law (3.39) into (3.44) returns,

V̇ = s̄T
[
1

2
J̇ s̄+ Ū +D − S(ω)Jω − J̇ω − JṘb

o
oωio + JΛ̄ε̇

]

=

3∑

i=1

s̄i

[
ψi − ki

˙̄si + |s̄i|1/2 sgn(s̄i)

| ˙̄si|+|s̄i|1/2+ν

]

=

3∑

i=1

|s̄i|
[
ψi sgn(s̄i)− ki

˙̄si sgn(s̄i) + |s̄i|1/2
| ˙̄si|+|s̄i|1/2+ν

]
(3.45)

The conditions of ki listed in (3.40) can yield

ψi sgn(s̄i)− ki
˙̄si sgn(s̄i) + |s̄i|1/2
| ˙̄si|+|s̄i|1/2+ν

< 0, (3.46)

which ensures V̇ < 0 when ˙̄si sgn(s̄i) +
√
|s̄i| 6= 0. If ˙̄si sgn(s̄i) +

√
|s̄i| = 0 does not

hold for a finite time, the conditions of ki are used. If ˙̄si sgn(s̄i) +
√
|s̄i| ≡ 0, the

following equations are obtained,

˙̄si =




−√s̄i, for s̄i > 0,
√−s̄i, for s̄i ≤ 0,

(3.47)

which indicates the system motion converges to the origin in the (s̄i, ˙̄si) plane along

a parabola trajectory in the second quadrant or the fourth quadrant, as shown in

Figure 3.10.

Hence, according to the above discussions, the system is asymptotically stable.

Once the sliding surfaces s̄ = 0 are reached, the system will slide along the surfaces.

Set





ki =
(Ψmax)i

(
| ˙̄si|+

√
|s̄i|+ ν

)

˙̄si sgn(s̄i) +
√
|s̄i|

+ δ̄i, for ˙̄si sgn(s̄i) +
√
|s̄i| > 0,

ki =
(Ψmax)i

(
| ˙̄si|+

√
|s̄i|+ ν

)

˙̄si sgn(s̄i) +
√
|s̄i|

− δ̄i, for ˙̄si sgn(s̄i) +
√
|s̄i| < 0,

(3.48)

with a small positive scalar δ̄i, which can satisfy the inequalities of (3.40). The
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o
˙̄s2i = −s̄i

˙̄s2i = s̄i

s̄i

˙̄si

Figure 3.10: Trajectory of system dynamics for ˙̄si sgn(s̄i) +
√
|s̄i| ≡ 0

upper bound of Ψ is obtained as,

Ψmax ≤||Ψ||= ||D||+||S(ω)|| ||J || ||ω||+||J || ||Ṙb
o|| ||oωio||+||J̇ || ||ω||

+ ||J || Λ̄ ||ε̇||+1

2
||J̇ ||(ωob + Λ̄ε),

(3.49)

Replacing Ψmax with ||Ψ|| in (3.48) for the simulation model guarantees the system

stability.

3.6 Simulation

The orbit in which the spacecraft is cruising determines the orbit angular velocity

and environmental disturbance torques. Therefore, the orbital parameters are given

in Table 3.3. An initial attitude error represented by Euler angles is defined as

[φ0, θ0, ψ0] = [5◦, 3◦,−5◦]T . The satellite implements its deployment from t = 0 to

t = 4000s (≈ 0.71 orbit period). Saturated voltage for the RW-attached motor

is Vmax = 12 V. For simulation models based on different control strategies, a

same time-varying inertia matrix calculated in Section 3.2.4 and Appendix A.1 is

used in the dynamic model to simulate the situation that the spacecraft unfolds

itself. Dominant environmental disturbance torques, i.e. gravity gradient torque and

aerodynamic torques calculated as in Section 3.2.5, are applied to the spacecraft.

Torque saturation and magnetic unloading of the RWs, as presented in Section 3.3,

are taken into account in the simulation model. Motor specifications included in
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3.6. Simulation

Table 3.2: Specifications of motor

Parameter Value Parameter Value

Resistance R, Ω 1.3 Inductance L, mH 0.1
Damping coefficient B,

Ns/m
0 Load torque TL, N 0

Torque constant kmt,
Nm/A

0.031
Velocity constant kme,

V/rad/s
0.031

Moment of inertia
Jm, kg ·m2 3.67×10−3 Maximum motor

voltage, V
12

Table 3.3: Orbit parameters

Inclination
io, degrees

Altitude
ho, km

Right Ascension
Ωo, degrees

Period
To, s

Orbital Angular
Rate ωo, rad/s

83 470 15.7 5670 0.0011

Figure 3.5 are listed in Table 3.2. Finally, the magnetic unloading control gain

KM (see (3.17)) is determined as KM = 0.001 by trial and error, which keeps the

accumulated angular momentum of RWs within |H̄i|≤ 30 Nms and ensures limited

magnetic moments |M̄i|≤ 400 Am2, as shown in Figure 3.11.
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Figure 3.11: Accumulated RW angular momentum and magnetic moments

Different kinds of controllers have been tested and compared to regulate the

deploying satellite to its desired orientation. The simulation mainly comprises three

parts: 1) Comparison between conventional first order SMC and Twisting-Algorithm

-based SMC (TASMC, constant inertia matrix is used in the controller, the constant

components are listed in Table 3.1); 2) Comparison between Constant Inertia
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3.6. Simulation

Matrix -based TASMC (CIMSMC) and Time-Varying Inertia Matrix -based TASMC

(TVIMSMC); 3) Comparison between TASMC and SQC2S proposed in [151]. All

the simulations are based on the same conditions previously mentioned.

The strategy to save energy always plays an important role in space missions

due to limited onboard fuel or valuable electrical energy transformed from solar

energy and thus energy consumption of RWs is calculated and compared. Attitude

regulation errors, angular velocity of the satellite, RW control torques and total

energy consumption of each RW under different controllers are shown in Figure 3.12

- Figure 3.15.

First, conventional SMC and TASMC with constant inertia matrix (CIMSMC)

are compared. Figure 3.12 (a), (b) and Figure 3.13 (a), (b) show that both controllers

achieve steady state in the controlled variables. However, the control torques based

on conventional first-order SMC (Figure 3.14 (a)) exhibit unacceptable chattering

while the control torques based on CIMSMC (Figure 3.14 (b)) are continuous and

smooth. As shown in Figure 3.15 (a) and Figure 3.15 (b), the RWs based on

conventional SMC consumes much more energy due to high-frequency switching

of the control signal. This level of energy drain is undoubtedly undesirable.

As referred to Section 3.4, whether it is necessary to use a time-varying inertia

matrix in the controller is examined using simulations, for there is a substantial

inertia change which can reach the amplitude of 104 kgm2 during the deployment

process. For CIMSMC, the constant bound of satellite inertia matrix Ĵ is used in the

controller, of which the components are listed in Table 3.1. Instead, for TVIMSMC,

a time-varying inertia matrix, which has an additive surplus to the actual satellite

inertia matrix as shown in Figure 3.8, is used in the controller. Figure 3.12 -

Figure 3.15 (c) present the simulation results under TVIMSMC. Compared with

the performance of CIMSMC (Figure 3.12 - Figure 3.15 (b)), TVIMSMC achieves

regulation of the satellite to the steady state during deployment subjected to initial

deviations as well as external disturbances, without a significant difference between

the two. Therefore, a constant bound of the satellite inertia matrix can be used in

the sliding mode controller instead of a time-varying inertia matrix, even when the

satellite undergoes substantial inertia change during its deployment. In this respect,
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the robustness of SMC to uncertainty parameters is well-demonstrated.

The performance of SQC2S and TASMC (CIMSMC) can now be compared. For

SQC2S as described in Section 3.5, the selection of ν is very important. It should

not be set too small because the smooth properties of SQC2S will be lost and the

controller becomes essentially Quasi-Continuous Second-Order SMC (QC2S) [151].

Set ν = 0.1 after simulating the program with various values. In the expressions of

sliding surfaces, the positive matrix Λ of CIMSMC in (3.22) is set the same value

as Λ̄ of SQC2S in (3.38) with Λi = Λ̄i = 0.1, i = 1, 2, 3. The additional buffer δ̄i in

equation (3.48) has an important effect on the performance of SQC2S. When it is set

to be a smaller value, smooth control torques can be achieved resulting in degraded

state errors during the regulation, as illustrated in Figure 3.12 - Figure 3.14 (d). If it

is set to a large value, state errors get smaller with shorter response times, whereas,

the control torques then do not exhibit smoothness, as illustrated in Figure 3.12 -

Figure 3.14 (e). In contrast to this, the buffer δf in (3.36) does not weigh so much in

the performance of CIMSMC after testing the controller with different values of δf .

As illustrated by Figure 3.12 (b), (d) and Figure 3.15 (b), (d), CIMSMC achieves

faster response when consuming comparable energy as SQC2S. On the other hand,

if the control torques of SQC2S are increased to reduce the settling times to a

comparable level as CIMSMC, as shown in Figure 3.12 (b), (e), the control torques

present undesirable chattering effect and subsequently more energy are consumed,

as shown in Figure 3.14 (e) and Figure 3.15 (e).

3.7 Summary

In this chapter, the problem of maintaining the attitude of a spacecraft during

its on-orbit deployment was discussed. The kinematic model of the spacecraft

was introduced with quaternion parameters representing its attitude. Since

electrical-powered Reaction Wheels (RWs) were selected to generate internal

attitude regulation torques, the dynamic model of the spacecraft was established

based on Newton-Euler method which derived the desired torques for RWs from the

expression of their angular momentum. Practical problems that may be induced
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when using RWs, including torque saturation and speed saturation were analyzed.

A second order Sliding Mode Controller (SMC), i.e. Twisting Algorithm -based

Sliding Mode Controller (TASMC) was developed and applied to the deploying

satellite model. Specifically, two kinds of inertia matrix were discussed which can be

used in the controller - one is an inertia matrix with constant components; the other

is a variable inertia matrix, both of which were designed via calculation of the inertia

change that occurs as a result of the satellite’s structural reconfiguration. Simulation

results have shown that TASMC eliminates the chattering effect of conventional

SMC. Compared with Smoothed Quasi-Continuous Second Order Sliding Mode

Controller (SQC2S), when consuming comparable energy, the proposed controller

delivers smooth control torques which are perfectly practical for the control of RWs,

and is able to steer the satellite to the desired orientation with smaller settling time.

The developed control algorithm lays a firm foundation to further the research to

achieve high accuracy tracking operations.
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(d) SQC2S with smaller δ̄
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Figure 3.12: Attitude regulation errors under different kinds of controllers
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Figure 3.13: Angular velocity of the satellite ωob under different kinds of controllers
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(d) SQC2S with smaller δ̄
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Figure 3.14: Control outputs of the RWs under different kinds of controllers
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(b) CIMSMC
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(d) SQC2S with smaller δ̄
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Figure 3.15: Energy consumption under different kinds of controllers
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Chapter 4

Motion Control of a Space Robot

4.1 Introduction

Previously, in Chapter 3, a simple specific in-space assembly case, that is spacecraft

deployment, was addressed. When extending to a more general on-orbit assembly

mission, sophisticated space structures are assembled using Free-Flying Space

Robots (FFSRs). An FFSR has one or more robotic manipulators mounted on

a base of comparable size. Such a system can perform tasks autonomously or

telerobotically, removing the astronaut’s risky Extra Vehicular Activities (EVA),

reducing costs while at the same time implementing more precise motions. The

scenario of on-orbit construction of a large space structure by robotic teams is

illustrated in Figure 4.1.

One major characteristic of space robots which distinguishes them from

ground-fixed ones is the lack of a fixed base [39]. In the micro-gravity environment,

the approaching motions of the space manipulator to a target induce undesirable

disturbances to the spacecraft base. The disturbances will lead to undesired

change of spacecraft attitude, potentially disrupting communication and solar energy

collection processes as a result. Moreover, the robot end-effector may miss the target

and fail the mission without provision of base motion. Therefore, control of both

the spacecraft attitude and the manipulator motion, which takes coupling effects

between the manipulator and its floating base into account, become essential for

successful space operations.
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4.1. Introduction

Figure 4.1: On-orbit construction of large space structures by robotic teams [164]

This chapter presents a comprehensive dynamic model for a Reaction-Wheel

(RW) actuated space robot and a robust controller that can maintain the attitude

of the spacecraft as required while its manipulator follows the prescribed trajectory.

Note that in the context, robust controller refers to a controller that is not sensitive

to uncertainties. Unlike previous work, this chapter reformulates the dynamic

equation of an FFSR by taking into account the contribution of RWs to the angular

momentum of the entire system when using the law of conservation of momentum.

Given strong nonlinearities and multiple inputs of the system, diagonalization is first

used to transform the strongly coupled problem into multiple single-input problems

by introducing virtual torques. The virtual torques are later solved to obtain actual

RW torques and joint torques. When involving system uncertainties, the defined

virtual torque is accurately associated with the actual torque using nominal value of

the uncertain inertia matrix in order to guarantee the stability of the original system.

Smoothed sliding mode controllers are designed for each single-input system based

on Lyapunov method provided that the bounds of uncertainties can be estimated.

In addition, a novel control method - Adaptive Variable Structure Control

(AVSC) developed in [20], is applied to the space robot model to achieve fast

set-point tracking and spacecraft attitude regulation. Unlike Sliding Mode Control
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4.2. Space Robot Model

(SMC), the AVSC method is able to drive the error states to the origin of the error

phase plane in a parabola-like trajectory rather than restrict them to a predefined

sliding manifold, by tuning the control gain in real time. Such convergence in a

more natural parabolic trajectory reduces the settling time of the system.

The chapter is organized into six sections. Section 4.2 systematically formulates

the kinematic and dynamic equations of an FFSR based on angular momentum

conservation law and Lagrangian dynamics. In Section 4.3, decoupling of this

Multiple-Input Multiple-Output (MIMO) system into several single-input systems

is performed before proceeding to the controller design. Then smooth SMC

scheme is used for each decoupled sub-channel to finally implement spacecraft

attitude regulation and simultaneous manipulator trajectory tracking in the joint

space. Estimation of the bounds of the system uncertainties is elaborated in this

section. Section 4.4 presents the methodology of AVSC and its application to space

robots. Section 4.5 outlines the ways of space robot control in the task space.

The performance of the proposed controllers is verified using a three-link space

manipulator model in Section 4.6. Section 4.7 concludes this chapter.

4.2 Space Robot Model

4.2.1 Assumptions

As a typical operation in on-orbit assembly, the scenario is assumed as the space

robot performs an approaching motion to a target structural component. An FFSR

model which consists a mobile base and a robotic manipulator is used. Detailed

assumptions are clarified as follows.

1. The manipulator comprises n rigid links connected by revolute joints, as shown

in Figure 4.2. Then the robot is considered as a serial chain composed of n+1

rigid bodies, with i = 0 representing the spacecraft base and i = 1 to n

representing the links.

2. As a result of Assumption 1, the space robot has n + 6 Degrees of Freedom

(DOF) among which n DOF originates from the manipulator motion and 6
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4.2. Space Robot Model

DOF denotes the spacecraft attitude and its translation. The n joint motors

generate torques to control the arm motion. For simplicity, three orthogonally

mounted RWs generate regulation torques along roll, pitch and yaw axes in the

FFSR base frame; whereas translation of the spacecraft base is not controlled.

3. Since the operations are performed in close proximity and in short time

compared with orbital radius and orbital period, the effects of orbital

mechanics are neglected. In addition throughout the approaching operation,

the target stays within the workspace of FFSR by setting an appropriate initial

configuration for the space robot. As a result, no singular configuration is

directed.

4. Thrusters are not fired during the operation and negligible external

forces/torques act on the system. Therefore, linear and angular momentum

conservation hold true throughout the approaching motion.

 ai

bi

liI0, m0

Ii
mi

xB

yB

zB
xG

yG

zG
xI

yI

zI

ΣB

ΣG

ΣI

Σ I Inertial Coordinate
ΣG Space Robot Coordinate
ΣB Base Coordinate

Base

Joint i

Reaction Wheels

r0 rg

ri

Pe

Figure 4.2: Space robot model

The symbols appearing in Figure 4.2 are defined as follows. Vectors or matrices

without any indicated superscripts can mean variables with reference to the inertial

frame or those that can be transformed into the inertial frame.

rg ∈ R3 position vector of Center of Mass (CM) of the FFSR

r0 ∈ R3 position vector of CM of the base

ri ∈ R3 position vector of CM of link i

Pe ∈ R3 position vector of the end-effector
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4.2. Space Robot Model

ai ∈ R1 length from joint i to CM of link i

bi ∈ R1 length from CM of link i to joint i+ 1

li ∈ R1 length of link i

I0 ∈ R3×3 inertia matrix of the spacecraft base

Ii ∈ R3×3 inertia matrix of link i

m0 ∈ R1 mass of the spacecraft base

mi ∈ R1 mass of link i

4.2.2 Space Robot Kinematics

As pointed out by [38, 44], the end-effector motion of an FFSR depends on the

history of manipulator motion. As a result, it is difficult to solve the inverse

kinematics problem. Instead, by representing the kinematics at motion rate level,

the inverse kinematics can be solved analytically [39].

Let Pe ∈ R
3×1 denote the position of the end-effector (orientation of the

end-effector is not considered in this chapter), ΦS = [α, β, γ]T represent the

attitude of the spacecraft base, ΦM = [φ1, φ2, · · · , φn]
T represent joint angles of

the manipulator. Since the motion of the RWs has no explicit influence on the

end-effector trajectory, the end-effector motion is intuitively determined by two

parts, that is the spacecraft attitude motion and the manipulator motion, as,

Ṗe = JSΦ̇S + JMΦ̇M + ṙg, (4.1)

where JS ∈ R3×3, JM ∈ R3×n is a base part and a manipulator part of the extended

Jacobian matrix of the space robot; rg is the position of the space robot centroid.

Assuming stationary initial condition, linear momentum of the space robot will

remain at zero since there are no external forces applied, i.e. ṙg ≡ 0. This linearized

transformation shows that the motion rate of the end-effector Ṗe in the task space

can be resolved into that of Φ̇S and Φ̇M in the configuration space. Derivation of

the above kinematic equation is detailed in Appendix B.2.
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4.2. Space Robot Model

4.2.3 Space Robot Dynamics

In this section, the space robot dynamic equation is derived by first discussing the

dynamic constraints of the system based on angular momentum conservation law

and then using the Lagrangian formulation.

Unlike external actuators such as thrusters, RWs act as an internal component

of the small space robot. Accordingly, their angular momentum forms an important

part of the momentum of the entire system. Instead of representing the system

angular momentum only by using spacecraft base and manipulator motion, it is

necessary to add a term to incorporate the contribution of RWs as,

H0 = HSΦ̇S +HMΦ̇M +HW Φ̇W , (4.2)

where H0 is the angular momentum of the entire system with respect to the origin

of the inertial coordinate and H0 ≡ 0 holds true under the assumption of stationary

initial state since RWs generate internal control torques; ΦW represents the rotation

angles of the RWs with respect to the spacecraft base; HS ∈ R3×3, HM ∈ R3×n

and HW ∈ R3×3 denote a base part, a manipulator part and a reaction-wheel part

of the inertia matrix of the system with respect to the inertial frame, respectively.

Rewriting (4.2) to express spacecraft attitude by using manipulator motion and RW

motion results in,

Φ̇S = HmsΦ̇M +HwsΦ̇W , (4.3)

where Hms ∈ R3×n and Hws ∈ R3×3 are coefficient matrices.

Consider (4.3) as a set of constraint equations and select Φ = [ΦT
M
,ΦT

W
]T as

generalized coordinates. According to Lagrangian formulation, the required torques

can be derived as,

d

dt

(
∂L

∂φ̇i

)
− ∂L

∂φi

= τi, i = 1, 2, · · · , n, w1, w2, w3, (4.4)

where τi, i = 1, 2, · · · , n denotes joint torque and τw1, τw2, τw3 denote RW torques
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4.2. Space Robot Model

along roll, pitch and yaw axes, respectively. The canonical form of (4.4) becomes,

HΦ̈ +CΦ̇ = τ , (4.5)

where H ∈ R
(n+3)×(n+3) is symmetric and positive definite, C ∈ R

(n+3)×(n+3)

includes nonlinear terms and τ = [τ1, · · · , τn, τw1, τw2, τw3]
T . The derivation of (4.5)

is detailed in Appendix B.3.

The attitude of the space robot base and the manipulator motion are aimed

to be controlled. According to (4.3), the RWs’ motion can be expressed using the

above-mentioned motions. Therefore, Φ = [ΦT
M
,ΦT

W
]T in (4.5) is transformed to a

new practically meaningful vector q = [ΦT
M
,ΦT

S
]T as,

Φ̇ =


 Φ̇M

Φ̇W


 =


 IN ON

−H−1
wsHms H−1

ws




 Φ̇M

Φ̇S


 = Nq̇, (4.6)

where IN ∈ Rn×n is an identity matrix; ON ∈ R3×3 is a zero matrix; and

N =


 IN ON

−H−1
wsHms H−1

ws


 .

Substituting (4.6) and Φ̈ = Nq̈ + Ṅ q̇ into (4.5), the final dynamic equation

with q as the variable can be obtained as,

A(q)q̈ +B (q, q̇) q̇ = τ , (4.7)

where A = HN and B = HṄ + CN . It is worth noting that this vector

transformation results in the loss of an advantageous property of the original inertia

matrix as H , i.e., A is neither symmetric nor positive definite. Consequently,

a control scheme based on the aforementioned matrix features, as done by most

previous literature, is no longer valid.

Set the desired state vector as qd and define a state error vector e as e1 = q−qd,

e2 = q̇ − q̇d, e = [eT
1 , e

T
2 ]

T . Rearrange the dynamic equation (4.7) in state-space
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4.3. Sliding Mode Controller

form as,

ė1 = e2, (4.8)

ė2 = −A−1(e)B(e) (e2 + q̇d)− q̈d +A−1(e)τ . (4.9)

4.3 Sliding Mode Controller

The system aims at controlling the spacecraft attitude at the desired attitude and

performing successful trajectory tracking in joint space. Specifically, as illustrated

by (4.8) and (4.9), the system has n + 3 outputs as described by the tracking

error e1 and n + 3 inputs represented by τ . The strong nonlinearities and existing

system uncertainties of this MIMO system complicate the controller design. SMC

has the ability to cope with nonlinear systems that are affected by disturbances

or parametric uncertainties, as addressed in [165], and can be applied. However,

before considering the controller design, it is necessary to convert the system model

to multiple single-input subsystems. Such transformation makes it intuitive to

independently determine the input entries, which can satisfy the sufficient conditions

for reachability of sliding mode. Therefore, Section 4.3.2 decouples the system using

a diagonalization method which is established based on the sliding surface presented

in Section 4.3.1. Section 4.3.3 develops the boundary layer SMC controller for each

single-input subsystem.

4.3.1 Sliding Surface

An appropriate sliding surface vector should be selected to ensure the tracking error

vector converges to zero once the sliding mode is reached. Define the surface function

as [165],

σ(e) =

(
d

dt
+Λr

)p−1

e1 = ė1 +Λre1 = S e, (4.10)

67



4.3. Sliding Mode Controller

where p is the system order and p = 2 in this case; S ∈ R(n+3)×[2(n+3)] is defined as,

S =
[
Λr I

]
=




λr1 1

λr2 1

· · · · · ·
λr,n+3 1



.

Λr ∈ R(n+3)×(n+3) is a diagonal matrix with positive scalars λri as entries, and

I ∈ R(n+3)×(n+3) is an identity matrix. When the sliding surface is reached and

maintained, a set of constant-coefficient linear differential equations σi = ėi+λriei ≡
0, i = 1, 2, · · · , n + 3 are obtained. The unique solution of each equation is ei = 0,

which indicates that the tracking error e can converge to zero.

4.3.2 System Decoupling

If applying SMC method directly to the original system, inconsistent solutions for

the switched control gains may be derived by using a simple Lyapunov function.

Instead, a decoupled system allows independent selection of switched control gains

in conjunction with an intuitive choice of Lyapunov function. Therefore, the system

inputs are better to be decoupled before utilizing SMC method.

To reflect practical scenarios, system uncertainties should be included (i.e.,

matrix A and B are not exactly known). Assume Â = A+∆A, where Â denotes

the nominal value of A and ∆A represents the uncertainty. Rewrite (4.8) and (4.9)

in a regular form as,

ė =


 e2

−A−1B (e2 + q̇d)− q̈d


+


 O

A−1


 τ = f ′(e, t) + g(e)τ , (4.11)

where O ∈ R(n+3)×(n+3) is a zero matrix,

f ′(e, t) =


 e2

−A−1B (e2 + q̇d)− q̈d


 ,
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4.3. Sliding Mode Controller

g(e) =


 O

A−1


 .

Now, construct a virtual torque τ ⋆ via a transformation from the actual torque

τ according to a diagonalization method [166]. It should be mentioned that the

practical controller τ which originates from the calculated virtual torque τ ⋆ must

be deterministic to guarantee the stability of the original system. Accordingly, τ ⋆

is designed using nominal value of A as,

τ ⋆ =

[
∂σ

∂e
ĝ(e)

]
τ =




[
Λr I

]

 O

Â−1





 τ = Â−1τ . (4.12)

Replacing τ with τ = Âτ ⋆ = (A+∆A) τ ⋆ in (4.9) produces (suppressing t and e

arguments),

ė2 = −A−1B (e2 + q̇d)− q̈d +A−1 (A+∆A) τ ⋆ = f (e, t) + τ ⋆ + h(e, t), (4.13)

where f (e, t) = −A−1B (e2 + q̇d)− q̈d is the known plant, and h(e, t) = A−1∆Aτ ⋆

represents the system uncertainties as a whole. Equation (4.13) shows the coefficient

of τ ⋆ is a constant. Thus, the transformation from a complicated MIMO problem

to n+ 3 single-input controller design tasks is completed.

4.3.3 Controller Design

Convergence Condition

Select Lyapunov function as,

V =
1

2
σTσ, (4.14)

which satisfies V ≥ 0 when σ 6= 0. Define the control torque of each sub-channel as,





τ ⋆i < {−(fi + λrie2i + hi)}min, σi > 0

τ ⋆i > {−(fi + λrie2i + hi)}max, σi < 0
i = 1, · · · , n+ 3. (4.15)

Theorem 4.1 Under the control law stated in (4.15), the system dynamics reaches
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4.3. Sliding Mode Controller

and maintains on the sliding surface σ(e) = 0 in finite time.

Proof Differentiate sliding surface function as an initial step to get the derivative

of Lyapunov function. Combining the derivative of (4.10) with (4.8) and (4.13), the

derivative of the sliding surface can be expressed by,

σ̇ =
∂σ

∂e
ė =

∂σ

∂e


 ė1

ė2


 = S


 e2

f (e, t) + h(e, t) + τ ⋆




=




λr1e21 + f1 + h1 + τ ⋆1

λr2e22 + f2 + h2 + τ ⋆2
...

λr,n+3e2,n+3 + fn+3 + hn+3 + τ ⋆n+3



.

(4.16)

Subsequently, the derivative of Lyapunov function (4.14) is

V̇ = σT σ̇ =

n+3∑

i=1

σi(λrie2i + fi + hi + τ ⋆i ). (4.17)

When τ ⋆i satisfies the conditions listed in (4.15), V̇ < 0 turns out to be true for

σ(e) 6= 0. This ensures that the trajectory of system dynamics converges and

maintains on the sliding surface σ(e) = 0 in finite time.

Handling the Bounds of Uncertainties

To get a regular form of SMC controller and progressively eliminate the chattering

effect, it is assumed that the bounds of uncertain matrices A and B can be

estimated. Actually, based on the derivation in Section 4.2 and Appendix A.3,

A and B are determined by physical parameters of the space robot which have

practical limits, and the motion parameters of the spacecraft. Therefore in practice,

before applying the controller to an actual spacecraft, simulation studies are always

needed to assess the limits of the matrices according to the desired and available

motion, as illustrated in [151].

Several positive scalars, including π̄, ā1, ā2, b̄1, b̄2, c̄1, and c̄2, are introduced to
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define the bounds of system uncertainties as follows:

||A− Â||= ||∆A||≤ π̄||Â||,

ā1||Â||≤ ||A||≤ ā2||Â||,

b̄1||B̂||≤ ||B||≤ b̄2||B̂||,

c̄1||Â−1||≤ ||A−1||≤ c̄2||Â−1||,

(4.18)

where A and B are actual values of the matrices, while Â and B̂ are their nominal

values. Then the nominal values and bounds of matrices or vectors involved in (4.15)

can be obtained. For the vector f (e, t), only the uncertain part f̄ = −A−1B(e2+q̇d)

is considered since the desired acceleration of joint displacements and base attitude

q̈d is given.
ˆ̄f =− Â−1B̂(e2 + q̇d),

ĥ =Â−1∆Aτ ⋆ = 0,

||f̄ || =||−A−1B(e2 + q̇d)||

≤||A−1|| ||B|| ||e2 + q̇d||

≤c̄2||Â−1||b̄2||B̂|| ||e2 + q̇d||

=b̄2c̄2||Â−1|| ||B̂|| ||e2 + q̇d||= f ⋆,

||h|| =||A−1∆Aτ ⋆||= ||A−1∆AÂ−1τ ||

≤c̄2||Â−1||π̄||Â|| ||Â−1||τmax

=c̄2π̄||Â−1|| ||Â|| ||Â−1||τmax = h⋆.

(4.19)

Joint torques or RW torques are bounded in practical implementation, i.e. τimin ≤
τi ≤ τimax, i = 1, 2, · · · , n+ 3 with negative limit τimin and positive limit τimax.

Now the difference between actual value of the vector and its nominal value can

be given by,

||f̄ − ˆ̄f || ≤ f ⋆ + ||Â−1B̂(e2 + q̇d)||

≤ f ⋆ + ||Â−1|| ||B̂|| ||e2 + q̇d||

=
(
b̄2c̄2 + 1

)
||Â−1|| ||B̂|| ||e2 + q̇d||= f ⋆⋆,

||h− ĥ|| = ||h||≤ h⋆.

(4.20)
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Smoothed Sliding Mode Controller

According to (4.16), the condition σ̇ = 0 gives an estimation of the equivalent

control τ ⋆
eq as,

τ ⋆eqi = −λrie2i − f̂i − ĥi = −λrie2i + q̈di − ˆ̄fi − ĥi, i = 1, 2, · · · , n+ 3. (4.21)

To get a non-positive value of V̇ despite the existing system uncertainties, τ ⋆

can be augmented by adding another term −kr sgn(σ) to τ ⋆
eq which is discontinuous

across the sliding surface but is required to ensure the sliding condition σ = 0.

kr ∈ R(n+3)×(n+3) is a diagonal matrix with positive scalar kri as entries. kri is

the adaptive gain and determined as kri = f ⋆⋆
i + h⋆i + αri with a positive vector

αr = [αr1, αr2, · · · , αr,n+3]
T . Therefore, the augmented control effort τ ⋆ is,

τ ⋆i = −λrie2i + q̈di − ˆ̄fi − ĥi− (f ⋆⋆
i + h⋆i + αri) sgn(σi), i = 1, 2, · · · , n+ 3. (4.22)

The discontinuous term presents an intuitive feedback control strategy, that is

when the surface error σi is negative, −kri sgn(σi) generates a torque to push back

strongly in the positive direction (and conversely). It is observed that the control

effort is associated with the extent of system uncertainties, which implies the need to

explore how much uncertainty can be managed when considering torque saturation

in practice. This aspect is investigated using simulations in Section 4.6.

Theorem 4.2 The control input stated in (4.22) enforces the system dynamics to

the sliding surface σ(e) = 0.

Proof Substituting (4.22) into the derivative of the Lyapunov function (4.17)
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returns,

V̇ =
n+3∑

i=1

σi (λrie2i + fi + hi + τ ⋆i )

=

n+3∑

i=1

σi

[
λrie2i + fi + hi − λrie2i + q̈di − ˆ̄fi − ĥi − (f ⋆⋆

i + h⋆i + αri) sgn(σi)
]

=

n+3∑

i=1

[
σi

(
f̄i − ˆ̄fi

)
+ σi

(
hi − ĥi

)
− (f ⋆⋆

i + h⋆i + αri) |σi|
]

≤
n+3∑

i=1

[(
|f̄i − ˆ̄fi|−f ⋆⋆

i

)
|σi|+

(
|hi − ĥi|−h⋆i

)
|σi|−αri|σi|

]
.

(4.23)

According to (4.20), |f̄i − ˆ̄fi|−f ⋆⋆
i ≤ 0 and |hi − ĥi|−h⋆i < 0. The substitution of

these two equations into (4.23) proves that V̇ ≤ 0. The equality holds only when

the sliding mode is reached, i.e. σ(e) = 0. Therefore, the control law (4.22) ensures

the convergence of system dynamics to the sliding surface.

Practically, FFSRs are always designed as light weight structures to save fuel

consumption at launch and as such are flexible structures. The switching control

law (4.22) involves extremely high control activity and may excite the unmodeled

or high-frequency dynamics which induces uncontrolled vibration. To eliminate

the undesirable chattering phenomenon, the boundary layer method is adopted.

Subsequently, the controller is improved to,

τ ⋆i = −λrie2i + q̈di − ˆ̄fi − ĥi − (f ⋆⋆
i + h⋆i + αri) sat(σi), i = 1, 2, · · · , n+ 3. (4.24)

The saturation function sat in (4.24) is defined as,

sat(σi) =





sgn(σi) for σi > εr,

σi/εr for σi ≤ εr,
(4.25)

where εr is the boundary layer thickness. Actual torque τ calculated by τ = Âτ ⋆

can definitely confirm system stability due to the accurate value of Â.
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4.4 Robust Adaptive Coordination Controller

Rapid spacecraft maneuver is very important. It can affect the overall performance

of the on-board communication and power harvesting system; also, it is necessary

to pick up a target in acquisition mode. The AVSC approach developed in [20]

can converge the error states to zero in a fast robust manner whilst avoiding any

overshoot. Thus, it is adopted in this section to produce fast settling times which

is particularly advantageous in set-point regulation. The underlying theory behind

the AVSC approach using a general second order dynamic system is presented in

Section 4.4.1. Application of this method to the space robot model is then detailed

in Section 4.4.2.

4.4.1 The Adaptive Variable Structure Control Method

This section presents the basic theory of the AVSC method based on Ref. [20].

Overall Description

Consider a typical second-order nonlinear system with uncertainties as follows:

ẋ1 = x2, (4.26)

ẋ2 = f(x(t)) + g(x(t))u+ h(x(t)), (4.27)

where x = [x1, x2]
T represents the state vector; u denotes the control input; f(x(t))

and g(x(t)) are known and g(x(t)) 6= 0; h(x(t)) represents system uncertainties,

which is not known but bounded, | h(x(t)) |≤ hmax.

Define an error state vector e = [e1, e2]
T to consider the error dynamics of the

system, with

e1 = x1 − x1d, (4.28)

e2 = x2 − x2d. (4.29)

x1d and x2d denote the desired states.

Distinguished from SMC which restricts the error dynamics to a predetermined
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sliding manifold, the AVSC approach is able to update the control gain in real time

and enforces the error states to the origin along a parabolic trajectory. Such a path

is closer to the natural behaviour of the system [167]. As a result, the chattering

effect is eliminated and the overall settling time is reduced. In addition, the AVSC

method ensures robustness against system uncertainties and disturbances through

gain adaptation.

The AVSC algorithm consists of three stages. In stage one, referred to as the

Reaching Phase, the control law is designed to enforce the system to reach the

condition σ̄(e) = 0. Once the error dynamics reaches σ̄(e) = 0, it enters the

Convergence Phase. During the convergence phase, the error state converges to

the origin of the error phase plane. When the error states arrive at the origin of

error space, the Constrained Phase starts. In this final stage, an appropriate robust

control approach, e.g. SMC, can be utilized to constrain the error at the origin in

the error phase plane.

The equation of σ̄(e) which aids the control algorithm to switch from reaching

phase to convergence phase, is defined as,

σ̄(e) =





ė1 − |(−2κe1)0.5| for e1 < 0,

ė1 + |(2κe1)0.5| otherwise.
(4.30)

The value of parameter κ is selected based on the available control resources and

system uncertainties and disturbances.

Reaching Phase Control Law

The first task of the controller is to drive the error states such that the system

achieves σ̄(e) = 0 in finite time. To realize such condition, the control law can be

represented by,

u =
1

g(x(t))
[−f(x(t)) + ẋ2d −Mmax sgn(σ̄(e))], (4.31)

where the term Mmax is selected such that Mmax > hmax with κ =Mmax − hmax.
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e1

ė1

σ̄(e) > 0

σ̄(e) < 0

σ̄(e) = 0

ë1 > 0

ë1 < 0

Figure 4.3: Reaching phase (dashed lines) of the error dynamics

Consider the following result obtained through twice differentiating (4.28),

ë1 = ẋ2 − ẋ2d. (4.32)

Substituting (4.27) into (4.32) yields,

ë1 = f(x(t)) + g(x(t))u+ h(x(t))− ẋ2d. (4.33)

Applying the control signal in (4.31) to (4.33) returns an expression for the

acceleration of error state as,

ë1 = h(x(t))−Mmaxsgn(σ̄(e)). (4.34)

As Mmax > hmax, the sign of ë1 in (4.34) is solely governed by sgn(σ̄(e)). Hence,

the error dynamics are now forced to evolve in a clockwise direction towards σ̄(e) = 0

as shown in Figure 4.3, under the influence of the control signal expressed in (4.31).

The corresponding mathematical proof for finite time reaching can be found in [20].
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Convergence Phase Control Law

On the first time the system reaches σ̄(e) = 0, the convergence phase starts and the

control law switches to,

u =
1

g(x(t))
[−f(x(t)) + ẋ2d +M(t)], (4.35)

where M(t) is the adaptive gain.

It is important to keep in mind that after entering the convergence phase, the

control algorithm does not switch back to its previous stage until a new set-point

is defined. In other words, the convergence phase control law is now responsible for

driving the error states to the origin starting from their current position in the error

phase plane.

Applying the control law in (4.35) to (4.33) returns,

ë1 = h(x(t)) +M(t). (4.36)

Set t = 0 when the convergence phase starts. Then for the convergence phase,

the initial error states are (e1(0), ė1(0)) and the initial value of the gain is M(0)

determined as,

M(0) =





Mmax for e1(0) > 0,

−Mmax for e1(0) < 0.
(4.37)

Define the actual acceleration of the error state for a given sampling interval as,

ë1 = κm(t). (4.38)

Therefore, the acceleration of the error state after the first sampling interval is

ë1 = κm(T ), (4.39)

where T is the sampling time. Accordingly, the following equation is obtained by
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integrating (4.39) twice with respect to time.

e1(t) =
ė21(t)

2κm(T )
− ė21(0)

2κm(T )
+ e1(0). (4.40)

Substitution of the current coordinate of error states (e1(T ), ė1(T )) into (4.40)

produces the expression for κm(T ) as,

κm(T ) =
ė21(T )− ė21(0)

2[e1(T )− e1(0)]
. (4.41)

Using (4.36) and (4.39), h(x(t))|t=T is given by,

h(x(t))|t=T= κm(T )−M(0). (4.42)

Therefore, by substituting (4.41) into (4.42) h(x(t)) can be estimated. This new

result allows updating the control gain for the next cycle to accommodate system

uncertainties and disturbances.

The controller is subsequently required to drive the error states from their current

positions towards the origin in the error phase plane.

To define a parabola crossing the origin, the following equation can be used.

ė21(t) = 2κc(t)e1(t), (4.43)

where κc(t) denotes the acceleration of the error state. Therefore, the corresponding

required value for κc(t) which ensures convergence towards the origin becomes

κc(T ) =
ė21(T )

2e1(T )
, (4.44)

which is derived based on the current error states (e1(T ), ė1(T )). It is also known

that the value of κc(T ) is dependent on h(x(t)) and M(T ) based on (4.36).

Therefore, using the result obtained for h(x(t))|t=T from (4.42) which is assumed

not varying significantly for the next time interval, a second expression for κc(T )

can be derived as,

κc(T ) = κm(T )−M(0) +M(T ). (4.45)
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Hence, the adjusted gain M(t) at t = T that can enforce the system to achieve the

acceleration of κc(T ) is obtained by rearranging (4.45) as,

M(T ) = κc(T )− κm(T ) +M(0). (4.46)

Phase I
Phase II

← Phase III

e1

ė1

σ̄(e) = 0
t = 0

t = T
t = 2T

Figure 4.4: Gain adaptation mechanism during the convergence phase. The solid line
represents the final path of the error states. [20]

This new gain M(T ) enforces the error states to the origin of error phase plane

from its present position in a parabolic manner. As the value of h(x(t)) varies with

time, M(t) is updated at each sampling time,

M(t) = κc(t)− κm(t) +M(t− T ), (4.47)

where, t = kT , k ∈ Z
+,

κc(t) =
ė21(t)

2e1(t)
, (4.48)

κm(t) =
ė21(t)− ė21(t− T )

2[e1(t)− e1(t− T )]
. (4.49)

Now (4.37) and (4.47) to (4.49) successfully present the required values of the

adaptive gain.

The control input presented in (4.35) enforces the error states to the origin of the

error phase plane in finite time in a parabola-like path as shown in Figure 4.4. The

dashed lines in Figure 4.4 depict possible trajectories of error dynamics if M(t) is
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not adjusted to match the varying uncertainties. A continuous adjustment of M(t)

leads to a path similar to the solid line. The control methodology also restricts the

system dynamics in the area bounded by σ̄(e) = 0 and the horizontal axis during

the convergence phase as shown in Figure 4.4.

Once the error states arrive at the vicinity of the origin of error phase plane,

a suitable robust control methodology can be applied to constrain the error states

to the origin. To realize control of a space robot, the boundary SMC method is

selected to hold the error states at the origin. Therefore, when system states satisfy

the conditions |e1|< µ1 and |ė1|< µ2 (where µ1 and µ2 are small and positive), the

control law switches to SMC to constrain the system to the origin of the error phase

plane. Note that the switching should not cause any issue since the control torques

calculated based on control laws for both phases are small due to small errors. The

controller continues to operate in this stage until a set-point change occurs.

4.4.2 Application of the Controller to the Space Robot

The dynamic model of a space robot described in Section 4.2 has been successfully

decoupled into n + 3 separate subsystems by introducing a virtual control input

vector τ ⋆. Each resulting subsystem takes the form represented by (4.8) and (4.13),

which makes the proposed adaptive variable structure algorithm directly applicable

to both the spacecraft base and manipulator. Once the adaptive algorithm calculates

the corresponding virtual control input vector τ ⋆, the actual torque vector τ can be

unravelled by inverting the transformation of (4.12).

Let f(e, t) be the nominal system dynamics, i.e. f (e, t) = −Â−1B̂ (e2 + q̇d)−q̈d,

and h(e, t) be the overall uncertainties of the system. This transformation derives

the ith subsystem of the MIMO system represented by (4.50) and (4.51) of the same

form as (4.26) and (4.27).

ė1i = e2i, (4.50)

ė2i = f
i
(e, t) + τ ⋆i + hi(e, t). (4.51)
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Similar to (4.30), set the corresponding expression for σ̄i(e) be,

σ̄i(e) =





ė1i − |(−2κie1i)0.5| for e1i < 0,

ė1i + |(2κie1i)0.5| otherwise.
(4.52)

Control Law for Phase I

The controller will first impose the reaching phase control law on the system. Thus,

the control law for Phase I takes the form,

τ ⋆i = −f
i
−Mmaxi sgn(σ̄i), (4.53)

with,

κi =Mmaxi − hmaxi
. (4.54)

Theorem 4.3 Under the control law stated in (4.53), the system error dynamics

reaches σ̄i(e) = 0 in finite time.

Proof Substitution of (4.53) into (4.51) returns,

ë1i = hi −Mmaxisgn(σ̄i). (4.55)

Combining (4.54) and (4.55), it can be concluded that,





ë1i ≤ −κi for σi > 0,

ë1i ≥ κi for σi < 0.
(4.56)

Hence, for all initial conditions, the error states are forced to evolve in a clockwise

direction in the error phase plane towards σ̄i(e) = 0 with an acceleration of | ë1i |≥ κi

as shown in Figure 4.3. Once the system reaches σ̄i(e) = 0, the control law switches

to Phase II.
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Control Law for Phase II

The control law for Phase II takes the form of

τ ⋆i = −f
i
+Mi(t), (4.57)

with

Mi(t) = κci(t)− κmi(t) +Mi(t− T ). (4.58)

The values of κci(t) and κmi(t) will be subjected to change based on (4.48) and

(4.49).

Theorem 4.4 The control input presented in (4.57) drives the error states to the

origin of the error phase plane.

Proof Set the Lyapunov candidate function as,

V =
1

2
e21i +

1

2
ė21i. (4.59)

Differentiating the Lyapunov function once yields,

V̇ = e1iė1i + ė1ië1i = e1iė1i + ė1iė2i. (4.60)

Substituting (4.51) into (4.60) returns,

V̇ = ė1i[e1i + f
i
+ τ ⋆i + hi]. (4.61)

The following result can be obtained by substituting the convergence phase control

law in (4.57) to (4.61).

V̇ = ė1i[e1i + hi +Mi(t)]. (4.62)

As the control algorithm modifies its required acceleration κci(t) to match the

estimated value of hi(e, t), (4.62) can be further simplified using (4.42) and (4.45)

as,

V̇ = ė1i[e1i + κci(t)]. (4.63)
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The value of κci(t) is modified at each sampling interval to satisfy (4.44). Thus,

(4.63) can be rewritten as,

V̇ = ė1i(e1i +
ė21i
2e1i

), (4.64)

V̇ =
ė1i
2e1i

(2e21i + ė21i). (4.65)

As the convergence phase only occurs in the second or fourth quadrant of the

error phase plane, the following equations

e21i > 0; ė21i > 0;
ė1i
e1i

< 0; e1i 6= 0, (4.66)

hold true for all (e1i, ė1i) in the second and fourth quadrants. Thus, according to

Lyapunov stability theorem, V̇ < 0 is satisfied in the convergence phase, which leads

to e1i → 0 and ė1i → 0 in finite time.

Control Law for Phase III

Once the error states are at the vicinity of the origin of error phase plane, the

boundary layer SMC is utilized to constrain the error states. Thus, when system

states are such that |e1i|< µ1 and |ė1i|< µ2, the following control input

τ ⋆i = −f
i
− λriė1i −Misat(σi(e)), (4.67)

with σi(e) = λrie1i + ė1i is applied to the system. The controller will continue to

operate in Phase III until a new set-point is fed into the system. A new set-point

would trigger the system back to Phase I and the relevant control laws would be

applied again such that the system arrives at the desired states in a fast and robust

manner. The control law presented in this section was aimed at controlling the ith

subsystem of the space robot. The same proposed algorithm with different control

parameters can be utilized to expand the controller to all n+ 3 subsystems.

It is worth to mention that the main advantage of the AVSC controller lies with

individual set-point tracking. In the case of trajectory tracking, as the change of two

adjacent desired states are really small, the proposed controller would continue to
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operate in Phase III. Thus, the controller would still be robust in trajectory tracking

whereas the time advantages discussed cannot be seen since the set-point change is

very small in trajectory tracking and the results will be similar to SMC.

4.5 Control in the Task Space

For many space missions, the desired hand trajectory is specified in the task space.

Though the joint displacement can be uniquely determined by the desired hand

position in the task space for a space robot system with an attitude controlled

base, it cannot be accurately derived before the maneuvers, in that the mapping is

dependent on system dynamic parameters which are not accurately known. That

implies the performance of the end-effector’s motion might be poor even the joints

can follow their “desired” trajectory.

There are two methods that can better extend our controllers to the problems

where control variables are specified in the task space. The first approach

is to identify the unknown dynamic parameters and update the desired joint

displacements intermittently. However, computational burden is increased due to

system identification and two limitations arise, i.e. a persistent excitation function

is required for the end-effector trajectory and the updating time is long [168].

As an alternative approach, the dynamic equation can be rewritten with respect

to the end-effector motion and spacecraft attitude by involving system kinematics.

Since the proposed control methods do not rely on parameter linearization which

cannot be performed in the task space, the control laws can be consequently derived,

provided that joint motions can be measured. The derived control laws, which take

into account the difference between actual end-effector position and the desired

end-effector trajectory, thus can guarantee the convergence of error states in the

task space. The block diagrams of joint space control and task space control are

illustrated in Figure 4.5 and Figure 4.6, respectively.

Next the dynamic model of a space robot in terms of motion in the task space is

addressed in detail. Define a new control variable X to represent spacecraft attitude

and space robot motion in the task space as X = [ΦT
S
,P T

e ]T . The transformation
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Figure 4.6: Block diagram of task space control

from q to X at velocity level can be obtained from (4.1) as,

Ẋ =


 Φ̇S

Ṗe


 =


 O I

JM JS




 Φ̇M

Φ̇S


 = Ñ q̇, (4.68)

where O ∈ R3×n is a zero matrix; I ∈ R3×3 is an identity matrix; and

Ñ =


 O I

JM JS


 .

Differentiating (4.68) returns

Ẍ =
˙̃
Nq̇ + Ñ q̈. (4.69)

Inverting (4.68) and (4.69) produces the transformation between the control variable

in the joint space q and the control variable in the task space X at velocity level

and acceleration level as follows:

q̇ = Ñ−1Ẋ, q̈ = Ñ−1Ẍ − Ñ−1 ˙̃
NÑ−1Ẋ. (4.70)

Substituting (4.70) into (4.7) yields the dynamic equation with respect to the motion
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of the end-effector and spacecraft attitude as,

AÑ−1Ẍ +

(
BÑ−1 −AÑ−1 ˙̃

NÑ−1

)
Ẋ = τ . (4.71)

Let Ã = AÑ−1 and B̃ = BÑ−1−AÑ−1 ˙̃
NÑ−1. Equation (4.71) can be given by,

ÃẌ + B̃Ẋ = τ . (4.72)

Define a new error state vector ẽ as ẽ1 = X −Xd, ẽ2 = Ẋ − Ẋd, ẽ = [ẽT
1 , ẽ

T
2 ]

T ,

where Xd is the desired motion vector. Rearrange the dynamic equation (4.72) in

state-space form as,

˙̃e1 = ẽ2, (4.73)

˙̃e2 = −Ã−1B̃
(
ẽ2 + Ẋd

)
− Ẍd + Ã−1τ . (4.74)

The above dynamic equations prove to be of the same form as the dynamic model

described in (4.8) and (4.9). Thus, the task space controller can be designed in the

same way as the joint space controllers that have been presented in Section 4.3 and

Section 4.4.

4.6 Simulation

The spacecraft carrying a three-link robotic manipulator with revolute joints as

shown in Figure 4.7 is used in the simulations. The motion of the robotic

manipulator causes spacecraft to deviate along roll, pitch and yaw axes in the

body frame. Table 4.1 presents geometric parameters of the space robot system.

The controller is aimed at controlling both manipulator motion and attitude of the

spacecraft base whereas translation of the spacecraft base is left free.

The simulation mainly comprises three parts: 1) Comparison between set-point

control performance of the system under three different controllers, i.e. smoothed

SMC controller with constant gain Mi (CSMC), smoothed SMC controller with

adaptive gain kr = f ⋆⋆ + h⋆ + αr (ASMC), and AVSC controller; 2) Comparison
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Figure 4.7: Space Robot: A three-link manipulator mounted on a spacecraft base

Table 4.1: Specifications of the three-link space robot

Body Platform Link1 Link2 Link3 RW

Mass(kg) 100 8 10 10 5
Ix(kg·m2) 30 0.2 0.008 0.008 0.3
Iy(kg·m2) 30 0.0064 0.8 0.8 0.3
Iz(kg·m2) 30 0.2 0.8 0.8 0.3
a (m) 0.75 0.25 0.5 0.5 -
b (m) 0.75 0.25 0.5 0.5 -

Note: The specifications of RW represent the property of one reaction wheel and are
same for roll, pitch and yaw axes.

between trajectory tracking control performance of the system under CSMC, ASMC

and AVSC; 3) Comparison between indirect end-point control which is actually

achieved by controlling joint motion (see Figure 4.5), and direct task space control

(see Figure 4.6), with consideration of system uncertainties.

4.6.1 Set-Point Control

Suppose the space manipulator intends to perform a task which requires joint motion

from ΦM(0) = [φ1(0), φ2(0), φ3(0)]
T = [50◦, 65◦,−105◦]T to ΦMd = [φ1d, φ2d, φ3d]

T =

[60◦, 60◦,−120◦]T . The space robot base with an initial attitude deviation ΦS(0) =

[α(0), β(0), γ(0)]T = [−10◦, 5◦, 5◦]T is required to be re-oriented to the desired
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attitude ΦSd = [0, 0, 0]T and maintained there despite the disturbance generated

by manipulator motion during the operation.

When selecting coefficients λri for the sliding surfaces (4.10), small values are

required in comparison to high frequencies of neglected dynamics in order to avoid

exciting structural vibration. Based on the geometric features of a general error

phase plane of SMC, it can be inferred that a larger λri typically indicates shorter

convergence phase to origin but longer reaching phase to the sliding surface. Define

the settling condition such that the error states reach and remain within |ei|<=
0.05◦, i = α, β, γ, φ1, φ2, φ3. The settling times of joint displacements and attitude

angles based on different λris are shown in Figure 4.8. Such figures illustrate that

with increasing value of λri, all settling times (except settling time for joint 2, a

larger extent of λr2 results in the same trend) first decrease and then increase, in

that with a smaller λri, the time of convergence phase is dominant while the time

of reaching phase becomes dominant with increasing λri, leading to longer settling

times.

It is worth mentioning that the strategy to save energy plays an important

role in space missions. Thus total energy consumption of the system for this

specific set-point regulation maneuver is calculated by Etotal =
∫ 3∑

i=1

(τiφ̇i+ τwiφ̇wi)dt

(efficiency of the motors is assumed to be same for system with different controllers

and thus not included) and presented in Figure 4.9 in terms of different λris. The

figure indicates that the total consumed energy first increases to its maximum value

at Λr = λrI = 2 I and then decreases. This variation is intuitively consistent with

the trend of settling times presented in Figure 4.8 since shorter settling time typically

implies more energy consumption. Practically, an appropriate value of Λr should

lead to a trade-off between energy consumption and settling time under the premise

that λri is smaller than the frequency of unmodeled dynamics. In the following, to

make a better comparison with the fast AVSC controller, λri is determined to yield

shortest settling times as λr1 = 4, λr2 = 6, λr3 = 4, λrα = 2.5, λrβ = 2.5, λrγ = 3.5 .

Robustness of the SMC controller with adaptive gains needs to be verified and

the extent of uncertainty that could be accommodated by the proposed ASMC

controller must be estimated since the adaptive gains are partially determined by
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Figure 4.8: Settling time of the system under ASMC (SMC with adaptive gains) with
different λris: (a) settling time of the spacecraft attitude and, (b) settling time of joint
angles.

Figure 4.9: Total energy consumption

system uncertainties. In the controller of the simulation, nominal values of Â and B̂

were used. Actual matrices A and B used in the dynamic model of the simulation
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were set to several groups of values different from Â and B̂ to represent the system

uncertainties. It turns out that when ∆A (defined in (4.18)) and∆B = ||B||−||B̂||
are within ||∆A||≤ 0.13||Â|| and ||∆B||≤ 0.13||B̂|| the system performance is

convergent, which means 13% uncertainty can be accommodated. Set A = 1.1Â,

B = −0.95B̂, which has been proven that such setup of uncertainties can also be

accommodated by AVSC.

Table 4.2: Control parameters for CSMC, ASMC and AVSC

Description Parameter Value

Constant gains for CSMC
Mφ1

=Mφ2
=Mφ3

0.25
Mα =Mβ =Mγ 0.2

Positive scalar in kri of ASMC αri, i = φ1, φ2, φ3, α, β, γ 0.001

Maximum gains for AVSC
Mmaxφ1

=Mmaxφ2
=Mmaxφ3

0.2
Mmaxα =Mmaxβ =Mmaxγ 0.15

Sliding manifold parameter
CSMC: λci
ASMC: λri
AVSC: λri

λc1 = λr1 = λr1 4
λc2 = λr2 = λr2 6
λc3 = λr3 = λr3 4
λcα = λrα = λrα 2.5
λcβ = λrβ = λrβ 2.5
λcγ = λrγ = λrγ 3.5

Positive scalar to define
system bounds for ASMC

π̄ 0.1
ā1 = b̄1 = c̄1 0.9
ā2 = b̄2 = c̄2 1.1

Boundary layer thickness εri, i = φ1, φ2, φ3, α, β, γ 0.1

Next the system performance under different controllers, including CSMC,

ASMC and AVSC, is investigated. The three controllers are applied to the same

Table 4.3: Comparison of settling times for CSMC, ASMC and AVSC

Error
state

CSMC ASMC AVSC
time improvement
of ASMC over

CSMC

time improvement
of AVSC over

CSMC

eα 3.68 s 3.20 s 2.42 s 13.04% 34.24%
eβ 2.54 s 2.86 s 1.68 s -11.19% 33.86%
eγ 2.40 s 2.08 s 1.74 s 13.33% 27.50%
e1 3.54 s 1.90 s 2.40 s 46.33% 32.20%
e2 2.52 s 1.24 s 1.82 s 50.79% 27.78%
e3 4.68 s 2.14 s 2.68 s 54.27% 42.74%
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Figure 4.10: Stability of error states under CSMC (dotted lines), ASMC (solid lines) and
AVSC (dashed lines): (a) spacecraft attitude regulation error and, (b) robot arm joint
angle regulation error, all shown in degrees.

system under identical circumstances addressed in the first paragraph of this section.

Specific control parameters utilized for the controllers are given in Table 4.2. It is

important to note that the gradients of the sliding surfaces for CSMC and ASMC

were selected such that they can deliver fastest possible settling times. The results

are presented from Figure 4.10 to Figure 4.13.

Figure 4.10 depicts how the initial error states of the spacecraft attitude and

robot manipulator joints settle to 0 under the application of CSMC, ASMC and

AVSC so that the three approaches can be compared. In comparison to CSMC,

ASMC and AVSC achieve to deliver faster convergence of the error states except

for the pitch-axis channel. The deteriorated performance of settling time of eβ can

be acceptable in that the extent of pitch-axis control torque under ASMC is smaller
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than that of CSMC. In fact, an exactly same extent of control torques in all channels

is difficult to achieve since the system is strongly coupled. Table 4.3 presents the

percentage time improvement for ASMC and AVSC in contrast to CSMC in each

control channel.
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Figure 4.11: Error phase plane for spacecraft roll angle α under CSMC (dotted line),
ASMC (solid line) and AVSC (dashed line)

Figure 4.11 illustrates how the error state for the spacecraft roll angle α evolves

in the error phase plane under the three different methods. The CSMC and ASMC

methods enforce the error state sliding on a same sliding surface. ASMC consumes

more time for the convergence phase; however, a shorter reaching phase of ASMC

which exceeds the extra time for its convergence phase finally leads to a shorter

settling time than that of CSMC. The figure also illustrates that the AVSC method

drives the error state in a natural parabola-like trajectory which results in improved

convergence time.

Figure 4.12 depicts how the adaptive gain changes for the entire settling period.

Different from CSMC which has a constant gain for each channel, the control gains

of ASMC adapt according to the knowledge of system states and uncertainties.

The AVSC controller first utilizes its maximum values of the control gains to reach

the end of Phase I; once in Phase II the gains start to adapt to match system

uncertainties so that the error states evolve in a parabolic manner.

The final control torque inputs to the system are presented in Figure 4.13. The

torque values derived by the three control methods are kept within similar ranges

by using the designated control parameters presented in Table 4.2. The torques
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ASMC

AVSC

CSMC

Figure 4.12: Gain variation under CSMC (dotted lines), ASMC (solid lines) and AVSC
(dashed lines): (a) spacecraft attitude regulation gain and, (b) robot arm joint angle
regulation gain.

under CSMC asymptotically go to zero as the system moves towards its desired

values, whereas the control torques of ASMC tend to converge to a non-zero value

initially and then react faster with a torque change than that of CSMC to damp

the error states. For the AVSC methodology, it focuses on maintaining a constant

torque (therefore a constant acceleration of error) throughout instead of reducing the

torque to a smaller value as that of CSMC. Thus, compared with the conventional

CSMC method, the proposed controllers are able to produce superior settling times.

4.6.2 Trajectory Tracking

In this section, the performance of the three-link space robot system for

trajectory-tracking control in joint space is studied. The desired joint motions and
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ASMC
AVSC

CSMC

Figure 4.13: Control torque inputs for the six channels under CSMC (dotted lines), ASMC
(solid lines) and AVSC (dashed lines): (a) reaction-wheel torques for attitude regulation
along roll axis τwx, pitch axis τwy and yaw axis τwz, and (b) control torques of joint 1 τ1,
joint 2 τ2 and joint 3 τ3, all shown in N·m.

the desired attitude for the space robot are given in Figure 4.14. The trajectories of

joint angles are chosen smooth in the sense that the maneuver can be implemented

physically and the functions φ1d(t), φ2d(t), φ3d(t) are twice differentiable. Referring

to [169], a polynomial is introduced to describe the desired trajectory as,

qd(t) = qd(t0) +
(
15t4n − 6t5n − 10t3n

)
(qd(t0)− qd(tf )), (4.75)

where qd(t0) is the initial state and qd(t0) = q(0) = [5◦,−5◦, 10◦, 0, 0, 0]T , qd(tf)

represents the desired final configuration, tn = t/tf , t represents the elapsed time,

tf represents the total motion time and tf = 30 s. The spacecraft is aimed at

being controlled at its initial orientation despite the disturbance induced when the
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manipulator follows the desired joint trajectories.

Figure 4.14: Desired motion of the space robot

In the simulation model, the values of A and B are set in the same conditions

as addressed for the set-point control case to represent system uncertainties. Since

the AVSC controller is constrained in Phase III in the case of trajectory tracking

and as such performs in a same way as CSMC, the maximum gains of AVSC are

determined with same values as those constant gains of CSMC, i.e. Mφ1
= Mφ2

=

Mφ3
= Mmaxφ1

= Mmaxφ2
= Mmaxφ3

= 0.25, Mα = Mβ = Mγ = Mmaxα = Mmaxβ =

Mmaxγ = 0.15. Other control parameters for CSMC, ASMC and AVSC remain same

as presented in Table 4.2.

The simulated course of postural change of the three-link space robot under

ASMC during the operation is illustrated in Figure 4.15. Specific simulation

results of trajectory tracking under CSMC, ASMC and AVSC are presented from

Figure 4.16 to Figure 4.18. The plots for CSMC and AVSC are overlapped which

verifies the statement that AVSC delivers the same performance as CSMC because

of the small change of the set points in trajectory tracking case.

Figure 4.16 depicts the change of the error state for each channel. The tracking

errors of joint angles are maintained within small values and simultaneously, the

spacecraft is controlled at the desired attitude with high accuracy (10−3, 10−5, and

10−2 in degrees for roll, pitch and yaw axes, respectively) under all the controllers.

With similar extent of control outputs for each channel, the ASMC controller

produces smaller tracking errors.
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Figure 4.15: Course of postural change in different views: (a) Y-Z view, (b) X-Y view, (c)
X-Z view and, (d) 3D view.

Figure 4.17 shows that the gains of ASMC adapt based on system states.

However, the control outputs of ASMC trace same shapes as those of CSMC and

AVSC in Figure 4.18 despite small difference when magnifying the plots, in that the

magnitude of error states which determines the adaptive gains are kept within small

range during the trajectory tracking operation.
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ASMC

AVSC CSMC

Figure 4.16: Stability of error states under CSMC (dotted lines), ASMC (solid lines) and
AVSC (dashed lines): (a) spacecraft attitude regulation error and, (b) robot arm joint
angle tracking error, all shown in degrees.

4.6.3 Task Space Control

The task space control methodology developed based on the dynamic equations

(4.73) and (4.74) is verified in this section. This direct inertial-space control

method, which utilizes the information of the error states of end-effector position

(see Figure 4.6), is compared with the indirect end-point control method which

assumes accurate system model and fulfils the task by controlling joint motions (see

Figure 4.5). Two different kinds of scenarios are set to illustrate the comparison

of system performance under direct and indirect end-point control methods: 1)

the system model is actually known a priori or can be identified, and 2) system

uncertainties are taken into account. It is worth noticing that the control

laws take the form of CSMC to avoid inducing different conditions for the two
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ASMC

AVSCCSMC

Figure 4.17: Gain variation under CSMC (dotted lines), ASMC (solid lines) and AVSC
(dashed lines): (a) spacecraft attitude regulation gain and, (b) robot arm joint angle
tracking gain.

control strategies and thus guarantee exactly identical conditions in each scenario.

Specifications of the scenarios are given in Table 4.4. At the initial state, ΦM(0) =

[5◦, 5◦,−10◦]T , ΦS(0) = [0◦, 0◦, 0◦]T and Pe(0) = [−1.8297,−0.9854, 0.1601]T m.

The spacecraft is required to be maintained at its initial orientation while tracking

a desired trajectory of the end-effector shown in Figure 4.19.

Figure 4.20 and Figure 4.21 present the attitude regulation error of the base and

trajectory tracking error of the end-effector in terms of the two scenarios. Figure 4.20

shows that both control methods can precisely control the spacecraft attitude and

end-effector position when the system model is accurate. However, when taking

into account of system uncertainties, the indirect end-point control method leads

to a large trajectory tracking error of the end-effector position with a magnitude
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ASMC

AVSC
CSMC

Figure 4.18: Control torque inputs for the six channels under CSMC (dotted lines), ASMC
(solid lines) and AVSC (dashed lines): (a) reaction-wheel torques for attitude regulation
along roll axis τwx, pitch axis τwy and yaw axis τwz, and (b) control torques of joint 1 τ1,
joint 2 τ2 and joint 3 τ3, all shown in N·m.

Figure 4.19: Desired trajectory of the end-effector
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Table 4.4: Conditions of the scenarios

Scenario 1
Accurate system model

Scenario 2
System with uncertainties

Inertia matrix
(joint-space-based model)

A = Â A = 1.03Â

Nonlinear terms
(joint-space-based model)

B = B̂ B = 1.03B̂

Jacobian matrix JM = ĴM , JS = ĴS JM = 1.03ĴM , JS = 0.97ĴS

Coefficient matrix
(inertial-space based model)

Ã = AÑ−1,
ˆ̃
A = ÂÑ−1

Nonlinear terms
(inertial-space based model)

B̃ = BÑ−1 −AÑ−1 ˙̃
NÑ−1

ˆ̃
B = B̂Ñ−1 − ÂÑ−1 ˙̃

NÑ−1

Note: The matrices with an over-hat sign (̂·) represent their nominal values and those
without the sign represent the actual values.

of centre-meters as shown in Figure 4.21. To this end, direct inertial-space control

is necessary if high accuracy end-effector control is required. The trajectory of the

end-effector is illustrated in Figure 4.22.

4.7 Summary

This chapter has elaborated a dynamic model for a Free-Flying Space Robot

(FFSR) with specifically designated actuators, i.e. Reaction Wheels (RWs), which

includes the contribution of reaction-wheel momentum to the entire system. The

derived Multiple-Input Multiple-Output system model was decoupled into multiple

single-input subsystems using a diagonalization method. Different robust controllers

that can coordinate the robot arm motions and the spacecraft attitude, including

the Sliding Mode Control method with constant gains (CSMC), the Sliding Mode

Control method with adaptive gains (ASMC) and the Adaptive Variable Structure

Control (AVSC) method were developed. All the controllers were tested on a

three-link space robot and the performance under each controller was compared.

Numerical simulation results have illustrated that under the condition that the

control torques are kept in similar ranges, ASMC and AVSC methods are able

to reduce the settling times for the error states of the space robot in comparison

to CSMC while ensuring robustness in set-point control. ASMC presents shorter
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settling times than CSMC and ASVC for the trajectory tracking case.

Direct 

end-point control

Indirect 

end-point control

Figure 4.20: Trajectory tracking error of the space robot based on joint space control
(dashed lines) and task space control (solid lines), with accurate dynamics (Scenario 1):
(a) attitude regulation error shown in degrees, and (b) trajectory tracking error of the
end-effector shown in meters.
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Direct 

end-point control

Indirect 
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Figure 4.21: Trajectory tracking error of the space robot based on joint space control
(dashed lines) and task space control (solid lines), with consideration of system
uncertainties (Scenario 2): (a) attitude regulation error shown in degrees, and (b)
trajectory tracking error of the end-effector shown in meters.

Figure 4.22: Trajectory of the end-effector
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Chapter 5

Force Control of a Space Robot

5.1 Introduction

In an on-orbit assembly mission where Free-Flying Space Robots (FFSRs) are

used to capture structural components and assemble them into a large space

structure, physical contact between the FFSR’s End-Effector (EE) and the target

component is required. Two types of contact can be involved in a capture operation.

One is the practiced closed-contact where the capture is achieved by forming a

physical enclosure around a grapple fixture of the target before making contact.

Such entrapping manner requires bulky infrastructure. To avoid orbiting bulky

infrastructure which is very expensive, the target can be captured in an open-contact

way such as using a gripper-link EE. In an open-contact capture operation, the

generated contact forces have to be controlled so as to avoid losing the target or

exerting excessive forces that may cause damage to the contacting bodies.

Chapter 4 has dealt with motion control of a space robot with no external forces

for the approaching phase. In this chapter, a fundamental approach is taken to

address the development of a control algorithm that can be applied to handle both

the space robot motion and the contact forces for the capture phase when the space

robot comes in open contact with a passive space object.

The majority of the work presented in the literature addressed maintaining

of contact between the EE and a target. In this work the existing approaches

are improved further by designing controllers that will not only maintain the
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contacts, but also will track the desired forces. The study can contribute to

delicate space tasks, such as in-space screw-driving. By adopting the commonly

used canonical-form dynamic model of a space robot as found in the literature,

force tracking may be achieved, but a desired orientation of the spacecraft cannot

be guaranteed. To solve this problem, the dynamic equations of the space

manipulator and the spacecraft base are established separately to form basis for

separate contact-force control and base attitude control. A hybrid controller, which

incorporates the consistent motion between FFSR’s EE and the tumbling floating

target, is developed to track the designated motion of FFSR while ensuring a

desired contact force. The spacecraft attitude is simultaneously regulated using

Reaction Wheels (RWs). The Sliding Mode Control method developed in Chapter

4 is applied to the system to detumble the target and to stabilize the entire system

for post-capture phase. Two examples, including an FFSR-Target contact example

and a specific on-orbit screw-driving example are used to demonstrate effectiveness

of the controllers by numerical simulations.

The chapter is organized with six sections. Section 5.2 details the contact

scenario and introduces mathematical model of the system, including model of

the floating target to be captured, model of the chaser FFSR and the contact

dynamic model between the FFSR’s EE and the target. A hybrid force and motion

controller is proposed in Section 5.3. Also in the same section attitude control for the

spacecraft base is addressed. Section 5.4 presents how to control the entire system

in post-capture phase. Simulation results of a three-link planar FFSR in contact

with a tumbling target and a four-link FFSR driving a screw into a floating target

are presented in Section 5.5. Section 5.6 closes this chapter.

5.2 Model Description

In a scenario where a chaser FFSR interacts with a passive target, the FFSR and

the target constitute the entire system. The system can be considered as a whole

to take advantage of its conservation properties, since in such a way the contact

forces/torques perform as internal forces/torques. Consequently, the inertial frame

104



5.2. Model Description

can be made to locate at the Center of Mass (CM) of the entire system (FFSR plus

target) without translation throughout the contact operation. Such a definition for

the inertial frame can simplify the representation of motion parameters.

However, in fact there is no fixed physical constraint between the FFSR’s EE

and the target for the contact operation prior to their rigid connection. Under the

condition of maintaining a contact, the passive target has a trend to float away

from the FFSR and may be tumbled due to the generated forces and/or torques.

In addition, the disturbed spacecraft base due to manipulator’s motion conversely

affects EE’s motion and subsequently the contact. Thus, the manipulator must

be actively controlled to follow the target motion and to achieve an appropriate EE

orientation to apply the interacting forces required for a specific assembly operation.

To this end, construction of separate coordinate frames for the space robot and the

target is necessary and transformation between the frames plays an essential role in

motion analysis.

Therefore, in this section, frame description and some assumptions are clarified

in 5.2.1 before proceeding with the presentation of system models, including model

of the passive target presented in Section 5.2.2, model of the space robot presented

in Section 5.2.3 and contact dynamic model presented in Section 5.2.4.

5.2.1 Coordinate Frames and Assumptions

The development of the methodology described in this chapter is based on following

basic assumptions.

1. The FFSR consists of a spacecraft base and an open-chain manipulator

mounted on it. The system is assumed to only include rigid bodies, as shown

in Figure 5.1. Specific assumptions of the space robot hold same as detailed

in Assumption 1 and Assumption 2 of Section 4.2.1.

2. Negligible external forces/torques exert on the entire system. Thrust jets are

not fired during the operation, instead only RWs are utilized to regulate the

attitude of the spacecraft base.

3. The operations are performed in close proximity after completion of the
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Figure 5.1: Model of an FFSR capturing a floating target

rendezvous process and thus orbital mechanics is neglected.

4. The target stays within the workspace of the FFSR by setting an appropriate

initial configuration for the space robot and defining an achievable contact

operation.

5. The properties of the target and its motion can be measured or estimated

[170–173].

6. Initially, the FFSR’s EE is positioned at the prescribed contact point in a

proper orientation without exerting contact forces to the target. The entire

system stays stationary before performing the contact operation.

7. The net contact force is assumed to localize at a contact point and can be

measured using force/torque sensor mounted between the compliant wrist and

the EE. The contact between the EE and the target is perfectly rigid except

the compliance concentrated on the wrist. This assumption is to focus the

research on robot control and to avoid dealing with sensory technique and

complicated contact dynamics which belong to research areas that have been

studied by many other researchers.

Throughout this chapter, t{·} and a{·} represent variables expressed in the target

frame and in the inertial frame, respectively. The symbols appearing in Figure 5.1

are defined as follows:
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are ∈ R3 position of the EE

art ∈ R3 position of CM of the target

tat ∈ R3 constant position vector of the contact point located on the target surface

with respect to (w.r.t.) the CM of the target

τi ∈ R1 control torque of joint i

generalized joint torques τJ = [τ1, τ2, · · · , τn]T ∈ Rn

τwi ∈ R1 control torque of the ith RW

attitude regulation torques τw = [τwx, τwy, τwz]
T ∈ R3

Fe ∈ R3 contact forces between the EE and the target

τe ∈ R3 external torques applied to the EE by the target

5.2.2 Target Model

The target is modeled as a single rigid body and its dynamic equation is developed

based on the Newton-Euler method.

tIt
tω̇t +

tωt × tIt
tωt =

tτt, (5.1)

where tIt and
tωt are the inertia matrix and inertial angular velocity of the target,

respectively; tτt is the external torques applied on the target and tτt =
tτe +

tτtf .

tτtf represents the tumbling torques generated by a possible bias contact force and

can be approximately calculated by tτtf = tat× tFe assuming that the contact point

of Fe remains same during the operation. All variables in (5.1) are expressed in the

target frame.

Quaternion parameters are adopted to represent attitude of the target to avoid

singularity issues. The derivative of the quaternion vector relates to the angular

acceleration by,

q̇t =


 ε̇t

η̇t


 =

1

2


 ηtI + S(εt)

−εTt


 ω̇t, (5.2)
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where qt denotes quaternion parameters of the target and qt = [qt1, qt2, qt3, qt4]
T ;

εt = [qt1, qt2, qt3]
T , ηt = qt4 and εTt εt + η2t = 1; I ∈ R3×3 is an identity matrix. The

rotation matrix from the inertial frame to the target frame Rt
a can be expressed as,

Rt
a = Rt

a(qt) =
(
η2t − εTt εt

)
I + 2εtε

T
t − 2ηtS(εt), (5.3)

and conversely the rotation matrix from the target frame to the inertial frame is

Ra
t = (Rt

a)
T
.

Based on Assumption 7, the directly measured contact force/torque is actually

a value along a fixed vector in the target frame. Accordingly, tFe can be used to

estimate translation of the target as,

art =

∫ t

0

∫ t

0

aFe

mt
dtdt =

∫ t

0

∫ t

0

Ra
t

tFe

mt
dtdt, (5.4)

where mt is the target mass.

5.2.3 Space Robot Model

Space Robot Kinematics

As addressed at the beginning of this section, origin of the inertial frame is fixed at

CM of the entire system rather CM of the space robot. Therefore, when constructing

the dynamic model for an FFSR, the motion of the entire system in the inertial

frame needs to be considered, in that the contact forces/torques exerted at the EE

are external forces/torques in terms of the FFSR and make the velocity of the entire

system a non-zero value. However, it is not an easy task to compute the motion of

the entire system by solely analyzing the FFSR dynamics due to the time-varying

configuration of this multi-body system. Instead, a momentum conservation law

under the premise of Assumption 2 can be applied to the entire system (FFSR plus

target) to estimate the motion of the entire system by using target motion.

Angular momentum Hf or linear momentum Pf of the entire system, can be

divided into two parts, i.e. momentum of the FFSR (HSR for angular momentum or

PSR for linear momentum) and momentum of the target (Ht for angular momentum
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or Pt for linear momentum). The initial momentum of the entire system yields zero

as stated in Assumption 6. Hf and Pf take the following form:

Hf = HSR +Ht =
n+3∑

i=0

(aIi
aωi +

ari ×mi
avi) + (aIt

aωt +
art ×mt

avt) = 0,

Pf = PSR + Pt =

n+3∑

i=0

mi
avg +mt

avt = 0,

(5.5)

where all the angular momentums are defined with respect to the origin of the

inertial coordinate; and mi,
aIi,

aωi,
avi,

ari denotes mass, inertia matrix, angular

velocity, linear velocity and position vector of the robot base (i = 0), robot links (i =

1, 2, · · · , n), RWs (i = n+1, n+2, n+3) and target (i = t), respectively. Assuming the

motion of the robot links, spacecraft base and target can be measured or calculated,

the motion of the entire system, including its linear velocity vg and angular velocity

ωg then can be deduced from (5.5) in combination with the expression of vi and ωi

as presented in (B.12) and (B.13).

Since both position and orientation of the EE are crucial for the capture phase,

the linear velocity of the EE ve and its angular velocity ωe are presented in the

following based on joint motion of the manipulator, attitude of the spacecraft base

and motion of the entire system as,

Ee =


 ve

ωe


 = JEq̇ +


 vg

ωg


 = JEq̇ +Eg, (5.6)

where Ee = [vT
e ,ω

T
e ]

T ∈ R6×1 is the velocity of the EE; Eg = [vT
g ,ω

T
g ]

T ∈ R6×1 is

the velocity of the entire system; JE ∈ R6×(n+3) denotes the Generalized Jacobian

Matrix; q = [ΦT
M
,ΦT

S
]T , with ΦS = (α, β, γ)T representing the base attitude, ΦM =

(φ1, φ2, · · · , φn)
T representing the joint angles. Detail derivation of (5.6) can be

found in Appendix B.2.
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Space Robot Dynamics

The conventional dynamic model of a space robot is of the following form:

Acq̈ +Bc = τc − JT
c Fc, (5.7)

where Ac ∈ R(n+3)×(n+3) is the inertia matrix with respect to the inertial frame;

Bc ∈ R(n+3)×1 contains the nonlinear terms; τc ∈ R(n+3)×1 is the control torques,

including the joint torques and RW torques; Jc ∈ R(n+3)×3 is Jacobian matrix; Fc

represents the external forces applied on the EE. Note that possible external torques

felt at the EE prior to the rigid connection can only be friction torques which depend

on the contact forces and thus are expressed using Fc to avoid inducing coupling

terms in (5.7).

By directly employing this model, the required input torques can be computed

according to the desired EE motion and the desired contact force, as shown in

Figure 5.2. However, such torques cannot ensure an appropriate spacecraft attitude.

Therefore, instead of establishing the FFSR’s model using Lagrangian formulation

which takes the system as a whole, modeling of the spacecraft base and of the space

robot manipulator are carried out separately using Newton-Euler method. The

manipulator’s motion, physically represented by reaction torques and constraint

forces applied from the first articulate joint, is considered as a disturbance when

establishing the base model. Accordingly, the joint torque controller can be designed

based on the manipulator’s model, which can track the desired EE motion and

desired contact force with knowledge of current spacecraft attitude; while the RW

torque controller is developed by solely analyzing the model of a single rigid base,

which enforces desired spacecraft orientation. Control scheme based on separate

models of the manipulator and the base is shown in Figure 5.3.

In the following, dynamic models of the space manipulator and the spacecraft

base are established based on the Newton-Euler method. First, the manipulator

dynamics is analyzed. For link i, i = 1, · · · , n − 1, the dynamic equations are
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Figure 5.3: Control scheme based on separate manipulator model and base model

obtained as,

fi−1,i + fi+1,i = miv̇i

τi+1,i + τi−1,i + (−ai)× fi−1,i + bi × fi+1,i = Ḣi.
(5.8)

For link n, the dynamic equations are

F + fn−1,n = mnv̇n,

τn−1,n + (−an)× fn−1,n + bn × F + τe = Ḣn,
(5.9)

where F = −Fe is the contact force felt at the EE; fi+1,i and τi+1,i are the force

and torque applied by link i + 1 on link i, respectively; Hi = Iiωi is the angular

momentum of link i; ai is the position vector from joint i to CM of link i and bi is

the position vector from CM of link i to joint i+1. All parameters are expressed in

the inertial frame.

Combining (5.8), (5.9) with the robot kinematic equations (B.12), (B.13), joint
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torques can be related to the contact force in a canonical form as,

AJq̈ +BJ = τJ − JFJFe, (5.10)

where AJ ∈ Rn×(n+3) is the coefficient matrix, BJ ∈ Rn×1 denotes nonlinear terms,

JFJ ∈ Rn×3 is the Jacobian transpose and τJ ∈ Rn×1 are joint torques.

Next, dynamic model of the spacecraft base is addressed. As RWs generate

internal torques, the control torques are derived from RWs’ momentum instead of

simply defining an external torque as discussed in Chapter 3. The basic equation is

˙̃
HB + ωB × H̃B = T̃B + D̃B, (5.11)

where ωB is the base angular velocity; T̃B is the external torque generated from

manipulator motion and T̃B = −τ1 + b0 × f1,0; τ1 and f1,0 represent constraint

torques and forces applied from joint 1 to the base; b0 represents the position vector

of joint 1 w.r.t. base CM; D̃B represents reaction-wheel unloading torques and

bounded environmental disturbances which are of negligible magnitude compared

with T̃B; H̃B is the total angular momentum of the spacecraft base with respect

to the origin of the inertial coordinate, including angular momentum of the three

RWs which are mounted on board orthogonally. In a similar way that has been

done in (3.6) and (3.7), and assuming small attitude deviation (Φ̇S ≈ ωB), (5.11) is

rewritten as,

J̃Φ̈S + Φ̇S × J̃Φ̇S = τ̃B + T̃B + D̃B, (5.12)

where J̃ represents the inertia matrix of the spacecraft base; and

τ̃B = −τw − ωB ×
∫

τwdt, (5.13)

with τw ∈ R3×1 representing RW torques.

Since T̃B can be expressed as T̃B = g(Fe, q, q̇, q̈) = −JFBFe − AT q̈ + g̃(q, q̇),

(5.12) is rearranged in the following form:

J̃Φ̈S +AT q̈ + Φ̇S × J̃Φ̇S − D̃B − g̃(q, q̇) = τ̃B − JFBFe. (5.14)
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The above equation can be rewritten in a similar form as the manipulator model

presented in (5.10) as,

ABq̈ +BB = τ̃B − JFBFe, (5.15)

where AB ∈ R3×(n+3) and AB = [O, J̃ ]+AT , O ∈ R3×n is a zero matrix; BB ∈ R3×1

contains nonlinear terms and BB = Φ̇S × J̃Φ̇S − D̃B − g̃(q, q̇); JFB ∈ R3×3 is

the Jacobian transpose. Thus, (5.10) and (5.12) can be integrated to express the

complete dynamic model as,

AF q̈ +BF = τF − JFFe, (5.16)

where τF ∈ R
(n+3)×1 consists of joint torques and introduced virtual attitude

control torques as τF = [τ T
J
, τ̃ T

B
]T ; and AF =

[
AT

J
,AT

B

]T ∈ R(n+3)×(n+3),BF =
[
BT

J
,BT

B

]T ∈ R(n+3)×1,JF =
[
JT

FJ
,JT

FB

]T ∈ R(n+3)×3.

Note that this complete model is only used to simulate the model in Simulink

and controller design will be dependent on separated models for the manipulator

and the base which will be apparent in later sections.

5.2.4 Contact Dynamics

Contact dynamics is a critical issue for dynamic modeling of on-orbit servicing

missions and is still an active research subject. In [174], a point contact scenario

is assumed and the contact force is modeled as an impulse function. Ma proposed

a general approach of contact dynamics modeling where multiple-contact and body

flexibility are considered [175]. Ref. [176] presented two contact dynamics modeling

techniques applied for space robotics applications: one for hard physical contact

cases and one for contact with plastically deformable media. The simulation results

obtained from multi-body dynamics simulation tools have been demonstrated to be

helpful in terms of feasibility confirmation and system design. Uyama et al. used

the coefficient of restitution and the contact duration as evaluating parameters, and

performed experimental evaluation of the contact/impact dynamics between a space

robot and a tumbling object [177].

A real contact is distributed determined by the features of the contact surfaces
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Target

Figure 5.4: Spring-dashpot contact model

[121]. In the contact between the EE and the target, the contact force is assumed to

concentrate on a central action point and frictional force is disregarded. Commonly

used contact dynamic models to deal with contact dynamics of space manipulator

include spring-dashpot model [178], Hertz’s model [179] and nonlinear damping

model [180]. Such models treat contact-impact phenomenon as continuous dynamics

and define the normal contact force fn as an explicit function of local indentation δ

and its rate [181] as,

fn = fn(δ, δ̇) = fδ(δ) + fδ̇(δ̇). (5.17)

In the following, the spring-dashpot contact model is considered, which

represents the contact with a linear damper (dashpot) in parallel with a linear

spring, as shown in Figure 5.4. Based on this model, the contact force is formulated

as,

fn = kδδ + dδ δ̇, (5.18)

where kδ is the stiffness parameter and dδ is the damping coefficient. Since the FFSR

and the target are perfectly rigid except the compliance on the wrist, the damping

term is neglected and a linear elastic model is applied to approximate the contact

dynamics. As a result, the contact force depends only on the indentation as,

fn = kδδ. (5.19)

The indentation in the case of space manipulator interacting with a target can
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be computed by,

δ = txt − txe, (5.20)

where

txt = uT
n Rt

a
are, (5.21)

txe = uT
n Rt

a
artf , (5.22)

with artf denoting position vector of the reference point on the target surface and

artf = art + Ra
t

tat; un ∈ R3×1 representing the unit normal vector of the target

surface or the unit vector along the normal contact force direction. Therefore, the

contact force vector is

Fe = un fn. (5.23)

By this point, a comprehensive description of system models, including the

FFSR model, the passive target model and the contact dynamic model, have been

addressed. Next, a controller which has the capacity to perform control of both EE

pose and contact force is developed.

5.3 Hybrid Motion and Force Control

5.3.1 Basic Theory

Hybrid motion and force control has the ability to perform control of both

EE pose and contact force. The control method analyzes force control and

motion control independently on the basis of decomposition of task space. In a

contact or manipulation situation by the manipulator’s EE to an object, some

directions are subject to EE motion constraints and belong to force-controlled

subspace; other directions are subject to interaction force constraints and

belong to motion-controlled subspace. Along those directions belonging to the

motion-controlled subspace, the motion is unconstrained and the position reference

is reached by EE; along those directions belonging to the force-controlled subspace,

the motion is constrained and the force reference is reached. Next, basic ideas of
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how to design a hybrid motion and force controller is demonstrated using a ground

manipulator example as follows. Note in this case, only EE translation and contact

forces are taken into account. Details of controlling both EE linear velocity and its

rotation motion are elaborated in the next section for the space robot.

By incorporating the kinematic equations, the conventional dynamic model of a

ground manipulator which has n articulated links can be written based on its EE

velocity as,

AGv̇e +BG = τGJ − JT
G
Fe, (5.24)

where AG ∈ Rn×3 is the coefficient matrix; BG ∈ Rn×1 contains nonlinear terms;

JG ∈ R3×n is the Jacobian matrix; τGJ ∈ Rn×1 represents joint torques.

Suppose the robot tries to apply a suitable contact force on a stationary object

or the environment. The desired EE motion and interaction forces can be assigned

into motion and force controlled subspaces using the so-called selection matrices by

identifying the contact geometry. The decomposed form of EE velocity is,

ve = Svν +CSf µ̇, (5.25)

where Sv and Sf are selection matrices; C is a compliance matrix; ν belongs to

velocity-controlled subspace and ν = S+
v ve; µ belongs to force-controlled subspace

and µ = S+
f Fe.

Adopt the inverse dynamics control law

τGJ = AGαG +BG + JT
G
Fe, (5.26)

with the choice of a new input [121]

αG = Svαv +CSfαf . (5.27)

Substituting (5.26) into (5.24) returns v̇e = αG. Replace the left side of this equality

by the derivative of (5.25) and replace the right side by (5.27). Note that Sv and
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Figure 5.5: Block scheme of hybrid motion and force control

Sf are constant for the constraint frame. The equation becomes,

Svν̇ +CSf µ̈ = Svαv +CSfαf . (5.28)

Let ν̇ = αv and µ̈ = αf . Then αv and αf can be designed separately to implement

PID control for the EE motion and contact force. The block diagram of hybrid

motion and force control is shown in Figure 5.5.

5.3.2 Manipulator Motion and Force Control

To design a hybrid motion and force controller for the space robot, it is necessary

to rewrite (5.10) w.r.t. EE acceleration. Differentiating (5.6) returns the expression

of joint accelerations as,

q̈ = J−1
E

(
Ėe − Ėg − J̇Eq̇

)
. (5.29)

Substituting above expression into (5.10), the dynamic equation is rewritten based

on EE acceleration as,

AEEĖe +BEE = τJ − JFJFe, (5.30)

where AEE ∈ Rn×6 and AEE = AJJ
−1
E

; BEE ∈ Rn×1 and BEE = −AJJ
−1
E

Ėg −
AJJ

−1
E

J̇Eq̇ +BJ . Rewrite (5.30) into a form with separate terms for ve and ωe,

AEV v̇e +AEωω̇e +BEE = τJ − JFJFe, (5.31)
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where AEV ∈ Rn×3 and AEω ∈ Rn×3 are partitioned matrices of AEE. To analyze

the translation and rotation of the EE separately, the conventional inverse dynamic

control law (5.26) is adopted and improved by adding an additional term AEωβω for

orientation control and rate of rotation control of the EE, as follows:

τJ = AEVαv +AEωβω +BEE + JFJFe, (5.32)

where αv ∈ R3×1 and βω ∈ R3×1 are introduced as new inputs.

To find specific expressions forαv and βω, the desired motion needs to be clarified

and should be related to ave and aωe included in (5.31). However, it is difficult to

directly decompose ave into motion or force subspace in the inertial frame due to

the floating property of the target and the FFSR. As an approach, tve can be first

explicitly decomposed in the target frame according to contact geometry as follows:

tve =
tSv

tν + tC tSf
tµ̇, (5.33)

where tSv and
tSf are selection matrices determined by contact geometry and remain

constant in the target frame; tν = tS+
v

tve belongs to velocity-controlled subspace;

tµ = tS+
f

tFe belongs to force-controlled subspace; tC denotes a compliance matrix

defined as,

tCij =





1/kδ for i = j = k, k satifies tSfk = 1,

0 otherwise.
(5.34)

Physically, tve is defined as EE motion w.r.t. CM of the target and can be

alternatively expressed as,

tve = Rt
a(

ave − avt). (5.35)

Equivalence of (5.33) and (5.35) yields the relationship between ave and tve in the

following form,

ave =
avt +Ra

t

(
tSv

tν + tC tSf
tS+

f
tḞe

)
. (5.36)

Since a capture operation typically requires tracking a specific contact point,

e.g. a grappling fixture on the target, the EE position components aligned with
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motion-controlled subspace, trev, should be constant when expressed in the target

frame. trev can be given by,

trev =
tS+

v
tre =

tS+
v Rt

a (
are − art) . (5.37)

Differentiate (5.37) to velocity level,

tvev =
tṙev =

tS+
v

tṙe

= tS+
v Rt

a (
aṙe − aṙt) +

tS+
v Ṙt

a (
are − art)

= tS+
v Rt

a (
ave − avt) +

tS+
v Ṙt

a (
are − art) .

(5.38)

Substituting (5.35) into (5.38) and adopting the definition tν = tS+
v

tve,
tν is related

to tvev by,

tvev =
tS+

v
tve +

tS+
v Ṙt

a (
are − art) =

tν + tS+
v Ṙt

a (
are − art) , (5.39)

or

tν = tvev − tS+
v Ṙt

a (
are − art) . (5.40)

Then the substitution of (5.40) into (5.36) returns,

ave =
avt +Ra

t
tSv

[
tvev − tS+

v Ṙt
a (

are − art)
]
+Ra

t
tC tSf

tS+
f

tḞe

=avt −Ra
t

tSv
tS+

v Ṙt
a (

are − art) +Ra
t

tSv
tvev +Ra

t
tC tSf

tS+
f

tḞe

=hv +
aSv

tvev +
aSf

tḞef ,

(5.41)

where hv = avt − Ra
t

tSv
tS+

v Ṙt
a (

are − art),
aSv = Ra

t
tSv,

aSf = Ra
t

tC tSf

and tḞef = tS+
f

tḞe. Equation (5.41) now represents the inertial EE linear

velocity ave with explicit control variables tvev and tFef , where
tvev is the linear

velocity belonging to motion-controlled subspace in the target frame which should

be controlled at zero to follow the required contact point; tFef is the actual contact

force belonging to force-controlled subspace in the target frame which should be

controlled as required to fulfil the capture task.

As mentioned above, the desired EE linear motion in motion-controlled subspace
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should be trevd = constant and is tvevd = 0 at velocity level. Define the desired force

as tFefd. Differentiate (5.41) to acceleration level,

av̇e = ḣv +
aṠv

tvev +
aSv

tv̇ev +
aṠf Ḟef +

aSf F̈ef = ḣv + gv + gf , (5.42)

where gv = aṠv
tvev +

aSv
tv̇ev and gf = aṠf

tḞef +
aSf

tF̈ef . Now the new input

αv can be determined by the following form:

αv = ḣv +αvs +αfs. (5.43)

Set αvs and αfs as,

αvs =
aṠv

tvev +
aSv

tv̇evd −KPv
aSv

(
tvev − tvevd

)
−KIv

aSv

∫ τ

0

(
tvev − tvevd

)
dt,

αfs =
aṠf

tḞef +
aSf

tF̈efd −KDf
aSf

(
tḞef − tḞefd

)
−KPf

aSf

(
tFef − tFefd

)
,

(5.44)

where KPv, KIv, KDf and KPf are control gain matrices. To avoid using the

derivative of noisy force feedback, tḞe is replaced by tK (tve − tṙtf ), where
tK is a

stiffness matrix and has the elements

tKij =





kδ for i = j = k, k satifies tSfk = 1,

0 otherwise.
(5.45)

To control EE orientation, βω is defined as,

βω = ω̇ed −KPω(ωe − ωed)−KIω

∫ τ

0

(ωe − ωed)dt, (5.46)

where KPω and KIω are also control gain matrices. By using control law (5.32),

(5.43), (5.44), and (5.46), the EE motion tracking error ev = tvev − tvevd, eω =

ωe − ωed and force tracking error ef = tFef − tFefd are guaranteed to converge to

zero.
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5.3.3 Spacecraft Attitude Control

The disturbance induced by the manipulator’s motion to the base must be

compensated by the spacecraft attitude control system. Such disturbance is

physically represented by the constraint forces or torques and exerted by the first

articulated joint to the base, denoted by T̃B in (5.12). Rearrange (5.12) as,

J̃Φ̈S +ΥB = τ̃B, (5.47)

where ΥB = Φ̇S × J̃Φ̇S − T̃B − D̃B. Adopt the feedback-linearization control law,

τ̃B = ΥB + J̃
[
Φ̈Sd −KBD(Φ̇S − Φ̇Sd)−KBP (ΦS −ΦSd)

]
, (5.48)

whereΦSd is the desired spacecraft attitude; KBD andKBP are control gain matrices.

It is apparent that this control law is able to enforce the attitude error eΦS
=

ΦS −ΦSd to zero. The actual required RW torques τw then can be derived from τ̃B

according to (5.13). Control and magnetic unloading of the RWs have been detailed

in Section 3.3.2 and Section 3.3.3 and thus are not restated in this chapter.

5.4 Post Capture Control

Due to the floating nature and conservation property of the entire system, in an

open-contact capture operation, the target will tend to drift away from FFSR and

the robot base will move in an opposite direction. The EE has to follow the target

motion during the capture phase to maintain the contact and avoid losing the

target. Suppose that an on-board mechanism is activated and can firmly fasten

the target with the EE to complete the capture task and thus proceed the mission

to post-capture phase.

In post-capture phase, the inherited “stretching” motion of the robot arm

will finally lead to a singular configuration for the robot arm without effectively

controlling the system motion. Besides, the target is tumbled due to the contact

forces and is required to be detumbled to prepare next assembly task. Therefore,

post-capture control plays an crucial role in carrying out successful space mission.
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Since the initial momentum of the entire system is assumed to be zero, the desired

final state is set to be a fully stationary system with a desired spacecraft attitude

maintained right throughout the time. For a case where the initial momentum of

the entire system is not zero, the overall momentum can be absorbed by rotating

momentum exchange devices and/or counteracted by firing thrusters.

In that the captured target has been rigidly connected with the EE, the FFSR

model holds a same form as the model established in Section 4.2 for an FFSR in

the approaching phase. Assume the dynamics of the space robot incorporating the

captured target can be updated using system identification as,

A′(q)q̈ +B′(q, q̇)q̇ = τ , (5.49)

where A′ and B′ represent the updated inertial matrix and nonlinear terms,

respectively. Set error state vector e1 = q − qd, e2 = q̇ − q̇d, where qd and q̇d

denote the desired FFSR’s motion. Rewrite (5.49) in state-space form as,

ė1 = e2,

ė2 = −A′−1(e)B′(e) (e2 + q̇d)− q̈d +A′−1(e)τ .
(5.50)

Despite the updating dynamic model, a coordination controller based on

boundary layer Sliding Mode Control (SMC) method developed in Section 4.3 can

be adopted to securely control the motion of a space robot which may deal with

different loads in a complicated on-orbit assembly mission. Application of the

derived smoothed SMC control law in (4.24) to the model described in (5.50) returns,

τ ⋆i = −λie2i + q̈di − ˆ̄f ′

i − ĥ′i − (f ⋆⋆′
i + h⋆′i + αi)sat(σi), i = 1, 2, · · · , n+ 3, (5.51)

where τ ⋆i , λi,
ˆ̄f ′

i , f
⋆⋆′
i , ĥ′i, h

⋆′
i , αi and σi can be derived in a similar way as those

symbols in Section 4.3.
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5.5 Simulation

To demonstrate effectiveness of the proposed control laws, two examples are

presented in this section. First a case where a three-link planar FFSR is utilized to

implement capture of a floating target is investigated, and next another case where a

four-link FFSR is used to drive a screw into a floating target is analyzed. Conditions

and assumptions shared by these two examples are introduced as follows:

1. At the initial state of the capture phase, the entire system, including the

space robot and the target, is stationary and the EE (or the clamped screw)

has been positioned at the contact point. Such settings are realizable and

can be achieved in approaching phase by adopting the motion control method

proposed in Chapter 4.

2. For the capture phase, the FFSR are required to control its EE motion so as

to exert an appropriate contact force to the target and follow a designated

contact point despite the intrinsic floating feature of the system. Meanwhile,

the spacecraft base is expected to be regulated and maintained at a desired

orientation regardless of its translation.

3. A one-second time interval is set between the capture operation and

post-capture phase, as the controller for capture operation requires some time

to achieve its desired motion (also the initial condition for post-capture phase)

as well as to activate and complete the establishment of a rigid contact between

the EE and the target.

4. For the post-capture phase, the target is manipulated by the FFSR and is

required to be detumbled. Specifically, the desired final state can be depicted

as zero joint rate (φ̇id = 0) and zero attitude error (ΦSd = 0), regardless of

the FFSR’s final configuration.

5. To demonstrate robustness of the control methods, external disturbances and

parametric uncertainties are considered in the simulation. The disturbance is

represented by applying an external torque D = [0, 0, 0.1]T Nm to the base.

In the controller of the simulation, nominal values of ÂF (Â
′) and B̂F (B̂

′) are
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Base

Target

Figure 5.6: Model of a 3-link space robot contacting with a floating target

used; actual matrices AF (A
′) and BF (B

′) used in the dynamic model of the

simulation are set as AF = 1.1ÂF (A
′ = 1.1Â′) and BF = 0.9B̂F (B

′ = 0.9B̂′)

to represent system uncertainties (see Section 4.6.1).

In contrast to the three-link robot capture case, an external friction torque

is inevitably induced and applied at the EE by the floating target in the

screw-driving example, which extends the control objectives to a more complicated

three-dimensional case. Besides, the rotation of the fourth link has to be controlled

to implement a desired screw-driving operation. Details of the screw-driving scenario

will be illustrated in Section 5.5.2.

5.5.1 Target Capture

Operation Scenario

Table 5.1: Specifications of the 3-link space robot and the target

Body Base Link 1 Link 2 Link 3 RW Target

Mass(kg) 100 10 10 10 5 80

Inertia
(kg·m2)

Ix 30 0.016 0.016 0.016 0.1 25
Iy 30 1.6 1.6 1.6 0.1 25
Iz 30 1.6 1.6 1.6 0.1 25

a (m) 1.25 1 1 1 - 1
b (m) 1.25 1 1 1 - 1

In this example, a three-link planar FFSR is used to fulfil capture of a floating
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target, as shown in Figure 5.6. Kinematic and dynamic parameters of the space

robot and the target are listed in Table 5.1. The figure illustrates the initial state

of the contact scenario which can be elaborated as follows: the target frame is

aligned with the inertial frame; the EE has been positioned at the designated contact

point where a grapple fixture is assumed to be located and presents an orientation

perpendicular to the contact target surface; the location of the contact point is set

in a condition where the generated contact force does not pass through the CM of

the target and a tumbling torque will be induced by the contact force. Initial values

listed in Table 5.2 facilitates such a scenario.

Table 5.2: Initial conditions of the capture operation

Description Symbol Value Unit

Position

EE are [−2.4433,−0.0046, 0]T m
Contact point artf [−2.4433,−0.0046, 0]T m

FFSR arg [2.1190,−0.3048, 0]T m
Base ar0 [2.7877,−0.2217, 0]T m
Target art [−3.4433, 0.4954, 0]T m

Attitude/
Angles

Joint ΦM [70,−120, 60]T ◦

Base ΦS [0, 0,−10]T ◦

Target qt [0, 0, 0, 1]T —
Linear
velocity

FFSR vg 0 m/s
Target vt 0 m/s

Angular
velocity

Joint Φ̇M 0 rad/s

FFSR ωg 0 rad/s
Base ωB 0 rad/s
Target ωt 0 rad/s

Under the premise of above conditions, the motion of the system will be

constrained to xI − yI plane in the capture phase. The initial relative posture

between the EE and the target shown in Figure 5.6 is required to be maintained

throughout the contact operation so as to always generate a normal contact force.

Therefore, the EE needs to follow the target motion along yT axis which belongs to

motion-controlled subspace and apply a contact force along xT axis which belongs

to force-controlled subspace. Note that the contact force arises only when the EE

pushes against the target surface and not when it tends to recede away.

A desired pushing force defined by a smooth sinusoidal function of maximum
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amplitude 2N is given in Figure 5.8. Such a continuous and differentiable function is

selected since the derivative of the desired contact force is used in the controller. Also

the force is set to last a certain period (5 seconds) with an appropriate magnitude

to avoid inducing singularity problems for the space robot.

Based on above settings, the contact phase lasts 5 seconds from t = 0s to t = 5s,

during which period the hybrid controller and the base attitude controller proposed

in Section 5.3 are applied. Thereafter, a time interval from t = 5s to t = 6s allows

rigid connection between the chaser FFSR and the client target, during which the

hybrid controller is continuously used to make the EE to follow the target. At t = 6s,

the control mode switches from capture-phase control to post-capture control. The

post-capture phase starts from t = 6s and proceeds afterwards, during which period

the post-capture controller proposed in Section 5.4 is adopted.

Control parameters used in the simulation are listed in Table 5.3. For the contact

model, the stiffness kδ is dominantly dependent on the compliance on the wrist; at

represents position of the reference point located on the target surface and remains

constant throughout in the target frame. For capture control phase, the selection

matrices Sv and St are determined by the contact geometry presented in Figure

5.6 and remain constant throughout in the target frame. For both phases, torque

constraints are considered for joint actuators and RW motors. Other parameters

are determined in a same way as discussed in Chapter 4.

Simulation Results

To intuitively demonstrate system response throughout contact operation, the

contact scenario corresponding to Figure 5.6 is sketched based on simulation data

and presented in Figure 5.7. The figure shows that the EE successfully holds a

perpendicular configuration w.r.t. the contact target surface despite a tumbling

motion of the target. Meanwhile, the spacecraft base is reoriented from an initial

error to the desired orientation. A penetration between the EE tip and the target

surface implies a generated contact force. Also, it is evident that the spacecraft

base and the target move in an opposite direction along xI axis due to momentum

conservation property of the entire system.
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Table 5.3: Parameters in the simulation

Module Parameter Value Unit Parameter Value Unit

Contact
dynamics

kδ 50 N/m tat [1,−0.5, 0]T m

Capture
control

γd 0 rad vevd 0 m/s
tSv [0, 1, 0]T — tSf [1, 0, 0]T —
KPv 16 — KIv 64 —
KDf 16 — KPf 64 —
KPω 16 — KIω 64 —
KBD 10 — KBP 25 —

Post-capture
control

γd 0 rad φ̇id 0 rad/s

λi 3 — αi 0.01 —
εi 0.1 — π̄ 0.1 —
ā1 0.9 — ā2 1.1 —
b̄1 0.9 — b̄2 1.1 —
c̄1 0.9 — c̄2 1.1 —

τJmaxi 10 Nm τwmaxi 5 Nm

Target

lmnq

Initial

posture

Final 

posture

Initial

posture

Final

posture

Contact

point

rtvwx

Force-controlled

subspace

ytxvtwz{twx|t}}~�

subspace

Figure 5.7: Scenario of a three-link robot contacting with a floating target

Figure 5.8 presents the generated contact force. The negative actual force (along

xT axis) implies that the space robot keeps pushing the target and thus does not lose

contact. Comparison between the actual contact force and the desired contact force

indicates that the system achieves good force tracking performance. The force error

is restricted within 3% of the amplitude of the desired force. Also the EE position

tracking error along yT axis illustrated in Figure 5.9 is of negligible magnitude
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Figure 5.8: Contact force Figure 5.9: Position tracking error of EE

Figure 5.10: Desired FFSR motion for post-capture phase: (a) desired joint motion
and, (b) desired base motion.

(10−4m). This demonstrates that the controller can enforce the EE to follow a

fixture to be grasped and thus exert a force at the designated contact point.

Next, post-capture scenario is addressed. The initial state of post-capture phase

is actually the final state of capture phase, i.e. t0 (post-capture) = tf (capture)= 6s

(rigid connection interval is included). As mentioned in Condition 4 at the beginning

of this section, the desired final state for the space robot in post-capture phase can

be specifically depicted as zero joint rate (φ̇id = 0, i = 1, 2, 3) and zero attitude error

(γd = 0), regardless of its final configuration. To formulate the desired post-capture

motion for the space manipulator as well as for the spacecraft base, trajectories

of joint rate and of base angular velocity are first determined according to their
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Figure 5.11: Actual FFSR motion throughout capture phase and post-capture
phase: (a) joint motion and, (b) base motion.

initial states and referenced final states. Then the velocity-level quantities can be

integrated to deduce the designated joint angles and base attitude. Determination

of desired post-capture motion is detailed as follows:

Set φ̇i decaying along a smooth cosine function from its initial value φ̇i (t = 6s) to

zero at t = 11s. Note that no specific manipulator configuration is required and this

condition can result in an arbitrary manipulator configuration. Distinguish from

joint motion, the spacecraft base is required to be finally oriented at γd = 0 with

zero rotation rate γ̇d = 0. Hence, the desired angle rate is set to decay along a slope

function, of which the function slope ki is determined by initial base rotation rate

(γ̇(t = 6s)) and initial attitude error (γ(t = 6s)) as ki = 2γ(t = 6s)/γ̇(t = 6s). In

accordance with such conditions, the desired FFSR motion for post-capture phase is

presented in Figure 5.10. Note that with a longer simulation time the desired base

attitude rate will reach zero and the desired attitude error converges to γd = 0.

The manipulator’s motion, throughout capture and post-capture phases, is

illustrated in Figure 5.11 (a). As shown in the figure, for the first 5 seconds, the

joints move to achieve their desired motion for capture operation; from t = 5s to

t = 6s, the joints’ motion allows the EE to smoothly follow the tumbling target
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Figure 5.12: Control torques

Figure 5.13: Rotation of the target

so as to establish the rigid connection; for the post-capture phase which starts

from t=6s, the angular rates of all joints decrease to zero following their predefined

trajectories (Figure 5.10 (a)) and thus the joint angles remain constant afterwards.

This indicates that the space manipulator will maintain this configuration.

Figure 5.11 (b) demonstrates that the spacecraft attitude error is able to

converge from its initial value γ(0) = −10◦ to zero around t = 2s, despite the

disturbance induced by manipulator’s motion. Even after the space robot is rigidly

connected with the tumbling bulky target, the robust SMC controller successfully

constrains the base attitude error within an acceptable extent since the target

angular momentum is transferred to onboard RWs.

Figure 5.12 presents the corresponding output joint torques and RW torques,

which are restricted within practical limits. The figure indicates that the output

torques suddenly increase to large values at t = 6s in order to detumble the added

load.

Figure 5.13 depicts the target motion. Since the contact force does not pass its

CM, the target is tumbled during the contact operation (from t = 0s to t = 5s) and

then gradually stops rotating (from t = 6s) after connected with the EE. It can be
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seen that despite a one-second interval existing before implementing post-capture

control, a small gap of rotation rate between the EE and the target exists. This is

practically acceptable and can be relieved if extending the time interval.

5.5.2 Screw-Driving Operation

In this section, a potential screw-driving operation by an FFSR that may be

required in future on-orbit assembly missions is addressed to evidence effectiveness

of the proposed controllers. First contact dynamics of a screw-driving operation

which is extended from Section 5.2.4 is introduced, followed by elaboration of the

screw-driving scenario. Finally, numerical simulation results are presented.

Contact Model

Since friction torques arise during the screw-driving operation, the floating target

will tumble around the screw axis. Relative rotation angle between the clamped

screw (motion defined as EE tip) and the nut (motion defined as target reference

point) along this specific axis is

∆θ = tθe − tθt, (5.52)

where tθe denotes EE rotation vector component along screw’s axis and tθt denotes

target rotation vector component along the same axis. The insertion displacement

h relates to ∆θ by,

h =
∆θ

2π
p, (5.53)

where p is the screw pitch.

Local indentation δ in this example is given by (Figure 5.14)

δ = h− (txt − txe), (5.54)

where txt and
txe have been defined in (5.21) and (5.22). artf in (5.21) and (5.22)

denotes position vector of the reference point which is fixed at the center of the
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�arget

Figure 5.14: Contact Force

Base

Target

Figure 5.15: Model of screw-driving operation by a 4-link space robot

threaded hole on the target surface. Substitution of (5.53), (5.54) into (5.19) returns,

fn = kδ
[
h− (txt − txe)

]
= kδ

[
∆θ

2π
p− (txt − txe)

]
. (5.55)

Friction torque generated by inserted portion of the screw has to be included

when analyzing the system which takes the following form:

tTe = c d tFe = kt
tFe, (5.56)

where c is the coefficient of friction; d is the nominal screw diameter; kt = c d.

Operation Scenario

As shown in Figure 5.15, a four-link FFSR is used to drive a screw into a floating

target. Kinematic and dynamic parameters of the space robot and the target are

listed in Table 5.4. Initially, the target frame is aligned with the inertial frame. The

screw attached to the EE is positioned at the center of the threaded hole, in such a

manner that the contact force passes through the CM of the target and no tumbling
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Table 5.4: Specifications of the 4-link space robot and the target

Body Base Link 1 Link 2 Link 3 Link 4 RW Target

Mass(kg) 100 7.5 7.5 7.5 5 5 80

Inertia
(kg·m2)

Ix 30 0.012 0.012 0.012 0.8 0.1 25
Iy 30 1.2 1.2 1.2 0.8 0.1 25
Iz 30 1.2 1.2 1.2 0.008 0.1 25

a (m) 1.25 0.75 0.75 0.75 0.5 - 1
b (m) 1.25 0.75 0.75 0.75 0.5 - 1

torques will be induced by this contact force. Also, the axis of the screw, which

aligns with x-axis of the EE frame is perpendicular to the contact target surface.

Initial values listed in Table 5.5 satisfy conditions of such a scenario.

Table 5.5: Initial conditions of the screw-driving operation

Description Symbol Value Unit

Position

EE are [−2.2060, 0.1139, 0]T m
Contact point artf [−2.2060, 0.1139, 0]T m

FFSR arg [2.0116,−0.0715, 0]T m
Base ar0 [2.5632,−0.0167, 0]T m
Target art [−3.2060, 0.1139, 0]T m

Attitude/
Angles

Joint ΦM [76,−140, 70, 0]T ◦

Base ΦS [0, 0,−6]T ◦

Target qt [0, 0, 0, 1]T —

Linear
velocity

FFSR vg 0 m/s
Target vt 0 m/s

Angular
velocity

Joint Φ̇M 0 rad/s

FFSR ωg 0 rad/s
Base ωB 0 rad/s
Target ωt 0 rad/s

The screw-driving task is aimed to be achieved by controlling EE motion and

applying an appropriate pushing force. Note that practically either a pushing axial

force or a pulling axial force will work though it should be a pushing force initially.

The later indicates that the space robot first stretches its arm to exert a pushing

force on the target but retracts its arm when the screw has been inserted to a

safe threshold. For the screw-driving model presented in Figure 5.15, the space

manipulator motion will be constrained to a plane perpendicular to the operating
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target surface. Actually, this plane should be xI − yI plane if the base attitude is

successfully regulated. By configuring the first three articulated links, the EE can

be controlled at an arbitrary orientation in the operating plane, while the fourth

link applies the turning torque. Assume no off-plane net force is generated during

the operation.

Figure 5.16 presents the desired axial force fnd which is same as that of the 3-link

FFSR example. Suppose a 30mm insertion displacement needs to be accomplished

between t = 0s and t = 5s, which derives a desired relative rotation rate ∆θ̇d defined

by the same-type smooth sinusoidal function of the desired force with amplitude

1440◦/s. With a faster rotation speed along the screw’s axis, the EE keeps an

orientation in alignment with the target frame. As a result, the desired EE angular

velocity used in (5.46) becomes aωed = Ra
t

tωed = Ra
t

(
tωt + un ∆θ̇d

)
. Control

parameters used in the simulation are listed in Table 5.6, which are determined in

a similar way as those of Table 5.3.

Simulation Results

As presented in (5.55), the contact force relates to the relative rotation angle ∆θ

with kδ. Since both the insertion displacement and the contact force are supposed

to be controlled, their variation w.r.t. different contact stiffness kδ is investigated.

As illustrated by Figure 5.16, the maximum force tracking error increases from

1.8% to 3.7% of the desired force’s amplitude when kδ increases from 200N/m

to 400N/m. Nevertheless, though a smaller stiffness improves the force tracking

performance, an undesirable overshoot of the insertion displacement is induced as

shown in Figure 5.17. Therefore, to avoid undesirable unscrewing during assembly,

k = 400N/m is practically preferred and applied to simulate the model. EE position

tracking error is demonstrated in Figure 5.18, which is of negligible magnitude and

should be acceptable in practice.

The screw-driving scenario is sketched in Figure 5.19 based on the simulation

results. It shows that the EE holds a perpendicular configuration w.r.t. the contact

target surface throughout the operation. At the same time, the spacecraft base is

reoriented from an initial error to the desired orientation. A penetration between the
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Table 5.6: Parameters in the simulation

Module Parameter Value Parameter Value

Contact
dynamics

kδ 400 N/m tat [1, 0, 0]T m
p 1.5 mm tun [1, 0, 0]T

c 0.2 d 20 mm

Capture
control

ΦSd 0 rad vevd [0, 0]T m/s

tSv

[
0 1 0
0 0 1

]T
tSf [1, 0, 0]T

KPv




30
30

30




KIv 


225
225

225


KDf KPf

KPω KIω

KBD




4
4

4


 KBP




4
4

4




Post-capture
control

ΦSd 0 rad φ̇id 0 rad/s

λi 3 αi 0.01
εi 0.1 π̄ 0.1
ā1 0.9 ā2 1.1
b̄1 0.9 b̄2 1.1
c̄1 0.9 c̄2 1.1

τJmaxi 10 Nm τwmaxi 5 Nm

Figure 5.16: Contact force

EE tip and the target surface implies a combination of the insertion displacement

and axial force. Note that Figure 5.19 omits rotation off xI − yI plane which is

demonstrated in later specific results.

The desired post-capture motion for the screw-driving operation can be obtained

in a similar way as that of the capture example and is depicted in Figure 5.20.

Figure 5.21 (a) illustrates the FFSR motion throughout screw-driving operation
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Figure 5.17: Insertion displacement Figure 5.18: Position tracking error of EE
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Figure 5.19: Scenario of a four-link FFSR driving a screw into a floating target

Figure 5.20: Desired FFSR motion for post-capture phase: (a) desired joint motion
and, (b) desired base motion.
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x10
3

x10
3

Figure 5.21: Actual FFSR motion throughout capture phase and post-capture
phase: (a) angular rate and, (b) rotation angle.

Figure 5.22: Control torques

and post-screw phase. For the first 5 seconds, the first joints move to maintain a

desired EE position and orientation w.r.t. the target; while the fourth joint rotates

with high speed to drive the screw into the threaded hole and stops rotating when

the inserted displacement reaches 30mm. From t = 5s to t = 6s, the joints (joint

1-3) move to allow the EE to follow the moving target. For the post-capture phase,
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Figure 5.23: Rotation of the target

the angular rates of all joints decrease to zero following their predefined trajectory

(Figure 5.20) and afterwards the space manipulator maintains this configuration.

Figure 5.21 (b) shows that the spacecraft attitude error converges to zero

and reaches within an acceptable extent even when detumbling the bulky target.

Corresponding output joint torques and RW torques are presented in Figure 5.22,

which are smooth and kept within practical limits. The first spike in the torques is

due to the switching from the control law for the capture phase to the control law

for the post capture phase, and the second spike is caused by the slope change of

the desired decayed attitude in the roll axis as shown in Figure 5.20.

Figure 5.23 depicts the target motion. The target rotates along xT axis due to

the friction torque, and then gradually stops rotating (from t = 6s) after rigidly

connecting with the EE since the rotation rate of the EE is controlled to decease

to zero. The yaw angle γt keeps decreasing for post-capture phase, in that the

prescribed base attitude rate γ̇d has not reached zero, implying the manipulator and

the captured target passively follow their moving base. With a longer simulation

time, γ̇t will decrease to zero and γt will eventually flatten.

5.6 Summary

This chapter presents a control strategy to maintain accurate End-Effector (EE)

contact forces (and torques) during a compliant motion task enabling the successful

capture of a space object. First, the modeling of a Free-Flying Space Robot (FFSR)

is completed by establishing separate models for the space manipulator and the

spacecraft base. Such modeling scheme enables separate design for force controller
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and attitude controller which can maintain the desired spacecraft attitude while

tracking a predefined contact force trajectory. As the core content, the hybrid force

and motion controller is then developed based on the space manipulator model by

first analyzing the capture motion in the target frame and then transforming it

to the inertial frame. Also robust control of the post-capture operations including

space robot stabilization and de-tumbling of the space object is addressed. The

capture and post-capture operation in the presence of external disturbances and

system uncertainties are verified through two simulation examples. The results

demonstrate that the controllers can enforce accurate force tracking performance

and attitude regulation for the capture phase, and the system can be stabilized for

the post-capture phase.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

The focus of this thesis is to develop systematic modeling and control methods for

spacecraft, which can provide a theoretical basis for carrying out potential on-orbit

assembly tasks. In this final chapter, principal contributions of the research and

potential future work are presented. The first part claims and evaluates the main

outcomes of this thesis. Further, some recommendations are then given regarding

directions of future work.

The main contributions of this thesis can be highlighted as follows.

• A robust attitude controller for a deploying spacecraft which represents a

simple specific on-orbit assembly case was developed. The modeling approach

proposed for the deploying spacecraft allows a concise model and thus benefits

development of the control algorithm. It has been shown that the proposed

Twisting-algorithm -based SMC (TASMC) controller is able to accommodate

substantial inertia change of the spacecraft resulting from its structural

reconfiguration. Also, the controller derives smooth control torques which

are ideally suitable to Reaction Wheels (RWs). Such an advantage facilitates

on-board fuel savings and precise operations using electrically-powered RWs

instead of firing thrusters. It was shown further through numerical simulations

that the controller has the capability to steer the satellite to the desired

orientation with small settling time in comparison to SQC2S. The proposed
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control method can therefore be used to implement fast and high-accuracy

tracking operations.

• The dynamic equations of a Free-Flying Space Robot (FFSR) with actuating

RWs were reformulated. Previous derivations of the model for an FFSR

addressed the system by assuming external attitude control torques. Much to

the contrary, the application of RWs is discussed specifically in this research

and the model developed takes into account the contribution of RWs to the

angular momentum of the entire system. Such a comprehensive model is

theoretically more accurate than the conventional space robot model but

results in loss of advantageous properties of the conventional space robot

model, i.e. the coefficient matrix is neither symmetric nor positive definite.

The adopted diagonalization method successfully transformed the strongly

coupled problem into multiple single-input problems by introducing virtual

torques, which provides valuable insight into application of conventional

control methods to complicated nonlinear systems.

• Two robust controllers, i.e. the Sliding Mode Controller with adaptive gains

(ASMC) and the Adaptive Variable Structure Controller (AVSC), that can

coordinate the robot arm motions and the spacecraft attitude were developed.

The controllers have been demonstrated to be effective for both approaching

and post-capture phases in the presence of system uncertainties. It has

been shown that for the set-point control case, the proposed controllers are

able to reduce settling times in comparison to the popular Sliding Mode

Control method with constant gains (CSMC), indicating the resulting system

can quickly orient the spacecraft to the desired attitude and approach the

end-effector to a target by utilizing the full potential of harnessing solar energy.

This advantage has a significant effect on a space vehicle which has electrically

powered actuators, as in the presented system where all joint motors and RWs

are electrically powered. For the path tracking case, the ASMC controller is

shown to produce smaller tracking errors compared with AVSC and CSMC,

under the condition of holding the control outputs in similar extent. Therefore,

the ASMC controller allows the spacecraft to maintain communication links

141



6.1. Conclusions

with ground stations with minimal disruptions and/or degradation of signal

quality, and to efficiently implement space tasks along specific paths, such as

capturing a structural component while avoiding collision with obstacles.

• A novel control-oriented modeling framework of an FFSR subject to external

forces was proposed. Such a framework contributes to establishment of

separate models for the manipulator and for the spacecraft base. Thereby, by

solely analyzing the manipulator model, required joint torques are derived to

meet contact force specifications. On the other hand, considering the reaction

torques/forces from the first articulated joint to the base as a disturbance,

required RW torques are derived to satisfy attitude specifications. As such,

the model structure facilitates controller design which achieves simultaneous

contact force control and active attitude control, overcoming the disadvantage

of the conventional unified model for an FFSR which can only implement force

control but without a guarantee of desired spacecraft attitude.

• A control strategy to maintain accurate end-effector contact forces during

a compliant motion task enabling the successful capture of a space object

was developed. The hybrid controller presented in this research extends

the powerful concept of hybrid control to the realm of free-flying space

robot. Such a controller incorporates the consistent motion between FFSR’s

end-effector and the tumbling floating target. The presented methodologies are

substantially different to the currently practiced methods such as entrapping

the space objects using bulky infrastructure of which the launching and

orbiting are expensive. The novelty of this controller also reflects in achieving

force trajectory tracking performance for open-contact space operations in

contrast to impedance controllers proposed in the previous literature which

tried to maintain a contact. The work presented provides a theoretical basis

for promising robotic/tele-robotic in-space screw-driving operations, which can

be extended to any on-orbit servicing task requiring simultaneous force-torque

exertion.
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6.2 Future Work

Suggestions of future work directions are addressed as below.

• Improvement of space robot model incorporating its flexible properties. Space

robots are always designed as light weight structures to save fuel consumption

at launch and as such are flexible structures. The intrinsic flexibility of the

space robot has an influence on the exact end-effector motion and may excite

undesirable vibrations which can result in instability of the system. This aspect

needs to be taken into account to build more realistic space robot model and

thereby develop control laws to suppress the vibration.

• The performance of different controllers has been demonstrated and compared

using simulations in Matlab and Simulink. In addition to this, a validation of

dynamic modeling for a space robotic system using a commercial multibody

software, such as MSC Adams, will strengthen the contribution.

• Experimental validation. The presented work depicts the theoretical

establishment of the spacecraft model and demonstrates the developed control

algorithms by numerical simulations. Validation of the proposed controllers

through hardware experiments needs to be performed which can give insight

of practical issues.

This thesis provides a theoretical basis of modeling and control for potential

on-orbit assembly tasks. From a practical point of view, other important issues,

such as control of space robots with multiple manipulators or of cooperative space

robots, sensing techniques and comprehensive contact dynamics also need to be

investigated.
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[22] J. L. Lagrange, Mécanique analytique, vol. 1. Mallet-Bachelier, 1853.

[23] T. R. Kane and C. F. Wang, “On the derivation of equations of motion,”

Journal of the Society for Industrial and Applied Mathematics, vol. 13, no. 2,

pp. 487–492, 1965.

[24] S. Dubowsky and E. Papadopoulos, “The kinematics, dynamics, and control

of free-flying and free-floating space robotic systems,” IEEE Transactions on

Robotics and Automation, vol. 9, no. 5, pp. 531–543, 1993.

146



REFERENCES

[25] J. L. R. d’Alembert, Traité de dynamique. 1743.
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Appendix A

A.1 Introduction

The purpose of Appendix A is to introduce mathematical details of how to derive

the actual inertia matrix of a deploying satellite and the disturbance torques which

depend on spacecraft configuration. Section A.2 shows calculation details of the

inertia matrix for a deploying satellite in body frame based on its geometric features.

Section A.3 derives the aerodynamic disturbance torques suffered by the deploying

satellite.

A.2 Inertia of a Deploying Satellite

The simplified geometrics feature of a deploying satellite are used to estimate its

inertia change, as shown in Figure A.1. The deploying angle is δ̄s. ā and b̄ denote

length and height of a half clamshell (assume same size for the two halves). The

“reference” half and the trailing half of the satellite are named as B1 and B2,

respectively. Suppose the deploying angular rate is always perpendicular to the

orbit plane, which means CM of B1, B2 and the entire spacecraft stays in XOZ−
plane of the orbit frame or their coordinate along YO− (YB−) axis is always 0.

Therefore, the geometric calculations in the XOZ− plane are performed. In Figure

A.1, the coordinate of CM of B2 (OB2) w.r.t. CM of B1 (OB1) is

1xb2 = −
[
ā

2
−
(
ā

2
− b̄

2
tanδ̄s

)
cosδ̄s

]
,

1zb2 =
b̄

2
+

b̄

2cosδ̄s
+

(
ā

2
− b̄

2
tanδ̄s

)
sinδ̄s.

(A.1)
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P1

P2

P3

Figure A.1: Coordinate systems for a deploying satellite.

Note symbols with superscript 1{·},2{·} and b{·} represent variables expressed in

the “reference” half coordinate frame (ΣB1), the opening half coordinate frame

(ΣB2) and the body frame (ΣB), respectively. The coordinate of CM of the entire

spacecraft OB w.r.t. OB1 is

1xb =
1

2
1xb2,

1zb =
1

2
1zb2. (A.2)

So perpendicular distance between the axes YB and YB1 or YB and YB2 is

d̄ =
√

1x2b +
1z2b =

1

2

√
1x2b2 +

1z2b2. (A.3)

Then the inertia matrix of each half w.r.t. the body frame can be obtained by using

Parallel Axis Theorem followed by coordinate frame transformation

bI1 =
1I1 +m1d̄

2, b
′

I2 =
2I2 +m2d̄

2, bI2 =
bRb

′
b
′

I2
bRT

b
′ , (A.4)

where m1 and m2 are the mass of B1 and B2, respectively;
1I1 and 2I2 represent

inertia of B1 and B2 in their body fixed frame ΣB1 and ΣB2, respectively;
b
′

I2 is

the inertia matrix of B2 w.r.t. a frame ΣB′ which has its origin located at the origin

of ΣB with axes aligned with ΣB2;
bRb′ represents the rotation matrix from this
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frame to the body frame ΣB and

bRb′ =




cosδ̄s 0 −sinδ̄s
0 1 0

sinδ̄s 0 cosδ̄s


 .

Finally the inertia of the entire spacecraft expressed in the body frame is

J = bI1 +
bI2. (A.5)

A.3 Aerodynamic Disturbance

The aerodynamic disturbance torque suffered by the deploying satellite depends on

the configuration of the spacecraft and is also calculated based on the simplified

geometric feature shown in Figure A.1. To derive the aerodynamic disturbance

torque τa, we need to find the aerodynamic forces subject by the spacecraft and

their acting points. According to Figure A.1, the coordinates of the center of three

windward surfaces (or the force acting point for each surface with the assumption

of same density of the atmosphere), P1, P2, P3 w.r.t. the CM of the spacecraft body

are

ρ1 =
[ ā
2
− xb2

2
, 0,−zb2

2

]T
,

ρ2 =

[
xb2
2

+
ā

2
cosδ̄s, 0,

zb2
2

+ ā sin
δ̄s
2

]T
,

ρ3 =

[
xb2
2

+
b̄

2
sinδ̄s, 0,

zb2
2
− b̄

2
cosδ̄s

]T
.

Accordingly, the total aerodynamic force applied on the spacecraft windward

surfaces is

Fa = −ρav2v̂
∫

swa

n · v dS = −ρav2
(
b̄l̄ + b̄l̄ cosδ̄s + āl̄ sinδ̄s

)
v̂, (A.6)
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where l̄ is the width of a half clamshell. The equivalent pressure center of Fa can

be expressed by

Cpa =

∫
swa

ρ (n · v) dS∫
swa

(n · v) dS
=
b̄l̄ρ1 + b̄l̄ρ2 cosδ̄s + āl̄ρ3 sinδ̄s

b̄l̄ + b̄l̄ cosδ̄s + āl̄ sinδ̄s
. (A.7)

The orbital velocity of the spacecraft is v̄ = bRo
ovo, where ovo = [v0, 0, 0]

T =

[ωoR, 0, 0]
T with R as the orbit radius.
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Appendix B

B.1 Introduction

This appendix provides detailed derivation of kinematics and dynamics for a space

robot. The space robot consists of a mobile base and n rigid links connected by

revolute joints, as shown in Figure B.1. Section B.2 establishes the relationship

between the motion rate of the end-effector and that of spacecraft attitude angles

and joint angles in a linearized form based on geometric features of the space robot

model. Section B.3 first formulates the kinetic energy of the system and then derives

the space robot dynamic equation by Lagrangian dynamics.

 ai

bi

liI0, m0

Ii
mi

xB

yB

zB
xG

yG

zG
xI

yI

zI

ΣB

ΣG

ΣI

Σ I Inertial Coordinate
ΣG Space Robot Coordinate
ΣB Base Coordinate

Base

Joint i

Reaction Wheels

r0 rg

ri

Pe

Figure B.1: Space robot model

B.2 Space Robot Kinematics

This section is based on the treatment of Umetani and Yoshida [39]. Basic equations

originated from geometric features of the system, as illustrated in Figure B.1, are

168



B.2. Space Robot Kinematics

described as follows:

ri+1 = ri +
aAi

ibi +
aAi+1

i+1ai+1, i = 0, 1, · · · , n− 1,

n∑

i=0

miri = rg

n∑

i=0

mi,
(B.8)

where iai and
ibi are the length vector of the ith link expressed in the link frame

Σi;
aAi denotes transformation matrix from the link frame Σi to the inertial frame.

Based on (B.8), position vector of the base and each link can be expressed by,

ri =
n∑

j=1

kij
(
aAj

jaj +
aAj−1

j−1bj−1

)
+ rg, (B.9)

with

kij =





(
j−1∑
l=0

ml

)
/mg (j ≤ i)

−
(

n∑
l=j

ml

)
/mg (j > i)

, (B.10)

where mg =
n∑

i=0

mi is total mass of the entire system. Differentiate the position

vector to get inertial velocity.

vi = ṙi =
n∑

j=1

kij

(
aȦj

jaj +
aȦj−1

j−1bj−1

)
+ ṙg, (B.11)

where aȦj =

j∑

k=0

∂ aAj

∂φk
φ̇k with φk representing spacecraft attitude angles (k = 0)

and joint angles (k = 1, · · · , n). Substituting this expression of aȦj into (B.11)

returns

vi =

n∑

j=0

vijφ̇j + vg, (B.12)

where vij =
n∑

k=j

kik(
∂ aAk

∂φj

kak +
∂ aAk−1

∂φj

k−1bk−1) and vg = ṙg.

The angular velocity of each link is of the similar form as its linear velocity,

ωi =

i∑

j=0

aAj
jωj =

i∑

j=0

aAj
jujφ̇j + ωg, (B.13)
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where juj denotes unit vector of the j
th joint axis; vg and ωg represent linear velocity

and angular velocity of the entire system.

Accordingly, velocity of the end-effector can be expressed by,

ve = vnαα̇ + vnββ̇ + vnγ γ̇ +
n∑

i=1

vniφ̇i + vg,

ωe =
aAα

αuαα̇ + aAβ
βuββ̇ + aAγ

γuγ γ̇ +

n∑

i=1

aAi
iuiφ̇i + ωg.

(B.14)

Equation (B.14) can be rearranged as,

Ee =


 ve

ωe


 =


 vnα vnβ vnγ

aAα
αuα

aAβ
βuβ

aAγ
γuγ







α̇

β̇

γ̇




+


 vn1 · · · vnn

aA1
1u1 · · · aAn

nun







φ̇1

...

φ̇n


+


 vg

ωg




=JESΦ̇S + JEMΦ̇M +Eg

=JEq̇ +Eg,

(B.15)

where ΦS = [α, β, γ]T represents the spacecraft attitude; ΦM = [φ1, φ2, · · · , φn]
T is a

vector composed of joint angles; q =
[
ΦT

M
,ΦT

S

]T
; Eg =

[
vT
g ,ω

T
g

]T
is the velocity of

the space robot centroid; JES and JEM are quasi-Jacobian matrices corresponding

to the spacecraft base part and the manipulator part with the following expression:

JES =


 vnα vnβ vnγ

aAα
αuα

aAβ
βuβ

aAγ
γuγ


 ,

JEM =


 vn1 vn2 · · · vnn

aA1
1u1

aA2
2u2 · · · aAn

nun


 ,

JE = [JEM ,JES] .
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B.3 Space Robot Dynamics

In Section 4.2.3, according to angular momentum conservation law, the base attitude

rate can be expressed using joint angle rate and RW rate as,

Φ̇S = HmsΦ̇M +HwsΦ̇W . (B.16)

Assumption of stationary initial state makes vg = ωg ≡ 0. Replacing the attitude

rate using the above expression, (B.12) and (B.13) are rewritten as,

vi = ViSΦ̇S + ViMΦ̇M + vg = ViS

(
HmsΦ̇M +HwsΦ̇W

)
+ ViMΦ̇M

= (ViSHms + ViM) Φ̇M + ViSHwsΦ̇W + vg = HivΦ̇,

ωi = ΩiSΦ̇S +ΩiMΦ̇M + ωg = ΩiS

(
HmsΦ̇M +HwsΦ̇W

)
+ΩiMΦ̇M

= (ΩiSHms +ΩiM) Φ̇M +ΩiSHwsΦ̇W + ωg = HiωΦ̇,

(B.17)

where

Φ̇ =
[
Φ̇T

M
, Φ̇T

W

]T
,

Hiv = [ViSHms + ViM ,ViSHws] ,

Hiω = [ΩiSHms +ΩiM ,ΩiSHws] ,

ViS =
[
viα, viβ, viγ

]
, ViM =

[
vi1, · · · , vin

]
,

ΩiS = [aAα,
aAβ,

aAγ] , ΩiM = [aA1, · · · , aAi, 0, · · · , 0]3×n .

The RWs have same linear velocity as that of the spacecraft base as,

vwi = v0 = H0vΦ̇, i = 1, 2, 3. (B.18)

The angular velocities of the RWs are given by,

ωwi = ω0 +Rb
wiΦ̇wi = ω0 +Rb

wiuwiΦ̇W

= H0ωΦ̇+Rb
wiuwi

[
O3×n I3×3

]

 Φ̇M

Φ̇W


 = HwiΦ̇,

(B.19)
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where v0 and ω0 are the linear velocity and angular velocity of the spacecraft

base, respectively; Φ̇wi is the angular velocity of ith RW w.r.t. the spacecraft base

expressed in the reaction-wheel frame and Φ̇wi = uwiΦ̇W ; uwi ∈ R3×3 has a form of

uwi(i, i) = 1 and zero for other components; Rb
wi denotes the transformation matrix

from the ith reaction-wheel frame to the base frame; O3×n is a zero matrix and I3×3

is an identity matrix; Hwi = H0ω +Rb
wiuwi

[
O3×n I3×3

]
.

The total kinetic energy of the space robot system is represented by,

T =
1

2

n∑

i=0

(
vT
i mivi + ωT

i
aIi ωi

)
+

1

2

3∑

i=1

(
vT
wimwivwi + ωT

wi
aIwi ωwi

)
. (B.20)

Inertia transformation from the link frame Σi or the i
th reaction-wheel frame Σwi to

the inertial frame takes the form as,

aIi =
aAi

iIi (
aAi)

T , aIwi =
aAwi

wiIwi (
aAwi)

T . (B.21)

Substituting (B.17), (B.18), (B.19) and (B.21) into (B.20), the translational energy

is

Tv =
1

2

n∑

i=0

(
vT
i mivi

)
+

1

2

3∑

i=1

(
vT
wimwivwi

)

=
1

2

n∑

i=0

[(
HivΦ̇

)T
mi

(
HivΦ̇

)]
+

1

2

3∑

i=1

[(
H0vΦ̇

)T
mwi

(
H0vΦ̇

)]

=
1

2
Φ̇T

[
n∑

i=0

(
HT

iv mi Hiv

)
+

3∑

i=1

(
HT

0v mwi H0v

)
]
Φ̇

=
1

2
Φ̇TH

V
Φ̇,

(B.22)
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and the rotational energy is

Tω =
1

2

n∑

i=0

(
ωT

i
aIi ωi

)
+

1

2

3∑

i=1

(
ωT

wi
aIwi ωwi

)

=
1

2

n∑

i=0

[(
HiωΦ̇

)T (
aAi

iIi
aAT

i

) (
HiωΦ̇

)]

+
1

2

3∑

i=1

[(
HwiΦ̇

)T (
aAwi

wiIwi
aAT

wi

) (
HwiΦ̇

)]

=
1

2
Φ̇T

[
n∑

i=0

(
aAT

i Hiω

)T iIi
(
aAT

i Hiω

)

+
3∑

i=1

(
aAT

wiHwi

)T wiIwi

(
aAT

wiHwi

)
]
Φ̇

=
1

2
Φ̇TH

Ω
Φ̇,

(B.23)

where H
V

=
n∑

i=0

(
HT

iv mi Hiv

)
+

3∑
i=1

(
HT

0v mwi H0v

)
and H

Ω
=

n∑
i=0

(
aAT

i Hiω

)T iIi
(
aAT

i Hiω

)
+

3∑
i=1

(
aAT

wiHwi

)T wiIwi

(
aAT

wiHwi

)
.

Since the spacecraft is cruising in a micro-gravity environment and only rigid

bodies are included, its potential energy is taken equal to zero. As a result, the

Lagrangian is

L = T =
1

2
Φ̇T (H

V
+H

Ω
) Φ̇ =

1

2
Φ̇THΦ̇, (B.24)

where H = H
V
+H

Ω
which proves to be a symmetric and positive definite matrix.

According to the Lagrangian formulation, the generalized torques are given by,

d

dt

(
∂L

∂Φ̇

)
− ∂L

∂Φ
= τ , (B.25)

which yields the dynamic equation of the following form,

HΦ̈ +CΦ̇ = τ , (B.26)

where CΦ̇ = ḢΦ̇ − ∂

∂Φ

(
1

2
Φ̇THΦ̇

)
; τ = [τ1, · · · , τn, τw1, τw2, τw3]

T with τi, i =

1, 2, · · · , n denoting joint torques and τw1, τw2, τw3 denoting RW torques.
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