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Abstract

There has been an exponential increase in the deployment of wireless networks that
operate in the unlicensed band, such as the IEEE 802.11 Wireless Local Area Net-
works (WLANs) and the Wireless Mesh Networks (WMNs). These networks do not
require any additional regulatory approval before deployment and co-located net-
works often belong to different managing entities. Due to their use of the unlicensed
band, no single network can claim exclusive use of a channel. Interference may sub-
sequently arise, leading to suboptimal performance. Besides Medium Access Con-
trol (MAC) protocols, radio resource control schemes like channel allocation, power
control and link adaptation have been proposed to reduce this interference. In this
thesis, we are interested in the coexistence issues of such independent unlicensed
band networks. Due to the autonomous nature of these networks, they may not
cooperate or even use the same MAC protocol. We investigate the use of radio re-
source control schemes to improve the performance of such co-located networks. Our
proposed schemes make use of utility-based techniques that are derived from game
theory and optimization theory.

We first model the interactions as a non-cooperative game and study the character-
istics of the resultant game. We develop channel selection schemes for respectively,
independent multihop WMNs and single-hop WLANs that are located together. We
show that our proposed schemes improve the performance of non-cooperative WMNs
by as much as 36%. In WLANs, our schemes show as high as 30% increase in ag-
gregate throughput when evaluated against two existing channel selection schemes.
Subsequently, we investigate how non-cooperation affects the solution of a cross-layer
resource allocation algorithm designed for multi-radio, multi-channel, multihop wire-
less networks. We show that in the presence of non-cooperative networks, there exists
efficiency loss due to the incomplete information of the contention environment. As
a result, we propose an adaptation to the algorithm that is shown to improve perfor-
mance by up to 3.2 times for a general physical/link layer model and 21% for a more
realistic CSMA model.
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Chapter 1

Introduction

Wireless communication has become an indispensable part of modern life. In the past

decade, mobile phones utilizing the cellular technologies (e.g. AMPS, GSM, UMTS),

along with laptops and smartphones connected to Wi-Fi networks, have enabled in-

dividuals to stay connected wherever they are. While cellular networks have been

widely deployed, the initial setup phase is usually laborious and involves high cost.

Firstly, the operating spectrum has to be allocated or licensed to the network oper-

ator, usually by the governing body. Often, these precious spectrum resources are

auctioned to interested parties at hefty prices. Secondly, expensive infrastructure like

basestations and servers have to be deployed, but not before conducting extensive

site surveys to ensure adequate network coverage. Clearance also needs to be sought

before the installation of the basestations and cell towers. The leasing of these sites

where the basestations are placed leads to further costs.

Apart from licensing the operating frequencies to network operators, an alternative

approach in wireless communication is to pre-allocate a fixed band of frequencies, but

not license them to any particular operator. These bands of frequencies are free to be

utilized by any communication device manufacturers and users, provided they comply

with some requirements set out by the governing body, e.g. maximum transmit power

and average power density. These frequencies are commonly known as the unlicensed

band1.
1Note that “unlicensed” does not mean unregulated, as the specifications for operating in these

frequencies are still to be adhered to. In addition, many regulatory bodies require the devices to be
certified or approved before they can be sold.

1
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1.1 Unlicensed Band Networks

In many countries, certain frequency bands have been reserved for unlicensed use.

For instance, in the United States and some parts of the world, the Industrial, Scien-

tific and Medical bands (commonly known as the ISM bands) were initially set aside

for use for industrial, scientific and medical purposes. These consist of a range of

non-continuous frequency bands, including the popular 2.4 GHz band. Apart from

their use in the above fields, other communication devices are allowed to utilize the

channel, provided they do not interfere with the ISM users. It is interesting to note

that products as diverse as the cordless phone system, remote control toys, as well as

the microwave oven all make use of the 2.4 GHz band.

An unlicensed band network consists of devices that are able to communicate with one

another over the unlicensed band. The most well known of such networks has to

be the IEEE 802.11 Wireless Local Area Network (WLAN) [54]. Its utilization of the

unlicensed band means that once the authorities have certified a new WLAN device to

be adhering to the necessary regulatory requirements, no further approval is needed

for it to be used. Anyone can install a WLAN access point (AP) or use a WLAN client

card.

The ease of deployment of WLANs has greatly increased the adoption of such net-

works. With the economies of scale, the production cost of the hardware has been re-

duced, leading to more inexpensive chipsets and wireless cards. These cards can now

be found in many mobile devices, such as laptops, PDAs and smartphones. This has

further expanded their popularity among users for connecting to the Internet [63]. As

a further proof of the attributes of unlicensed band networks, the United States Fed-

eral Communications Commission (FCC) has been allocating more frequency bands

for this purpose [41]. Consequently, the FCC is also exploring the adoption of white

spaces within the currently allocated licensed bands for unlicensed use [124].

We now briefly introduce two types of unlicensed band networks. The first type of

networks has been widely deployed for wireless connection. The second type of net-

works has been attracting much research interests in recent years for its ability to

extend network coverage without expensive wired infrastructure.
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1.1.1 IEEE 802.11 Wireless LANs

As mentioned earlier, the 802.11 WLAN is one of the success stories of the unlicensed

band networks. The IEEE 802.11 standards were created by the IEEE 802 working

group for the purpose of standardizing the WLAN. The base 802.11 specification com-

prises of the Medium Access Control (MAC) layer and the Physical (PHY) layer. The

MAC layer deals primarily with allowing different 802.11 devices to share the wire-

less medium, with mechanisms to perform collision avoidance, contention resolution,

etc. On the other hand, the PHY layer focuses on how the data is actually transmitted

over the wireless channel. It encompasses permitted operating frequencies, modu-

lation schemes, error correction and other mechanisms that try to ensure that the

transmission is as robust as possible.

The most popular versions of the IEEE 802.11 standards implemented and used in

wireless hardware today are the IEEE 802.11b [9], IEEE 802.11g [11] and

IEEE 802.11a [8] versions. The “b” and “g” versions operate in the 2.4 GHz ISM

unlicensed band, while the “a” version operates in the 5 GHz Unlicensed National

Information Infrastructure (U-NII) band. Recently, there have been more versions

of the standards, serving as amendments to the existing versions. For example, the

802.11e amendment [10] addresses the Quality of Service (QoS) issues in the stan-

dards. The 802.11n amendment [13] seeks to extend the throughput performance by

among other things, using Multiple-Input Multiple-Output (MIMO) technology and

wider channel bands at the PHY layer, and frame aggregation at the MAC layer. In

this thesis, we will focus mainly on the basic a/b/g versions, as they are still the most

commonly deployed versions of the 802.11 standards.

1.1.2 Wireless Mesh Networks

In a typical 802.11 WLAN configuration, the AP is connected to the Internet via a

wired connection (e.g. a Cat-5 cable or telephone line). Therefore, any client com-

municating with the AP is 1 wireless hop away from the physical wired network. This

is commonly known as a “single-hop” network. In such a network, only clients that

are within the communication range of the AP is able to access the resources in the

wired network, such as the Internet.

In recent years, work has been done to extend the access of the clients beyond the
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1 hop limitation. The idea is to deploy intermediate nodes that can wirelessly re-

lay the traffic between the node that is connected to the wired network, to a client

several hops away. This type of “multihop” network is known as a Wireless Mesh

Network (WMN) [21]. The relay nodes, typically high performance devices with no

power constraints, are called mesh routers. The nodes that are connected to the phys-

ical network are known as mesh gateways. In addition, there are mesh access points

that provide wireless connection to mobile clients. In some cases, a single device may

serve more than one of the above functions. Figure 1.1 shows the difference between

a single-hop WLAN and a multihop WMN. We can view a typical WMN as consisting

of infrastructure backbone links (formed by the mesh gateways and mesh routers)

and access links (formed by the mesh access points and mobile clients).

As mentioned, one of the attributes of the WMN is that it allows clients located further

away (several hops) from a gateway node to have access to the wired network, e.g.

the Internet. In addition, deploying of the mesh routers reduces the need for wired

networking cables. This will in turn reduce the setup costs of the network, which

include the cost of the cables, the cost of leasing the land needed for their laying, as

well as labor cost. For this reason, as well as the fact that the devices can be easily

built using commodity hardware components that operate in the unlicensed band,

WMN has generated great interest not just within the research community [21, 31],

but also on the commercial front. There are currently many developments of mesh

products and systems [1, 3, 6], as well as practical wide-area deployments [52, 137].

There have been some efforts in trying to standardize the WMN architecture, led by

the IEEE 802.11 working group under the 802.11s Mesh Networking Task Group [32].

In spite of this, we believe that many of the WMN implementations are likely to be

proprietary, especially at the core backbone. In addition, due to the advantages as

highlighted above, we believe that a significant number of WMN deployments will

be utilizing the unlicensed band. In this thesis, we will be focusing on these types of

WMNs.

1.2 Interference and Coexistence Issues

The wireless communication channel is essentially a broadcast medium. When a

packet is sent by a transmitter, the signal is received not only by the intended receiver,
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(a)

(b)

Figure 1.1: (a) A typical WLAN with an access point (AP) and clients. (b) A typical
WMN with mesh gateways (MGs), mesh routers (MRs), mesh access points (MAPs)
and clients.
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but also by other devices in the vicinity. If a receiver nearby happens to be receiving

a packet from a another transmitter, collision can occur and both packets will be lost.

This is one of the causes of interference in wireless networks. A major challenge in

the deployment of wireless networks, especially in networks that use the unlicensed

band, is how to mitigate this intereference.

1.2.1 Coexistence Issues

Because unlicensed band networks do not have exclusive use of the frequency bands,

the coexistence of these networks becomes a critical issue. Coexistence is needed on

two fronts:

Inter-technologies There are currently multiple technologies developed that oper-

ate in the unlicensed band. Take for example, the 2.4 GHz band: It is used

by Wi-Fi (IEEE 802.11b/g), Bluetooth (IEEE 802.15.1) [30] and Zigbee (IEEE

802.15.4) [57] networks. Coexistence among these technologies [26, 60, 67,

130] is required to ensure that all the networks can operate with acceptable

performance when they are co-located together. A key challenge in maintaining

coexistence in this situation is the absence of explicit control messages among

these networks. The reason is that each technology’s protocols use different

schemes, even though they may be occupying the same spectrum band. For

instance, the above technologies that operate in the 2.4 GHz band use different

modulation and coding schemes, which can only be decoded by devices imple-

menting the particular technology. In addition, even if it can be successfully

decoded, a control message like an Request-To-Send (RTS) frame sent by a Wi-

Fi station would be useless to a Bluetooth device since RTS/CTS is not part of

the Bluetooth standards.

Intra-technologies Even within the same network, there is a need to ensure coexis-

tence. As we will discuss in Chapter 4, different links may experience different

performance due to their differing views of the channel condition. In addition,

even when two co-located networks are using the same technology, they often

belong to different operating entities. This is especially true in the context of

802.11 WLAN. Its popularity has resulted in tremendous growth in the deploy-

ment of APs. In any given location, such as a residential area or business district,

one would have no problem finding countless APs and clients [20, 44, 73, 104].
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A characteristic of these APs is that they are usually operated by different own-

ers, e.g. individual residents or companies. For each of these owners, the main

interest is to get the best performance possible. There is no incentive for them

to cooperate and coexist. In this thesis, we term these networks as independent

or autonomous networks.

1.2.2 Why MAC is not Enough

Typically, the MAC protocol is used to reduce the interference and collision occurrence

among wireless communication links. However, when dealing with potential inter-

ference among autonomous networks of the same technology, as well as networks

belonging to different technologies, the inherent MAC protocol or protocols may not

be sufficient. Below are some reasons why additional mechanisms are required:

• Among independent networks using the same technology, it has been shown

that due to different views of the channel condition, co-located networks can

experience drastically varying performance [53]. This is despite the fact that

they are using the same MAC protocol (e.g. 802.11 Distributed Coordination

Function or DCF MAC). For instance, in a typical information asymmetry sce-

nario as described in [53], a transmitter may not be aware of the transmissions

of a second link nearby, as the second transmitter is out of its carrier sensing

range. Its transmissions will collide with the packets arriving at the second re-

ceiver, even though its own receiver can successfully receive its packets, as the

second link is out of its interference range. The persistent collisions will result

in a much lower throughput for the second link.

• Across different technologies, there is seldom any mechanism for the different

MAC protocols to communicate in order to resolve contention issues. For exam-

ple, when an 802.11 WLAN uses the RTS/CTS mechanism to better coordinate

transmissions, these control frames may not even be decoded by another system

in the interference range. This is because the contending system may be using

an entirely different PHY layer modulation scheme 2.

• When the interference is caused by links beyond the transmission range, using

2While the different versions of 802.11 have gone to great lengths to ensure some forms of coordi-
nation at the PHY layer, e.g. a common preamble for 802.11b and 802.11g, the same cannot be said
about entirely different technologies.
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control frames to resolve contention does not work, as these frames cannot be

decoded.

• MAC protocol development and standardization is often a complicated and

time-consuming process. It involves many parties with different agendas, seek-

ing to identify and address the various problems that may arise when sharing

the communication channel. One has to look no further than the 802.11 MAC

protocol to understand the intricate mechanisms that work together to allow

the WLANs to access the wireless medium efficiently. It is therefore a complex,

if not impossible task to design a MAC that can meet all the requirements of

every single network.

Naturally, additional mechanisms beyond the MAC protocols may be introduced to

improve the interference situation among multiple networks. There is actually a set

of mechanisms that is not specifically defined in most MAC protocols, which we could

use to achieve this purpose. We term them Radio Resource Control mechanisms and

will formally introduce and describe them in the next section.

1.3 Radio Resource Control

In this thesis, we define Radio Resource Control as mechanisms, generally not defined

in any particular MAC or PHY layer, that allow a wireless device to more efficiently

make use of the radio resource.

As an example, again consider the 802.11 standards. In 802.11 systems, the operating

frequencies, maximum transmit power and modulation schemes are either defined in

the standards or required by the regulatory authorities. In terms of operating fre-

quencies, the frequency spectrum that is allocated is further divided into sub-bands

(known as channels). For example, 802.11b/g operates on the 2.4 GHz band and can

have up to 14 channels (depending on the regulation where the device is deployed).

Channel 1 has the center operating frequency of 2.412 GHz, channel 2’s center oper-

ating frequency is 2.417 GHz, and so on. As for maximum transmit power, the United

States FCC sets a limit of 1W, although most device manufacturers never reach that

high. Modulation schemes in 802.11b/g result in PHY transmission rates of 1 Mbps,

2 Mbps, 5.5 Mbps, 6 Mbps, 9 Mbps, 11 Mbps, 12 Mbps, 18 Mbps, 24 Mbps, 36 Mbps,

48 Mbps and 54 Mbps.
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Even though the above parameters have been defined, there are no specific guidelines

on how they should be used. Hence, manufacturers have been given the freedom to

adopt their own channel selection, transmit power control as well as rate adaptation

schemes. These schemes constitute the radio resource control mechansims as defined

in this thesis, as they determine a network’s usage of the wireless channel. Simi-

larly, new schemes could be designed with the purpose of improving the channel effi-

ciencies of co-located unlicensed band networks, without making any changes to the

standards. As part of this thesis, we will be developing channel selection/assignment

schemes, for both single-hop as well as multihop networks, to achieve this objective.

1.4 Problem Statement

Given the increasing widespread deployment of unlicensed band networks, and the

fact that the wireless channel is interference-prone; ensuring that these networks can

operate effectively when they are located near each other is of paramount importance.

This thesis investigates the coexistence issue of multiple co-located, autonomous wire-

less networks operating in the unlicensed band. We shall call this the Coexistence Prob-

lem. We seek to design channel selection schemes that will allow multiple unlicensed

band networks to operate in the same spatial region, without adversely affecting each

other’s performance.

1.5 Contributions

Interference in wireless networks has been extensively studied. However, most works

either assume interference from nodes and links belonging to a single network, e.g. [75,

145], or that external interference arises from simple sources that do not themselves

adapt [60, 120]. In the former, cooperation and communication are often possible,

and the nodes work together to achieve the common objective of improving system

performance. In the latter, the network adapts to the interference that does not re-

spond to the adaptation. Other works on non-cooperative networks often involve

just competitive single-hop links, for instance in wireless ad-hoc networks [45, 97]

or cognitive radio networks [46, 111]. The main contribution of this thesis is that it

constitutes one of the first attempts of analyzing interference among non-cooperative

networks, each consisting of more than one link. For a network, interference arises
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not just within itself, but also from external networks that could themselves adapt in

response to the actions of the first network.

In addition, this thesis makes the following contributions:

1. Using game theory, we motivate and model the coexistence of independent

wireless networks that are co-located in a non-cooperative environment as a

non-cooperative game. Each independent network constitutes a player in the

game, with the radio resource controls represented as actions or strategies. The

utility each player receives as a result of every player choosing its own particu-

lar action denotes the outcome of the strategies played by the players. This is

found in Chapter 3.

2. Also in Chapter 3, we apply the game theoretic model to independent WMNs co-

located in a single collision domain3. Using the model, we investigate the use of

channel assignment among the links of the WMNs to enable coexistence. We are

able to characterize the conditions required to achieve Nash Equilibrium (NE);

i.e., where no network has any benefit from deviating from the strategy (chan-

nels) played (chosen). We apply game theoretic learning to develop a set of

channel assignment schemes and show that they do arrive at the NE outcomes.

3. In Chapter 4, we apply the game theoretic model to independent 802.11 WLANs

that are co-located across multiple collision domains. From the model, we de-

velop a set of channel selection schemes based on game theoretic learning.

These channel selection schemes allow a WLAN to operate in a manner that

takes into account the performance of other contending independent WLANs

found within its collision domain, giving it a socially conscious characteristic.

We are able to achieve this without violating the limitation of non-cooperation,

where the networks do not communicate using explicit control messages. This is

done using a novel way of detecting contention experienced by other networks,

estimating the level of contention and including this value in the channel selec-

tion algorithm. Simulations show a marked improvement over existing channel

selection schemes.

4. We investigate the effects of cross-layer channel assignment schemes on multi-

ple independent multihop networks that span across multiple collision domains,

3A collision domain is defined as the set of links which if transmissions are active at the same time,
will result in collisions.
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where a subset of links interferes with one another. We show that even though

such schemes are able to achieve a maximal capacity region when performed

in a single network, the same result cannot be guaranteed when multiple net-

works apply these schemes non-cooperatively. We propose a simple solution

to improve the performance of such cross-layer schemes among independent

co-located wireless multiple networks. This is found in Chapter 5.

1.6 Non-Cooperative Game Theory

Game theory [49] is a branch of applied mathematics that describes and studies the

interactions of decision processes. It has been used in diverse fields like economics,

psychology, biology, etc. More recently, game theory has been applied to network

interactions [58] and in particular, wireless multihop networks [131].

In classical game theory, a game consists of a set of players, a set of actions (or strate-

gies) and utilities or payoffs related to the actions chosen by every player in the game.

In non-cooperative game, the key assumption is that all players choose the strategies

independent of one another, even though each player may be influenced by the other

players indirectly through the eventual payoff. In Chapters 3 and 4, we will study

the coexistence problem by modelling it as a non-cooperative game. In addition,

we will be applying game theoretic learning algorithms to develop practical chan-

nel selection schemes that will allow multiple independent networks to be deployed

together without adverse performance degradation. Additional background informa-

tion of non-cooperative game theory and game theoretic learning will be described in

those chapters.

1.7 Cross-Layer Network Optimization

Traditionally, network protocols are organized into different layers, with each layer

independently implemented to optimize its performance. In their seminal work, Kelly

et al. [81] show how to optimize a network using a utility maximization framework.

In their framework, utilities are defined as functions of the flow rates in the network,

and the problem is to maximize these utilities subject to constraints imposed by the

physical network. This approach has since been adapted widely to develop cross-layer
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network optimization algorithms, both in the wired and wireless networks.

It has been shown that it is possible to develop cross-layer resource allocation algo-

rithms that optimize the throughput capacity available to a wireless network and at

the same time, guarantee fairness across the traffic flows within the network [95].

In Chapter 5, we investigate how the performance of such cross-layer algorithms can

be affected in the presence of multiple non-cooperative networks. This is done by

looking at a particular cross-layer scheme that has been proposed for multi-radio,

multi-channel, multihop wireless networks. We are particularly interested in whether

coexistence can be achieved if such a scheme is operated independently within each

network.

1.8 Thesis Organization

This section provides the outline for the entire thesis. More details of the organization

of each chapter will be provided in the Chapter Outline section within the individual

chapter.

Chapter 2 contains a literature review of the related works in the areas of non-

cooperative wireless environment, channel selection schemes that are applied to single-

hop as well as multihop wireless networks, and the application of game theory and

cross-layer network optimization to wireless networks.

In Chapter 3, we describe our work in formulating the coexistence of independent

wireless unlicensed band networks as a non-cooperative game. We apply the frame-

work to study the interaction of independent multihop WMNs that are co-located in a

single collision domain. These networks have nodes that are equipped with multiple

radio interfaces to operate on multiple channels, and we model their channel assign-

ment strategies as a game. From the analysis, we design a set of channel assignment

algorithms that helps the WMNs to arrive at Nash Equilibrium outcomes.

The same game theoretic framework is applied to the coexistence of independent

802.11-based WLANs in Chapter 4. The WLANs are co-located across multiple col-

lision domains, where the 802.11 DCF MAC interactions among the networks could

result in undesirable fairness issues. We design a set of socially conscious channel
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selection schemes that does not require any explicit communication among the in-

dependent WLANs, making them suitable for application to the independent, non-

cooperative scenario.

We return to multihop wireless networks in Chapter 5, where we extend our treatment

of these networks to their interaction in multiple collision domains. Specifically, we

investigate the effects these non-cooperative networks have on the performance of

a joint congestion control, routing and channel allocation algorithm that has been

designed based on a cross-layer resource allocation framework. We show that there

is a drop in overall system performance due to the non-cooperative nature of the

independent networks. In addition, we propose a simple solution to improve the

performance of such algorithms when applied to autonomous networks.

Finally, we conclude the thesis in Chapter 6.

Figure 1.2 shows a pictorial representation of the thesis outline. In the network do-

main, we look at interactions of both multiple single-hop as well as multiple multihop

wireless networks that are autonomous and uncooperative in their operations. These

networks operate in the unlicensed band and so have the potential of interfering with

one another. In the solution domain, we first make use of a game theoretic framework

to study the interactions of these networks. Next, we make use of the network utility

maximization model to study the interactions of multihop networks. These can be

broadly classified as utility-based network optimization techniques. From these mod-

els, we propose solutions that are able improve system performance. These solutions

have the characteristics of online operation and require no explicit communication

among the independent networks.

While this thesis focuses on the coexistence issues of non-cooperative wireless net-

works, the author has also proposed a MAC protocol for multi-channel, multi-radio

wireless mesh network. This standalone piece of work has been produced during the

course of the author’s Ph.D. candidature. Therefore, it is included in this thesis as an

appendix in Appendix A. This work can be related back to some of the key themes

in this thesis from the perspective of how the MAC can improve the performance of a

multi-channel, multi-radio wireless network in a interference-limited environment.
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Utility-based Network Optimization

Figure 1.2: A pictorial representation of the thesis outline.



Chapter 2

Literature Review

2.1 Introduction

In this chapter, we provide a comprehensive review of the existing works related to

this thesis. There is an extensive list of related work examining the issue of effective

operation of networks in an interference-limited environment. Essentially, most MAC

protocols need to address this issue. As this thesis investigates the option of building

radio resource control on top of pre-existing MAC protocols, we will focus on works

that make use of these controls to improve network performance. In particular, we re-

view channel selection schemes, as this is the main technique applied in this thesis to

achieve the radio resource control. We will also cover significant attempts in applying

game theory and cross-layer network optimization in wireless networks, especially in

the area of resource allocation.

2.1.1 Chapter Outline

In Section 2.2, we first discuss works that motivate and explore the issue of coexis-

tence in a non-cooperative environment that is similar to that of the unlicensed band.

Following that, Section 2.3 reviews channel selection schemes for both the single-hop

and multihop networks. Application of game theory to wireless networks, in particu-

lar resource allocation is discussed in Section 2.4. Finally, we review the application

of cross-layer network optimization to wireless networks in Section 2.5

15
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2.2 The Interference-limited Wireless Environment

This section lists works that motivate the need for coexistence in a wireless environ-

ment that is similar to that found in the unlicensed band networks.

In their seminal work, Gupta and Kumar [61] analyze the capacity of a network in a

wireless environment, where the nodes could interfere with one another. They show

that for a network containing n numbers of randomly distributed transmitting nodes,

the capacity bound of each node is of the order of 1/
p

n log n. Even with optimal

node placement and traffic, the bound is of the order 1/
p

n. Essentially, increasing the

number of transmitting nodes reduces the capacity available, due to the interference

among the nodes. While their analysis shows the worst-case asymptotic bounds, it

nevertheless highlights the issue of interference in wireless communications.

Similarly, Jain et al. [75] discuss the issue of interference on a multihop wireless

network that spans multiple collision domains. Using the notion of conflict graphs to

model the collision domain, they formulate a multi-commodity flow problem. They

show that the problem is NP hard and present approaches to compute the upper and

lower bounds of the optimal throughput for any given network and traffic. Their

results show that in general, performance of the network is related to the traffic load

and number of nodes. At low traffic load, increasing the number of nodes can improve

performance, as the additional nodes provide alternative paths for the flows to reach

their destinations. However, at high traffic load, the channel is often saturated and

having more nodes actually results in higher interference and correspondingly lower

performance.

In addition to the general wireless networks described by Gupta and Kumar [61]

and Jain et al. [75], there has been a stream of papers that investigate how 802.11

performs in networks deployed across multiple collision domains. [34, 51, 53, 143,

144] are a representation of the works in this area. Of these, [53] stands out in

its analysis of the interaction among interfering links belonging to different collision

domains. The authors develop a model that is able to compute the flow throughput

in 802.11 networks. They also explain situations when starvation occurs — which

they attribute to information asymmetry (IA) and flow-in-the-middle (FIM) scenarios.

However, their throughput computation requires a centralized, iterated process that

can take a long time to arrive at an accurate solution.
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The above references highlight the general issues of interference in wireless networks.

In the next two sections, we discuss the works related to the interference and coex-

istence of networks belonging to different operating entities — first among networks

using different technologies and then, for networks employing the same technology.

2.2.1 Coexistence across Different Technologies

The issue of coexistence among different devices using the same frequency band

was brought into focus after the United States FCC released the Unlicensed Personal

Communication Services (UPCS) band for short-range wireless communication use.

In [132], Steer outlines the rules needed to ensure wireless “etiquette” when using

this frequency band. These rules include listen before send, restricting the maxi-

mum transmit power and having a limit on the transmission duration. The author

acknowledges the opportunities the unlicensed band can provide for manufacturers

and operators, but also motivates the coexistence problem that can potentially arise.

More generally, Satapathy and Peha [128] highlight the advantages of spectrum shar-

ing by networks operating in an unlicensed band. In addition, they discuss a few

challenges that need to be overcome in order to make efficient use of the unlicensed

band. One of the problems is that with free use of the channel, designers of the

communication devices have no incentive to share the radio resources efficiently. Ev-

eryone may take the greedy approach of utilizing as much as possible, leading to a

classical Tragedy of the Commons [65] situation. In addition to regulatory require-

ments, they note that there is a need for designing hardware as well as protocols that

ensure efficient spectrum sharing.

Similarly, Raychaudhuri and Jing point out the challenge of effective and efficient

sharing of the unlicensed spectrum. In [123], they explain that due to the varied

requirements of the different wireless networking systems (e.g. throughput and de-

lay demands of multimedia applications), the traditional “Listen-Before-Talk” (LBT)

etiquette is no longer sufficient. In addition, as some of these systems overlap only

partially in the frequency or time domain, the LBT etiquette can lead to suboptimal

efficiency. In response, they propose the need for a more advanced etiquette proto-

col that spans the different PHY/MAC standards using the unlicensed band. Their

solution involves a narrow-band channel, known as common spectrum coordination
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channel (CSCC), that devices from different systems or technologies can use to co-

ordinate their spectrum usage. However, we believe that such a cross-technology

solution may not be feasible, as it requires existing legacy standards to be updated in

order to conform to the solution. This will pose a big challenge for the devices that

have already being deployed and used.

More recently, Gummadi et al. [60] report on experiments that have been conducted

to investigate the effects of interference on 802.11 WLANs by devices sharing the

ISM unlicensed band, e.g. Zigbee and cordless phones. They show that even weak

and narrow band signals from these interferers can adversly affect the performance

of 802.11 devices, and identify a few causes of this performance degradation. More

importantly, the authors show that modifying the 802.11 parameters like carrier sens-

ing threshold and transmission rate does not improve the situation. They note that a

viable option is to perform channel hopping in the presence of interference. Another

interesting observation made in the paper is that versions of 802.11 that support

higher transmission rates (e.g. 802.11g and 802.11n) are still susceptible to these

types of interference.

Thus far, the works presented here highlight the challenges of inter-technologies co-

existence from a more general perspective. The following are some works that look

at the coexistence of specific pairs of technologies sharing the unlicensed band.

WLAN (802.11) and Bluetooth (802.15.1)

Coexistence among Bluetooth devices and 802.11b/g WLANs is a critical issue, as

Bluetooth performs frequency hopping in the 2.4 GHz unlicensed band, which is also

being used by the 802.11b/g WLANs. Because of this, a single Bluetooth device could

potentially interfere with multiple WLANs when it hops into their channels during

its transmission. This issue has warranted the IEEE 802 Working Group to come

up with a Recommended Practice document that addresses the coexistence issue of

Bluetooth with WLANs, in [14]. The document lists both collaborative as well as

non-collaborative coexistence mechanisms.

The Recommended Practice document in [14] has proposed an adaptive frequency

hopping (AFH) mechanism and a Bluetooth interference aware scheduling (BIAS)

mechanism, to improve coexistence among Bluetooth devices and 802.11 WLANs.
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In [130], Song et al. essentially combine these two mechanisms. Their interference-

aware adaptive frequency hopping (IAFH) mechanism defers transmission during

rapidly varying interference levels and performs AFH if the interference lasts for a

longer duration.

Nallanathan et al. [26] develop a model to analyze the interference between a Blue-

tooth system and a 802.11b WLAN system. Their model takes into account the PHY

aspects of the systems (e.g. coding, modulation, propagation) as well as the MAC

elements (e.g. packet size adjustment in a Bluetooth piconet). Using the model, they

investigate several parameters of both the Bluetooth and 802.11b systems that affect

the performance of the 802.11b system. For example, they discover that using a 5-slot

packet size in the Bluetooth piconet reduces its frequency hopping rate, which in turn

decreases the chance of it hopping into the 802.11b channel. This has the effect of

improving the packet transmission success probability of the 802.11b WLAN.

WLAN (802.11) and Zigbee (802.15.4)

Howitt and Gutierrez investigate the impact of Zigbee personal area networks on a

802.11b station in [71]. Using a stochastic model, they evaluate the collision prob-

ability of the 802.11b station given the aggregate transmission activity of the nodes

within the Zigbee network. They show that unless the station is situated near a Zigbee

network with high transmission activity, the impact on the 802.11b station is minimal.

Since most Zigbee networks consist of low bit-rate applications, they argue that this

conclusion holds true in general. However, the paper does not evaluate the impact of

the 802.11b network on the Zigbee network.

More recently, Hauer et al. [67] study the effects of 802.11 WLANs on body area

networks (BANs) that use Zigbee as the communication platform. Using a pair of

Tmote Sky sensors worn by a person, they measure the packet losses experienced in

both a controlled WLAN environment as well as an uncontrolled urban city area. They

report that packet losses in these devices are largely due to the external interference

from 802.11 WLANs, as their experiments show a strong correlation between the

packet failure rate and the 802.11 channel activity.

The above reviewed literature points to the fact that interference among networks and

devices belonging to different technologies, yet sharing the same frequency bands,

needs to be properly managed in order for them to exist together. We next look at the
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need for coexistence among networks using the same technology.

2.2.2 Coexistence within the Same Technology

Akella et al. [20] investigate the issue of the deployment of 802.11 WLANs that are

uncoordinated and self-managed. Using data collected from a few US cities, they

show that the situation where a WLAN is in close proximity to a large number of

neighboring autonomous WLANs is a common phenomenon. Their data includes

a case where a particular WLAN has as many as 85 neighbors. They also found

that the distribution of the channels used is not uniform, with Channel 6 being the

most occupied. They coin the term “chaotic” wireless deployment to describe this

phenomenon. By running simulations using position information from one of the

data sets, they show that performance could degrade under such an environment.

In [44], Ergin et al. provide experimental and simulation results of similar unplanned

WLAN deployments. They show that the efficiency of an 802.11 network is more af-

fected by the number of interfering autonomous 802.11 networks than the clients

within the network. From their investigations, the authors propose a contention win-

dow adaption scheme, using the number of active APs a particular AP can detect.

However, their study assumes a single collision domain for all the WLANs and there-

fore do not address the unfairness that arises when these networks are deployed

across multiple collision domains.

The fairness issue that arises due to these chaotic, unplanned and uncoordinated

802.11 networks is brought up by Mishra et al. in [104]. Due to the autonomous na-

ture of the WLANs, they point out that load-balancing (i.e., by redistributing clients

across the APs) to improve fairness is not a possible solution. Commonly used meth-

ods like AP placements from site surveys are also not practical since these APs are

deployed in a decentralized and ad hoc manner by individual users. As a result,

the authors propose a channel hopping algorithm (MAXchop) that seeks to maintain

fairness among the non-cooperative WLANs. In addition, they contend that fairness

should be defined by comparing the aggregated throughput of all the clients in each

AP, rather than individual flow or client traffic.

So far in this section, we have described works addressing the coexistence issue of

802.11 single-hop networks. Wu and Hsieh [142] motivate that the same problem
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also arises in co-located 802.11 multihop WMNs belonging to different management

authorities. By using a linear programming formulation, they explore the perfor-

mance of multiple WMNs that may be partially or fully overlapping in their coverage

areas. Their simulation results show that without coordination among the WMNs,

performance degradation as well as unfairness appears.

2.3 Channel Selection

As mentioned in Section 1.3, while most wireless standards provide for multiple op-

erating frequencies to allow co-location of more than one network, the actual channel

selection schemes are left as a design freedom. This section reviews the existing work

on channel selection and assignment in single-hop and multihop networks respec-

tively.

2.3.1 Channel Selection in Single Hop Networks

In most adaptive channel selection schemes, a WLAN makes the decision of the op-

erating channel based on some feedback from its environment. The differentiating

features in many of these schemes are essentially the metric to be measured within

each channel, how the channel condition (otherwise known as utility here) is com-

puted and how the channel switching decision is made.

Least Congested Channel Search (LCCS) [15] is a simple channel selection scheme

where an AP scans its channels to find the one with the fewest number of neighboring

APs. This scheme is currently implemented in some APs. It is not difficult to see that

LCCS provides only basic information for an AP to make its channel selection decision.

In [101], Mishra et al. propose a Hminmax distributed algorithm that formulates a

weighted graph coloring problem, where an edge is defined for every WLAN that is

within the communication range of a particular WLAN, say i. For every edge, they

define the number of i’s clients that will be affected by the interference of the WLAN

sharing that edge (if they share the same channel) as W . Along with the channel

separation1 I between the WLANs sharing the edge, they compute the weight of each

edge as I×W . Hminmax is performed periodically and ensures that network i selects

1Since the scheme makes use of partially-overlapping channels, the channel separation indicates
how much two channels overlap in their frequencies.
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the channel that minimizes the I×W value of its maximum weighted edge. Hminmax

has been shown to outperform LCCS, although it requires the clients to also scan the

available channels and provide feedback to the AP. This increases the complexity and

communication overheads of the scheme.

In both LCCS and Hminmax, a WLAN scans a channel by listening for frames from

neighboring WLANs in order to compute the channel’s utility. However, they are

unable to detect the interference that comes from WLANs lying outside the communi-

cation range, where frames cannot be correctly received. LCCS and Hminmax also do

not take into account the traffic load of the networks in each channel. A number of

works have highlighted these deficiencies and have proposed solutions that compute

channel utilities using more detailed metrics. We highlight these works below.

In [88], Leith et al. propose a simple learning algorithm, making use of frame error

rate as the metric (although they state that other metrics could be used as well).

In the algorithm, known as Communication-Free Learning (CFL), if a channel yields

no interference, it will be used again during the next iteration. On the other hand,

if interference is experienced, the probability of using that channel will be reduced.

The authors’ motivating premise, as in this thesis, is that interference could come

from beyond the transmission range. Therefore, channel selection schemes that do

not require explicit information exchange between the APs are needed. However, the

algorithm only receives as inputs the presence or absence of interference, but is not

able to take into account the degree of interference.

Chen et al. [35] introduce a few measurement-based frequency allocation algorithms

that capture degrees of channel interference. One of the algorithms uses a number

of metrics, namely, the client’s measurement of the channel interference Ic; the re-

ceived signal power Rc of the AP, as received by the client; and the traffic volume

Yc between the AP and client, to compute the channel utility. The resulting utility

is computed by summing up ( Yc

Sc
· Ic) for all the clients of the AP. This utility is used

in the No-Coord User (No-U) algorithm, where each AP performs periodic scanning

and independently chooses the channel with the lowest utility. Because it takes into

account the clients’ view of the channel as well as the degree of interference, No-U

shows improved performance when compared to CFL [88].

802.11k [12] is the amendments to the 802.11 standards that allow measurements of

radio resource parameters, so that a 802.11 WLAN can better manage these resources.
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Two works [42, 147] propose to use the parameters defined in the standards as met-

rics to perform channel selection. In [42], the authors describe a Dynamic Channel

Allocation Mechanism (DCAM) that makes use of the channel load information and

the noise histogram parameters. Briefly, when the channel load value goes below a

threshold, it triggers the AP to choose a new channel with the lowest noise histogram

value. Like the CFL algorithm in [88] and No-U scheme in [35], DCAM does not

assume communication exists among APs. However, it requires clients to perform the

measurements and update their own AP of these 802.11k parameters.

Similarly, Yoo and Kim [147] utilize the 802.11k parameters to perform channel se-

lection. In addition, their algorithm also performs load balancing. By computing the

channel busy time resulting from internal traffic (intra-load), as well as from both

internal and external traffic (channel load), an AP can decide whether to perform

channel switching or load balancing. When the channel load is high but the intra-

load is low, the AP will perform channel switching by selecting a different channel.

If both channel load and intra-load are high, the AP will perform load balancing by

directing a client to associate with another AP. Although this channel assignment plus

load balancing (CA+LB) scheme is decentralized in operation, the authors assume

clients can associate with more than one AP.

As mentioned previously, Mishra et al. in [104] propose a channel hopping algorithm

that is specifically designed to target the uncoordinated, non-cooperative WLAN envi-

ronment. Each AP executing this MAXchop algorithm computes a hopping sequence

that seeks to divide the interference equally among the networks that interferes with

it. It does this using the information of the hopping sequences that are used by the

interfering networks. This is acquired by scanning the networks within its commu-

nication range. Thus, similar to LCCS and Hminmax, MAXchop do not account for

interference that comes from WLANs that lie outside the communication range of a

network.

Channel selection in the non-coordinated WLAN environment is also being investi-

gated by Ihmig and Steenkiste in [73]. Like Akella et al. in [20], the authors first mo-

tivate the problem of chaotic WLAN deployment using real-world data. The data was

acquired from measurements made around the Carnegie Mellon campus in Fall 2005,

to show the high density of AP deployment. They propose a Distributed Dynamic

Channel Selection (DDCS) scheme that periodically compares the channel quality of
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the current channel with a threshold value. A channel switch is triggered if the chan-

nel quality falls below this threshold. To evaluate the channel quality, they compare

3 different metrics — the channel busy time, the AP transmit queue length and the

packet delay at the MAC layer.

The channel selection schemes that we have described so far are distributed and non-

cooperative in nature. Each AP essentially makes its own decision with respect to

which is the best channel, as it receives feedback from the surroundings and in some

cases, its associated clients. As a result, these schemes are well-suited for use in

the non-cooperative environment described in this thesis. There are other channel

selection schemes, which are either centralized in nature or require explicit commu-

nication among the APs. These schemes are not suitable for our scenario but are

briefly described here for completeness sake.

Mishra et al. describe a centralized algorithm that assigns channels to WLANs in

such a way as to maximize the number of conflict-free clients in [102]. The algo-

rithm is known as CFAssign-Rac. Specifically, it involves a central entity solving a

global optimization problem using a conflict set coloring model. At the same time,

it is able to achieve load-balancing in terms of the number of clients associated with

each AP. Rozner et al. [127] propose centralized schemes that also incorporate traffic-

awareness. Both approaches are centralized in nature, and they assume that all the

WLANs belong to a single managing entity. In [140], even though the authors do not

assume a single managing entity and the channel selection scheme (known as PACA)

is decentralized, they assume explicit communication (hence cooperation) among the

WLANs. Similarly, in [101], a second algorithm that is proposed along with Hmin-

max, known as Hsum, requires cooperation among the APs. Information needs to

be exchanged among the APs to achieve a minimization of the I ×W value of each

AP’s maximum weighted edge and the aggregate I×W values of the APs in each AP’s

neighborhood. Such schemes do not offer a suitable solution to our problem.

This section provides an extensive overview of the current channel selection schemes

in 802.11 single hop networks. Table 2.1 organizes these schemes into the general

algorithms used (e.g. centralized or distributed, periodic or threshold-triggered) and

the types of channel information required. As highlighted, channel selection schemes

suitable for deployment in uncoordinated, non-cooperative environment are required

to be distributed in nature. In addition, channel information that extends beyond just
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the number of networks that can be scanned within the communication range will

also provide more accurate metrics for the channel selection process.

As can be seen from Table 2.1, there are a few schemes that fulfill the distributed and

channel information requirements needed in coexisting independent WLANs. How-

ever, by virtue of their distributed and non-cooperative operation, these schemes are

“selfish” in nature — seeking to improve the channel metric at all cost. We show in

Chapter 4 that this can result in fairness issues, due primarily to the 802.11 DCF MAC

protocol. We investigate this aspect of the channel selection schemes in the chapter.

The schemes that we propose there, while meeting the necessary requirements, will

improve system fairness by incorporating a social conscious element in their opera-

tions.

2.3.2 Channel Assignment in Multihop Networks

In a multihop wireless network like WMN, each node could potentially be attached

with more than one radio. The challenge is to assign the available channels to the ra-

dios so as to reduce interference, increase capacity and prevent network partitioning.

In this section, we will only focus on the channel assignment schemes that are specific

to networks with nodes that are equipped with multiple radios2. In such networks,

the channel assignment strategy can be either fixed or dynamic. In fixed channel as-

signment, there is usually an algorithm that computes the best channel assignment

offline or at the start of the network’s operation, given certain constraints. Once as-

signed, the radios will not switch channels for a sufficiently long period of time. On

the other hand, in dynamic channel assignment, the radios switch among the available

channels as they sense the channel conditions. For instance, high interference in the

form of increased packet loss rate may trigger the radio to switch to another channel.

Das et al. [43] outline the fixed channel assignment problem for multi-radio WMNs

as a problem of optimizing the number of communicating links that can be active con-

currently. They propose two integer linear programming models to solve the problem.

They analyze the time complexities of their methods when applied to grid topology,

which seem to grow very high for some combinations of number of radios to number

of channels. It remains to be seen how a practical algorithm can be designed from the

2The reader is directed to [43] for a comprehensive review of the channel assignment problem in a
single-radio, multihop network with multiple available channels.
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methods, and how it performs in non-grid topologies.

In [24], Alicherry et al. formulate a joint channel assignment, routing, and link

scheduling problem that takes into account both the interference as well as fairness

constraints. They propose an algorithm that solves the problem and provides a prov-

ably worst case performance bound. However, their algorithm requires the problem

to be solved in a centralized manner. In addition, they assume that the network and

traffic conditions do not change in the short term.

Also taking the optimization approach, Rad and Wong present a series of work in the

area of WMN channel assignment by formulating the problem as a constrained opti-

mization problem. In [115], they present a joint channel assignment and congestion

control solution using decentralized constrained utility maximization, taking into ac-

count the neighboring interference as constraints. A key attribute of their solution is

that it is able to make use of partially overlapping channels. Subsequently, in [116]

and [117], they extend their work to incorporate interface assignment and link-layer

flow control, by using a non-linear mixed-integer optimization approach.

In general, fixed channel assignment schemes tend to be derived from some theoret-

ical formulation. The advantage of such an approach is that optimality and conver-

gence can often be proven. However, since the channel allocations are fixed, they also

assume that the channel conditions and the network traffic profile remain unchanged.

Dynamic channel assignment schemes are more suitable in situations where environ-

mental and/or traffic conditions do change with time. We review some dynamic

channel assignments schemes below. Owing to their adaptive nature, these schemes

are often heuristic in nature.

As discussed above, dynamic channel assignments allow nodes to change the chan-

nel their radios are operating on, often in response to changes in the network envi-

ronment. The advantages of such channel assignment schemes are obviously their

flexibility and adaptability. However, these schemes are often more complex and care

must be taken to prevent network partitioning from occurring. This can happen for

example, when a pair of nodes providing the only link between two parts of a net-

work switch their radios to operate on entirely different channels. Kyasanur et al. [85]

highlight some of the issues involved in multi-channel WMNs (e.g. maintaining con-

nectivity) and propose a hybrid scheme where a node always has at least one radio

operating on a fixed and known channel. In addition, each node will have one or
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more switchable radios that can be allowed to operate on any of the channels. Pre-

assigning of a channel to the fixed radio allows the WMN to remain connected, while

the switchable radios allow all the channels to be utilized.

In [122], Raniwala et al. propose a multi-radio multi-channel WMN architecture that

can be implemented using commodity 802.11 hardware. It includes a dynamic chan-

nel assignment scheme that works in a centralized manner. The channel assignment

scheme takes into account the traffic load between every pair of nodes in the WMN.

By doing so, the scheme is able to perform load balancing as well as adapt to changes

in traffic condition. Through simulation, the authors show that by adding an addi-

tional radio to each node, the average aggregate throughput of the WMN improves

by up to a factor of 8. Subsequently in [121], the same authors present distributed

versions of their channel assignment scheme and report an improvement of factors of

6 to 7, when compared to using a single radio and channel.

Subramanian et al. [134] study the problem of channel assignment in a WMN where

the number of radio per node is less than the number of available channels, with

the goal of reducing the overall network interference. They acknowledge the prob-

lem to be NP hard and develop two channel assignment algorithms. In order to

evaluate their proposed algorithms, they formulate their problem using linear pro-

gramming and semidefinite programming to obtain the network interference lower

bounds. Comparing with these bounds, they show that their algorithms perform close

to them.

All the works described above address channel assignment in the presence of interfer-

ence from links within the same network. Ramachandran et al. [120] provide a new

perspective to the channel assignment problem by including the interference that can

arise from radios belonging to external networks. Like this thesis, they argue that

WMNs will normally have to exist side-by-side with other wireless networks operat-

ing in the same frequencies. Hence, besides minimizing interference from within the

network, the channel assignment algorithm must be able to minimize the interfer-

ence that comes from other co-located, external networks. Their idea involves using

a Multi-radio Conflict Graph (MCG) to model interference between nodes with mul-

tiple radios and incorporate the effects of external interfering radios. However, their

scheme assumes that IEEE 802.11-based nodes can decode the frames from interfer-

ing radios. It thus fails to address the problem caused by interference from radios that
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are out of the transmission range, as well as those belonging to other technologies,

e.g. Bluetooth.

The majority of the works on channel assignment in multihop networks tend to only

take into account interference that arises from nodes and links belonging to the same

network. As a result, the solutions developed either involve a centralized manner of

resolving these interferences (e.g. [24, 122, 134]), or assume that control messages

are exchanged among the nodes so that a distributed algorithm becomes possible

(e.g. [85, 115, 121]). The only exception is Ramachandran et al. [120], where they

take into account possible interference from external networks in their channel as-

signment scheme. However, even there the interference is understood to be arising

from external links that do not form a network among themselves. In Chapters 3

and 5 of this thesis, the focus of our investigation is on the interference relation-

ship among links belonging to 2 or more co-located independent WMNs. We assume

that the individual WMNs are all able to perform channel assignment and study the

possible outcomes.

2.4 Game Theory in Wireless Networks

Game theory has been widely applied to networking problems in recent years. It

would be impossible to include all the references in this review. Instead, this section

provides an overview of the application of game theory to wireless networks and in

particular, will focus on works that are related to the topics discussed in this thesis.

In [98], MacKenzie and DaSilva provide a number of fundamental results in non-

cooperative game theory and discuss their application to wireless communications

and networkings. The book provides a bottom-up approach by covering the basics in

non-cooperative game theory before moving to different game models. In addition,

it also includes discussions and references on how these models have been applied to

the wireless domain. Challenges and limitations on direct game theoretic applications

are also discussed. Subsequently, the authors (along with other members of their

research group) offer a similar but shorter treatment of the topic that is specifically

directed at wireless ad hoc networks in [131].
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2.4.1 Modeling Channel Assignment as a Game

Félegyházi et al. [46] provide a game theoretic perspective of channel allocation in

non-cooperative wireless networks. In their networks, each device can operate on

multiple channels by being equipped with more than 1 radio. Their analysis provides

understanding on the possible Nash Equilibrium (NE) channel allocation outcomes

when the devices operate within a single collision domain. Although non-cooperative

in nature, their solution is more directed towards cognitive radio systems. Our game

theoretic analysis in this thesis, on the other hand, includes both networks that lie

within a single as well as across multiple collision domains. In addition, their network

is static while our solution for single hop WLANs in Chapter 4 is applicable to dynamic

network changes.

In [141], Wu et al. highlight that the NE solution of [46] is not an ideal solution as

the assumption is that all players will keep at their equilibrium strategies. Addition-

ally, NE outcomes are not always socially efficient, in the sense that the aggregate

system performance is not optimized. Using the same network model as [46], they

propose a payment scheme where each player (link) pays an assumed system admin-

istrator a price for using a channel. Their proposed scheme allows the players to

compute the globally optimal channel assignment, defined as an assignment where

no link is starved and there is social efficiency. They show that the globally opti-

mal channel assignment thus gotten results in a stronger Strongly Dominant Strategy

Equilibrium (SDSE) solution concept.

A similar system model is considered by Chen and Zhong in [37], where each device is

assumed to have access to multiple radio interfaces, but only interactions among pairs

of nodes are investigated. As in [46] and [141], all the links are assumed to lie within

the same collision domain. The authors seek to achieve a Nash Equilibrium solution

that ensures perfect fairness with respect to the throughput of the links. Specifically,

perfect fairness occurs when the utilities and the aggregate throughputs of the links

are equal. This is again accomplished by incorporating a payment into the utility

function, where the payment is the price each player needs to give an assumed system

administrator for using the channel. Although the works of both [141] and [37]

assume the networks to be non-cooperative, the presence of the centralized entity to

enforce the payment scheme will limit their applications.

Nie and Comaniciu [111] also apply game theory to study the channel assignment of
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networks, specifically with cognitive radios. They look at both the case of coopera-

tive networks as well as non-cooperative, selfish networks. In cooperative networks,

they use a potential game formulation [106] that is shown to arrive at a NE channel

allocation outcome. In the non-cooperative case (of greater interest to us in this the-

sis), they use no-regret learning algorithms to solve the problem. Although the use of

game theoretic learning to solve the problem is similar to our approach in parts of this

thesis, the problem they study in their work is confined to only single-hop links within

a single collision domain. On the other hand, we investigate the more complex issue

of multihop networks (in Chapter 3), as well as single-hop networks located across

multiple collision domains (in Chapter 4).

Halldórsson et al. provide a different game theoretic analysis of the channel assign-

ment of multiple networks in [62]. Their problem assumes the presence multiple

network service providers that each sets up a number of APs over a period of time.

The main constraint is that if a new AP lies within the interference range of one or

more existing APs (either from the same service provider or other providers), the

AP would have to be assigned a non-interfering channel. Under certain conditions,

service providers may enter into different bargaining processes to change their pre-

assigned channels. Their formulation makes use of a graph coloring game model

and they use it to investigate the price of anarchy under different conditions and bar-

gaining strategies. The price of anarchy, defined by Koutsoupias and Papadimitriou

in [83], relates how far the performance of a (typically non-cooperative) strategy pro-

file departs from that of the socially-optimal (typically cooperative) strategy profile.

Although their work provides interesting results on the issue of non-cooperation and

bargaining in wireless networks, Halldórsson et al. do not include cases where net-

works may potentially share a single channel, something that we have done in this

thesis.

2.4.2 Game Theoretic Learning

As part of this thesis makes use of a number of game theoretic learning algorithms,

this section provides an overview of the relevant works in this area, including how

this type of learning has been applied to some network resource allocation problems.

In [112], Blum and Mansour contribute an excellent chapter (Chapter 4) on learning

in games, where the actions of other players are not known. In it, they cover the
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general framework, state-of-the-art and current directions in this area of research.

A few different learning algorithms are introduced and some significant results (e.g.

equilibrium and complexity analysis) are also discussed. Included in the chapter is

the class of regret minimization (or no-regret) learning algorithms which are being

used in this thesis. The authors also discuss how learning can be done when even the

utilities of some of a player’s actions are not perfectly known.

Greenwald, Friedman and Shenker apply game theoretic learning to networking in

their work in [58]. They give an extensive treatment of how the particular character-

istics of general networks make them unsuitable to be studied using traditional game

theoretic methods. For example, players in the network game (which could mean

anything from individual networks, links to end-users, depending on the context and

model definition) often do not have all the information of the game, such as actions of

other players, their payoffs, etc. In addition, some properties of the game, e.g. payoff

functions and player population may change over time. These characteristics, along

with others discussed in the paper, make applying traditional methods challenging.

As a result, they explore the use of learning in games that arise in the networking

context. Using numerical simulations, they apply a number of learning algorithms

that have been developed in the game theoretic community to the network context,

in order to study their performance in the long run. The work also explores issues like

the effects of limited information, asynchronous play and speed of the payoff updates.

In this thesis, we apply a number of no regret or regret-minimization learning algo-

rithms to the channel assignment of coexisting independent networks. The attributes

of these types of learning algorithms that make them suitable for our problem are,

namely, they generally involve simple online computation, they do not require perfect

information of the game, and as [58] have shown, variants of the algorithms that

incorporate limited information and asynchronicity can be developed. In the next

few references, we will review the works that these algorithms are most commonly

attributed to. However, our description here will not include the specific workings of

the algorithms — this will be left to the relevant sections in the thesis.

In [48], Freund and Schapire describe a learning algorithm that updates the weights

of playing strategies using a simple multiplicative rule. They show that using this

algorithm, the average difference between a player’s utility and that of the best mixed



CHAPTER 2. LITERATURE REVIEW 33

strategy, can be made arbitrarily small. This property has been described as “no-

external” regret in common literature [58, 74][112, Chp 4]. In the paper, this result

is also used to prove the von Neumann’s Minmax Theorem, a well-known theorem in

Game Theory. In addition, they show that the algorithm can be used to approximately

solve a 2-player zero-sum game. Although the paper relates primarily to such 2-player

games, subsequent works have applied the algorithm to games with more than 2

players [59, 74].

Foster and Vohra [47] study a similar online decision problem, where a decision maker

chooses an action at discrete points in time. The utility obtained by the decision

maker depends on the choice of the action, as well as the state of the world at that

time. To make meaningful comparisons of different decision schemes, the authors

define the notion of “regret”. In the paper, the authors also describe an internal

regret minimization learning algorithm, that they prove to be able to approach zero

regret almost surely when the algorithm is repeated for infinite number of times. The

algorithm is applied to a number of different problems — 2-player repeated game,

sequence predictions, statistics and finance.

In [66], Hart and Mas-Colell essentially describe a similar algorithm as Foster and

Vohra but with emphasis on N-player games. The main result in the paper shows that

in a game where all the players use the learning algorithm, the empirical distribution

of play will almost surely converge to the set of correlated equilibrium distributions,

if the game is played repeatedly for infinite number of times. A correlated equilibrium,

briefly, is a strategy profile where players choose actions based on a publicly observed

signal and where no player will benefit from deviating from that strategy3. The au-

thors also discuss the modification of the algorithm to cases where only the payoffs of

the actions actually played in the history of the game are available.

There has been some effort in applying learning to the wireless network context.

Besides Nie and Comaniciu [111] discussed previously, Han et al. [64] have also

applied the no-internal regret algorithm to the cognitive radio problem, where sec-

ondary users try to choose the appropriate rates and channel in the presence of other

interfering secondary users. Our work in Chapters 3 and 4 represents one of the

first attempts at applying these learning algorithms to independent unlicensed band

networks like WLANs and WMNs.
3A more detailed discussion of correlated equilibrium is outside the scope of this thesis and will

therefore not be attempted here.
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2.5 Cross-Layer Optimization of Multihop Networks

A key distinction in the performance of wired versus wireless networks lie in the

presence of interference among the links in the wireless networks due to the radio

frequency (RF) medium. There is a large body of works on improving wireless net-

work performance in the presence of interference. Some of these are based purely

on heuristics and others have some theoretical basis behind the solutions. Some of

these solutions are applied over a single protocol layer, while others offer a cross-

layered approach. In this section, we review a particular group of works that makes

use of the theoretical foundation of utility-based optimization, commonly known as

Network Utility Maximization. We will place particular emphasis on their applications

to multihop wireless networks.

The majority of the works in Network Utility Maximization have their origins in the

work by Kelly, Maulloo and Tan in [81]. In this famous paper, the authors show that

congestion control algorithms like TCP in the Internet can be viewed as a primal-dual

algorithm that solves a maximization problem. The problem consists of the sum of

the utilities of the source flow rates, which should be maximized subject to the con-

straints of the capacities of the links the flows will traverse through. Thus given these

constraints, it is possible to optimize the utilization of the network by using feedback

mechanisms to signal their violations. Mo and Walrand [105] subsequently show that

by defining different utility functions, different types of fairness (e.g. proportional,

max-min, etc.) can be enforced.

The work of Kelly, Maulloo and Tan has since been extended in numerous ways, no

less than in the wireless domain. For example, in [145], Xue et al. adapt the model

to the wireless context by defining the constrained capacity regions of the wireless

links using a graph-theoretic model. Specifically, they define constrains on the link

capacities using maximal cliques of the contention graph formed by the interfering

wireless links. Based on how each link rate affects the other links in the maximal

cliques it belongs to, their model provides a natural pricing mechanism that regulates

the rates of the end-to-end flows. In addition, they propose a two-tier distributed

algorithm that allows the network to essentially allocate the flow rates at the source

based on the prices each flow will incur on the way to the destination. It should be

noted that though their scheme is distributed, control messages need to be exchanged

within the network, e.g. price information to the source nodes.
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Tassiulas and Ephremides, in their widely-cited paper [135], study the scheduling of

links within a multi-hop wireless network. They develop a scheduling algorithm that

always attempts to send packets on links that have the maximum difference between

the output and input queues of the sender and receiver respectively. In the paper, they

show that this algorithm, commonly known as Maximum-Weight scheduling, is able

to support the maximum set of arrival rates of a network without the packet queues

becoming unbounded. Such a algorithm is said to be able to support the “maximum

capacity region” or to be “throughput optimal”.

It was not long before researchers started to combine the congestion control algorithm

with maximum weight scheduling, in order that a network can optimally control both

the rates of flows entering into the network as well as how the traffic is sent on each

link. In [95], Lin and Shroff analyze the joint problem of congestion control and link

scheduling. They use an optimization model much like that of Kelly, Maulloo and

Tan. The way they define the capacity region (constraints) allows the whole problem

to be elegantly decomposed into a number of sub-problems, when it is solved using

the commonly-used primal-dual technique. The congestion control is solved as a sub-

problem with pricing signals from the network, in the form of either control packets

or the queue buffer sizes. An optimal scheduling involves the Maximum-Weight algo-

rithm similar to that proposed by Tassiulas and Ephremides. The algorithm is shown

to be able to fully utilize the capacity of the network as well as achieve flow-level

fairness.

It turns out that the main challenge in such cross-layer optimization problems is the

scheduling component. While the congestion control can be performed in a dis-

tributed manner in every flow source, to solve the scheduling optimally requires a

global centralized algorithm. In addition, the problem has been proven to be NP-

complete. As a result, there is motivation to find suboptimal (and possibly dis-

tributed) approximating algorithms that perform with acceptable efficiency losses.

Thus, in [96], Lin and Shroff extend their work in [95] by looking at how such sub-

optimal (or imperfect) scheduling affects the performance of these cross-layer algo-

rithms. They show that even a suboptimal cross-layer algorithm still outperforms a

layered approach, where congestion control and scheduling are designed indepen-

dently. Additionally, they propose a fully distributed joint congestion control and

scheduling algorithm for the more restrictive node-exclusive model.
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Radunović et al. [118] present a practical implementation that makes use of the the-

oretical foundation developed by Lin and Shroff. Their work provides an insight to

how such cross-layer algorithms can be realized in a practical system. Their system,

known as Horizon, allows packets to be routed over multiple paths in an 802.11 wire-

less mesh network. By implementing Horizon as a layer between the data link layer

and network layer, they are able to leave the 802.11 MAC, as well as the TCP/IP

layer unmodified. Using an actual testbed, they show that the system is able to route

packets around bottlenecks and improve flow fairness by performing load-balancing.

Other variants of cross-layer network optimization have also been developed. For

example, congestion control, routing and scheduling [36], routing and power con-

trol [109], congestion control and power control [38], congestion control and link

rate control [138], among others. More details and examples can be found in the

excellent tutorial and overview papers of [39], [55] and [96]. In this thesis, we are

interested in cross-layer algorithms involving nodes equipped with multiple radio in-

terfaces, operating on multiple channels. We review 2 significant related work in the

following.

Lin, working with Rasool, investigates the issue of joint channel assignment, schedul-

ing and routing in multihop networks with multiple radio interfaces and channels

in [93]. They show that direct application of imperfect scheduling algorithms like

Greedy Maximal Scheduling and Maximal Scheduling either has too high complexity

or has very high efficiency loss. As a result, they develop a 2-step algorithm that first

assigns packets to be sent on “good” channels, before performing the scheduling algo-

rithm. Their algorithm is able to achieve a bounded efficiency loss when compared to

a hypothetical centralized maximum weight scheduling algorithm. While their work

represents one of the first attempts at analyzing cross-layer optimization algorithm for

networks with multiple radio interfaces/channels, it does not include the congestion

control component. They assume that packets are injected into the network by users

at fixed rates that do not change over time.

Last but not least, Merlin, Vaidya and Zorzi [100] propose a joint congestion control,

channel assignment, routing and scheduling algorithm for multi-radio, multi-channel

wireless multihop networks. Their model is similar to Lin and Rasool, consisting of

queues that hold incoming packets which are subsequently assigned to different out-

going channel queues depending on the quality of the channel. Unlike Lin and Rasool,
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who use explicit information from neighboring nodes to compute channel quality, the

authors use the differential backlog between the incoming and outgoing queues to

gauge the channel quality. This has the effect of reducing the number of control mes-

sages exchanged among the nodes. In addition, they include the congestion control

component in their algorithm.

Both of the above works on cross-layer optimization in multi-radio multi-channel net-

works assume that only one autonomous network is in operation. In Chapter 5, we

apply a similar cross-layer algorithm to multiple independent networks and study the

effects of non-cooperation on the performance of such an optimization algorithm.



Chapter 3

Channel Assignment for WMNs in a

Non-Cooperative Environment

This chapter1 looks at the coexistence of independent multihop Wireless Mesh Net-

works (WMNs). We argue that cooperation is difficult in such scenarios. Using non-

cooperative game theory, we define a coexistence game model and apply it to study

channel assignment in co-located WMNs. In addition, we propose using no-regret

learning algorithms that allow WMNs to iteratively arrive at Nash Equilibrium out-

comes. Simulation results show that the informed no-regret learning algorithms we

have tested converge to a set of Nash Equilibrium strategy profiles. We also show that

network information is not critical for games with large number of players.

3.1 Introduction

As described in Section 1.1.2, Wireless Mesh Networks (WMNs) represent a class of

multihop wireless networks consisting of multiple wireless routers forwarding data

packets to and from a small set of gateways. Each gateway is usually connected via a

physical wired interface to the Internet. Wireless clients, e.g. laptops and PDAs, could

potentially communicate with each other and the Internet over multiple hops via this

infrastructure.

The merits of WMNs as a means of extending coverage and improving performance

1Part of the work in this chapter has been presented in the IEEE MASS 2008 [92].

38
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over existing single-hop Wireless LAN (WLAN) access points (APs) have prompted

much activity in the research, standardization and business communities. Commu-

nity wireless mesh networks are being set up in neighborhoods where residents pool

together wireless networking resources to enable connectivity to one another, as well

as the Internet [25]. Municipal and city councils have also shown interest in setting

up city-wide wireless mesh deployments that can serve both the government agencies

and residents [56, 137]. In the home, individual users will soon be able to connect

up their wireless devices to form a mesh network by using the IEEE 802.11s stan-

dard [32].

Despite the advances made in WMNs, several key technical challenges still remain.

One such challenge relates to the broadcast nature of the wireless medium. This

creates the potential of interference among communicating nodes that reside within

the same collision domain. Briefly, if more than a pair of communicating nodes are

present in a collision domain, coordination is required to prevent both links from be-

ing active at the same time. Otherwise, packet collisions occur. As a result, much

efforts have gone into addressing the interference experienced within a single multi-

hop network. These include equipping the nodes with multiple interfaces to operate

on multiple channels [24, 43, 117, 121, 122], flow rate control using resource alloca-

tion [50, 114, 145], link layer solutions [19, 28], even a combination of cross-layer

approaches.

In many of the above solutions, only one network is assumed and the concern is

regarding interference that arises from nodes within the network. We call this the

intra-network interference problem. Under such circumstances, nodes can cooperate

to achieve the overall optimal performance. This is rightly so, since the nodes engaged

in the optimization process (i.e. to get the optimum network performance) are under

the same management control. For example, in a municipal mesh network, all the

mesh routers are under the control of the city council or contracted company. Even

when the routers belong to different users, as in the case of community wireless

networks, there is generally an acceptable ethos that all must abide by in order to be

part of that community.

In this chapter, we postulate that with the popularity of WMNs, more than one WMN

can be deployed within the same locality. Hence, the interference among WMNs under
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different management control will increasingly become a critical problem. This inter-

network interference is different from the interference found among nodes belonging

to the same network. Since interfering nodes may belong to different WMNs, there

is often no mechanism or incentive for them to cooperate. It essentially becomes

a competitive environment where networks try to utilize the available resources in a

selfish manner, leading to a sub-optimal performance. We term these non-cooperative

networks Independent WMNs.

Although the intra-network interference problem has been and still is being exten-

sively studied, there are few works looking at the issue of inter-network interference,

especially in multihop networks. In this chapter, we are interested in looking at the

coexistence issue related to independent WMNs that experience this type of inter-

network interference.

Following are the primary contributions of the work presented in this chapter:

• Using non-cooperative game theory, we develop a framework to analyze the

coexistence of independent wireless networks that are co-located together. We

believe our framework is suitable to be used to model many kinds of interac-

tions, especially in the domain of autonomous networks that have to share the

unlicensed band.

• We apply the coexistence game model to a restricted interaction of independent

WMNs in a single collision domain and characterize the Nash Equilibrium sta-

bility points of the interactions, where all WMNs have no incentive to deviate

from their respective strategies.

• Applying no-regret learning, we show how independent WMNs can arrive at NE

outcomes without explicit exchange of information among the networks.

3.1.1 Chapter Outline

In the next section, we will take a closer look at the coexistence problem present

among independent WMNs. Following that, we provide some background informa-

tion of non-cooperative game theory in Section 3.3 and highlight the usefulness of

game theoretic tools in analyzing and solving this problem. In Section 3.4, we present

a generic coexistence game framework that we use to analyze the problem. Using this
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model, we will apply it to study single collision domain problems. Section 3.5 con-

tains results of simulations conducted to investigate the interaction of WMNs that use

game theoretic learning to solve the coexistence problem. Finally, we conclude in

Section 3.6.

3.2 Motivation of the Coexistence Problem

In this section, we motivate the need to look at coexistence issues among co-located

independent WMNs.

3.2.1 Interference among Independent WMNs

Due to the broadcast nature of the wireless medium, multiple communication links lo-

cated within interference range of one another will experience degradation of perfor-

mance if there is no mechanism to coordinate and manage the communication [76].

In single-hop networks, e.g. IEEE 802.11 WLANs, the access point (AP) of the Basic

Service Set (BSS) can coordinate the communications among the different links with

the stations using mechanisms like RTS/CTS, and Point Coordination Function (PCF).

In [20], the authors highlight the increasing problem of multiple WLAN deployments

located in the same area. Using actual data of hotspot deployments in major cities,

they argue that the presence of multiple independently-managed APs may lead to a

“chaotic” environment, where networks experience sub-optimal performance. This

has been corroborated by subsequent researchers like Mishra et al. in [103] and

Ihmig and Steenkiste in [73].

We believe that as communities of residential users cooperate by linking up their

APs, and as Wireless Broadband Providers, city councils and even individuals set up

their own WMNs, there may exist more than one WMN in a particular geographic

area. Like the WLAN hotspots, these WMNs are independently operated and so have

limited mechanisms and few incentives to cooperate. However, the multihop nature

of WMNs makes it a different problem to that found in single-hop WLANs. Some of

the differences are highlighted below:

Coverage A single WMN consists of multiple mesh routers and wireless clients that

covers over an extensive area, compared to a WLAN hotspot. In an area with
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Figure 3.1: Example showing the interference region covering parts of two co-located,
independent WMNs.

more than one independent WMN, only a subset of the links of a WMN may

interfere with another part of a second WMN. For example, in Figure 3.1, which

can represent a city-wide deployment of two independent WMNs, only a subset

of the links are within the interference range of one another.

Link Dependency Under normal circumstances, reducing the interference experi-

enced by a link between an AP and station in a WLAN will increase the band-

width available to the flow traversing that link. In WMN, where a flow may

travel over multiple links to reach its destination, reducing the interference on

a link may not increase the bandwidth available to the flow. This is illustrated in

the example of Figure 3.2. In the example, even though the interference expe-

rienced by link 1c is removed when it uses a different channel from link 2b, the

bandwidth available to flow f1 in WMN 1 is still constrained by the interference

between bottleneck links of 1b and 2a, as they are on the same channel.

In wireless multihop networks, the bandwidth available to a flow is a function of

not just the interference between independent flows on different links (inter-flow

interference), but also the interference of the same flow with itself on subsequent
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Figure 3.2: Reducing interference by using channel assignment. Flows f 1 and f 2 are
limited by the bottleneck links of 1b and 2a respectively.

paths along its route (intra-flow interference). This phenomenon has been studied

in [79] and [145]. In co-located WMNs, we assert that the inter-flow interference

can be subdivided into two categories — internal inter-flow interference and external

inter-flow interference.

While internal inter-flow interference occurs among independent flows on different

links within a single WMN, external inter-flow interference relates to the interference

experienced by flows from links belonging to different WMNs. A distinction between

them is needed because the solution needed is very different. The former interference

can be managed cooperatively using schemes implemented within a network, e.g. rate

control, channel assignment and routing. One the other hand, high level cooperation

is not available in the case of external inter-flow interference, as the links belong

to different independent WMNs. In reality, networks may adopt a selfish approach

of trying to get as much resource (e.g. bandwidth) as possible, thereby creating

a competitive environment. In addition, the cooperative schemes used to optimize

network resources in the presence of internal interferences assume a certain degree

of network information available, e.g. size, topology and traffic patterns. A WMN

would have less information about other co-located WMNs. For instance, a WMN

often do not know the size, topology or even number of co-located WMNs.
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We have thus far motivated the need to study the coexistence problem among inde-

pendent WMNs. We have also illustrated why it is a different and more challenging

problem than interference among single-hop networks, or within a single multihop

network. We propose game theory as a suitable tool for studying and managing the

coexistence problem. We will next present a brief description of game theory.

3.3 Non-Cooperative Game Theory

As introduced in Section 1.6, game theory relates to the interactions of decision

processes that affect eventual outcomes. Although the vast array of research in this

area include among others, non-cooperative and cooperative game theory, we will

restrict our description here to the former, as it directly relates to the topic of this

thesis.

Before formally describing the classical game model, we will illustrate the basic idea

of a non-cooperative game by way of a simple example. Consider a pair of links l1

and l2 that are within interference range of each other, as shown in Figure 3.3a. Each

link has the option of using either channel c1 or c2, where c1 and c2 are orthogonal

channels. The channel choices correspond to the actions that each link can adopt. Let

us assume the links are the players in the game. For each action, there is an outcome

or payoff that is associated with the actions chosen by both players. This is the likely

benefit that the link will experience if it chooses a particular action, given that the

other link independently chooses some action. Figure 3.3b shows the payoff matrix

for the corresponding actions. In this case, the payoffs represent the normalized

capacities that the links can attain.

From Figure 3.3b, we can see that choosing different channels will allow both links

to have higher payoffs, as opposed to operating on the same channel. When choosing

different channels, the links do not interfere with each other and so are able to get the

full channel capacity, as reflected by the higher payoffs. On the other hand, if both

links choose the same channel, they have to share the channel, resulting in lower

payoffs.

We now formally describe the non-cooperative game model — otherwise known as

the normal form game model — which we will be using in this chapter and the next.
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(a) (b)

Figure 3.3: A game example involving (a) two links (l1 and l2) belong to the same
collision domain and (b) the corresponding payoff matrix of the game. Note that
the payoffs of links l1 and l2 are in the bottom-left and top-right corners of each cell
respectively.

3.3.1 Normal Form Game Model

A normal form game is defined by Γ = 〈N ,S, {Ui}i∈N 〉, where N is a finite set of

players, and S is the Cartesian product of the set of strategies available to each player

in N . That is, S =×i∈NSi where Si is the set of strategies available to player i.

Further, let N = |N |. We denote S = [s1, s2, . . . ,sN] ∈ S as a strategy profile consisting

of strategies of all the players. Ui : S → R is defined as a utility function of player i

that can represent the value player i attaches to the outcome from a strategy profile

of S. For a particular strategy profile S, if the strategy used by player i is si ∈ Si, we

collectively term the strategies of the other players as s−i. Hence, S = [si, s−i], i ∈N .

Table 3.1 provides a summary of the symbol definitions.

We will now describe some of the key concepts in game theory that will arise in the

course of this chapter.

3.3.2 Nash Equilibrium

A Nash Equilibrium (NE) is a strategy profile where no player has any incentive to

unilaterally use a different strategy s′
i
. Mathematically, a strategy profile S = [si, s−i]

is a pure strategy NE if and only if Ui(si, s−i)≥ Ui(s
′
i
, s−i),∀i ∈N , s′

i
∈ Si. It should

be noted that a NE may involve mixed strategies. Essentially, a NE is an equilibrium

point when we assume all players are rational, as no player will see any need to

change strategy. In reality, there may exist multiple or no pure strategy NEs in a

game. From the 2-link example in Figure 3.3a, channel choices of (c1, c2) and (c2, c1)

are the two NE outcomes of the game.
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Symbols:

Γ Game

N Set of players in the game

N = |N | No. of players in the game

Si Set of strategies available to player i ∈N

si ∈ Si Strategy (or action) chosen by player i

s−i Collective strategies chosen by players other than i

S =
�

si, s−i

�
A strategy profile where all the players each chooses a
strategy

S =×i∈NSi Set of all possible strategy profiles in the game

Ui

�
si, s−i

�
Utility of player i

qi(si) Probability assigned to strategy si in a mixed strategy

Q =
�

q1, . . . , qN

�
A mixed strategy profile where all the players each
chooses a mixed strategy

Table 3.1: Summary of symbol definitions used in Chapter 3.

For a finite game, it has been proven that even if a pure strategy NE does not exist,

a mixed strategy NE can be found. We denote qi(si) as the probability assigned to

strategy si ∈ Si, where
∑

si∈Si
qi(si) = 1. A mixed strategy profile can thus be denoted

as Q = [q1, q2, . . . , qN]. The expected utility of a player i, given a mixed strategy profile

of Q, is given by

Ui(Q) =
∑

S=(s1,...,sN )∈S




N∏

j=1

q j(s j)


Ui(S).

3.3.3 Pareto Efficiency

A NE outcome, even though it is an equilibrium point, may not be efficient or even

desirable. Also, in the situation where there are more than one unique NE outcomes,

a way to compare among these outcomes is needed. Pareto Efficiency (PE) or Pareto

Optimality is sometimes used as a measure of the efficiency of an outcome. We say

that a strategy profile is PE when a player cannot further increase its utility without

decreasing the utility of another player. Therefore, the strategy profile S is PE if and

only if there exists no other strategy profile S′ where Ui(S
′) > Ui(S), for some i ∈ N

when U j(S
′) ≥ U j(S),∀ j ∈N , j 6= i.
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Extending from this definition, we further define that a strategy profile is more ef-

ficient than another, if the utility of at least one of the player is higher while the

utilities of the rest of the players are not worse off; i.e., S is more efficient than S′ if

Ui(S) > Ui(S
′), for some i ∈N when U j(S)≥ U j(S

′),∀ j ∈N , j 6= i.

3.3.4 Applying Game Theory to the Coexistence Problem

We shall now illustrate how the coexistence problem can be modeled as a game. In

the interactions of co-located, non-cooperative networks, each network can be seen

as independently making decisions from a set of controls available. The aim of each

network is to optimize its performance, such as total network capacity, individual flow

bandwidth, etc., with these action choices. Clearly, the performance experienced by

each network is affected by the collective actions taken by all the networks within a

region. We can therefore model this interaction as a non-cooperative game, where

each network2 constitutes a player, the available controls represent the action set,

and the resulting performance mapped to the utility. This fits ideally with the non-

cooperative game model that we have just described. In Section 3.4, we will formally

define a model of this General Coexistence Game. We will also provide an example of

how this model can be used to study the interaction of two WMNs in an interference-

limited environment.

However, even though classical non-cooperative game theory concepts can help to

provide invaluable insights about the interactions among co-located networks, the

assumptions inherent within classical game theory limit how well it can be applied

towards the development of practical solutions. For instance, classical game theory

assumes common knowledge of the set of players and strategies involved. This is

highly unlikely given the distributed nature of independent networks. For example,

an independent WLAN would not be aware of all the WLANs that could affect its

performance (like the networks that are located beyond its communication range,

but are still within the carrier-sensing range). In addition, the utility function and

the players in the game change as new WLANs are deployed and old ones are taken

down over time. These challenges have also been attested by Greenwald et al. in [58],

where they study the application of game theory in the networking environment.

In the next section, we introduce the concept of learning in game theory that can

2Alternatively, there could be more than one decision entity within each network.
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provide practical channel selection solutions to the independent networks.

3.3.5 No-Regret Learning

Learning in game [112, Ch. 4] allows initially uninformed players to acquire informa-

tion about the state of the world they are in, as the game is repeatedly played. It can

be seen as a relaxation of the tight assumptions of common knowledge in classical

game theory. Learning has been applied to networking context in [58], where the au-

thors study what strategies players will play in the long run as they learn more about

their environment. The main attribute of game theoretic learning is that information

like the number and identity of players in the game and their utility functions is not

required by a player for it to play efficient strategies in the long run.

In game theoretic learning, time dependency is introduced in the form of t , where U t
i

denotes the utility of player i at time t . S t = (st
1, st

2, . . . , st
N
),∀st

i
∈ Si denotes the strat-

egy profile of the players at time t . Note that the strategy st
i

that is played by player

i may not be a pure action. It may arise from a probability distribution qt
i

which de-

notes the probability of playing each pure strategy si ∈ Si. Over time, the probability

distribution qt
i

will evolve with more favorable strategies taking higher values, as de-

termined by the learning algorithm. In each period, player i ∈ N , chooses a strategy

st
i
∈ Si in accordance to qt

i
. Thus, qt

i
is analogous to a mixed strategy of player i at

time t . The parameter qt
i

can also be interpreted as a function qt
i
(si), returning the

probability of playing strategy si ∈ Si at time t , which is done in this thesis.

We now describe a class of learning, known as No-Regret Learning, which we will be

using to solve the coexistence problem in this chapter.

No-regret learning allows a player to play its strategies with certain probabilities. The

concept of regret involves the benefits a player feels after playing a particular strat-

egy, compared to its other strategies. Those strategies that produce lower regrets will

be updated with higher probabilities in the long run. Ultimately, strategies that are

more successful will be played more often. There are different algorithms relating

to different regret measures and updating methods. We will first describe two such

algorithms, attributed to Freund and Schapire [48] and Foster and Vohra [47] re-

spectively. In Section 3.5, we will simulate how WMNs can make use of these two

algorithms to solve the coexistence problem.
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Freund and Schapire

This algorithm makes use of the cumulative utility obtained by player i over time t if

it plays si, given that the other players had played st
−i

, for every si ∈ Si. We denote

this as U t
i
(si) =
∑t

x=1 Ui(si, sx
−i
). The weights updating algorithm is such that at time

t + 1, the probability of playing strategy si is updated using:

qt+1
i
(si) =

(1+α)U
t
i
(si)

∑
s′
i
∈Si
(1+α)U

t
i
(s′

i
)

for some α > 0. At the end of any time t , the algorithm will update the probability

distribution (or weights) for t+1 accordingly, and proceed to choose the strategy st+1
i

to be played in the next time t + 1 according to it3.

This algorithm, which we will call Freund and Schapire (FS), essentially compares

the cumulative utility of playing strategy si with all other strategies s′
i
6= si when

other players are playing their own strategies at each time t . We can see that for

any strategy that has been performing better up till time t , it will result in a higher

probability of playing that strategy in the next time instant t+1. Thus, it places higher

probabilities on those strategies that give better utilities over time.

In [48], the authors prove that when using this algorithm, the average difference

of the utility of a player, when compared with the best mixed strategy can be made

arbitrarily small. Hence, one can say that there is no “regret” in using the strategies

dictated by this algorithm.

Foster and Vohra

In this next algorithm, we denote the regret r t
i

that player i feels at time t for playing

strategy st
i

rather than si, as the difference in the utilities obtained from playing the

strategies, given that the other players play the strategy profile, st
−i

; i.e.,

r t
i
(si, st

i
| st
−i
) = Ui(si, st

−i
)− Ui(s

t
i
, st
−i
)

3If the probability distribution qt
i does not change over time, it is easy to see that the algorithm

ensures that the player will choose a mixed strategy as determined by the distribution.
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This algorithm, which we will call Foster and Vohra (FV)4, makes use of the cumu-

lative regret felt by a player i over time t , given by Rt
i
(si) =
∑t

x=1 r x
i
(si, sx

i
| sx
−i
) for

playing sx
i

rather than si. In this case, the probability of playing strategy si is updated

using:

qt+1
i
(si) =

[Rt
i
(si)]

+

∑
s′
i
∈Si
[Rt

i(s
′
i)]
+

where [R ]+ =max({R, 0}).

While the FS algorithm attributes a strategy resulting in a consistently higher utili-

ties, over time, with a higher associated probability, the FV algorithm compares the

difference of this utility with utilities obtained if other strategies have instead been

played. Similar to the FS algorithm, the strategy to be used in time t + 1 will be

chosen according to this probability distribution.

Informed vs. Naïve No-Regret

The above learning algorithms are known as informed algorithms. This is because

they assume that a player i is able to evaluate how st
−i

, the strategies played by the

other players at time t , could affect the utilities of all its strategies, si ∈ Si, even those

that are not being played at that time. When the player is only able to know the utility

of the strategy that it has played, a modification to the learning algorithms is needed.

In [58], the authors provide a way to convert an informed algorithm to a naïve one.

It involves converting the utility function, Ui to bUi, where

bUi(si, st
−i
) =





Ui(si ,s
t
−i)

q̂ t
i
(si)

, if st
i
= si;

0, otherwise.

The same algorithms could then be used with bUi replacing Ui, and modifying the

resulting probabilities qt
i

with q̂t
i
= (1− ε)qt

i
+ ε

|Si |
, for some ε > 0.

4Although strictly speaking, this is a simplified algorithm subsequently proposed by Hart and Mas-
Colell [66].
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3.4 The Coexistence Game

In this section, we will define a general model of the Coexistence Game. The model is

made as general as possible here in order to encompass the different interactions of

co-located independent WMNs. It could easily be adapted to more specific interaction

scenarios. Subsequently, we will describe a channel assignment coexistence game

using this model to study and solve a specific coexistence problem.

3.4.1 The General Coexistence Game

We believe many of the schemes proposed to minimize internal and external interfer-

ences can be studied as a game. We define the general Coexistence Game as Γg .

In Γg , the set of players N represents the decision makers in the independent WMNs.

Each WMN consists of a set of nodes or links whose collective actions affect network

performance. There are two possibilities of defining N , depending on the entities tak-

ing part in the decision making process. In the first case, each WMN has a centralized

decision making process, where a single entity within each WMN collects information

(e.g. network conditions) from the nodes/links, makes the decisions and directs the

nodes/links to act on them. In this case, we represent each WMN as a player. Al-

ternatively, the decision making can be distributed; i.e., the nodes/links within each

WMN make decentralized decisions that collectively (as a coalition) seek to optimize

the performance of their respective network. In this case, we represent each WMN as

a coalition of players where each player is a node/link from the WMN. In this chapter,

we will use the centralized process to explain the concepts. Henceforth, the terms

network and player will be used interchangeably.

Each player has at its disposal a set of strategies Si, which may be different for differ-

ent schemes. For example, when routing is used to direct traffic flows to paths with

low interference(as in [133]), Si represents the set of routes available. If transmit

power control is used to limit the interference of the links, Si consists of the power

levels a player can assign to each of its links. In this chapter, we use channel as-

signment as the strategies available, where a strategy si represents of the channels

associated to player i’s links.

The utility function Ui denotes the value player i places on the outcome of a strategy

profile S. Player i can be seen as trying to optimize Ui through its choice of si in the
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light of s−i that are played by the other players. One possible way is to express the

utility of a WMN as the sum of the utilities of all its individual flows. For instance,

let us assume a WMN has flows with rates r1, . . . , rk. The utility of this WMN can be

expressed as
∑k

i=1 ui(ri), where ui is some concave function. Note that this type of

utility definition is commonly used in network utility maximization [113, 145].

3.4.2 Channel Assignment Coexistence Game

In this section, we apply the general coexistence game, Γg to a more specific scenario

— channel assignment. We define this as a channel assignment coexistence game,

Γca. In Γca, the player set N contains the independent WMNs. We define C as the set

of channels available, with c = |C|.

In Γca, we will consider multi-radio WMNs, where each node may be equipped with

multiple radio interfaces. We focus on channel assignment in this game. In order

to simplify the explanation and analysis, we assume that each link within a WMN is

bound to a pair of dedicated interfaces, giving us a fixed topology of nodes and links

per WMN5. This can be accomplished by schemes found in multi-radio WMN archi-

tectures like [121]. These links are represented by Li = {1, 2, . . . , li} for a player i.

A strategy si of player i assigns a channel j ∈ C to each of the link k ∈ Li. For

now, we assume that the links are unidirectional, i.e., each link has a predetermined

transmitter and receiver.

Let Fi represent the set of flows in player i, where fi,k ∈ Fi is the flow originating on

link k. In other words, the source of flow fi,k is the transmitter of link k. We restrict

each source to one unicast flow. For convenience, we will identify each flow fi,k with

its flow rate. Let x i,k be the aggregate flow rate of all the flows that pass through

link k, i.e., x i,k =
∑

fi,r , where fi,r is every flow that has to go through link k to reach

its destination.

We now represent the set of links Li as the vertices of a contention graph, with an

edge drawn between a pair of vertices if the links they represent interfere with each

other when they are on the same channel. Each collision domain is represented by a

maximal clique6 in the contention graph [76, 145]. Let D denote the set of maximal

5Including processes like interface-link bonding, routing into the analysis involves redefining the
strategy space. This is possible although it may increase the complexity of the game and its analysis.

6In graph theory, a clique is a complete subgraph; i.e., every vertex is connected to every other



CHAPTER 3. CHANNEL ASSIGNMENT FOR WMNS 53

cliques, where d ∈D represents the set of links in a game that are in the same collision

domain. For a strategy profile S that allocates every link in a game to a channel j ∈ C,

we define d j ⊆ d where
⋃

j∈C d j = d. In other words, S can be seen as breaking up

each maximal clique d, into smaller maximal cliques d j,∀ j ∈ C. We will use the term

collision domain and maximal clique interchangeably in this chapter.

Finally, we assume all the nodes use a common MAC protocol that allocates the rates

to the links in each channel collision domain d j, j ∈ C, in a max-min fair manner (like

e.g. [72]). We also assume there is a transport layer or flow control protocol [145] in

each WMN that ensures each link does not transmit more than the aggregate end-to-

end flow rates.

Example 1. To illustrate the notations and concepts described so far, consider 3 WMNs

within a single collision domain as shown in Figure 3.4a. N = {1, 2, 3} and the col-

lision domain d contains the links of all the players. There are 3 channels available,

C = {A, B, C}. Except for the first and last node, each node has two interfaces, one for

each link. Suppose flows f1,1, f1,2 and f1,3 flow through all of player 1’s, 2’s and 3’s links

respectively. We have x1,1 = x1,2 = x1,3 = f1,1, x2,1 = x2,2 = f2,1 and x3,1 = x3,2 = f3,1.

If a strategy profile involves player 1 assigning its links 1 and 3 to channel A, and link

2 to channel C, player 2 assigning its link 1 to channel A and link 2 to channel B, and

player 3 assigning link 1 to channel B and link 2 to channel C, d would be broken up into

dA, dB and dC, as shown in Figure 3.4b. The rates of flows f1,1 and f2,1 are 1
3

each, since

x1,1+ x1,3+ x2,1 = 1 in dA. Even though links x1,2 and x2,2 can use 1
2

of the bandwidth in

channels C and B respectively, a flow control protocol limits them to 1
3
, as the flows f1,1

and f2,1 are limited by the links in channel A to that rate. A max-min fair MAC allows

x3,1 and x3,2 to get the remaining 2
3

of the bandwidth. Hence, f3,1 =
2
3
. We shall call

channel A the constrained channel of players 1 and 2, since it is the channel that limits

the rates of their flow. Both channels B and C are player 3’s constrained channel.

From Example 1, we can see that the channel assignment choices of the players affect

each other’s flow rates. If a player’s objective is to maximize the rate of its flows, the

utility can be defined as Ui =
∑

k
fi,k. Hence, U1 = U2 =

1
3

and U3 =
2
3

in the example.

Note that different players in the same game can have different utility functions,

depending on objective of each player.

vertex. A maximal clique is a clique that is not contained in any other cliques.
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(a)

(b)

Figure 3.4: Example 1 showing three WMNs in a collision domain. (a) Network
topology. (b) The 3 channel collision domains after channel assignment.
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In the next section, we will use this model to analyze a restricted case of our channel

assignment coexistence game. In particular, we want to know what it can tell us about

the strategies players should play as well as what they will play, from the perspectives

of Nash Equilibrium and Pareto Efficiency.

3.4.3 Single Collision Domain

In this game, we assume that the WMNs have links that are all within a single collision

domain, i.e., |D|= 1. Each player i has li + 1 mesh nodes with each node containing

2 interfaces. There is a single unicast flow (
��Fi

�� = 1) from a source node to a destina-

tion, going through li links. The flow is always saturated, i.e., the source tries to send

as much traffic as possible. Note that Example 1 described above can be classified as

such a game. We call this 2 interface per node, single collision domain, 1 flow per

WMN game, Γca-2i-1d-1f. By starting with this simple scenario, we hope to gain insights

into the usefulness of such a model. A future work is to extend this to more realistic

and complex scenarios.

Since fi flows through each of the li links, x i,k = fi, ∀k ∈ Li. Consider a channel as-

signment that allows link k to have hk of the channel capacity. Since fi = xk ≤ hk,∀k ∈
Li, it follows that fi =mink∈Li

hk. In other words, the rate of flow fi is constrained by

the channel with the minimum share of the capacity, normalized to 1. We define this

as the utility of player, Ui.

Since all the links belong to the same collision domain, each link of player i is in-

distinguishable from another. A strategy si can be simplified to [li1, li2, . . . , lic] where

li j is the number of links player i has on channel j,∀ j ∈ C. Hence,
∑

j
li j = li. Let

L j =
∑

i
li j denote the total number of links on channel j. The total number of links

in the game is L =
∑

j
L j =
∑

i
li. We will look at the non-trivial case when L > c and

c > 1.

We define Cmax = { j ∈ C : L j =max j L j}. In other words, Cmax contains the set of chan-

nels with the maximum number of links among all the channels. Moreover, we define

Nmax ⊆N , where i ∈ Nmax iff li j 6= 0 for some j ∈ Cmax . That is, Nmax contains the

set of players with at least one link in any channel belonging to Cmax .

Recall that we define the utility of a player i to be Ui = fi, the rate of its flow. As fi

flows through all of player i’s links, this also happens to be the minimum share of the
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bandwidth a player can get from any of its links across all the channels. Obviously, if

i ∈Nmax , Ui =
1
L j

, where j ∈ Cmax .

As an example, consider Figure 3.5, where we assume a flow in each player (network)

going through all the links; C = {A,B,C} and N = {1, 2, 3}. Figure 3.6b represents a

particular strategy profile where the letter below each column represents a channel

and the number in each box represents a link belonging to the player. For players 1

and 2, their utilities are 0.25 each, since they have been constrained by the channel C,

where Cmax = {C}. On the other hand, player 3 is constrained by its two links in the

channel A. Since player 1’s link in channel A cannot go above 0.25, and we assume

a max-min scheduler present, player 3 can make use of all the left-over capacity not

used by player 1, resulting in a utility of (1− 0.25)/2 = 0.375.

Nash Equilibrium

We will now look at what constitutes a pure strategy Nash Equilibrium (NE) in the

game Γca-2i-1d-1f.

Proposition 1. In the single collision domain channel assignment game, Γca-2i-1d-1f, a

strategy profile that results in every channel having either r or (r − 1) links, where

r =
 

L

c

£
is a pure strategy Nash Equilibrium.

Example 2. Consider the networks shown in Figure 3.5, where L = 4+ 4+ 2= 10 and

C = {A, B, C} (i.e., c = 3). In addition to Cmax , we define Cmin = { j ∈ C : L j =min j L j},
and Nmin ⊆ N where i ∈Nmin iff li j = 0,∀ j ∈ Cmax . That is, Cmin is the set of channels

with the minimum number of links among all the channels, and Nmin is the set of all

players with no link in the channels in Cmax .

With the strategy profiles shown in Figures 3.6a and 3.6b, the number of links in Cmax =

{C} is r =
 

10
3

£
= 4 and the number of links in Cmin = {A, B} is r − 1 = 3. Therefore,

these two strategy profiles meet the condition in Proposition 1. Clearly, if the condition

in Proposition 1 holds, i ∈ Nmax or i ∈ Nmin, ∀i ∈ N . As we can see from the way the

links are distributed in Figures 3.6a and 3.6b, this also results in all the links in the

game being spread evenly across the channels. We will call this type of strategy profile a

global spreading of links.

We note here that if i ∈Nmax , player i’s utility Ui =
1
r
, since it is restricted by its links
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Figure 3.5: Example 2: Three WMNs in a single collision domain.

(a) NE1 (b) NE2 (c) NE3

Figure 3.6: Different possible NE channel assignments for networks in Example 2.
The letters represent the channels, each box represents a link and the number in the
box represents the player the link belongs to.
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in some channel in Cmax . However, if i ∈ Nmin, player i’s utility Ui ≥ 1
r−1

. This is

because if all the links in the channels with player i’s links belong to players in Nmin,

it can get a utility of 1
r−1

. If in all the channels with player i’s links, there exist links

belonging to players in Nmax , player i can get additional bandwidth not used by those

players and its utility becomes larger than 1
r−1

.

To prove Proposition 1, we will show that for all i ∈N , moving player i’s links to

another channel will not improve its utility.

Proof. The proof is divided into 2 cases — Case 1: player i belongs to Nmax; and

Case 2: player i belongs to Nmin.

In Case 1, player i’s current utility is Ui =
1
r
. If it moves any of its link from a channel

j ∈ C to a different channel, it can choose to move this link to a channel j′ ∈ Cmax or

j′ ∈ Cmin, where j′ 6= j. If it moves the link to channel j′ ∈ Cmax , its new utility will be

U ′
i
= 1

r+1
which is less than the original Ui. If it moves the link to j′ ∈ Cmin, its utility

becomes U ′
i
= 1
(r−1)+1

= 1
r
, which is the same as the original. Either way, player i has

no incentive to move its links.

For Case 2, player i’s current utility is Ui ≥ 1
r−1

. It can choose to move its link in

channel j ∈ Cmin to a channel j′ ∈ Cmax or j′ ∈ Cmin \ { j}. If it chooses channel j′ ∈
Cmax , its new utility will be U ′

i
= 1

r+1
. If it chooses j′ ∈ Cmin \ { j}, its new utility

becomes U ′
i
= 1

r
. Both are less than its current utility. Therefore, player i has no

incentive to move its links.

Since player i does not benefit from changing its strategy, this is a pure strategy

NE.

Proposition 1 is a sufficient condition for the existence of NE. There may exist other

NE outcomes that are not global spreading. To describe a necessary condition for the

existence of NE, we state the following lemma:

Lemma 1. For the game Γca-2i-1d-1f with L links and c channels, if there exists a channel

j with more than r links, where r =
 

L

c

£
, then there always exists a channel j′ 6= j such

that L j − L j′ > 1.

Proof. We will proof Lemma 1 by contradiction.
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The condition in Lemma 1 means that the total number of links, L = (r − 1)c +

k where 0 < k ≤ c. Hence, (r − 1)c < L ≤ rc. Assuming the lemma does not

hold. Then, there exists a channel j ∈ Cmax where L j ≥ r + 1; and for all other

channel j′ 6= j, L j − L j′ ≤ 1; i.e., L j′ ≥ r. Summing up the links in all the channels,

L j +
∑

j′ 6= j
L j′ ≥ (r + 1) + (c − 1)r = rc+ 1. Since this is greater than the maximum

possible L, it is a contradiction. Therefore, Lemma 1 is true.

We now state the following necessary condition for the existence of pure strategy NE:

Proposition 2. In the channel assignment game Γca-2i-1d-1f, a strategy profile that results

in at least one channel with more than r links, where r =
 

L

c

£
, is not a pure strategy

NE.

In other words, a necessary condition for a NE outcome is that all the channels can

have at most r links. We can see that the NE outcome of Proposition 1 satisfies this

condition. To prove this proposition, we will show that when a strategy profile results

in a channel having more than r links, at least one player can increase its utility by

changing its strategy.

Proof. Suppose a strategy profile results in Cmax channels such that L j > r,∀ j ∈ Cmax .

We consider an arbitrary player i with at least a link in any channel in Cmax . We

will refer to those channels in Cmax that player i has a link in as j1, j2, . . . , jx . Let us

consider the channel j1. We know from Lemma 1 that there always exists a channel

j′ 6= j1 such that L j1
− L j′ > 1, we move a link of player i from channel j1 to channel

j′. If x = 1, then the utility of player i has increased by this operation. If x > 1,

we can repeat the above operation by another (x − 1) times. This is possible because

Lemma 1 guarantees the existence of a channel which has at least 2 links fewer than

those in Cmax .

Therefore, player i is able to increase its utility, which means that this cannot be a NE

strategy profile.

Hence, we have shown that the necessary condition for a NE outcome is that all the

channels can contain at most r links, where r =
 

L

c

£
.
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Pareto Efficiency

We note that depending on where a player’s links are found, a more efficient NE may

be possible.

Consider Example 2 shown in Figure 3.5 with possible channel assignments shown in

Figure 3.6. Figure 3.6a shows a possible strategy profile (NE1) that results in global

spreading, and hence a NE. Each player has a utility of 0.25 since they all have links

in the Cmax = {C} channel. A different NE strategy profile (NE2) allows player 3 to

get a utility of 0.375, as shown in Figure 3.6b. We say that NE2 is more efficient than

NE1 as it allows player 3 to get a higher utility without lowering the other players’

utilities. Incidentally, Figure 3.6c shows an even more efficient NE outcome that is

not global spreading. It can be easily verified that NE3 is also a NE since no player

can improve its utility by deviating. Notice that NE3 satisfies the necessary condition

in Proposition 2.

From studying this single collision domain example as a game, we find that a way to

achieve an equilibrium point is for a network to monitor all the channels to ensure

that its channel assignment does not cause any channel to contain more than
 

L

c

£

links. Ensuring that there is a global spreading of the links across all channels will also

guarantee a NE. Short of using explicit communication, trying to do so is extremely

difficult. In Section 3.5, we describe simulations done to explore the possibility of

co-located WMNs arriving at NE outcomes without explicit communication, by using

no-regret learning algorithms.

In addition, we learn that there may exist more efficient NE outcomes and it is desir-

able for networks to reach such outcomes. Again, this is not easy to achieve without

explicit communication. We also find that at times, a game can have a social optimal

outcome that is not a NE. Briefly, a social optimal outcome is one that maximizes the

total utility of all the players in the game. Consider the game Γca-2i-1d-1f with 2 players

and 3 channels {A, B, C}. Player 1 has 3 links and player 2 has 2 links. If the utility

of a player is given by its flow rate, it can be shown that a social optimal outcome is

realized by player 1 putting all its links in channel A and player 2 putting one link

in each of channels B and C. However, this channel allocation is not a NE, because it

does not satisfy the condition in Proposition 2. In Chapter 4 we investigate the issue

of social optimality in single-hop independent WLANs and propose channel selection

schemes that seek to achieve a more social optimal outcome.
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3.5 Simulation

From Section 3.4.3, we know that there exist NE outcomes in a single collision domain

channel assignment game. In this section, we look at whether players can arrive at

these equilibrium outcomes by using learning.

We implement the Freund and Schapire algorithm [48], for both the informed (FSI)

and naïve (FSN) cases, and the Foster and Vohra informed algorithm (FVI) [47], de-

scribed in Section 3.3.5. At every iteration, each player evaluates its utility gained

during the previous iteration and uses the algorithms to update the weights associ-

ated to its strategies. We compare the two different no-regret learning algorithms (FSI

and FVI) to evaluate their respective merits and drawbacks. We also compare an in-

formed version of the algorithm (FSI) with its naïve counterpart (FSN). In addition,

we compare how these no-regret learning algorithms compare against a purely ran-

dom strategy, where each player simply chooses a strategy randomly at each iteration.

In all our simulations, we have chosen appropriate values of α = 0.2 in FSI and FSN,

and ε = 0.1 in FSN. We do not aim to evaluate the performance of different values of

α and ε here. Essentially, α and ε determine how much and how fast an algorithm

reduces the probability of playing a strategy when it results in a bad utility. A high α

and low ε causes larger and faster reduction. As we shall observe from the simulation

results, this may mean faster convergence but it also increases the chance of players

dropping those strategies that could have formed an efficient strategy profile.

3.5.1 Simulation Results

In this simulation, we have n = |N | number of players in a single collision domain.

Each player has li = 3 links and there are c = 4 available channels. At each iteration,

as a player updates its weights, we also record the mean utility that the player has

acquired so far. This is done by normalizing the total utility the player has acquired

since the start of the simulation with the number of iterations that has gone by.

Figure 3.7 shows a typical simulation run with n = 2 players. We present the total

mean utility acquired by both players over 6000 iterations. We observe that all the

algorithms are able to converge to a fix mean utility. Though not shown, we have also

collected the mean utilities for individual players and note that each player is able to

get a fair share of the total utility over time.
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Figure 3.7: Total mean utilities acquired by two players during a typical simulation
run.
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Comparing FSI and FVI, the two informed no-regret learning algorithms, we see that

the players are able to get similar utilities in the long run. FVI tends to converge faster,

i.e., seemingly unsuccessful strategies are dropped faster in FVI, resulting in stable,

long-term utilities. This is confirmed by Figure 3.8, which shows how the weights

associated with each of the player’s strategies evolve over time. We observe that in

FSI (Figures 3.8a and 3.8b), both players converge to playing a fix set of strategies

after about 500 iterations. When using FVI, the players’ choice of strategies converges

within 50 iterations (Figures 3.8c and 3.8d).

Figure 3.9 shows the proportion of time the NE outcomes occur during the duration

of the simulation, computed by normalizing the number of times NE outcomes have

occurred with the number of iterations so far. We notice that both the informed al-

gorithms are able to learn to play NE outcomes over time. In all the simulations for

multiple players, we find that the set of strategies that each player plays in the long

run results in a global spreading of the links across the channels, a NE outcome as

described by Proposition 1. With FSN, the players generally are not able to converge

to a fix set of strategies to play, resulting in NE strategies only played a certain pro-

portion of the time. Nonetheless, FSN learns to eliminate the strategies that gives low

utility for one player whatever strategies the other player play (known as dominated

strategies in game theory). In all cases, learning outperforms random choosing of

channel assignments in terms of utilities and NE outcomes.

Figure 3.10 shows the total mean utilities of all the players in the game, at the end of

6000 iterations, averaged over 100 independent simulation runs. We investigate the

results for n = 2 to 5 players. We first note that in the presence of perfect scheduling,

where all the players are able to make use of the channel without any collisions or

overheads, the total share of the bandwidth (utility) for 2 or more players in a game

is |C|
L
× |N |= 3

|N |×4
× |N |= 1.33. This forms the upper bound on the total utility.

We see that the total mean utilities acquired through FSI and FVI are almost similar,

especially when the size of the players is small. When there are 5 players in the

game, FVI performs better, but with a larger standard deviation. This is because FVI

eliminates seemingly inefficient strategies faster. While it decreases convergence time,

efficient strategy profiles may also be missed, leading to lower total utility. A player’s

utility does not just depend on its strategy, but also the corresponding strategies used

by other players. The role of learning is to find efficient strategy profiles. If a strategy

is dropped before it has a chance to be played against many other strategies, the
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tion with two players.



CHAPTER 3. CHANNEL ASSIGNMENT FOR WMNS 66

2  3  4  5  
0

0.2

0.4

0.6

0.8

1

1.2

1.4

No. of Players

T
o

ta
l 
P

la
y
e

r 
U

ti
lit

ie
s

FSI

FSN

FVI

Random

Figure 3.10: Total mean utilities acquired by the players at the end of 6000 iterations,
for different number of players.

chance of finding efficient strategy profiles is reduced. Of course, when FVI happens

to get a highly efficient strategy profile, it will be played consistently, leading to much

higher utility. This accounts for the higher standard deviation.

In comparing FSI with FSN, we notice that as we increase the number of players in the

game, the naïve scheme actually performs better. This counter-intuitive observation

can be attributed to the fact that in the informed algorithms, the players’ strategies

converge to a small set of strategies, as demonstrated by the results in Figure 3.8. In

FSN, the set of strategies played do not generally converge, though the most ineffi-

cient ones (dominated strategies) are eliminated. Therefore, certain players are able

to get much higher utilities that are not NE outcomes in some iterations. This accounts

for the slightly higher utility in cases where there are larger number of players.
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3.5.2 Discussion

We make the following observations based on our simulation results:

1. No-regret learning algorithms allow players in our channel assignment coexis-

tence game to learn to play NE outcomes. Hence, there is a potential for using

them to solve the Coexistence Problem.

2. A learning algorithm that converges faster to playing NE strategies is useful

in dynamic scenarios, e.g. when the traffic patterns of the networks changes

constantly. However, the fast convergence may cause the networks to miss out

on some optimal (Pareto efficient) outcomes.

3. A naïve learning algorithm performs worse than informed learning when the set

of players is small, as the players do not have enough information to converge

to efficient strategies. However, this lack of information may be advantageous

when the size of the player set is large.

4. Our simulation assumes that all the players update their weights at the same

time. This is unlikely in practical scenario. We will look into the effects of

asynchronicity in updates as part of our future work.

5. The game we have studied in this chapter relates to channel assignment with

one decision maker within each WMN. Practically, this can introduce delays

into the learning and decision process. We plan to investigate the effects of

such delays and look into the possibility of a distributed approach, where each

link learns and makes the decision.

3.6 Conclusion

In this chapter, we motivate the need to study and manage the coexistence of co-

located independent WMNs. Reducing the interference caused by links from other

WMNs requires non-cooperative approaches. We propose a non-cooperative game

theoretic approach to solve this Coexistence Problem, consisting of a general frame-

work. As an example, we have used the framework to describe a channel assignment

game and study a special case of multiple WMNs in a single collision domain. We

apply no-regret learning algorithms as a practical means to solve the problem. Simu-

lation results show that no-regret learning allows multiple networks to learn to play
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strategies that arrive to Nash Equilibrium outcomes.

This work represents just the first step in our look at the Coexistence Problem in

WMNs. As such, some of the assumptions and scenarios described in this chapter

may seem too idealized. In Chapter 5, we will look at a more realistic interaction

of independent multi-radio, multi-channel multihop wireless network where many of

these assumptions have been removed.
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Chapter 4

Socially Conscious Channel Selection

of 802.11 WLANs

In Chapter 3, we modeled the channel assignments of autonomous multi-radio multi-

channel WMNs as a game. The chapter also included a framework that models the

interactions of co-located, non-cooperative wireless networks belonging to different

operating entities. In this chapter1, we apply the framework to the study of indepen-

dent uncoordinated 802.11 WLANs. Specifically, we model the channel selection of

these WLANs as a non-cooperative game in a learning setting. Using a novel method

of acquiring a disruption factor value, we propose a class of socially conscious channel

selection schemes based on game-theoretic learning. These schemes are distributed,

adaptive and are able to improve fairness without explicit communication among the

networks. These features allow the independent WLANs to coexist in an interference-

limited but non-cooperative environment. These schemes also have the advantage of

not requiring any modification to the existing 802.11 standards. Through simulation,

we evaluate our schemes against two existing channel selection schemes.

4.1 Introduction

IEEE 802.11 has become the predominant technology to enable devices like laptops,

PDAs and smartphones to access the Internet. As a result, it is not uncommon to have

1Part of the work in this chapter has been presented in the ACM MSWiM 2009 [92]

69
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multiple Wireless Local Area Networks (WLANs) deployed in a single locality. This

increasingly widespread deployment can potentially lead to degradation of network

performances. This is mainly due to the CSMA/CA (Carrier Sensing Multiple Ac-

cess/Collision Avoidance) mechanism that is used by 802.11-based WLANs to share

the wireless medium [53].

One way of improving the performance of multiple WLANs in an interference-limited

environment involves making use of the different channels available in the standards.

In IEEE 802.11b/g, for example, there are up to 14 channels, with at most 4 non-

overlapping channels possible at any given time. IEEE 802.11a has at least 12 non-

overlapping channels. Each WLAN could be configured to operate on a different non-

overlapping channel. Nevertheless, with the increase in the number of co-located

WLANs, the number of channels may not be enough to solve this problem. As a

result, some networks need to share the same channel. Given the limited number of

channels and the large number of WLANs with varying traffic load, a lot of research

has been devoted to developing effective and efficient channel selection schemes. An

extensive review of these schemes has been provided in Section 2.3.1.

Apart from locations like a university campus or a corporate office, most WLANs can

be characterized as a single Access Point (AP) providing Internet connectivity to one

or more clients. These individual WLANs are known as Basic Service Sets (BSSs)

in the standards terminology. They are often set up by individuals (e.g. residential

occupants, small businesses) and are therefore owned and managed by separate enti-

ties. We term these networks Independent WLANs. The terms independent WLAN and

network will be used interchangeably in this chapter.

These networks generally have the following characteristics:

Uncoordinated They have variable and uncoordinated operating times. Over a longer

timescale, new APs may be installed and old ones removed in the same irregu-

lar manner. This uncoordinated deployment also leads to uneven density, with

more APs located in highly concentrated residential and business areas.

Non-cooperative Unlike enterprise or campus WLANs, these networks do not have

any network management software to ensure efficient use of the radio resources,

for example, by coordinating channel usage or power control in a centralized or

cooperative manner.
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With the widespread availability of inexpensive APs, these types of WLANs have seen

exponential growth in recent years [20, 63]. Due to their uncoordinated and non-

cooperative nature, independent WLANs require channel selection schemes that are

distributed and adaptive in operation, with no explicit control messages exchanged

among them.

Another issue with 802.11-based WLANs is the fairness when the networks are de-

ployed over an area spanning multiple cells or collision domains. As described in the

previous chapters, in wireless networks, a collision domain is the region where links

located within it interfere with one another. In [53], the authors show that, due to

the inherent MAC protocol, IEEE 802.11 can exhibit unfairness in such situations. De-

pending on their locations, some links or even networks can experience much lower

throughput performances compared to others. In this chapter, we define them as

starved links or networks.

Even with an adaptive channel selection scheme, a starved network may not always be

able to improve its throughput by unilaterally switching to a different channel. In this

chapter, we will show that fairness among independent WLANs can be improved when

the other WLANs that are causing the starvation are able to detect this unfairness and

take steps to alleviate it. We term these networks as socially conscious networks, since

they proactively improve the “welfare” of disadvantaged networks.

In this chapter, we propose a class of channel selection schemes that is distributed and

adaptive, as well as socially conscious, with the aim of increasing overall throughput

performance and inter-network fairness among independent WLANs.

Following are the primary contributions of the work presented in this chapter:

• We propose a class of channel selection schemes based on game theoretic learn-

ing, which is practical to be implemented in existing 802.11 networks. Our

schemes require no modification to existing standards and hence can interoper-

ate with existing networks.

• We present a disruption factor value for each independent WLAN that seeks to

inform it of the unfairness it is causing to the surrounding networks. We de-

scribe a novel approach to acquire this value that requires no explicit message

exchange among the networks. This is essential for independent deployments.
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We incorporate the disruption factor into our channel selection schemes to cre-

ate socially conscious WLANs.

• Through extensive simulations, we show that our schemes achieve higher over-

all throughput (as high as 30%) as well as better fairness (as high as 17%) when

compared to two existing channel selection schemes that are also suitable for

independent WLAN deployment.

4.1.1 Chapter Outline

The chapter is organized as follows: In the next section, we briefly discuss the issue

of unfairness in 802.11-based WLANs. This is followed by an introduction to a class

of learning algorithms based on non-cooperative game theory. These algorithms are

used to develop socially conscious channel selection schemes. In Section 4.4, our

channel selection schemes are described in detail. We present results of simulations

conducted to evaluate and compare our schemes in Section 4.5. Finally, we conclude

the chapter with Section 4.6.

4.2 Unfairness in IEEE 802.11

Like all wireless access technologies, transmission of data in 802.11-based WLANs is

broadcast in nature. At any given time, if multiple devices within a certain range

transmit in the same frequency band, data could be lost as a result of collisions.

Therefore, a Medium Access Control (MAC) protocol is needed to manage the access

of the channel among these co-located devices. In 802.11, the default and most

commonly implemented MAC is the Distributed Coordination Function (DCF) MAC.

We will describe briefly the components of the 802.11 DCF MAC that are relevant to

this thesis. The interested reader is directed to the actual standards document [7] for

a more comprehensive description.

4.2.1 Carrier Sense Multiple Access (CSMA)

CSMA works on the basic principle of “listen before send”. Specifically, a device would

only transmit on the channel if it is sensed to be not busy. There are two ways that

a device can determine if the channel is busy — physical carrier sensing and virtual
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carrier sensing. In physical carrier sensing, if the radio frequency (RF) energy level

that a device has sensed from the channel is above a threshold value, the channel will

be deemed as busy. This occurs irrespective of whether the device can decode the

actual MAC frame. As a result, another transmitter that lies beyond the communica-

tion range of a device (where the frame can be decoded) may still contend with it.

The transmitter is said to be within the carrier sensing range of the device. In virtual

carrier sensing, upon decoding the MAC frame, the device will be informed that the

channel is reserved for the duration of time set in the frame’s “duration” field, known

as the Network Allocation Vector (NAV). The duration of the NAV usually ensures that

an atomic operation of frame exchanges2 takes place without interruption.

4.2.2 Interframe Spacing

The interframe spacing determines how long a transmitter will wait after the channel

has become free, before sending an intended frame onto that channel. In 802.11 DCF

MAC, there are 3 different types of interframe space duration:

Short Interframe Space (SIFS) The SIFS allows frames to be sent at the highest pri-

ority since it is of the shortest duration. It precedes response frames like data

frames after a RTS/CTS exchange, CTS frames and acknowledgment (Ack)

frames. As these frames will access the channel faster than other types of

frames, it allows the full atomic message transaction to take place with min-

imal disruption, such as corruption of the response frames as a result collisions.

DCF Interframe Space (DIFS) The DIFS is the typical duration a transmitter waits

before sending a frame that starts a new message transaction, e.g. RTS frame or

data frame without RTS/CTS turned on. This is longer than the SIFS duration,

to ensure, that the new transmission will not disrupt any existing message trans-

action that is taking place. The transmitter will also wait for the duration of a

DIFS before it starts or resumes a backoff countdown (see section on Collision

Avoidance below).

Extended Interframe Space (EIFS) Whenever a transmitter experiences error in frame

transmission or reception, it replaces the DIFS duration with EIFS. This happens

for example, when a frame is received with error caused by interference from

2An atomic frame exchange operation is a series of messages that completes the communication
process, e.g. RTS-CTS-Data-Ack or Data-Ack.
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other stations. The EIFS duration is much longer than the other interframe

space durations.

4.2.3 Collision Avoidance (CA)

CA is achieved primarily by the deferring of transmission. Even after a busy channel

becomes free, a device that is intending to transmit will not immediately access the

channel. Instead, it will wait for a duration of time, using a backoff counter. This

duration (calculated in slots) is chosen randomly from a “contention window size”

parameter. This simple mechanism serves to reduce the chance of a situation where

multiple transmitters try to simultaneously access a channel that has just become free.

In the presence of many competing transmitters performing countdown, it is clear that

the transmitter that has the smallest backoff counter will get to transmit first.

To further lower the probability of collision, the standards also mandate that for every

failed transmission, the contention window size will be doubled before a retransmis-

sion is attempted. This is done until it reaches a maximum contention window size

value. For instance, in 802.11b, the initial contention window size is 31 slots and it

can be increased (doubling in size each time) to a maximum of 1023 slots. Once the

maximum contention window size is reached, it will be used either until the frame is

successfully transmitted, or when the maximum retransmission threshold is reached.

If the retransmission threshold is reached, the frame will be dropped and the con-

tention window reset to its initial value. This mechanism is commonly known as

Exponential Backoff. This means that in a congested channel, where the chance of

frame loss is high, the devices will reduce their channel accessing attempts.

It should also be noted that when the channel becomes busy during the transmission

deference phase, the device will stop the countdown of the backoff counter until the

channel becomes free again. Once the channel has become free for a DIFS duration,

the countdown continues. As we shall see in Section 1.2, this has a significant effect

on the unfairness and starvation issues that arise in 802.11-based networks.
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4.2.4 Sources of Unfairness

While DCF seeks to ensure some level of fairness within a single collision domain, it

has been shown to result in significant unfairness when the stations span over mul-

tiple collision domains. This is true regardless of whether they belong to the same

BSS, or are associated with different APs. In [53], through detailed modeling and

analysis, the authors show that this unfairness is primarily caused by the difference in

the channel conditions perceived by the stations. In particular, they highlighted two

sources of unfairness:

Information Asymmetry (IA) IA occurs when the transmitters of two links are not

in the sensing range of each other, but the receiver of the first link is within the

sensing range of the transmitter of the second. This case is shown in Figure 4.1a.

Here, transmitter T2 may transmit even though T1 is transmitting, leading to

collision at R1. The situation is further exacerbated by the exponential backoff

mechanism in DCF that causes T1 to increase its contention window during

retransmission. On the other hand, R2 receives the frame from T2 successfully

and there is no increase in the contention window. The end result is that the

traffic on Link 1 becomes starved while that on Link 2 remains high.

Flow-in-the-Middle (FIM) FIM occurs when a transmitter is in the sensing range

of two or more transmitters that cannot sense one another, as shown in Fig-

ure 4.1b.

In this situation, transmitter T2 freezes its backoff counter whenever T1 or T3

is transmitting. T1 (T3 respectively), on the other hand, can keep decreasing

its backoff counter when T3 (T1 respectively) is transmitting. In fact, both T1

and T3 can potentially be transmitting at the same time. This results in a much

limited transmission opportunity for T2 compared to T1 and T3. Subsequently,

traffic on Link 2 becomes starved while those on Links 1 and 3 remain high.

From the examples in Figure 4.1, it is clear that the issue of unfairness in 802.11-

based networks is related to the location of the links relative to one another. In the

case of independent WLANs, the location of each network is often constrained by the

location of the user. E.g. a resident could only set up an AP within the confines of

his/her home, or a cafe owner could only set up an AP within the business premises. If

a network happens to be situated in a location between two other WLANs that cannot
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(a)

(b)

Figure 4.1: (a) IA example: T2 is within the sensing range of R1 (and vice versa) but
not T1. (b) FIM example: T2 is within the sensing range of T1 and T3 but T1 and T3
are out of each other’s sensing range.
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sense each other (a classic FIM case), it is unduly penalized for no fault of its own.

In addition, since the source of the unfairness is due to the CSMA/CA mechanism,

we believe this phenomenon is likely to appear regardless of the 802.11 PHY layer

versions, whether 802.11a/b/g or the more recent 802.11n.

In 802.11 DCF MAC, individual WLANs transmit data in a “selfish” manner, sending

as much traffic as is allowed by the rules set about in the standards. One could

modify the existing MAC or design an entirely new MAC to achieve fairness, e.g.

in [69] and [78]. However, this may result in interoperability issues with existing

networks that use the legacy DCF MAC. In this chapter, to ensure interoperability with

existing WLANs, we assume that the fundamental 802.11 MAC protocol is unlikely to

be changed in the short term. Instead, we will utilize channel selection, a form of

radio resource control, to improve the fairness among the WLANs. The existing DCF

MAC remains unchanged, since channel selection schemes are not defined within the

standards.

4.3 Game Theoretic Learning

In Chapter 3, we assert that non-cooperative game theory is suitable to model the in-

teractions of independent wireless networks, where each network constitutes a player

and the actions available to the network, e.g. operating channels, transmit power,

represent the strategies available. We also show that game theoretic learning can be

applied to independent wireless mesh networks, to develop practical schemes that are

able to achieve better coexistence of these networks. In this chapter, we extend our

application of game theoretic learning to channel selection schemes in independent

WLANs operating across multiple collision domains.

We will present two different learning algorithms — best response learning and in-

ternal regret minimization learning — in the subsequent sections. Unless expressed

specifically, the notations here follow closely those in Chapter 3.

4.3.1 Best Response Learning

In best response (BR) learning, the probability distribution of player i’s strategies qt
i

is updated in the following manner (assuming no tie among utilities):
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qt+1
i
( j) =





1, if j = arg maxsi∈Si
U t

i
(si);

0, otherwise.
(4.1)

Essentially, BR learning (as the name suggests) always uses the strategy that yields

the highest utility during the last period when the game is played. Many existing

channel selection schemes are in fact using some form of best response strategy; i.e.,

a network periodically chooses the channel that gives the highest utility. Examples of

utilities are minimum number of AP peers, lowest network activity and signal-to-noise

ratio.

4.3.2 Internal Regret Minimization Learning

While BR learning uses the immediate past period to determine its strategy choice,

internal regret minimization (IRM) learning can be viewed as using a history of peri-

ods to make the decision. Before describing the IRM learning algorithm, the notion

of internal regret must first be defined.

At time t , we denote the internal regret Rt
i
, that player i feels for playing strategy st

i

rather than si 6= st
i

as

Rt
i
(st

i
, si) =
�

Dt
i
(st

i
, si)
�+

(4.2)

where [·]+ =max {·, 0} and

Dt
i
(st

i
, si) =

1

t

∑

τ≤t;sτ
i
=s t

i

[Ui(si, sτ−i
)− Ui(s

t
i
, sτ−i
)] (4.3)

The value Dt
i
(st

i
, si) can be interpreted as the average difference in utilities a player

would have obtained if for every time he had played st
i

in the past, he had instead

played si 6= st
i
. In [66], Hart and Mas-Colell introduce an IRM learning algorithm

using the following qt
i

updating scheme:

qt+1
i
( j) =





1
µ
Rt

i
(st

i
, j), for all j 6= st

i
,

1−
∑

j∈Si ;k 6= j
qt+1

i
(k), otherwise.

(4.4)



CHAPTER 4. SOC. CONSC. CHANNEL SELECTN OF 802.11 WLANS 79

where µ > 0 is a sufficiently large value3.

Briefly, the IRM learning algorithm of Hart and Mas-Colell updates the probability

that a player would switch strategy as a linear function of the average regret. The

IRM learning algorithm ensures that as t →∞, the expected internal regret over the

probability distribution qt
i

almost surely becomes zero [66].

One can see that unlike BR learning, a better utility of another strategy in the previous

period does not trigger an immediate strategy change in IRM learning. This is because

it uses a probability distribution, as well as a regret value that is computed over the

history of play.

4.4 Socially Conscious Channel Selection Learning

In this section, we describe how we incorporate the learning algorithms in the previ-

ous section into practical channel selection schemes. We also introduce a novel way

of detecting unfairness in the network environment that requires no explicit message

exchange among the independent WLANs. By adding this capability into our channel

selection schemes, we are able to come up with schemes that are socially conscious.

4.4.1 WLANs Channel Selection Game

We first define the WLANs Channel Selection Game. The game is played by a set

of players N , where each player i ∈ N is an independent WLAN deployed within

a predefined area. We assume each WLAN consists of an Access Point connected to

the Internet via a wired connection, and a collection of one or more wireless clients.

Henceforth, the terms player and WLAN will be used interchangeably in this chapter.

Each WLAN i is able to switch between |Si| numbers of channels, where Si is the set

of channels available. We assume that each WLAN can only be on one channel at any

given time. The channel si ∈ Si that WLAN i chooses to operate on thus constitutes

the strategy chosen by player i from the available strategy set of Si. Henceforth, the

terms strategy and operating channel will be used interchangeably. As mentioned

before, the classical way of computing Ui as a known function of the strategy profile

3In most cases, it suffices for µ to be
��Si

��− 1, which is the value used in our simulations.
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Figure 4.2: Timing diagram of the channel selection game, where each iteration con-
tains an active period of TA duration and (passive) scanning period of TP duration.

of all the players in the game is not possible here. Instead, Ui is computed by player i

through some measurement process.

This game is played repeatedly through time: t = 1, 2, . . ., where after every TA ∈ R+

period of normal operation, each player i will perform some process for TP ∈ R+

duration, which will determine U t
i

and choose a channel st+1
i

for the next TA period

(shown in Figure 4.2). The operation performed during the TP period differs for

the different learning schemes. Note that we do not assume that the time when the

players perform the channel switching operation is synchronized.

4.4.2 Channel Selection using BR Learning (CSBRL)

In the CSBRL scheme, during each TP period, a player i performs a passive scanning

operation of all channels in Si where each channel is scanned for ts time units. In

each ts scanning duration, player i measures t b
t
i
(si), which is the total time the chan-

nel si is sensed busy at time period t . Practically, this is the time the clear channel

assessment (CCA) function, as defined in the standards, is set to busy within the ts

period.

For each channel scanned, we compute the utility of the channel as:

U t
i
(si) = 1−

t b
t
i
(si)

ts

,∀si ∈ Si (4.5)

The utility can be seen as an estimation of the fraction of the channel non-busy time.

A higher U t
i

suggests that player i could have more opportunity to transmit data on

that channel.

With the utilities acquired for each channel, the player updates qt+1
i

using (4.1), which

is essentially choosing the channel with the lowest channel utilization.
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Figure 4.3: Channel Selection Game with N = {P1, P2, . . . , P5} and Si = {C1,C2}.
Dotted lines denote interference if players are on the same channel.

4.4.3 Channel Selection using IRM Learning (CSIRML)

In the CSIRML scheme, we apply IRM learning to the channel selection process. The

scanning process and utility remains as described in (4.5) for the CSBRL scheme. The

difference is in the updating of the probability distribution, where (4.2), (4.3) and

(4.4) is used instead. At the end of the updating process, the new channel will be

chosen over the probability distribution qt+1
i

.

4.4.4 Disruption Factor

While most channel selection schemes, including the ones proposed in this chapter

so far, allow a starved player to switch to a channel with a higher utility (i.e., lower

utilization). The player is unlikely to see any improvement in its situation if no such

channel exists. Figure 4.3 provides an example of this case, consisting of 5 players

using 2 channels.

One can see that if both channels are occupied by exactly 2 outer players, Player P1

would not be able to get a better utility, whichever channel it chooses. This is because

P1 is in a FIM situation in both channels. However, if any of the outer players can

detect that P1 is unfairly starved, and switches to the other channel, then P1 could

potentially share this channel with the remaining player. In fact, one can do even

better. If both outer players switch channel such that only P1 remains in that channel,

all players will get maximum performance, since there is now no interference.

The main challenge is to allow a player to detect that it is causing unfairness to some
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players without exchanging any explicit control messages. That is because in indepen-

dent WLANs, the players are not likely to cooperate through direct communication.

In addition, interference often extends beyond the communication range of a net-

work. Therefore, two interfering networks may not be able to exchange any control

messages because they lie outside each other’s communication range.

We will now describe a novel way for a player to make this detection, by computing a

disruption factor value δ without requiring any explicit interaction among the players.

To compute δ, we make use of the fact that during the operation of our channel

selection schemes, there is both an active phase, and a passive phase. The active

phase occurs when a player is sending data over the channel it has chosen, with

duration of TA. The passive phase occurs when the player is scanning the channel set,

with duration of TP , which is (|Si| × ts) plus the processing and channel switching

times.

During the active phase, a player i can compute the utility when it is actively trans-

mitting on the channel st
i

using

Ū t
i
(st

i
) = 1−

Tb
t
i
(st

i
)

TA− Td
t
i
(st

i )
(4.6)

where Tb
t
i

is the total time in the duration TA that the channel is sensed busy by

player i and Td
t
i

is the time that player i spent in transmission mode.

For the period t , let

δ t(i) =
�

Ū t
i
(st

i
)− U t

i
(st

i
)
�+

(4.7)

The value δ thus gives a sense of the difference between the state of the channel

activity when player i is participating actively in the medium, compared to when it is

not. A high δ value would mean that there is more channel activity when player i is

passive compared to when it is active (i.e., a lower U t
i

compared to Ū t
i
). This gives

an indication that player i may be unfairly causing starvation to one or more other

players, due to different perceptions of the channel conditions (e.g. in the FIM case).

In Section 4.5.1, we show that δ is able to detect starvation in a FIM setting.
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4.4.5 Incorporating Social Consciousness

As defined earlier, a channel selection scheme is socially conscious if it enables a player

to detect unfairness and to take actions to improve it. Using the disruption factor

acquired as described in the previous section, we show how social consciousness can

be incorporated into our channel selection schemes.

To enable social consciousness in our schemes, we define a new utility function, V t
i
(st

i
)

which is computed according to Algorithm 1.

Algorithm 1 Compute SC Utility V t
i

1: for t = 1, 2, 3, . . . do

2: Compute U t
i
(si) using (4.5)

3: Compute Ū t
i
(st

i
) using (4.6)

4: Compute δ t(i) using (4.7)
5: if t = 1 or st−1

i
6= st

i
then

6: cumDel← 0
7: end if

8: cumDel← cumDel +δ t(i)

9: for every si ∈ Si do

10: if si = st
i

then

11: V t
i
(si)← U t

i
(si)− α cumDel, where α ∈ R+

12: else

13: V t
i
(si)← U t

i
(si)

14: end if

15: end for

16: end for

Algorithm 1 can be understood as follows: For every time period, the values U t
i
, Ū t

i

and the disruption factor δ are computed. As long as a player continues using a

channel consecutively, each δ is added to a cumDel value (line 8). The cumDel value

can be viewed as the cumulative effect of a player’s disruption factor and it gets larger

the longer this player stays on a particular channel. This counter is reset to 0 when a

player chooses to switch channel (line 6).

The utility of the current channel is discounted by a factor α of this cumDel value,

while those of the other channels remain unchanged. The effect of this is to penalize a

player for continuing to use a channel that it is causing disruption to (i.e., consistently

having a high δ). U t
i

will be substituted with V t
i

in either (4.1) or (4.3) to compute

the probability distribution for BR Learning or IRM Learning respectively. We will
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term the socially conscious schemes Channel Selection using BR Learning with Social

Consciousness (CSBRL-SC) and Channel Selection using Internal Regret Minimization

Learning with Social Consciousness (CSIRML-SC) respectively.

Note that the value α determines how much a player is conscious about its disruption

to other networks. When α = 0, CSBRL-SC is essentially CSBRL and CSIRML-SC is

CSIRML. We investigate the effect of this SC factor α in Section 4.5.2.

4.4.6 Discussion

This section discusses a number of issues related to the learning algorithms and chan-

nel selection schemes described in this chapter.

Implementation Issues The channel selection schemes can be implemented by up-

dating the firmware of the AP. Compared to some client-based channel selection

schemes, our schemes do not require modification at the client end. In addition,

the DCF MAC remains unchanged. Our schemes therefore can easily interoper-

ate with legacy 802.11 system.

The channel switching time of WLAN hardware has dropped consistently with

every generation of chipsets (e.g. 25µs in [99]). This has resulted in the low-

ering of the channel switching cost. Additional delays due to the re-association

of clients to the AP at the new channel can be reduced by using the Channel

Switch Announcement management frames defined in the standards.

Comparison with NUM Our schemes bear some similarities with the Network Utility

Maximization (NUM) approach of managing network resources [39]. In NUM,

every decision maker seeks to optimize some objective function based on feed-

backs received from the system in the form of shadow prices. These feedbacks

usually involve some explicit communication among the decision makers. This

communication cannot be assumed in the setting of independent WLANs. In

our socially conscious (SC) schemes, feedback takes the form of the disruption

factor. Explicit communication is absent and a player tries to infer the system

condition by passive monitoring. An interesting extension to this work would

be to compare quantitatively the performance of NUM with our SC schemes.

This is left as future work.

Enforcing Social Consciousness It remains unanswered what would motivate a WLAN
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to implement a SC scheme, especially if the higher system fairness comes at the

cost of a lower personal throughput. The answer to this question may appear

to border on the philosophical side, akin to asking why a rich person would be

motivated to be generous. In fact, it may be possible to design a system where

independent WLANs have incentives to be socially conscious. This falls into the

area of mechanism design in game theory and is beyond the scope of this thesis.

It suffices to point out here that in independent WLANs, a network often has no

control over whether it is in a position of starvation or not. It makes sense to be

socially conscious and hope that other networks do likewise. In addition, our

simulation results show that besides improving fairness, our SC schemes per-

form better than their non-SC counterparts in terms of the aggregate network

throughput.

Informed vs. Naïve Learning As a result of scanning all the channels in each itera-

tion, the IRM Learning algorithms in this chapter provide a player with an idea

of what utilities it could have gotten if it had played the other strategies during

that period. The difference in these utilities is used in the regret computation.

This is known as informed learning, as defined by Greenwald et al. in [58]. As

we have done in Chapter 3, the algorithms can be modified into naïve learning,

where the player has no knowledge of the utilities of its other strategies in that

given period. This will reduce overheads as no scanning of other channels is

needed, but may degrade performance as the information available becomes

less accurate. Comparisons between informed and naïve IRM Learning, as well

as the partially-informed version (where a player only scans a subset of chan-

nels) will be part of our future work.

4.5 Performance Evaluation

In this section, we present results of simulations conducted to evaluate the perfor-

mance of our channel selection schemes. All the simulations have been conducted on

the Qualnet simulator [129], allowing us to evaluate the performance using realis-

tic channel conditions. In addition, the 802.11 DCF MAC and PHY layers have been

realistically implemented in the simulator. We build our channel selection schemes

on top of these layers to illustrate their backward compatibility with existing WLANs.

Since as highlighted in Section 4.2, unfairness results from the MAC protocol, we use
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802.11b PHY without loss of generality.

In evaluating the channel selection schemes, we run a total of 20 random topologies

for each simulation set. Unless stated otherwise, the following parameters apply to all

the simulations. In each topology, 10 WLANs are deployed with each WLAN consist-

ing of an AP and 4 clients. There are 3 channels available for selection. Each WLAN

appears randomly in time at the beginning of the simulation and begins the channel

selection process. Since most clients currently attached to APs are mobile devices, the

predominant traffic are downlink flows originating from the Internet [107]. There-

fore, application data packets of size 1460B flow from every AP to each of its clients,

with each flow lasting 2000s.

To evaluate the performance, we look at 3 different metrics:

Fairness To investigate overall system fairness, we compute Jain’s fairness index [77],

given as
�∑

x i

�2
/
�

n
∑

x2
i

�
, where x i is the application throughput of each flow

i of the n flows in the system. A number that is closer to 1 signifies that the

WLANs are able to achieve a better fairness.

Aggregate Network Throughput The total application throughput of all the net-

works in each simulation run tells us how well the various schemes utilize the

channel resources.

Minimum Flow Throughput As we are interested in the performance of the starved

networks, the minimum flow throughput captures the performance of the worst-

performing link in the simulation.

4.5.1 Evaluation of Disruption Factor δ

We first evaluate the effectiveness of the disruption factor δ to detect the unfairness

in the network region through passive scanning. We deploy 3 links in the configura-

tion of Figure 4.1b. At the beginning of the simulation, only links 1 and 2 are active,

transmitting saturated traffic. During this time, both links should experience similar

throughput as they share the channel equally. After about 1000s, link 3 starts trans-

mitting saturated traffic, resulting in link 2 being starved. At the end of each interval

(TA = 60s) of actively sending traffic, the links will passively scan the channel for ts,

after which δ will be computed. We vary ts to investigate the effect of passive scan

time on δ.
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Figure 4.4: The change in the disruption factor over time (Links 1 and 2), for different
ts.

Figure 4.4 shows the change in the disruption factor of links 1 and 2 over time, for

different ts, varying from 2 to 8 beacon intervals4 of around 200ms in duration. We

can see from the figure that for link 1 (the outer link), there is a marked increase

in the disruption factor when link 2 becomes starved. At the same time, link 2’s

disruption factor decreases. This is a desired outcome, as it means that a starved link

will not try to be socially conscious.

We can also observe that the value of ts has minimal effect on the disruption factor.

A smaller ts only results in a marginally larger variance in the disruption factor. This

is also a favorable outcome, as the higher ts is, the more time a network would have

to spend doing passive scanning, which leads to lower throughput. For the rest of our

simulations, we set ts to be (2×beacon interval).

4A beacon frame is a management frame transmitted periodically by an 802.11 AP. A beacon interval
is the time between successive beacon transmissions.



CHAPTER 4. SOC. CONSC. CHANNEL SELECTN OF 802.11 WLANS 88

0.6

0.7

0.8

0.9
J
a

in
’s

 F
a

ir
n

e
s
s
 I

n
d

e
x

 

 

CSBRL

CSIRML

0 0.25 0.5 0.75 1
0

0.1

0.2

0.3

0.4

N
o

rm
a

liz
e

d
 C

h
a

n
n

e
l 

S
w

it
c
h

in
g

 F
re

q
u

e
n

c
y

 

 

α Value

CSBRL

CSIRML

Figure 4.5: Throughput fairness (top 2 lines, left axis) and channel changing fre-
quency (bottom 2 lines, right axis) for different α.

4.5.2 Evaluation of SC Factor α

We next investigate the effect of the SC factor α on the channel selection schemes

we have proposed. As discussed in Section 4.4.5, α is directly linked to how fast a

player reacts to the disruption it detects in its environment. An α value of 0 means

that the player is not socially conscious at all. We compute the Jain’s fairness index

and channel change frequency for the networks deployed over a 1000m by 1000m

area, shown in Figure 4.5.

From Figure 4.5, we can see that increasing α has the effect of improving the fairness

among the networks. With social consciousness, the BR Learning scheme achieves

higher throughput fairness compared to IRM learning. The tradeoff is in the chan-

nel change frequency, which represents the number of times the respective schemes

trigger a change in the channel, normalized over the total number of iterations. BR

learning with social consciousness results in about 5 times more changes in channel.

This is to be expected, since BR learning immediately triggers a change in strategy
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whenever it acquires a higher utility for another strategy. This high rate of channel

switching may not be desirable, as there are always costs associated with a WLAN

changing its operating channel.

From the simulation result, we set the value of α = 0.5 as the SC factor for both the

CSBRL-SC and CSIRML-SC schemes in all subsequent experiments.

4.5.3 Comparison with Existing Schemes

We now evaluate the performance of our schemes against two existing channel selec-

tion schemes described in Section 2.3.1 — Hminmax [101] and No-U [35]. These

2 schemes are chosen for comparison because they do not require any explicit com-

munication and coordination among the WLANs, and thus are suitable for use in

independent WLAN deployment. They have also been shown to perform better than

other existing schemes [35, 101].

Offered Load

We deployed the WLANs in a 1500m by 1500m area and varied the offered load

for each AP-client link from 0.5 Mb/s to 2.5 Mb/s. Figures 4.6, 4.7 and 4.8 show

the throughput fairness, aggregate throughput and minimum link throughputs of the

different channel selection schemes for varying offered load.

At low traffic load, no starvation is taking place as the channels are under-utilized.

Consequently, all schemes perform similarly. As the networks become more con-

gested, unfairness becomes noticeable. Hminmax performs less well compared to

the other schemes in terms of fairness, aggregate throughput as well as minimum

flow throughput. This shows that information from neighboring networks that are

within the communication range is not sufficient. Across the varying offered loads, we

find little difference among the fairness and aggregate throughput results of CSBRL,

CSIRML and No-U (within 3% difference), even though No-U requires the additional

complexity of client feedback.

When we incorporate social consciousness into our schemes, we observe that CSBRL-

SC and CSIRML-SC increase the system fairness (Figure 4.6) compared to their non-

SC counterparts. In fact, the SC schemes result in a slightly higher aggregate through-

put than their non-SC counterparts, as shown in Figure 4.7. We believe this can be
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Figure 4.6: Throughput fairness for different offered load.
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Figure 4.7: Aggregate throughput of the networks for different offered load.
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Figure 4.8: Minimum flow throughput for different offered load.
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explained by cases similar to the example of Figure 4.3. Finally, the SC schemes pre-

vent starvation by providing a much higher minimum throughput compared to the

other schemes (Figure 4.8), as high as 180% when comparing with Hminmax and

50% when compared with No-U.

Since the SC schemes outperform their non-SC counterparts, only the results compar-

ing the SC schemes with Hminmax and No-U will be shown in subsequent sections.

Network Area Size

Figures 4.9, 4.10 and 4.11 show the same triplet of performance metrics as the area

where the WLANs are deployed is varied from 500m by 500m to 1500m by 1500m,

with saturated traffic in all links. This gives an indication of how the different schemes

perform with respect to how close the WLANs are located. In addition, the chance

of uneven distribution across the area increases with the increase in the size of the

deployment area. This situation is similar to actual deployment, as some areas (e.g.

residential) will see a higher density of WLANs compared to others (e.g. a nearby

park).

From the figures, it can be seen that the SC schemes outperform the existing schemes

by as much as 12% in terms of fairness and 10% in terms of the aggregate throughput.

The minimum flow throughput also increases by as much as 2.6 times.

Number of Channels

As the total number of channels provided for WLANs may vary depending on the

standards (IEEE 802.11b/g or IEEE 802.11a), we evaluate our schemes with respect

to the number of channels available. In our simulations, we deployed 24 WLANs

consisting of an AP-client connection in a 1000m by 1000m area. The simulation time

is extended to 4000s. As the number of available channels increases, we would expect

an effective channel selection scheme to have better fairness and overall throughput.

This is because the increased number of channels reduces the chance of networks

interfering with each other.

Figures 4.12, 4.13 and 4.14 show the network fairness, aggregate and the minimum

per-link throughput for different numbers of available channels. The figures show

again that the SC schemes result in a higher fairness among the networks, as high
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Figure 4.9: Throughput fairness for different network area size.
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Figure 4.10: Aggregate throughput of the networks for different network area size.



CHAPTER 4. SOC. CONSC. CHANNEL SELECTN OF 802.11 WLANS 96

500 750 1000 1250 1500
0

200

400

600

800

Network Topology Size − Side Length (m)

M
in

im
u

m
 F

lo
w

 T
h

ro
u

g
h

p
u

t 
(k

b
/s

)

 

 
Hminmax

No−U

CSBRL−SC

CSIRML−SC

Figure 4.11: Minimum flow throughput for different network area size.
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Figure 4.12: Throughput fairness for different number of channels.

as 17% compared to Hminmax and 13% compared to No-U. In terms of aggregate

throughput, CSBRL-SC performs as much as 30% and 10% better than Hminmax and

No-U respectively. Both SC schemes are also able to achieve higher minimum flow

throughputs compared to the existing schemes.

4.5.4 Channel Switching Frequency

Figure 4.15 shows the channel switching frequencies of the different schemes for the

1000m by 1000m network area size. The channel switching frequencies indicate how

often the players switch channels during the simulation run, normalized over the

number of scanning periods. It shows that even though CSBRL-SC performs better

compared to the other schemes, it results in more frequent channel switches. The

reason for this, as discussed previously, is that the best response algorithms trigger

immediate strategy change when the previous strategy results in a lower utility. This

immediate change accounts for the frequent channel switch. On the other hand,
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Figure 4.13: Aggregate throughput of the networks for different number of channels.
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Figure 4.14: Minimum flow throughput for different number of channels.
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Figure 4.15: Channel switching frequencies for the different schemes.

the IRM learning algorithms are able to provide a much lower channel switching

frequency at a slightly lower performance cost (at times).

This observation presents a tradeoff for the choice of channel selection schemes — if

the channel switching cost is high (e.g. when the wireless devices have high channel

switching time), the IRM learning schemes can be seen as better solutions. Finally,

even though Hminmax has the lowest channel switching frequency, it also consistently

produces the worst performance. This shows that the information it acquires is not

sufficient for it to make effective channel switching decisions.

The channel switching frequency issue brings up a related question of the perfor-

mance of fully-randomized channel switching schemes. Such schemes, also known as

frequency-hopping schemes, have been used in Bluetooth [30] to mitigate interfer-

ence in “crowded” channels. Although fairness may be improved with a randomized

channel switching scheme, overall system performance (e.g. aggregate throughput)

could suffer. A more detailed investigation is warranted and will be left as future

work.
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Figure 4.16: Throughput fairness for different network area size (TCP traffic).

4.5.5 TCP Traffic Evaluation

The evaluations thus far have been done using UDP traffic. The reason for this is that

we believe that with the maturity of video streaming applications, the main bulk of

the future network bandwidth will be taken up by UDP traffic. However, TCP traffic is

still the predominant traffic type in existing networks. In fact, much of today’s video

traffic (e.g. youtube) is still TCP-based. For this reason, we also need to investigate

how the schemes perform and compare under TCP traffic.

In order to isolate the effects the channel selection schemes have on the TCP flows, we

assume that the wired connection to the traffic source is lossless and has negligible

delay. While UDP traffic has a fixed offered load, the load of the TCP traffic may

change, depending on the packet losses occurring in the wireless links. Figures 4.16,

4.17 and 4.18 show the performance of the channel selection schemes for different

network area. They show that the similar results can be seen with TCP traffic.



CHAPTER 4. SOC. CONSC. CHANNEL SELECTN OF 802.11 WLANS 102

500 750 1000 1250 1500
0

10

20

30

40

50

Network Topology Size − Side Length (m)

A
g

g
re

g
a

te
 T

h
ro

u
g

h
p

u
t 

(M
b

/s
)

 

 

Hminmax

No−U

CSBRL−SC

CSIRML−SC

Figure 4.17: Aggregate throughput of the networks for different network area size
(TCP traffic).
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Figure 4.18: Minimum flow throughput for different network area size (TCP traffic).
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4.6 Conclusion

Due to the inherent nature of the CSMA/CA mechanism in IEEE 802.11 DCF MAC, it

has been shown that unfairness can occur among WLANs set up in a region spanning

multiple collision domains. As more and more WLANs are being deployed, there is a

need to ensure some level of fairness concerning the amount of traffic each WLAN can

support. In this chapter, we look at the use of channel selection to achieve fairness.

We have shown that using information gathered from networks within the commu-

nication range of a WLAN is not sufficient. As a result, we have described a number

of channel selection schemes that make use of a more accurate assessment of the

channel condition by using a game theoretic learning approach. We also introduce

an innovative method for a WLAN to detect that it is unfairly causing starvation to a

neighboring network and have incorporate this capability into the learning schemes.

This has resulted in socially conscious channel selection schemes, which we have

shown through simulations to perform better than existing schemes in providing im-

proved system fairness, aggregate throughput and minimum flow throughput.



Chapter 5

Cross-Layer Resource Allocation for

Independent Multihop Wireless

Networks

While cross-layer algorithms have been shown to optimize the operation of multi-

hop wireless networks, they usually assume that only one network is present. In this

chapter, we apply a cross-layer resource allocation algorithm to independent multihop

wireless networks in order to study its performance in a non-cooperative setting. We

assume the nodes in these networks are equipped with one or more radio interfaces

that allow them to operate on multiple channels. We show that there exists efficiency

loss as a result of applying the algorithm to autonomous networks that neither com-

municate nor cooperate among themselves. In addition, we propose a simple solution

that improves the performance of the algorithm when it is applied independently to

each network.

5.1 Introduction

A key challenge in the operation of wireless multihop networks in general is the in-

terference that arises among transmitting links. The operation of the links would

have to be coordinated in the various domains (e.g. time, frequency and spatial) to

ensure that this interference does not adversely affect the performance of the net-

work. Attempts have been made to view this as a resource allocation problem, with

105
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solutions in scheduling [135], flow control [145], power control [108], channel as-

signment [134], etc. Efforts have also been made to solve a number of the above

problems together, as a joint problem, e.g. [23, 36, 93, 100, 109, 116]. These, along

with many other works, constitute the wide and growing field of resource allocation

through cross-layer network optimization [39, 55, 96].

In Chapter 3, we show that due to the widespread adoption of wireless networks,

especially those that operate on the unlicensed band, there is an increased incidence

of multiple independent wireless multihop networks located within a single locality.

For example, using either the IBSS (Independent Basic Service Set) or 802.11s [32]

mode, different home users in an apartment block may each set up a multihop net-

work to connect the various equipment in the home. The apartment block may in

turn be located in a residential area where one or more commercial or municipal

mesh networks are being deployed. In this scenario, links belonging to different in-

dependent networks interact and interfere with each other to affect the performance

of the networks.

In this chapter, we are interested in the problem of cross-layer resource allocation

when it is applied to more than one independent network co-located together. We

assume these networks are made up of at least some nodes that are equipped with

more than one radio interface, to utilize the multiple orthogonal channels available.

One of the key characteristics of such networks is that although we can assume nodes

within the same network will cooperate and exchange information, it is not true for

nodes belonging to different autonomous networks.

The primary contributions of the work presented in this chapter are as follows:

• We investigate cross-layer resource allocation of multihop wireless networks

consisting of nodes with multiple radios, specifically when it is applied to co-

located independent networks that do not cooperate with each other. While

such cross-layer algorithms have been extensively studied, it has been confined

to a single network. We believe our work here constitutes one of the first at-

tempts to understand how applying a cross-layer algorithm to multiple non-

cooperative networks will affect its performance.

• We find that there exists efficiency loss when we apply one such algorithm, a

joint congestion control, channel allocation and scheduling algorithm [100], to
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networks that operate independently of each other and therefore do not com-

municate among themselves. We show that the loss of efficiency results from an

incomplete view of the contention environment.

• We propose a simple way of improving the performance of the algorithm, by

incorporating a method for the networks to better estimate their link rates in

the contention environment. Our modified algorithm show significant improve-

ment in performance when compared with the original algorithm in simulations

involving two independent co-located networks.

In [100], the authors model the interaction among links within an independent multi-

radio, multi-channel and multihop network as an optimization problem. The aim

of the problem is to maximize a system utility using a joint flow control, channel

loading, interface-to-channel binding, and transmission schedule algorithm that is

derived from the framework. A similar system model has also been used previously

by Lin and Rasool in [93]. We will use an identical model as it closely describes the

type of network we are investigating here. However, we will extend it to describe

multiple independent networks.

We highlight here that even though cross-layer resource allocation algorithms that are

based on network utility maximization have been extensively researched and studied,

all the works are primarily focused on application to a single network. A key as-

sumption in these works is that there exist some forms of communication among the

nodes or links, such that information like shadow prices or neighbor identities can

be exchanged either locally or globally. This implicitly means that the nodes or links

cooperate to arrive at the desired solution. Our work here relates to the application of

such cross-layer algorithms to multiple autonomous networks that have no incentive

or mechanism to cooperate. We believe this is the first attempt at studying such a

scenario in this area of research.

5.1.1 Chapter Outline

In Section 5.2, we describe the system model that we are considering in this work.

This model follows closely to that of [100] but we extend it to multiple independent

networks. We present the optimization problem arising from the system model and

discuss the algorithm that can solve it in Section 5.3. In the subsequent section, we
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look specifically at the link-channel scheduling component of the algorithm and show

why applying it to independent networks will result in efficiency losses. In addition,

we present a solution to improve the situation. Following that, we evaluate the per-

formance improvements of the proposed algorithm in Section 5.5, before ending the

chapter with some discussion and conclusion.

5.2 System Model

Consider a set of multihop wireless networks I = {1, . . . , I}. Each network i ∈ I

consists of a set of nodes Ni. We define a set of unidirectional links Li in each network

i. Further, let L= ∪iLi . Each node n is equipped with Rn number of radio interfaces,

which can both transmit and receive (though not at the same time). Each interface

can be operating at any of the C = {1, . . . , C} channels. Let b(l) and e(l) be the

transmitter and receiver nodes of link l respectively. Therefore, b(l), e(l) ∈Ni for any

link l ∈ Li. It is easy to see that for traffic to flow from b(l) to e(l) on channel c, l must

be in L and an interface each in b(l) and e(l) must be operating on channel c. In this

chapter, we assume that control and data packets can be sent and received between

nodes within a network, but not among nodes belonging to different networks.

In each network i, (potentially multi-hop) traffic flows are grouped according to their

intended destination node, so there exists a set of Si ⊆ Ni commodities, where each

member has a corresponding group of flows that are bound for the same destination.

We define Ps as the set of nodes that are sources to the flows belonging to commodity

s ∈ Si. If a node n ∈ Ps, we denote the input rate as λs
n

. Let the vector of all input

rates of network i be ~λi. Obviously, n /∈ Pn. We assume the input rates are bounded

such that λs
n
∈ Λs

n
, where Λs

n
is the set of feasible input rates of commodity s in node n.

We define node n as serving commodity s if n ∈ Ps and/or n is an intermediate hop for

flows in commodity s. Each node maintains a set of incoming and outgoing queues.

For every commodity s that a node n serves, there exist one incoming queue ps
n

and

C outgoing queues qs
n,c, where c ∈ C. In [100], virtual links are defined that connect

each ps
n

with the corresponding C outgoing queues qs
n,c. The rate of these virtual links

are denoted as γs
n,c. For each node n, the term γs

n,c can be seen as a decision variable

relating to how much data from a commodity s is to be sent on the channel c. Let

~γi = [γ
s
n,c] for all n ∈ Ni, c ∈ C and s ∈ Si. Incidentally, this notion of virtual links,
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used to ensure that packets are “sent” to channel queues with better channel qualities,

is also found in [93].

We assume a general interference model [75, 145]. We let the interference relation-

ships among the links in the entire system (i.e., across all the networks) be repre-

sented by a global contention graph G. The vertices of G are the links in the networks

l ∈ L and there exists an edge between a pair of vertices if they interfere with each

other when they are on the same channel. As an example, Figure 5.1 shows a net-

work topology with 2 simple independent networks and the corresponding contention

graph. Further, we denote Gi as a subgraph of G for every network i ∈ I whose set

of vertices consists of just the links found in network i and where an edge exists in

Gi if and only if the corresponding edge is in G and both the endpoints of the edge is

in Gi. Thus Gi is the contention graph of network i, which we will call the network

contention graph. Figure 5.2 shows the network contention graphs of networks 1 and

2 from the example in Figure 5.1.

In most cross-layer algorithms, link-layer scheduling is usually done in the following

manner. Time is divided into slots and they are synchronized within the network.

Within each timeslot, links are scheduled such that only a subset of links are active

(i.e., transmitting). To eliminate collisions, the subset of links that are active should

not interfere with one another. Equivalently, this is represented by the vertices within

the contention graph that form an Independent Set1. It has been shown [95] that

algorithms that form maximal-weight schedules of the links in each timeslot have

optimality properties.2

We assume that timeslot synchronization is possible within each independent net-

work. This can be achieved using time synchronization protocols such as the ones

proposed in [82] and [125]. However, it is not realistic for independent networks to

synchronize their timeslots with one another, since the networks are uncoordinated.

Nevertheless, for ease of explanation and analysis, inter-network time synchronicity

is assumed initially. The effects of asynchronous timing updates will be investigated

during the simulation studies in Section 5.5.

In this chapter, we assume the scheduling within each time slot takes the form of a

1An Independent Set of a graph is any set of vertices where no two vertices have an edge between
them.

2There is another class of link-layer control algorithms that assigns a persistent probability of send-
ing packets in a timeslot [86, 87]. We will not consider these algorithms in this thesis.
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(a)

(b)

Figure 5.1: Example showing 2 multihop wireless networks in multiple collision do-
mains. (a) Network topology, where the arrows represent unidirectional links and
dashed lines represent interference relationships. (b) The resultant contention graph,
where the solid lines represent interference relationships.



CHAPTER 5. CROSS-LAYER RESOURCE ALLOCATION 111

(a) (b)

Figure 5.2: Contention graphs of the individual networks. (a) Contention graph of
network 1. (b) Contention graph of network 2.

subset of links to be active in each orthogonal channel. For each network i, let the set

of links scheduled to be on a channel c at a timeslot t be denoted as Mc
i
(t)⊆ Li. We

call Mc
i
(t) the link-channel schedule of network i on channel c at time slot t . Further,

we denote ~Mi(t) =
�
Mc

i
(t),∀c ∈ C
�

as link-channel allocation of network i. Finally,

let Mc
−i
(t) be the collection of link-channel schedules of all other networks, except i,

in channel c.

Within each network i, ~Mi(t) is constrained by the number of radio interfaces present

in the nodes. As an example, consider again Network 2 of Figure 5.1. Let node

n be the transmitter of links l22 and l23. If Rn = 1, i.e., node n only has 1 radio

interface, then a link-channel allocation where l22 ∈Ma
i
(t) and l23 ∈Mb

i
(t), where

a, b ∈ C, a 6= b cannot be feasible.3 This is known as the radio interface constraint,

and it restricts the set of feasible ~Mi(t). Let Πi be the set of feasible link-channel

allocations of network i.

For each network i, let ~ri =
�

rs
i,l ,c

�
denote the link rates, where rs

i,l ,c is the amount

of data that link l ∈ Li sends within a timeslot on channel c ∈ C, for the commodity

s ∈ Si that node b(l) serves. Further let ~r c
i

be the elements in ~ri that constitutes

link rates on channel c. We assume that ~r c
i
= Ψ(G,Mc

i
,Mc

−i
), i.e., the link rates on a

channel is completely determined by the contention graph, as well as the link-channel

allocations of network i and all other networks.

The function Ψ(·) is in turn determined by the physical and link-layer model. In

most related work, a general mutually-exclusive model is assumed. In this model, for

3Incidentally, in this example, l21 cannot be in ~Mi(t) if either l22 or l23 is allocated. The reason is
that node n cannot be both sending and receiving in a given timeslot with 1 radio interface.
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a set of links (vertices) in a contention graph that forms a clique, transmission will

only be successful if only one of these links is transmitting. If more than one link

transmits, transmission fails for all transmitting links. We make the same assumption

in our analysis. In our simulation, we will investigate a more realistic case of each

network implementing an idealized CSMA model [90, 139]. For now, without loss of

generality, we assume that
∑

s
rs

i,l ,c takes the form of either a constant B when there

is no collision or 0 otherwise. Therefore, B is the amount of data any link l can send

on a channel c in a timeslot when there are no other contending links, which will be

known as the effective bandwidth. Incidentally, this means that any channel variation

(e.g. due to fading or distance) is not considered here.

It should be noted that when applied over all possible combinations of
�
Mc

i
,Mc

−i

�
,

the function Ψ(·) constitutes the feasible rate region of the links in each network. We

shall see later that in the case of non-cooperative networks, because both G and Mc
−i

are not fully known, it results in an inaccurate feasible rate region. The link-channel

scheduling that arises from this rate region actually constitutes a much smaller ca-

pacity region. This is the main reason behind the efficiency loss in non-cooperative

resource allocation algorithms.

Table 5.1 provides a summary of the symbol definitions.
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Symbols:

I = {1, . . . , I} Set of independent wireless multihop networks

Ni Set of nodes in each network i ∈ I

Li Set of unidirectional links in each network i ∈ I

L= ∪iLi Set of all links

C = {1, . . . , C} Set of channels

Si Set of commodities of network i ∈ I

λs
n

Input rate of commodity s ∈ Si at source n ∈Ni

Λs
n

Set of feasible inputs rates of commodity s ∈ Si at source
n ∈Ni

U s
n
(λs

n
) Utility of commodity s ∈ Si from source n ∈Ni

~λi =
�
λs

n

�
Input rates of network i ∈ I

ps
n

Incoming queue of node n for commodity s

qs
n,c Outgoing queue of node n for commodity s in channel c

γs
n,c Rate of virtual link connecting ps

n
to qs

n,c

G Global contention graph across all the networks in I

Gi ⊆ G Network contention graph of network i ∈ I
rs

i,l ,c Rate of link l ∈ Li for commodity s ∈ Si in channel c

~ri =
�

rs
i,l ,c

�
Achieved links rates of the links in network i ∈ I

~Mi =
�
Mc

i

�
Link-channel allocation of network i ∈ I

Mc
−i

Link-channel schedules of all networks except i in chan-
nel c

Πi Feasible link-channel allocations of network i ∈ I

Table 5.1: Summary of symbol definitions used in Chapter 5.
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5.3 Optimization Problem

We define the following optimization problem for the above system model. For each

network i, we seek to solve the following:

max
~λi , ~Mi ,~γi



∑

n,s

U s
n
(λs

n
)




s.t.

∑

l : n=e(l),c

rs
i,l ,c +λ

s
n
≤
∑

c

γs
n,c ∀n, s (5.1a)

γs
n,c ≤
∑

l : n∈b(l)

rs
i,l ,c ∀n, s, c (5.1b)

∑

c

γs
n,c < Γ

s
n
∀n, s (5.1c)

~r c
i
= Ψ(G,Mc

i
,Mc

−i
) ∀c (5.1d)

λs
n
∈ Λs

n
∀n, s (5.1e)

~Mi ∈ Πi (5.1f)

where n ∈Ni, s ∈ Si and c ∈ C.

The constraints of the above problem are interpreted as follows:

• (5.1a) represents the flow conservation constraint at the incoming queue of

each node, for each commodity.

• (5.1b) is the flow conservation constraint at the outgoing queue of each node,

for each commodity in each channel.

• (5.1c) is the constraint on the flow in the virtual links. It is shown in [100] that

with respect to the virtual link rates, a sufficient condition for the stability of the

system is to let the aggregate rate be bounded by a value Γs
n
. In order to ensure

that the capacity region remains unchanged, Γs
n

should be set to be the smallest

value that is greater than the maximum possible output rate of the node. We

will assume Γs
n

to be known and constant in this chapter.

• (5.1d) is the resultant link rates from the channel assignments of all the net-

works in I.
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• (5.1e) is the set of feasible input rates.

• (5.1f) is the set of feasible link-channel assignments in network i.

5.3.1 Solving the Optimization Problem

Our system consists of a set of I networks each solving the above optimization prob-

lem. It is not difficult to see that except for constraint (5.1d), the objective func-

tion and other constraints (5.1a)—(5.1e) are decoupled with respect to flows and

links respectively. A common method of solving this type of optimization problem

involves solving a number of dual problems derived from relaxing constraints (5.1a)

and (5.1b), as described in [95, 100].

Specifically, the Lagrange dual function that arises from relaxing (5.1a) and (5.1b) is:

L(~P, ~Q) = max
~λi , ~Mi ,~γi

¨∑

n,s

U s
n
(λs

n
)

+
∑

n,s

P s
n


−
∑

l : n=e(l),c

rs
i,l ,c −λ

s
n
+
∑

c

γs
n,c




+
∑

n,s,c

Qs
n,c


−γs

n,c +
∑

l : n∈b(l)

rs
i,l ,c



«

where n ∈ Ni, s ∈ Si and c ∈ C.4 Also, ~P = [P s
n
] and ~Q = [Qs

n,c] are the vectors of the

Lagrange multipliers associated with the constraints.

4~λi , ~Mi , ~γi and consequently ~r c
i are still subjected to constraints (5.1c)—(5.1f). However, they will

be henceforth left out in the interest of notational simplification.
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It is commonly known that the above function can be solved independently as a num-

ber of sub-problems, each representing a different layer [39]. This is done by rear-

ranging the expression into:

L(~P , ~Q) =max
~λi

(∑

n,s

U s
n
(λs

n
)− P s

n
λs

n

)
(5.2a)

+max
~γi

(∑

n,s,c

�
P s

n
−Qs

n,c

�
γs

n,c

)
(5.2b)

+max
~Mi

(∑

l ,s,c

�
Qs

b(l),c − P s
e(l)

�
rs

i,l ,c

)
(5.2c)

In addition, each sub-problem of (5.2a) and (5.2b) can be further decomposed with

respect to each source node and virtual link respectively.

Specifically, each node n can easily solve for the optimal input rate

λs
n
= argmaxλs

n∈~λi

¦
U s

n
(λs

n
)− P s

n
λs

n

©
for each commodity that it serves as a source,

thereby solving sub-problem (5.2a). This represents the distributed congestion con-

trol component of the system. Also, to maximize sub-problem (5.2b), each node n

first chooses c∗ = argmaxc∈C
¦

P s
n
−Qs

n,c

©
for every commodity s that it serves. It then

sets γs
n,c∗ = Γ

s
n

for all (P s
n
−Qs

n,c∗)> 0 and γs
n,c = 0 otherwise. This allows the incoming

packets to be sent to the channel queue that has the maximum Lagrange multiplier

difference between the input and output queues.

Thus, sub-problems (5.2a) and (5.2b) can be easily solved in a distributed manner.

On the other hand, solving sub-problem (5.2c) has traditionally been the most chal-

lenging part of the problem, as it requires the knowledge of the entire system and can

only be optimally performed in a centralized manner. We will discuss this component

in detail in the next section.

The last piece of the problem involves the updating of the Lagrangian multipliers. If

the utility function is concave and the link rate function Ψ(·) produces a convex set of

feasible link rates, the multipliers can be solved using a subgradient method [29]. At

time slot t + 1, the multipliers P s
n
(t + 1) and Qs

n,c(t + 1) are updated as:
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P s
n
(t + 1) =

�
P s

n
(t) + hp

h
λs

n
(t) +
∑

b(l),c

rs
i,l ,c(t)

−
∑

c

γs
n,c(t)
i�+

(5.3)

Qs
n,c(t + 1) =

�
Qs

n,c(t) + hq

h
γs

n,c(t)

+
∑

e(l)

rs
i,l ,c(t)
i�+

(5.4)

where {·}+ = max(·, 0). In addition, hp and hq are positive stepsizes. In [95], it is

shown that by keeping both hp and hq as sufficiently small values, the multipliers will

converge to regions close to their optimal solutions. Setting hp and hq to 1 will allow

the physical queue buffers to track perfectly the Lagrangian multipliers, although this

increases the oscillatory behavior of the solution.

5.4 Link-Channel Scheduling

A corollary of the decoupling of the above optimization problem in the vertical (in

terms of the layers) as well as horizontal sense (with respect to the nodes) is that

these sub-problems could be solved in a distributed manner across the independent

networks. The only issue remains the sub-problem of (5.2c). In this chapter, we

will interpret it as a link-channel (L-C) scheduling problem. We first look at how the

sub-problem can be (ideally but unrealistically) solved cooperatively by the networks.

Following, we consider the more realistic case of networks solving this sub-problem

in a non-cooperative manner and investigate the loss in efficiency that results from

this. The reason for first analyzing the cooperative solution is to provide a baseline

for comparison with the more practical and realistic non-cooperative algorithms.

5.4.1 Cooperative L-C Scheduling

First, let us denote ws
l ,c = (Q

s
b(l),c − P s

e(l)
). The term ws

l ,c can be interpreted as the

weight of a link l ∈ Li for a commodity s ∈ Si in channel c ∈ C for every network
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i ∈ I. Looking at all the networks in I, sub-problem (5.2c) can be rewritten as

max
M

(∑

i∈I

∑

l ,s,c

ws
l ,c(t)r

s
i,l ,c(t)

)

subject to (5.1d), where M=
¦
~M1, . . . , ~MI

©
.

Recall that
∑

s
rs

i,l ,c is B if link l is scheduled on channel c and 0 otherwise. It is not

difficult to see that for each link l, choosing the commodity s ∈ Si that maximizes ws
l ,c

for every channel c will maximize the above equation. Therefore, in each network i,

each link l could independently find s∗ = argmaxs∈Si
(ws

l ,c) for each channel c, giving

max
M

(∑

i∈I

∑

l ,c

wl ,c(t)ri,l ,c(t)

)
(5.5)

subject to (5.1d), where wl ,c(t) = ws∗

l ,c(t) and ri,l ,c(t) = rs∗

i,l ,c(t). Thus, we drop the

superscript s and note that at every timeslot t , there exists a commodity for each

channel that will be chosen which maximizes the weight of the link at that channel.

Ties are broken arbitrarily.

As mentioned before, the reason why (5.5) cannot be solved in a distributed manner is

because the link rates are coupled together. Recall that in (5.1e), the rates at each link

on each channel is a function of the global contention graph G and the link-channel

allocations of all the networks. To optimally solve (5.5) would require a centralized

algorithm that finds a maximum weight independent set, given G and wl ,c(t) at each

time slot. It has been shown in [135] that such a schedule will realize the largest

capacity region, when compared with any other scheduling policy. This means that

the maximum weight schedule will stably support the maximum set of incoming rates

possible. Unfortunately, this is known to be an NP-complete problem.

We will therefore turn our attention to a sub-optimal scheduling algorithm that has a

lower complexity. Here, we assume that nodes can exchange information with negligi-

ble time delay and cooperation exists among networks. In this case, a sub-optimal Co-

operative Greedy Maximal Scheduling (CGMS) algorithm can be implemented. The

following steps for the CGMS algorithm have been adapted from [93]:

i) Form a set F of all the link-channel pairs (l, c), l ∈ Li, c ∈ C, for all i ∈ I. Let the

weight of each link-channel pair (l, c) be defined by wl ,c r̂i,l ,c. We describe r̂i,l ,c as
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the amount of data link l is expected to successfully transmit if it is selected to

send on channel c.5 Begin with an empty set M(t) =
¦
[Mc

1(t)], . . . , [Mc
I
(t)]
©

.

ii) Search for the link-channel pair (l, c) with the largest weight. Add link l to

Mc
i
(t).

iii) Remove from F all members that cannot be scheduled due to (l, c) being sched-

uled. Specifically,

a. Remove all link-channel pairs (k, c) where k shares an edge with l in G.

b. If choosing (l, c) uses up the number of radio interfaces in the transmitter

node b(l) (or respectively, receiver node e(l)), remove all link-channel pairs

(k, c′),∀c′ ∈ C where b(k) = b(l) and e(k) = b(l) (or respectively, b(k) = e(l)

and e(k) = e(l)). That is, we remove all link-channel pairs of links that are

incident on the node that has used up all the radio interfaces available.

iv) Repeat steps ii) and iii) until F is empty.

The CGMS algorithm has been proven to achieve an efficiency ratio of 1/(K + 2),

where K is the maximum number of links that cannot be scheduled as a result of

a given link being scheduled [93]. In other words, the CGMS performs at least a

fraction 1/(K+ 2) of the optimal performance possible (i.e., by using the maximum

weighted scheduling). While the above describes a centralized algorithm, distributed

algorithms with time-complexity of O(L) exist [94].

The achieved link rates at each timeslot is a result of the above scheduling. Since

the algorithm always produces an independent set (though not a maximum weighted

independent set), we can see that ri,l ,c ∈ {0, B}, assuming that all the links are back-

logged. As an example to illustrate the operation, consider the 2-network contention

graphs of the network in Figure 5.1, with wl ,c(t) as shown in Table 5.2a. In this ex-

ample, let there be 2 channels, where c ∈ {1, 2}. We also assume that each node has

the same number of interfaces as the number of links incident on it. As a result of

the CGMS algorithm, the links l11, l12, l21 and l23 will each be sending B units of data

during timeslot t .

A cooperative L-C scheduling is possible if we assume that networks communicate and

5Under the conditions listed here, i.e., complete knowledge of G and cooperative scheduling. r̂i,l,c

can be accurately calculated to be B.
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Links wl ,1(t) wl ,2(t)

l11 20 10

l12 5 2

l21 10 9

l22 2 1

l23 8 5

(a)

Link-channel schedule wl ,c ri,l ,c

M1
1(t) =
�
l11

	
20× B

M2
1(t) =
�
l12

	
2× B

M1
2(t) =
�
l23

	
8× B

M2
2(t) =
�
l21

	
9× B

∑
wl ,c ri,l ,c 39B

(b)

Table 5.2: (a) A particular wl ,c(t) of the links in Figure 5.1. There are 2 channels
available, i.e., c ∈ {1, 2}. The wl ,c(t) of the link-channel pairs chosen by the CGMS
algorithm have been circled. (b) The link-channel schedules arising from the CGMS
algorithm, including the achieved weights.

cooperate among themselves. However, as we have asserted throughout this thesis,

this situation is highly unlikely among non-cooperative independent networks. The

cooperative L-C scheduling will nevertheless provide a basis of comparison for the

non-cooperative L-C scheduling, which is of greater interest and will be the topic of

our discussion in the next section. In other words, we are interested in studying the

“Price of Anarchy” [83], a term used in the game-theoretic community to describe

how far the performance of non-cooperative (selfish) strategies depart from that of

the cooperative (social optimum) strategies.

5.4.2 Non-Cooperative L-C Scheduling

In non-cooperative L-C scheduling, we assume the networks do not have the capabili-

ties or incentives to communicate and cooperate among themselves. Reasons for this,

as highlighted in Chapter 1, include the fact that they may be using different physical

layer technologies or modulation (e.g. 802.11 and Bluetooth), and that contending

links may lie outside each other’s communication range. As a result, each network

would be solving sub-problem (5.2c) independently. Thus, for every network i ∈ I,

this becomes:

max
~Mi

(∑

l ,c

wl ,c(t)ri,l ,c(t)

)
(5.6)
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subject to (5.1d).

Given each network i only knows of its own network contention graph Gi, it can only

try to solve (5.6) with this incomplete information. In addition, the network can only

effect changes on its own links Li. We can modify the above CGMS algorithm to a

Non-cooperative Greedy Maximal Scheduling (NGMS) algorithm by reducing the link

set from L to Li, the contention graph from G to Gi and the resultant link-channel

allocation from M to ~Mi. However, note that the resultant link rate ri,l ,c is still a

function of the global contention graph G, Mc
i

and Mc
−i

.

Previously, the CGMS algorithm is able to produce an independent set with bounded

efficiency ratio, when compared to the maximum-weighted scheduling. This is possi-

ble as we assume that the algorithm has complete knowledge of the contention graph,

as well as full control over all the links, across all the networks6. In the NGMS algo-

rithm, this assumption no longer holds. Because of this, the resultant link-channel

allocation, when seen across all the networks, may not always produce an indepen-

dent set. We will now show, by way of example, why this is so. The example will

also illustrate that there is further efficiency loss when each network performs NGMS

independently. In fact, the efficiency ratio can go arbitrarily close to 0.

Consider again the 2-network topology of Figure 5.1. At a particular timeslot t , let

the wl ,c(t) be as shown in Table 5.2a previously, along with the same interface config-

uration. Table 5.3a shows the same wl ,c(t) values, but indicating which link-channel

pairs (l, c) would have been selected if each network independently performs the

NGMS algorithm instead.

Figure 5.3 shows the contention graphs when links are assigned to their correspond-

ing channels as per the CGMS and NGMS algorithms. In the figures, the solid black

edges represent potential contention if the end-point links are scheduled on the same

channel. The colored edges represent actual contention due to the particular sched-

ule. While the CGMS algorithm produces a schedule with no contention, an edge ap-

pears in the schedule produced from the independent NGMS algorithms. The NGMS

ensures that there is no contention within the individual network contention graph.

However, the presence of the other independent network causes the contention graph

to be actually G. Therefore, when these two contention graphs are brought together,

6Note that this does not necessary mean that the CGMS has to be a centralized algorithm. It can still
be implemented in a distributed manner, but each link has to abide by the outcome of the algorithm.
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Links wl ,1(t) wl ,2(t)

l11 20 10

l12 5 2

l21 10 9

l22 2 1

l23 8 5

(a)

Link-channel schedule wl ,c ri,l ,c

M1
1(t) =
�
l11

	
20× 0

M2
1(t) =
�
l12

	
2× B

M1
2(t) =
�
l21

	
10× 0

M2
2(t) =
�
l23

	
5× B

∑
wl ,c ri,l ,c 7B

(b)

Table 5.3: (a) wl ,c(t) of the links similar to Table 5.2a. The wl ,c(t) of the link-channel
pairs chosen by the networks performing NGMS algorithms independently have been
circled. (b) The link-channel schedules arising from the independent NGMS algo-
rithms, including the achieved weights.

an edge appears between links l11 and l21 since they are scheduled on the same chan-

nel, c = 1.

The effect this has on the weighted sum
∑

wl ,c ri,l ,c can be seen in Table 5.3b. Like

CGMS, the NGMS algorithm is performed based on the estimated link rate r̂i,l ,c, which

is assumed to be B if it is scheduled. However, because of the contention, the ac-

tual achieved rates on the contending links turn out to be zero. As a result, the

weighted sum
∑

wl ,c ri,l ,c of NGMS is significantly lower than that of CGMS (compare

Table 5.2b).

In fact, the efficiency loss can become even greater. Consider now that links l12 and

l23 in our example are positioned such that they contend with each other. This will

introduce an edge to the global contention graph G. In Figure 5.3b, this means that a

new contention edge will appear between l12 and l23, since they are scheduled on the

same channel c = 2. The result is that now, the achieved rates of both these links also

become zero. Practically, this means that for that timeslot, even though some links

are scheduled to transmit, none of them succeeds in transmitting because there are

collisions on all the links. It is not difficult to construct a particular global contention

graph, e.g. a complete graph7, where at every timeslot, any schedule will result in

contention on all of the links that have been chosen to send. The capacity of this

system becomes arbitrarily close to 0.

7A complete graph is one in which an edge is present between every pair of vertices.
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(a) (b)

Figure 5.3: Contention graph of the 2-network topology with links colored to rep-
resent their channels. (a) CGMS algorithm – no contention. (b) NGMS algorithm –
contention between links l11 and l21.

Given that independently performing the greedy maximal scheduling in each network

may result in unbounded efficiency losses, we are interested to explore ways of im-

proving the performance. Note that the primary reason for the loss is the incomplete

information about the actual contention relationship among the links. As a result,

the L-C scheduling algorithm uses an inaccurate feasible rate region to compute the

schedules. Instead of contention-free schedules, links from different networks may

contend with each other, resulting in data loss.

One possible solution is for the networks to exchange information, in order to get

a better picture of the contention relationships. However, this requires cooperation,

which is a challenge in independent networks. In the next section, we propose an

alternative approach of improving the efficiency of the non-cooperative scheduling

algorithm, by incorporating a simple method for each link to better estimate its rate

r̂i,l ,c.

5.4.3 Moving Average Link Rate Updates

In this section, we propose a simple mechanism to improve the efficiency of the NGMS

algorithm. We note that due to the incomplete contention information, the estimated

link rate that is used in the algorithm is incorrect when multiple independent net-

works are co-located together. Specifically, the algorithm uses r̂i,l ,c = B as it assumes

that a scheduled link is able to transmit B amount of data. However, in the presence
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of contentions from links belonging to other networks, the actual rate ri,l ,c may be

much lower. With the mutually-exclusive model we have assumed so far, it becomes

zero. In more practical scenarios, the lower rate is a consequence of either contention

management mechanisms, e.g. when a link defers transmission on sensing that the

channel is busy, or of actual collisions of packets that take place when two scheduled

links transmit at the same time.

We improve the rate estimation process by making use of a moving average computa-

tion, based on the actual achieved rate of the link on the channel during the previous

time slots when it was transmitting. Specifically, let T denote the window size of

the moving average computation. For every network i ∈ I, every link l ∈ Li and

every channel c ∈ C, we first define a sequence ak(t) for k ∈ {1, . . . , t − 1}, where

ak(t) = 1 if l ∈Mc
i
(t − k) and ak(t) = 0 otherwise. In addition, denote bk(t) for

k ∈ {1, . . . , t − 1}, where bk(t) = ri,l ,c(t − k) if ak(t) = 1 and bk(t) = 0 otherwise.8

That is, ak(t) is an indicator function of whether link l was scheduled on channel c

at the k-th slot before the present timeslot t , and bk(t) is the corresponding achieved

rate. The sequences ak(t) and bk(t) are defined as above for all t ≥ 2. We let

ak(1) = 0 and bk(1) = 0 for all i, l, c.

We update r̂i,l ,c as follows: At timeslot t ≥ 2,

r̂i,l ,c(t) =





1
T

K∑
k=1

bk(t), if
t−1∑
k=1

ak(t)≥ T ;

1
T

�
T ′B +

t−1∑
k=1

bk(t)

�
, otherwise.

(5.7)

where K is such that
∑K

k=1 ak(t) = T and T ′ = T −
∑t−1

k=1 ak(t). We let r̂i,l ,c(1) = B for

all i, l, c.

Essentially, at every timeslot t , we compute the mean of the achieved rates for the last

T occasions that the link-channel pair (l, c) was scheduled, and use it as the estimated

rate r̂i,l ,c. If the link-channel pair was scheduled for less than T instances, the value of

B will be used for the remaining times to compute the mean. We believe this will give

a better estimation by taking into account the contention effect on link l on channel

c (as opposed to B in the NGMS algorithm above).

8There are corresponding sequences ak(t) and bk(t) for each network i’s link l on each channel c.
For the sake of notational simplicity, we will drop the identifying terms i, l, c in our description here.
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To summarize, at each timeslot t and for every link l ∈ Li, we compute the moving

average estimated link rate r̂i,l ,c(t) based on achieved rates of the most recent T

history that link l had been transmitting on channel c. We use r̂i,l ,c(t) to compute the

weight wl ,c(t)r̂i,l ,c(t) for every link-channel pair (l, c), and use these weights in the

NGMS algorithm. We call our modified algorithm the NGMS-MA algorithm.

The merit of the NGMS-MA algorithm is that no communication or coordination

among the independent networks is required. Each link can independently com-

pute its own estimation of the expected link rate for each channel, based on the

history of its achieved rates in that channel. In the next section, we show through

simulations that our proposed modification significantly improves the performance of

the non-cooperative cross-layer resource allocation algorithm in multiple independent

networks.

5.5 Simulations

In this section, we evaluate the performance of the NGMS and NGMS-MA algorithms

using simulation. We compare NGMS and NGMS-MA with the cooperative CGMS

algorithm, which will serve as the benchmark. Even though CGMS do not usually

produce the optimal solution, it is a suitable candidate for comparison as it has ac-

ceptable computational complexity and has known performance bounds with respect

to the optimal algorithm. In addition, this will give us an indication of the price of

anarchy of the non-cooperative algorithms when compared with the cooperative one.

The network topology used in our simulation is as shown in Figure 5.4. Our topology

consists of 2 independent networks co-located together, with a subset of the links

contending with each other. The distance between adjacent nodes is 1 unit and the

communication range is 1.01 unit. In our simulation whenever a pair of nodes m

and n belonging to the same network are within communication range, we allow the

possibility of a pair of unidirectional links l1 and l2 between them, where l1 represents

the link from node m to n and l2 represents the reverse direction.

We set the interference range to 1.51 units. A pair of links, regardless of which

network they belong to, that are within the interference range will interfere with each

other. We define the distance between a pair links as the distance between the mid-

point coordinates of the respective transmitter and receiver nodes the links belong to.



CHAPTER 5. CROSS-LAYER RESOURCE ALLOCATION 126

Figure 5.4: Network topology of 2 co-located networks.

This particular network topology allows us to realize the situation where 2 network

are deployed in an area, but where only a subset of links from each network interfere

with each other. We are interested in how the algorithms described in this chapter

perform under such a condition.

In each simulation set, we run 100 independent runs, each with a fixed number of

end-to-end flows set up between randomly generated source and destination nodes

belonging to the same network. As such, some flows may just be between adjacent

nodes, while others may extend beyond a number of hops. This gives us a varied set of

different flows going through each network. We implement the cross-layer optimiza-

tion algorithm, as described in Section 5.3.1, with the different L-C scheduling compo-

nents as determined by the different algorithms that we discussed in Section 5.4. The

utility function of every flow in the simulation is defined as U s
n
(λs

n
) = log(λs

n
), result-

ing in proportional fair congestion control. Both hp and hq, the Lagrange multiplier

stepsizes, have been set to 0.1 in the simulations.

We first simulate the situation where the L-C scheduling timeslots are synchronized

within each network as well as across the independent networks. This idealized and
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slightly unrealistic scenario is necessary for us to make a fair comparison of the per-

formances of the non-cooperative L-C scheduling algorithms against the cooperative

one. This is because all the algorithms essentially assume timeslot synchronization

within the network running the L-C scheduling algorithm. Since the CGMS algorithm

is performed by the networks cooperatively, time synchronization among these net-

works is a necessary condition. We will investigate the effects of asynchronicity on

the non-cooperative L-C scheduling algorithms in a later set of simulations. In addi-

tion, our simulation first assumes a mutually-exclusive physical and link layer model,

before we investigate the performances under a CSMA model in the later simulations.

All the simulations have been performed using Matlab and the results are collected

at the end of 10000 time iterations. For each simulation set, we present the results

as the mean and standard deviation of the 100 independent runs. For our NGMS-MA

algorithm, we have chosen a T value of 100.

5.5.1 Comparison of Algorithms

We first compare the CGMS, NGMS and our NGMS-MA algorithms for different num-

ber of channels and interfaces. Each network sends out 4 flows for each simulation

run, where the source and destination nodes of each flow are randomly chosen. Ta-

ble 5.4 shows the aggregate throughputs, normalized over the effective bandwidth

of B, of both networks for different number of channels and where each node in the

networks have different number of radio interfaces. Note that the number of radio

interfaces Rn available in each node will always be less than or equal to the number of

channels available C . Otherwise, the additional interfaces would either not be used

or cause interference with the interface that is already on the channel.

We show graphically a subset of the same results in Figure 5.5. We plot the total

throughputs of both networks for the sake clarity in the result presentation. Com-

paring the performance of CGMS with NGMS on both Table 5.4 and Figure 5.5, we

can see that non-cooperation in the L-C scheduling results in a significant loss in the

throughput that the networks can support. As explained in Section 5.4.2, this is due

to contending links belonging to different networks choosing to transmit on the same

channel in a given timeslot. This lack of coordination results in collision of the data

sent during that timeslot, effectively reducing the throughputs of the networks over

the long run.
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Figure 5.5: Aggregate throughputs for different number of channels and interfaces.
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Increasing the number of channels does improve the throughput for NGMS, as more

channels are available for the nodes to choose from. However, due to the lack of

information about the contention that is coming from the external network during

the L-C scheduling operation, the gains are much less than the case when networks

can exchange information.

Applying the moving average link rate estimation to the L-C scheduling shows notable

improvement in performance. While still not matching that of CGMS, NGMS-MA

shows performances ranging from 1.4 to 2 times improvement in aggregate through-

put when compared to the original NGMS algorithm. In addition, in line with the

theoretic analysis of [84] and the simulation results in [100], our results show a de-

crease in the marginal utility of adding more interfaces to the network. However, it

appears that in the case of NGMS, adding more interfaces results in much less im-

provement in performance than both CGMS and NGMS-MA.

5.5.2 Number of Flows

We next look at the effect the number of flows have on the performance of the algo-

rithms. In this simulation, we set Rn = 2 for each node in both networks and vary

the number of flows in each network. In addition, we also vary the number of chan-

nels available to the networks. Figure 5.6 shows the aggregate throughputs of both

networks for the different number of flows and channels.

We can see that again, NGMS shows a substantial loss in efficiency when compared

to the cooperative LC-scheduling algorithm. The NGMS-MA is able to improve the

aggregate throughput by as much as 3.2 times when compared to NGMS. This shows

that our scheduling algorithm can support a higher number of flows in a network that

is co-located with other contending networks.

5.5.3 CSMA Model

Essentially, the mutually-exclusive model that we have used so far in our analysis

and simulations assumes that each link, when chosen on a channel, will occupy the

entire timeslot. Besides simplifying the analysis, we believe that it provides a worst-

case performance scenario. In a practical situation, especially with unlicensed-band

networks, some form of MAC protocol would be present. The MAC protocol ensures
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that links belonging to the same collision domain are able to share the medium. In

addition, an effective MAC protocol provides some form of mechanism that allows

links to respond to collision situations. It would therefore be of interest to compare

the performance of the algorithms under a more realistic physical and link-layer9

model.

In the case of multiple co-located autonomous networks, it is unrealistic to assume

that all the networks will have the same technology (e.g. 802.11) or even employ

the same MAC. In this section, we investigate the case when networks use an ide-

alized CSMA MAC. The main reason of choosing CSMA for our evaluation is that

most unlicensed-band networks employ some form of CSMA-like MAC protocol (e.g.

802.11 and 802.15.4). While not entirely realistic, it will provide us with some in-

sights on how MAC protocols affect the performance of cross-layer optimization algo-

rithms. Interactions among different MAC protocols, an interesting direction, will be

left to future work.

Essentially, unlike in the more general mutually-exclusive model, links contending

with one another may not get zero rates when they transmit on the same channel in

the same timeslot. The main challenge relates to the determination of these rates.

As described in Chapter 4, it has been shown that the rate allocation of the links in

a network (or in our case, multiple networks) is often a function of the global con-

tention graph. Models and algorithms have been proposed to solve for these rates

with varying degrees of computation complexities [53, 90, 139]. For our simulation,

we have used a method proposed by Liew et al. [90]. This method has been shown to

be low in complexity, yet gives surprisingly accurate link rate allocations when com-

pared with experimental results. Given a contention graph, their proposed algorithm,

known as BoE, is able to compute the share of the channel bandwidth for each link.

In each timeslot of our simulations, we convert the link-channel schedules into a set

of C contention graphs, one for each channel. Using the BoE method, we are able

to compute the rate that each of the active links will achieve during that time slot.

Thus, ri,l ,c ∈ [0, B] instead of ri,l ,c ∈ {0, B} as in the previous case. In addition, we

also study the case when there are inefficiencies that are related to multiple links

sharing a channel, which we will call the CSMA efficiency loss10. Take 802.11 DCF as

9Since a MAC protocol often assumes some form of physical characteristics, we shall loosely use the
terms “MAC” and “physical and link-layer” interchangeably.

10Note that this is not to be confused to the efficiency loss in the scheduling algorithm that we have
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an example. When two contending 802.11 links transmit at the same time, they are

unlikely to each get half of the effective bandwidth B. Each transmitter of the link

has to wait for a DIFS duration every time the channel becomes free again (after the

completed transmission of the contending link). Thus the presence of a contending

link has the effect of reducing the time available for a link to transmit data, reducing

the rate to a value that is less than B

2
. We denote this CSMA efficiency loss as ε,

such that if a link is sharing the channel with other links, its share of the channel

bandwidth (as computed by the BoE algorithm) will be multiplied by (1− ε). Thus ε

gives an indication of how efficient different CSMA-like protocols utilize the channel

in the presence of interference. We evaluate the performance of the algorithms with

ε values of 0, 0.1 and 0.2.

Our simulation involves every node with Rn = 2 and each network sending 4 flows.

Figure 5.7 shows the aggregate throughputs of the networks under different number

of channels and different ε value. Note that since the CGMS algorithm allows links

to always be scheduled without contention, there is no efficiency loss in the sense

of what has been described above. Comparing Figure 5.7 with Figure 5.5 (mutually-

exclusive model), we see that the presence of a CSMA MAC improves the performance

of the non-cooperative algorithms with respect to the cooperative one. The reason for

this is that the MAC ensures contending links share the bandwidth, so that data are

not completely lost. However, the non-cooperative nature of the networks still results

in efficiency losses of as much as 32%. Nevertheless, NGMS-MA is still able to improve

the aggregate throughputs of the non-cooperative algorithm by as much as 21%.

As expected, we see that an increase in the CSMA efficiency loss ε results in the

corresponding decrease in the performance of the non-cooperative algorithms. This

motivates the design of efficient MAC protocols that can help to improve the system

capacity of the independent networks.

5.5.4 Evaluation of Link Rate Estimation

In this section, we study the merits of the moving-average approach in estimating the

link rates r̂i,l ,c. Using results from a particular set of simulations, we first analyze the

link rate estimation error – the difference between the estimated rate r̂i,l ,c and the

eventual achieved rate ri,l ,c, of every link l from every network i that is scheduled

been discussing
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Figure 5.8: Cumulative distributive function of the link rate estimation error.

on a channel c. Following that, we investigate if the moving-average component is

indeed a necessary part of our proposed NGMS-MA scheme, which helps to improve

its performance. To achieve this, we compare the performance of the NGMS-MA

algorithm against other possible ways of computing r̂i,l ,c.

Link Rate Estimation Error

From our simulations, we take the particular setting of 4 flows per network, where

Rn = 2, C = 4 and a CSMA model with ε = 0, and compute the absolute difference be-

tween r̂i,l ,c and ri,l ,c for all the links that have been scheduled during each simulation

run. Figure 5.8 shows the cumulative distributive function of the average estimation

error, normalized over the effective bandwidth B, for the 100 independent runs. The

lower estimation errors for all the links show that by using the moving-average ap-

proach, the NGMS-MA algorithm is able to compute a better estimate of the eventual

link rates, when compared to the NGMS algorithm.
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NGMS-Realistic

As the NGMS algorithm always assumes that the rate of a link is B whenever it is

scheduled, one may wonder if this overly-optimistic link rate assumption is in fact

the main reason behind the performance degradation in NGMS. What happens when

the link rate estimation takes values other than B? Essentially, this means that the

algorithm now assumes that there is a possibility that a scheduled link may achieve a

rate that is less than B, possibly due to the presence of contending links belonging to

external networks.

To evaluate how the NGMS algorithm will perform under such a link rate estimation

scheme, we modify the original NGMS to select r̂i,l ,c values from a probability density

function (pdf). In our simulation, in each timeslot t , for every link l of network i

in channel c, r̂i,l ,c is randomly selected from a beta distribution with a pdf that is

expressed as follows:

f
�

x ;α,β
�
=

xα−1(1− x)β−1

B(α,β)

where the beta function, B(α,β) =
∫ 1

0
tα−1(1− t)β−1d t , serves as a normalization

constant so that the total probability integrates to 1.

By setting β = 1, a monotonically increasing function is realized, where the rate

of increase is determined by the value of α. Figure 5.9 shows the pdf of the beta

distribution for β = 1 and α = 2, 5 and 10. It is not difficult to see that when a

link rate estimation scheme selects r̂i,l ,c randomly from this distribution, it assumes

that the link rate is closer to B most of the time. However, there is still a non-zero

probability, albeit a smaller one, that the rate is much less than B. For this reason, we

name this modification the NGMS-Realistic.

It should be noted that NGMS-Realistic does not estimate the link rate from any mea-

surement of the channels. It also does not use any past history to aid its estimation. It

merely adds a more realistic assumption to the fixed r̂i,l ,c of the original NGMS. Thus,

it will provide insights to how the availability of more choices (in fact, a continuous

range) of values for link rate estimation affects the peformance of the NGMS algo-

rithm, as well as how this compares against NGMS-MA. Indeed, if NGMS-Realistic

performs favorably when compared to NGMS-MA, one could argue that it is a better
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Figure 5.10: Aggregate throughputs for NGMS-MA, NGMS and NGMS-Realistic.

algorithm, since no measurement is necessary and it requires much less computation

than NGMS-MA.

For this set of simulations, we use the same setting of 2 networks, with 4 flows in

each network, C = 4 and Rn = 2. We again use the CSMA model with ε = 0. We

compare NGMS-Realistic, for α = 2, 5 and 10, with the original NGMS and NGMS-

MA algorithms. Incidentally, a higher α corresponds to a more optimistic view of

the channel conditions, where the algorithm believes that the links can achieve rates

closer to B.

Figure 5.10 shows the aggregate throughputs, averaged over 100 independent sim-

ulation runs. We can see that providing more choices for r̂i,l ,c, without correlating it

to the actual channel conditions, does not improve the performance of NGMS. There-

fore, by considering the rates in the previous instances when a link was scheduled,

NGMS-MA is able to achieve a far better aggregate throughput.
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Figure 5.11: Aggregate throughputs for different degrees of perturbation.

Effects of Moving-Average Estimation Accuracy

Next, we would like to study the effects the accuracy of the moving-average esti-

mation have on the performance of the NGMS-MA algorithm. To achieve this, we

artificially introduce perturbation to the estimated link rate r̂i,l ,c that is computed us-

ing the moving-average algorithm. To be precise, instead of using the actual value

as calculated by the update equation of (5.7), we choose a value from a normal dis-

tribution that is centered around the computed value. By using different standard

deviation σ for the normal distribution, we control the degree of perturbation to the

moving-average algorithm.

We use the same simulation setting as before. Figure 5.11 shows the aggregate

throughputs for perturbations with different values of σ, normalized to B, compared

with the original NGMS and NGMS-MA.

We can see that the performance of NGMS-MA degrades correspondingly with the
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increase in the deviation from the estimated link rate values. This serves to highlight

the merit of the moving-average updating scheme in contributing to the performance

gains that are achieved by the NGMS-MA algorithm. Fortunately, Figure 5.11 also

shows that a small degree of deviation or error in the link rate estimation can still be

tolerated by the algorithm. In fact, a perturbation with a standard deviation of 0.2B

still performs better than the NGMS algorithm.

5.5.5 Asynchronicity

As mentioned in Section 5.2, it is not realistic to assume that the timeslots are syn-

chronized across the networks. We now evaluate the effects of a particular form of

asynchronicity in the timeslots on the operation of the non-cooperative cross-layer al-

gorithms. Since the cooperative algorithm assumes timeslot synchronization, CGMS

does not come into the picture here.

We first introduce the basic asynchronous model. Given the two independent net-

works in our simulation, we assume the duration of each timeslot is the same for

both networks. We define an asynchronization degree value, which determines the

degree of offset between the time instances the networks perform the updates in the

algorithm. As shown in Figure 5.12, an asynchronization degree of 0 means that the

timeslots of the networks are perfectly synchronized. An asynchronization degree of

0.1 means that the timeslots of the networks are mismatched by 0.1 of the timeslot

duration, and so on. Since the asynchronization degree from 0 to 0.5 is a mirror im-

age of that from 0.5 to 1, we evaluate the performance of the cross-layer algorithms

over the range of 0 to 0.5.

We study the case when the 2 networks have 4 flows each and each node within the

networks have 2 radio interfaces. There are 6 available channels. We use the idealized

CSMA model defined above in our simulation here. Figure 5.13 shows the aggregate

throughput of the 2 networks, comparing the non-cooperative algorithms for different

asynchronization degrees. As we can see from the figure, the performances of the

algorithms remain relatively unchanged when there is a mismatch in the updates of

the algorithm between the 2 networks.

The section only explores the stability of the non-cooperative algorithms in the pres-

ence of a specific type of asynchronicity — i.e., when the timeslot duration is the
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Figure 5.12: Timeline offset for different asynchronization degree.
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Figure 5.13: Aggregate throughputs for different asynchronization degrees.
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same and the asynchronicity occurs between the networks. There exists other forms

of asynchronicity in timeslots, e.g. where the timeslot durations are different, or when

asynchronicity occurs within the same network [145]. Their investigation will be left

for future work.

5.6 Discussion

This section discusses a number of issues related to the our proposed cross-layer al-

gorithm described in this chapter.

1. Although the algorithms in this chapter arise from the perspective of Network

Utility Maximization, the presence of independent networks suggests that the

solution can be cast back to and be reinterpreted as a coexistence game, as

described in Chapter 3. One can see that each network only has control over

its own actions, i.e., link-channel schedule and rate allocation at the sources

and virtual links. However, its performance (or utility) is a consequence of its

actions, as well as the actions of other networks.

2. The moving-average algorithm described here can be thought of as a form of

learning, where each link tries to predict the contention level of its environ-

ment in each channel through its achieved rates in the past. There exist other

methods to make better and more accurate predictions, including other forms

of contention inputs (e.g. RSSI or channel busy time at the physical layer). We

will explore these in the future.

3. One undesirable outcome of our simple moving-average algorithm is that when

a link consistently achieves low or zero rates in a channel over a long period of

time, its rate estimation will ultimately go to zero. This renders the link-channel

pair to be never scheduled from then on, since the algorithm concludes that the

contention at the link in that channel is too high. Thus it cannot respond to

situations when the contention condition improves, e.g. due to shut down of

the contending networks or long-term changes in usage pattern. Borrowing the

techniques used in the game-theoretic algorithms that we have discussed in the

preceding chapters may help improve the situation. This is also left as part of

our future work.
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5.7 Conclusion

Cross-layer resource allocation algorithms that are based on network utility maxi-

mization theory have been proposed to improve performance of multihop wireless

networks. Many of these algorithms provide attractive solutions to the problem of

managing the network resources in an interference-limited environment, as they have

provable performance results and can be modified into distributed algorithms with

some level of efficiency loss. However, most of the algorithms assume the presence of

one network with a common objective.

In this chapter, we study the application of cross-layer resource allocation algorithms

to the case of multiple independent non-cooperative wireless networks. Communica-

tion does not exist among these networks and they have no mechanism and incentive

to cooperate. We specifically look at an algorithm that is able to perform joint conges-

tion control, channel allocation and routing in networks with multiple radio operating

on multiple channels. We present a system and optimization model incorporating the

non-cooperative networks and show that when an existing cross-layer algorithm is

applied, it leads to efficiency loss. We propose an improved algorithm that is able to

improve the performance of the existing non-cooperative algorithm significantly.



Chapter 6

Conclusion

In this chapter, we provide some concluding remarks to this thesis and discuss possible

future research directions.

6.1 Conclusion

Driven by the growth of inexpensive IEEE 802.11 devices and the relative ease of

deploying an unlicensed band network, there was a time when many had a vision of

multiple networks blanketing an entire city. Some of these networks could be set up

by municipal and city councils, others by network service providers. Still other net-

works may be deployed by businesses (e.g. cafes, bookshops [40], restaurants [148]),

community groups [2, 4, 5], campuses and even individual home users. The dream

was that a myriad of single-hop Wi-Fi hotspots and multihop wireless mesh networks

will provide connectivity to everyone in every corner of a town or city.

Unfortunately, to date this dream remains unrealized. Municipal wireless networks

have either been scaled back or abandoned entirely [136]. Besides the lack of a

viable business model, one of the key challenges remains the issue of interference

experienced by the networks [89]. The challenge is made tougher by the fact that

many of these networks are independently set up, with little concerted effort to ensure

that they exist harmoniously together. Nevertheless, with the increase in personal

devices like smartphones and laptops equipped with WiFi-enabled hardware [63],

there remains a motivation to overcome the challenges, and finally make the vision a

145



CHAPTER 6. CONCLUSION 146

reality. This thesis constitutes such an effort.

In this thesis, we investigated the issue of non-cooperative coexistence of independent

wireless networks that operate in the unlicensed band. While the interference of links

within a single wireless network has been extensively studied, interference among

different non-cooperative networks offers different challenges. We discussed these

challenges throughout the thesis, for both single-hop as well and multihop wireless

networks. We were also interested in how these autonomous networks can use radio

resource allocation schemes like channel assignment, transmit power control etc., to

improve coexistence. Our solution fell broadly into the class of utility-based network

optimization techniques.

In Chapter 3, we looked at the coexistence issues of co-located independent multihop

wireless mesh networks. We motivated the problem and defined a game theoretic

framework that we believe can be used to study the interactions among such net-

works. Using the framework, we analyzed a particular case for non-cooperative mesh

networks that lie within a single collision domain. In addition, we proposed the use

of game theoretic learning algorithms to allow the networks to arrive at desirable

channel selection outcomes.

We turned our attention to single-hop 802.11 WLANs in Chapter 4. We showed that

due to the inherent characteristics of 802.11 DCF MAC, individually-managed WLANs

can exhibit unfair degradation in performance due to their relative positions. We pro-

posed a class of practical channel selection schemes that allow the WLANs to coexist in

a socially conscious manner, where fairness is improved. Our simulation showed that

our schemes are able to achieve better fairness when compared to existing channel

selection schemes, with comparable aggregate throughput.

In Chapter 5, we returned back to non-cooperative wireless multihop networks. We

discussed the issues of extending cross-layer resource allocation algorithms that are

based on network utility maximization to such networks. We showed that there ex-

ists efficiency loss due to the incomplete information of the contention environment,

resulting in an incorrect feasible rate region. The link-channel scheduling component

of the algorithm, when implemented non-cooperatively will result in contention or

collisions, reducing the capacity region. We proposed a method for building a more

accurate feasible rate region that can be used by the link-channel scheduling algo-

rithm to increase the capacity region. Simulation results showed that our modified
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algorithm improves the performance of the non-cooperative resource allocation algo-

rithm significantly when applied independently in co-located networks.

6.2 Future Research Directions

The work presented in this thesis is by no means complete. Besides the future work

that has been highlighted in each of the chapters, below is a list of the areas that the

work in this thesis could be extended:

1. This thesis represents the first steps in the study of non-cooperative networks.

We have only focused on a particular form of radio resource control mechanism,

namely channel selection and assignment. Moving ahead, we would like to ex-

tend our investigation to other control mechanisms, such as transmit power

control and rate adaption. An important direction would involve the analysis

of how a group of non-cooperative networks, each operating with different ra-

dio resource control mechanism, interact with one another in a game theoretic

perspective.

2. Having entirely non-cooperative networks is not the only possible scenario. An-

other situation involves a group of networks that cooperate, in the presence of

other networks that are competitive. Game theoretic analysis could be extended

in this case by looking at a cooperative game, or games involving coalitions. The

latter can be used to describe groups of networks that do not cooperate, even

though networks within each group are cooperative.

3. The rich array of learning algorithms in the game theoretic and artificial intelli-

gence community will provide us opportunities to explore how other algorithms

can be applied to our learning schemes in Chapters 3 and 4. Future work in-

volves investigating the suitability of some of these algorithms, given their var-

ious requirements (e.g. complexity, online responsiveness, non-cooperative or

cooperative), making modifications where necessary, in order to come up with

better schemes for problems similar to the ones we have defined in this thesis.

4. There has been substantial work related to the study of fairness within a sin-

gle multihop network [138, 139], as well as among multiple single-hop net-

works [78, 104]. Maintaining fairness among co-located multihop networks

will prove to be a much greater challenge. One reason for this is that not only
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is fairness affected by the contention at the link-level, the flow-level rate adap-

tation (e.g. through the use of congestion control mechanisms) will also affect

the throughput distribution of the flows in each network. In addition, in the

case of multiple networks, should fairness be maintained at the flow level or

network level? Therefore, an effective method of defining the problem, along

with solutions to ensure (either flow or network-level) fairness will constitute

interesting topics for future research.

5. In this thesis, we are primarily interested in the coexistence of non-cooperative

networks that make use of the unlicensed band. In general, the frequency spec-

trum allocated for these bands is fixed and free for use by everyone. We believe

it is possible to extend the work in this thesis to study a new class of networks,

known as cognitive radio networks [22, 68]. In cognitive radio networks, there

usually exists a primary user that has preference over the use of the frequency

band or spectrum. Secondary users are allowed to make use of the spectrum

without causing performance degradation to the primary user. The additional

challenges in such situations include the changing availability and size of the

frequency spectrum, the fact that different users may be using different phys-

ical and MAC protocols, and the potentially non-cooperative nature of these

networks. A related direction is the performance issues of multihop cognitive

radio networks.



Appendix A

A Cut-through MAC for Multiple

Interface, Multiple Channel Wireless

Mesh Networks

We present here a standalone piece of work that has been produced during the course

of the author’s Ph.D. candidature. Although it does not relate directly to the coex-

istence of non-cooperative networks, it illustrates how a MAC protocol could be de-

signed to complement the increased capacity that arises from a channel assignment

scheme that is implemented on a multiradio multichannel wireless mesh network.

A Wireless Mesh Network (WMN) that utilizes multiple interfaces and multiple chan-

nels has been shown to improve network performance by reducing the interference

and increasing the available bandwidth. However, the contention delay experienced

by a frame along every hop of the WMN can still limit the performance. In addition,

cross-layer delay occurs when a frame has to travel up and down the protocol stack to

access different interfaces. In this work1, we motivate the need for a MAC in a multi-

interface backhaul WMN and propose a cut-through MAC that is able to reduce the

end-to-end delay of data frames in the network. Preliminary simulation results show

that this MAC scheme gives higher goodput and lower end-to-end delay in a chain

topology, when compared to IEEE 802.11 DCF MAC. This work also highlights key

challenges that need to be addressed in the design of a cut-through MAC for multihop

1Part of the work here has been presented in the IEEE WCNC 2007 [91].

149



APPENDIX A. CUT-THROUGH MAC FOR MIMC WMN 150

wireless networks.

A.1 Introduction

Using the IEEE 802.11 Distributed Coordination Function (DCF) as the MAC protocol

for wireless multi-hop networks has been shown to result in sub-optimal performance.

This is because the broadcast nature of the wireless medium creates inter-flow as well

as intra-flow interferences [143]. Solutions to this problem have focused on two main

approaches – modifying the MAC layer (e.g. [16, 146]) and increasing the number of

interfaces available to mesh routers [121].

When collisions and interference occur, delay is experienced as the frames have to

be retransmitted. Essentially, a MAC protocol tries to coordinate the access of the

shared channel so that multiple transmitters can send frames with minimal delays.

To do this, the MAC employs additional mechanisms that trade a slight increase in

overheads for a more efficient use of the channel. This constitutes the contention

delay experienced by a node in a network. Examples of contention delays include

times spent on control messages (e.g. RTS/CTS) and backoffs in contention-based

MAC, as well as timing synchronization overheads in TDMA-based MAC. In a multi-

hop WMN, a frame experiences this contention delay at every router on its way to the

destination or gateway, resulting in an increased end-to-end delay.

Introducing multiple wireless interfaces to each mesh router can reduce the number

of routers (or interfaces) contending for the same wireless channel. However, each

frame entering into the network would still have to contend afresh for the channel

at every hop. If the channel could be reserved in advance, this multi-hop contention

delay would effectively be reduced. Moreover, multiple interfaces introduce an addi-

tional delay when the packets traverse across the different layers of the protocol stack

and the different interfaces within each router. In this work, we term this delay as

the cross-layer delay. If not managed efficiently, this could increase the overall delay

and reduce the throughput available to the network [80]. A suitable MAC protocol is

therefore needed to reduce the multi-hop contention delay and the cross-layer delay.

Having motivated the need for a MAC protocol in a multiple interface WMN, we

propose a cut-through MAC that seeks to increase the overall network performance.

We start by stating some assumptions on our WMN architecture in Section A.2, before
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introducing our cut-through MAC in Section A.3. Section A.4 contains some results

from simulations that we have conducted to evaluate our scheme. We highlight the

challenges involved in developing a cut-through MAC for multihop wireless networks

in Section A.5. In Section A.6, we discuss several related works, followed by some

concluding remarks in Section A.7.

A.2 Assumptions on WMN Architecture

Our cut-through MAC scheme is designed specifically for backhaul WMN consisting

of mesh routers whose primary role is to forward the network traffic in a fast and

efficient manner. Besides the dedicated mesh routers, there are mesh APs providing

connections to wireless clients and mesh gateways with physical connections to ex-

ternal networks. We assume in this work that the interfaces used for connection of

clients are separated from those used for the forwarding of the backhaul traffic, using

exclusive channels2.

In backhaul WMN, it makes sense to aggregate the traffic from different clients to-

gether if they are bound for the same destination. Even when the final destinations

are not the same, e.g. different hosts on the other side of the Internet, there is still a

common destination as far as the WMN is concerned – a mesh gateway. Traffic aggre-

gation helps to efficiently transport the packets over the network. A common way of

doing aggregation is to use a MPLS[126]-like scheme that “groups" packets destined

for the same egress gateway using a label that identifies them at layer 2. Distinguish-

ing packets with such labels within the WMN has the added advantage of reducing

the cross-layer delay since the packets do not have to move up to the network layer

and down again. It has been shown that this delay can take up to 60% of the pro-

cessing delay in a networking device [80]. The details of such a scheme are outside

the scope of this work 3. We assume that such a scheme is implemented in the WMN,

allowing a mesh router to mark the MAC frame with a particular label, and forward

the frame using the right interface at layer 2. Table A.1 shows a typical Label Switch-

ing Table (LST) that would be present in a mesh router with such a capability. In the

example, an incoming frame on interface 1 tagged with label Lxy will be transferred

2For example, the backhaul interfaces may employ IEEE 802.11a at 5 GHz, while the access inter-
faces may use IEEE 802.11b/g at 2.4 GHz

3The reader is referred to the vast literature on MPLS for details on such label switching schemes,
and the propagation of the label information.
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Table A.1: Example of a Label Switching Table (LST)

INCOMING OUTGOING

I/F Label MAC Addr. I/F Label MAC Addr.

1 Lxy AA:AA:AA 2 Lwz CC:CC:CC

... ... ... ... ... ...

to interface 2 and tagged with a label of Lwz. In this way, an intermediate mesh router

does not have to look at the network layer packet header to determine the next hop.

We make the following assumptions on the WMN architecture that is suitable for

applying our MAC scheme:

1. The mesh routers are static.

2. Each mesh router can have multiple interfaces (≥ 1).

3. The channel for each interface has been independently computed and assigned.

4. A layer 2 label switching protocol is in placed.

A.3 Cut-through MAC

In this section, we describe our proposed Multiple Interface Advance Channel Reser-

vation (MIACR) protocol, a cut-through MAC that allows a MAC frame to traverse

over multiple hops with minimum delay. The main aim of MIACR is to reduce the

delay a frame experienced in each multi-interface mesh router. The label switch-

ing mechanism discussed above helps to reduce the cross-layer delay within a mesh

router. To reduce the multi-hop contention delay, MIACR introduces the concept of

advance collision avoidance by reserving the channel on the next interface in advance.

To describe the operation of MIACR, we will first introduce the control frames re-

quired, a channel state table that a mesh router maintains for each interface, followed

by an example on how they would be used to reserve the channel in advance.
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A.3.1 Control Frames

The control frames in MIACR serve similar functions as those in IEEE 802.11 DCF —

to acquire the channel for the collision-free transmission of the data frames, and to

inform neighboring nodes of this acquisition. The main difference is the ability to

make advance reservation of the wireless medium.

Channel Reservation Request (CRRQ) This acts like the RTS in IEEE 802.11 DCF.

In addition to the fields found in RTS, the CRRQ includes the label (l), the

reservation id (idr), the reservation time (t r) and the reservation duration (dr).

It is worth noting here that t r is the offset time after the CRRQ is received

at the receiver. This way of representing the time of an action is similar to the

duration field in RTS/CTS frame that is used to calculate the Network Allocation

Vector (NAV). The rest of the fields will be explained in the example below.

Channel Reservation Reply (CRRP) This acts like the CTS in IEEE 802.11 DCF. Sim-

ilar to CRRQ, it contains l, idr , t r and dr , in addition to the CTS fields. Note that

the reservation time and duration represented by t r and/or dr in the CRRP may

be different from that requested by the CRRQ. This happens when the receiver

proposes another reservation time and/or duration.

Channel Reservation Confirm (CRCF) When the replied reservation time and/or

duration is different, the requesting router must confirm with a CRCF to agree or

cancel the reservation. This contains the updated t r , dr and a reservation_cancel

flag set if the reservation is to be canceled.

Similar to the RTS/CTS/Data/ACK operation in IEEE 802.11 DCF, the

CRRQ/CRRP/[CRCF]4 operation in MIACR is a contiguous series of frames with a

short interframe space (SIFS) separating them.

A.3.2 Channel State Table

Each router maintains a channel state table (CST) for each of its interfaces. The CST

contains the reservation information of the channel that the interface is on. From the

control frames received, a router will update the CST with the time and duration the

channel will be busy because of a successful reservation, either by its upstream router,

4The CRCF frame is optional since it is only required if the reservation request had been changed
by the receiver.
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Channel x Channel y

Time Occupied Duration Time Occupied Duration

τr1 tdata1 τr2 tdata2

... ... ... ...

Table A.2: Example of a Channel State Table (CST)

Figure A.1: A topology for the example. The gateway, GW has a wireless interface
and a physical connection to a wired network.

or by a neighboring router using the same channel. Table A.2 shows an example of a

CST.

A.3.3 Operating Example

In this section, we provide an example of how advance reservation is accomplished in

MIACR to achieve cut-through. Figure A.1 shows the topology of a chain WMN used

in this example. In this example, mesh router A needs to send traffic to the Internet

via the gateway GW . On looking up its LST, it finds that it must send the data frames

to router B using interface IF1, which is on channel CH1. A sends a CRRQ to B’s

interface IF1 requesting for channel time t r1 after the CRRQ frame, for a duration of

tdata1.

Router B, on receiving the CRRQ, computes the actual reservation time requested by

adding the offset t r1 to its actual clock time and checks its CST to ensure that channel

CH1 is not occupied at that time. It updates the CST with this reservation accordingly

and sends back to A a CRRP with the channel time of t ′
r1 after the CRRP frame.

From the label contained in the CRRQ, B knows that this data from A is bound for

GW . Checking its own LST shows that the data should be forwarded to router C on

channel CH2 using IF2. Even while the transmission of the data on channel CH1 is

going on, B can begin to reserve the channel CH2 by sending a CRRQ to C . The time



APPENDIX A. CUT-THROUGH MAC FOR MIMC WMN 155

����

�

�

�

�	


�	


�	�

�	�

���


����

����

���

�	


���


����

����������


�����������

�����������

����

���


�
��

τ
�

τ
��

��
��

�
�����

�
��	


�
��

τ
��

��
��

�
��
��

�
��
��

Figure A.2: Timing diagram of the interaction between the interfaces of A, B and C .
Each side of the horizontal line represents an interface of a node, e.g. the top side
of the second line represents Interface IF1 of node B (communicating with Interface
IF1 of A) and the bottom side represents Interface IF2 of node B. τx represents actual
timings and t x represents relative offset times.

requested for reserving channel CH2 should be as close as possible to the completion

of the transmission of the data in channel CH1. Ideally, upon receiving the data on

IF1, it could be switched onto IF2 for transmission after a short processing delay,

tproc. The value of tproc is the time needed to process the data at layer 2, including

changing the header information and transferring the data from one interface to the

next. As discussed in Section A.2, tproc is typically less compared to when layer 3

routing is used. Figure A.2 shows the timing diagram for the reservation of channel

CH1 between A and B and CH2 between B and C .

There might be situations when the channel/time requested has already been reserved

for another transmission. For example, when the CRRQ from router C reaches router

D, the CST of D’s IF1 indicates that a prior reservation overlaps with the requested

time. The new request would not be accepted as it would disrupt the existing reserva-

tion. Hence, router D will reply with a CRRP containing a proposed new reservation

(offset) time of t ′
r3. If this new reservation time is acceptable to C , it will send a CRCF

with the new adjusted time. Otherwise, it will send a CRCF with reservation_cancel

flag set. Figure A.3 shows the timing diagram of such an interaction.
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Figure A.3: Timing diagram of the interaction between router C and D. Since part
of the requested time has been reserved, D propose a new reservation time, which is
accepted by C .

A.3.4 Key Features and Salient Points

We will now highlight some key features and salient points of the protocol here.

1. MIACR makes use of IEEE 802.11 PHY as its physical layer. Modification is

performed on the MAC layer in terms of the operation and frame formats.

This allows the possibility of implementing the scheme on platforms like Soft-

MAC [110].

2. The broadcast nature of the control frames allows neighboring routers with

interfaces on the same channel to be aware of the reservations. This is also the

reason why a CRCF frame has to be sent if there are any changes to the original

reservation request. Similar to the RTS/CTS mechanism in IEEE 802.11 DCF,

this reduces the effects of the (in)famous hidden-node problem. For example, in

Figure A.3, the pre-existing reservation may not involve node D, but two other

neighbors that could interfere with any communication with D.

3. The reservation scheme in MIACR uses offset timing derived from the instance

when the frame is received at the receiver. This removes the necessity of global

clock synchronization, a challenging issue in reservation protocols. However,

some timing allowances have to be factored into the offset to account for the

propagation delay of the frames to nodes at different distances from the trans-

mitted.

4. MIACR tries to reserve the channel of the next hop (on the next interface) in

advance in order to minimize the delay a data frame encounters within each

hop. A key parameter is the time between the reception of a CRRP on one
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interface and the transmitting of CRRQ on the next interface, represented by

t resp1 and t resp2 in Figure A.2. A delay that causes the next-hop CRRQ to be sent

after the complete reception of the data frame will approach the performance of

IEEE 802.11 DCF, while too small a value (e.g. if IF1 of C sends out CRRQ before

τr2) runs the risk of reservation wastage if the previous hop data transmission

had not taken place as planned. We plan to investigate the effects this delay as

part of our future work. In this work, we assume t resp = 0.

5. Within a reservation duration, the transmitter could potentially send out more

than one data frame. This will further decrease the delay as the overheads as-

sociated with each transmission are reduced. Issues like fairness and acknowl-

edgment granularity (i.e., whether to acknowledge after each frame or each

reservation duration) would have to be investigated. In this work, we assume

each reservation contains one data frame.

A.4 Simulation Results

In this section, we describe preliminary results of simulation experiments conducted

to analyze the performance of MIACR. The topology used in the simulation is a chain

topology with number of nodes N varying from 3 (2 hops), to 7 (6 hops). The first

and last nodes of the chain have a single wireless interface and the intermediate nodes

contain two wireless interfaces. We believe this simple network layout will provide

some insights into the performance of the scheme without the influence of other issues

on more complex topologies, e.g. the effects of different channel assignments.

We assume the number of non-overlapping channels is limited to three – a valid sce-

nario applicable to the popular IEEE 802.11b/g standards. In our experiments, we

assume that the channels have been a priori assigned to each interface. The optimum

channel assignment in a chain topology would then be assigning channel 1 to the

link between the first node and one interface of the second node, channel 2 to the

link between the second interface of the second node and the first interface of the

third node, and so on. The sequence is repeated once the total number of available

non-overlapping channels has been assigned. Essentially, Figure A.1 represents an

instantiation of such a channel assignment with N = 5.

We implement MIACR on the QualNet network simulator [129] and compare it with



APPENDIX A. CUT-THROUGH MAC FOR MIMC WMN 158

Table A.3: Relevant Simulation Parameters

Simulation Time 600s (10mins)
Application Traffic Constant Bit Rate (CBR) UDP
PHY Data Rate 11 Mb/s
PHY Tx Power 15dBm
PHY Rx Sensitivity -83dBm
Approx Tx Range 283.554m
Propagation Pathloss Model Two-Ray
Inter-nodal Distance 250m

the IEEE 802.11 DCF MAC protocol, both using the IEEE 802.11b PHY layer. Besides

providing a realistic lower layer platform (including propagation, interference and

error models), this allows us to focus on the comparison and analysis of the MAC

performance. Table A.3 shows the relevant simulation parameters used. Traffic is

injected at the source at one end of the chain, bound for the destination at the other

end. This is like aggregated traffic from a mesh access point (source) traveling over

one or more mesh routers to a mesh gateway (destination) that is connected to the

Internet.

The metrics compared are the goodput – the application layer throughput achieved by

the CBR traffic, and the end-to-end delay – average delay experienced by the applica-

tion layer packets between the source and destination. In each simulation scenario,

10 trials have been performed with the metrics averaged over these trials.

Figure A.4 shows the goodput and end-to-end delay experienced by the CBR traffic for

a chain topology with 6 wireless links. In this layout, it should be noted that each non-

overlapping channel is reused once. We see that the end-to-end delay of the packets

is less in MIACR compared to IEEE 802.11 DCF. The advance reservation allows each

frame to spend less time in the network. This also enables the network to sustain

a higher overall goodput (the network-saturation goodput). This can be seen from

the goodput performance — as we increase the offered load, the network-saturation

goodput is higher for MIACR. This is because getting the frames through the network

as fast as possible allows the channel to be free more often, thereby increasing the

opportunities that a new frame could be transmitted.

It should also be noted that the end-to-end delay of interest is during the non-saturated

condition, i.e. below 3 Mb/s offered load in MIACR and 2 Mb/s offered load in
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Figure A.4: Goodput and end-to-end delay for different offered loads in a 6-link chain
topology.

IEEE 802.11 DCF. During network saturation, the high delay would likely render the

application layer packets useless at their destination. This is especially the case for

real-time traffic where certain delay bound has to be kept and for TCP/HTTP traffic

where timeout occurs after excessive delays. In Figure A.4, we see that besides achiev-

ing a lower end-to-end delay, MIACR allows a higher offered load to be transmitted

before this high saturation delay occurs.

We next study the performance of MIACR when compared to IEEE 802.11 DCF for

different chain lengths. Figure A.5 shows the network-saturation goodput for chains

of different lengths (hops). We can see that there is little difference in the goodput

when there are enough non-overlapping channels. This is because under network

saturated condition, MIACR performs in a similar manner to DCF, with no advance

reservation possible. The slightly lower goodput is a result of the extra overhead used

in MIACR. However, once the channels are reused, MIACR performs much better

than DCF. Here, the channel reservation allows for a more efficient management of

the channel collision space, which accounts for the better performance.
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Figure A.5: Network saturation goodput for different chain lengths.

Figure A.6 shows the non-saturated end-to-end delay. The average end-to-end delay

experienced is lower for MIACR and the performance is improved for higher length

chains. Thus MIACR allows the frame to spend less time in the chain network due to

cut-through.

A.5 Challenges of Cut-Through MAC

While a cut-through MAC protocol has the potential to improve the performance of

multihop wireless networks, challenges are still present, especially when extending it

to WMN utilizing multiple interfaces. In this section, we highlight some of the key

challenges faced when developing a cut-through MAC.

A.5.1 Hidden Node Problem

The hidden node problem typically occurs when the interference range of a node’s

transmission is larger than its communication range, i.e. the distance within which
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Figure A.6: Non-saturated end-to-end delay for different chain lengths.

the signal can be correctly decoded. In IEEE 802.11 DCF, this problem is only partially

alleviated using the RTS/CTS mechanism [143]. When advance reservation is used in

cut-through MAC, a neighboring node that did not receive the reservation frame and

transmits a frame during the reserved time could disrupt the data communication.

This occurs when the node is out of the communication range of the node making the

reservation, but is still within the interference range of the reservation. As discussed

above, the CRRQ/CRRP/[CRCF] handshake in MIACR tries to reduce this hidden

node problem, similar to the RTS/CTS mechanism.

A way to further limit the effects of hidden nodes in cut-through MAC is to set aside

a separate, orthogonal control channel for reservation purposes. Reservation frames

sent over this channel should be of higher transmit power so that they could be heard

by all the nodes within the interference range. This channel can be of a narrower

bandwidth in order to conserve the valuable channel resources. In [18], Acharya

et al. propose another way to reduce this problem, by using an adaptive learning

mechanism.
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A.5.2 Traffic Dependency

Cut-through MAC attempts to reduce the time spent by a frame when contending

for the channel along each hop in its path to the destination. This works well under

low/medium network traffic load. However, as shown by the simulation results, there

is little gain in doing advance reservation when the network becomes saturated, since

the frames are being sent back-to-back. In fact, advance reservation requires addi-

tional overheads (e.g. longer headers) compared to IEEE 802.11 DCF. This may lead

to under-performance when the network is overloaded.

This observation points to the conclusion that cut-through mechanism should not be

used for all traffic types. It opens the possibility of a MAC protocol that performs

advance reservation for high priority, non-elastic traffic to achieve cut-through, with

per-hop RTS/CTS-like channel contention for low priority, best effort traffic.

An alternative way to adapt cut-through MAC for higher traffic load is to provide

reservation for multiple frames when the traffic is bursty. Some commercial Wireless

LAN chipsets [27] already implement a similar idea that allows the transmission of

more than one data frame within a transmission opportunity. It should however be

noted that multi-frame reservation requires the frames to be buffered in the source

node as the reservation is being set up. This may lead to a higher latency for some of

the frames, countering the advantage of cut-through.

A.5.3 Frame Loss Management

In cut-through MAC, reservation is done for the transmission duration of a data frame,

potentially for several hops forward. If the data frame is lost in an upstream hop,

subsequent downstream reservations will not be utilized, and the channel is left idle.

This is expensive in terms of the channel resources, which could be otherwise used

to transmit frames from neighboring nodes. There is therefore a need to have a

mechanism to free the reservations over the hops in the forwarding path.

A.5.4 Timing Synchronization

In doing reservation over multiple hops, timing synchronization among the nodes is a

critical issue. Global timing synchronization is often difficult, if not impossible, due to
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clock drifts within each node. The challenge is to develop an efficient synchronization

mechanism that can allow reservations over multiple hops to take place. In MIACR,

we propose a relative synchronization approach that is similar to the way the duration

field in IEEE 802.11 DCF is set.

A.5.5 Fairness Issues

Finally, fairness is a key challenge when we allow a frame to have access over multiple

hops of a forwarding path. Admittedly, we have neither addressed nor investigated

the issue of fairness in the MAC proposed in this paper. As part of our future work,

we plan to look at this issue and propose ways to maintain a level of fairness in cut-

through MAC.

A.6 Related Work

In [17], Acharya et al. describe an architecture incorporating MPLS with an enhanced

IEEE 802.11 DCF MAC where the RTS frame for the next hop is transmitted concur-

rently with the Ack frame of the previous hop. This reduces the time a frame needs

to spend in a node due to channel contention. Similar cut-through schemes have

also been proposed by [119] and [70]. These approaches have applications to a sin-

gle channel network environment, while MIACR is specifically designed to perform

cut-through in a multiple interface, multiple channel network. In addition, MIACR

also provides an advance reservation mechanism that is able to extend beyond the

immediate next hop.

Carlson et al. [33] present a distributed reservation protocol to support real-time ser-

vices in WMN. In their approach, they assume all the routers have global synchronized

timings. MIACR’s reservation scheme makes use of relative offset timings to set up

advance reservation. The reservation protocol in [33] also does not take into account

multiple interfaces and channels.

A.7 Conclusion

We motivate the need for a cut-through MAC protocol in a WMN with multiple in-

terfaces and multiple channels. MIACR, a cut-through MAC suited for this type of
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application is proposed. The cut-through mechanism makes use of advance chan-

nel reservation on different interfaces in forward hops to reduce the delay a frame

encounters in its passage through the network.

We include preliminary results of simulations that we have performed to evaluate the

effectiveness of our scheme, comparing it to the incumbent IEEE 802.11 DCF MAC in

a simple chain topology with CBR traffic. We plan to extend this investigation to more

complex network setups as well as realistic traffic types. We also plan to analyze the

effects of various parameters that may affect the performance of our scheme, e.g. the

time to activate the next hop reservation (t resp) and the number of frames to transmit

in each reservation. Issues like how fairness can be maintained in such a scheme will

also be studied.

A.8 Acknowledgement

The work presented in this chapter is supported by the Cooperative Research Centre

for Smart Internet Technology.



Bibliography

[1] BelAir Networks. Website. URL http://www.belairnetworks.
om.

[2] Champaign-Urbana Community Wireless Network. URL http://www.
uwireless.net.

[3] Meraki. Website. URL http://www.meraki.
om.

[4] Noworries, Free Wireless Internet in Redfern. URL http://noworries.net.au/.

[5] Seattle Wireless. URL http://seattlewireless.net.

[6] Tropos Networks. Website. URL http://www.tropos.
om.

[7] IEEE 802.11-2007. Part 11: Wireless LAN Medium Access Control (MAC) and

Physical Layer (PHY) Specifications, June 2007.

[8] IEEE 802.11a. Part 11: Wireless LAN Medium Access Control (MAC) and

Physical Layer (PHY) Specifications: High-speed Physical Layer in the 5 GHz

Band, June 2003.

[9] IEEE 802.11b. Part 11: Wireless LAN Medium Access Control (MAC) and

Physical Layer (PHY) Specifications: Higher-Speed Physical Layer Extension in

the 2.4 GHz Band, June 2003.

[10] IEEE 802.11e. Part 11: Wireless LAN Medium Access Control (MAC) and Phys-

ical Layer (PHY) Specifications Amendment 8: Medium Access Control (MAC)

Quality of Service Enhancements, November 2005.

[11] IEEE 802.11g. Part 11: Wireless LAN Medium Access Control (MAC) and

Physical Layer (PHY) Specifications: Amendment 4: Further Higher Data Rate

Extension in the 2.4 GHz Band, June 2003.

165



BIBLIOGRAPHY 166

[12] IEEE 802.11k. Part 11: Wireless LAN Medium Access Control (MAC) and Phys-

ical Layer (PHY) Specifications Amendment 1: Radio Resource Measurement

of Wireless LANs, June 2008.

[13] IEEE 802.11n. Part 11: Wireless LAN Medium Access Control (MAC) and

Physical Layer (PHY) Specifications Amendment 5: Enhancements for Higher

Throughput, October 2009.

[14] IEEE 802.15.2. Part 15.2: Coexistence of Wireless Personal Area Networks

with Other Wireless Devices Operating in Unlicensed Frequency Bands, June

2003.

[15] Murali Achanta. Method and Apparatus for Least Congested Channel Scan for

Wireless Access Points. International Patent, April 2006. International patent

WO/2006/042217.

[16] Arup Acharya, Archan Misra, and Sorav Bansal. MACA-P: A MAC for Concur-

rent Transmissions in Multi-Hop Wireless Networks. In IEEE Pervasive Comput-

ing and Communication (PerCom ’03)’, Texas, USA, March 2003.

[17] Arup Acharya, Archan Misra, and Sorav Bansal. High-Performance Architec-

tures for IP-based Multihop 802.11 Networks. IEEE Wireless Communications,

10(5):22–28, 2003.

[18] Arup Acharya, Archan Misra, and Sorav Bansal. Design and Analysis of a

Cooperative Medium Access Scheme for Wireless Mesh Networks. In First In-

ternational Conference on Broadband Networks (Broadnets’04), San José, USA,

October 2004.

[19] Arup Acharya, Sachin Ganu, and Archan Misra. DCMA: A Label Switching MAC

for Efficient Packet Forwarding in Multihop Wireless Networks. IEEE Journal

on Selected Areas in Communications (JSAC), 24(11):1995–2004, November

2006.

[20] Aditya Akella, Glenn Judd, Srinivasan Seshan, and Peter Steenkiste. Self-

Management in Chaotic Wireless Deployments. In ACM International Con-

ference on Mobile Computing and Networking (Mobicom ’05), pages 185–199,

Cologne, Germany, August 2005.



BIBLIOGRAPHY 167

[21] Ian F Akyildiz and Xudong Wang. A Survey on Wireless Mesh Networks. IEEE

Communications Magazine, pages S23–S30, September 2005.

[22] Ian F. Akyildiz, Won-Yeol Lee, Mehmet C Vuran, and Shantidev Mohanty. NeXt

Generation/Dynamic Spectrum Access/Cognitive Radio Wireless Networks: A

Survey. Computer Networks, 50(13):2127–2159, 2006.

[23] Umut Akyol, Matthew Andrews, Piyush Gupta, John Hobby, Iraj Saniee, and

Alexander Stolyar. Joint Scheduling and Congestion Control in Mobile Ad-

Hoc Networks. In IEEE Conference on Computer Communications (Infocom ’08),

pages 1292–1300, Phoenix, USA, April 2008.

[24] Mansoor Alicherry, Randeep Bhatia, and Li Erran Li. Joint Channel Assign-

ment and Routing for Throughput Optimization in Multiradio Wireless Mesh

Networks. IEEE Journal on Selected Areas in Communications (JSAC), 24(11):

1960–1971, November 2006.

[25] Panayotis Antoniadis, Benedicte Le Grand, Anna Satsiou, Leandros Tassiulas,

Rui Aguiar, João Paulo Barraca, and Susana Sargento. Community Building

over Neighborhood Wireless Mesh Networks. IEEE Technology and Society Mag-

azine, 27(1):48–56, 2008.

[26] Nallanathan Arumugam, Wang Feng, and Hari Krishna Garg. Coexistence of

Wireless LANs and Bluetooth Networks in Mutual Interference Environment:

An Integrated Analysis. Computer Communications (Elsevier), 30(1):192–201,

December 2006.

[27] Atheros Communications. “Super G: Maximizing Wireless Performance”,

2004. URL http://www.atheros.
om/pt/whitepapers/atheros_superg_whitepaper.pdf. White Paper.

[28] François Baccelli, Bartłomiej Błaszczyszyn, and Paul Mühlethaler. An Aloha

Protocol for Multihop Mobile Wireless Networks. IEEE Transactions on Infor-

mation Theory, 52(2):421–436, February 2006.

[29] Dimitri P. Bertsekas. Nonlinear Programming. Athena Scientific, September

1999.



BIBLIOGRAPHY 168

[30] Chatschik Bisdikian. An Overview of the Bluetooth Wireless Technology. IEEE

Communications Magazine, 39(12):86–94, December 2001.

[31] Raffaele Bruno, Marco Conti, and Enrico Gregori. Mesh Networks: Commod-

ity Multihop Ad Hoc Networks. IEEE Communications Magazine, 43:123–131,

March 2005.

[32] Joseph D Camp and Edward W Knightly. The IEEE 802.11s Extended Service

Set Mesh Networking Standard. IEEE Communications Magazine, 46(8):120–

126, August 2008.

[33] Emma Carlson, Christian Prehofer, Christian Bettstetter, Holger Karl, and

Adam Wolisz. A Distributed End-to-End Reservation Protocol for IEEE 802.11-

based Wireless Mesh Networks. IEEE Journal on Selected Areas in Communica-

tions, 24(11):2018–2027, November 2006.

[34] Claude Chaudet, Dominique Dhoutaut, and Isabelle Guerin Lassous. Perfor-

mance Issues with IEEE 802.11 in Ad Hoc Networking. IEEE Communications

Magazine, 43(7):110–116, July 2005.

[35] Jeremy K Chen, Gustavo de Veciana, and Theodore S Rappaport. Improved

Measurement-Based Frequency Allocation Algorithms for Wireless Networks.

In IEEE Global Communications Conference (Globecom ’07), Washington, USA,

November 2007.

[36] Lijun Chen, Steven H Low, Mung Chiang, and John C Doyle. Cross-layer Con-

gestion Control, Routing and Scheduling Design in Ad Hoc Wireless Networks.

In IEEE Infocom ’06, Barcelona, Spain, April 2006.

[37] Tingting Chen and Sheng Zhong. Perfectly Fair Channel Assignment in Non-

Cooperative Multi-Radio Multi-Channel Wireless Networks. Computer Commu-

nications (Elsevier), 32(6):1058–1061, April 2009.

[38] Mung Chiang. Balancing Transport and Physical Layers in Wireless Multihop

Networks: Jointly Optimal Congestion Control and Power Control. IEEE Jour-

nal on Selected Areas in Communications, 23(1):104–116, January 2005.

[39] Mung Chiang, Steven H Low, A Robert Calderbank, and John C Doyle. Layering

as Optimization Decomposition: A Mathematical Theory of Network Architec-

tures. Proceedings of the IEEE, 95(1):255–311, January 2007.



BIBLIOGRAPHY 169

[40] Peter Cohen. Barnes & Noble Makes Wi-Fi Free via AT&T, July 28, 2009. URLhttp://www.ma
world.
om/arti
le/141933/2009/07/barnes.html.

[41] John Cox. FCC Makes More Spectrum Unlicensed. Article, Novem-

ber 14, 2003. URL http://www.networkworld.
om/news/2003/1114f

makes.html.

[42] Marcel William Rocha da Silva and José Ferreira de Rezende. A Dynamic Chan-

nel Allocation Mechanism for IEEE 802.11 Networks. In International Telecom-

munications Symposium (ITS ’06), September 2006.

[43] Arindam K. Das, Hamed M. K. Alazemi, Rajiv Vijayakumar, and Sumit Roy.

Optimization models for fixed channel assignment in wireless mesh networks

with multiple radios. In IEEE Conference on Sensor and Ad Hoc Communications

and Networks (SECON ’05), Santa Clara, USA, September 2005.

[44] Mesut Ali Ergin, Kishore Ramachandran, and Marco Gruteser. An Experimental

Study of Inter-Cell Interference Effects on System Performance in Unplanned

Wireless LAN Deployments. Computer Networks Journal (Elsevier), 52(14):

2728–2744, October 2008.

[45] Zuyuan Fang and Brahim Bensaou. Fair Bandwidth Sharing Algorithms based

on Game Theory Frameworks for Wireless Ad-hoc Networks. In IEEE Info-

com ’04, pages 1284–1295, Hong Kong, China, March 2004.
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