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ABSTRACT

High resolution images acquired from X-ray micro-tomography provide 3D

pore geometry on which flow and transport properties can be computed. However,

these images exhibit limited resolution in particular if field of view needs to be

optimised at the same time. Constrained by the image resolution, the pore space

is partitioned into macro-pores (resolvable porosity) and micro-pores, which are

below the image resolution. The importance of micro-pores in fluid flow and so-

lute transport has often been ignored. In this study, we quantify and couple the

effect of sub-resolution pores into larger pores for different porous media with vary-

ing amount of micro- to macro-porosity. Both single phase and two-phase flow is

considered.

Gaussian random fields (GRF) and particle based models are combined to

generate heterogeneous model structures. The effect of micro-porosity on fluid flow

is first examined through a critical length analysis and then confirmed using a flux

analysis technique on the fully resolved pore space. Unified Brinkman equation is

then solved to facilitate the coupling of Stokes and Darcy equations in the macro-

phase and homogenised micro-phase.

For single phase flow in 3D model structures, the results highlight the signif-

icance of micro-pores on the fluid flow especially when macro-pores are just above

the percolation threshold. The agreement between fine solution and upscaled solu-

tion, in which micro-porous region is homogenised and coupled with macro-pores,

is excellent. For two-phase flow simulations, a pore morphology based approach

is implemented to simulate the drainage process and to obtain fluid distributions.

While the effect of micro-porosity on the effective permeability of the wetting phase

is more evident at lower saturations, the error associated with its exclusion is still

significant at high wetting phase saturations. The results also prove that the pro-

posed upscaling approach is superior compared to upscaling through the Laplace

equation.

Apart from the application for carbonates, which are well-known for their

micro-porosity signatures, the approach proposed here might be applicable for

image-based computation of permeability in unconventional reservoir rocks where

multiple length scales coexist.
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CHAPTER 1

INTRODUCTION

Fluid flow in porous media at various spatial and temporal scales is of great

interest among different disciplines such as petroleum, civil and environmental en-

gineering. Ground water remediation and nuclear waste disposal in civil and en-

vironmental engineering are two examples, which are very sensitive to the precise

understanding of multiphase flow. In petroleum engineering, having a sound un-

derstanding of fluid flow will result in a more accurate estimation of recovery as a

major parameter in reservoir management and development.

It is generally accepted that the era of “easy oil” is finished. Giant conven-

tional oil and gas fields are mature now and new discovered green fields no longer

meet the energy demands required of them. This requires us to improve our un-

derstanding of the processes involved in extracting the remaining hydrocarbons.

On the other hand, unconventional resources such as shale gas and coal seam gas,

are becoming more important; however, the cost and the technology associated

with them is higher compared to those in conventional reservoirs. In both cases,

implementing state of the art EOR/IOR techniques in mature field or relying on

unconventional resources to meet the world’s energy demand in the near future, we

need to enhance our notion about reservoir characterisation and fluid flow in the

subsurface structures.

Describing the flow of a fluid in porous media with tortuous and complicated

pore geometry is not straightforward. The difficulty is twofold for multiphase flow

when multiple fluids flow simultaneously in the pore space. Apart from morpho-

logical and topological properties of the pore space, the volume fraction and more

importantly the distribution of all phases in the pore space affect multiphase flow

processes. Heterogeneity of natural porous media makes the problem even more

complicated. The existence of heterogeneities spanning over multiple length scales

results in significant challenges for transforming data between different scales. Based

on pore scale modeling techniques, this thesis proposes a multiscale approach and

aims to combine the information of two-phase flow at two different length scales.
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1.1 Pore scale imaging and modeling

Based on detailed information of the pore space geometry, pore scale models

provide an excellent opportunity for studying fluid flow processes in fundamental

ways. Despite the large computational effort required for characterising a realistic

pore space, discrete models have many advantages. In the relatively new context

of “digital core laboratory” [13, 95], they offer an important tool to compute flow

and transport properties of rock samples on which conventional laboratory analysis

is difficult, if not impossible, to perform. Not only can laboratory experiments be

simulated numerically, the wide range of parameter choice in these models enables

us to do sensitivity analysis at a lower cost for designing appropriate production

scenarios.

Recent progresses in the field of imaging and visualisation techniques has

spurred much attention among experimentalists as well as modellers. Methods

for two dimensional representation of porous media such as scanning electron mi-

croscopy (SEM), micromodels and light transmission method (LTM) were predom-

inantly used for years [165, 181, 131, 130]. Since connectivity of the pore space can

not be captured in these 2D methods, three dimensional techniques were found to be

more desirable for obtaining realistic information on physical processes in porous

media. Photoluminescent volumetric imaging (PVI), laser scanning confocal mi-

croscopy (LSCM), magnetic resonance imaging (MRI) and X-ray computed tomog-

raphy (CT) are some techniques which have been applied for 3D characterisation

of porous media [129, 62, 206, 128]. Recently, microcomputed tomography (µ–CT)

imaging, has been established as the major technique to map the microstructure

of porous media in 3D. This method has been used to capture the pore space ge-

ometry and to quantify processes at the pore level including: pore space structure

and connectivity [112], multiphase flow [17, 45, 193, 102], morphological properties

of rocks [15] and image-based computation of petrophysical properties [14]. These

days, acquiring high resolution images of porous media with resolution of a few

micrometer is routine and the main challenge is to develop pore scale models to

take advantage of the information contained in these images.

The dramatic advances in computational capabilities have offered us new op-

portunities in development of pore scale modeling tools. Generally, there are two

ways to compute transport properties from 3D images: direct numerical simula-

tion methods on the images and pore network (PN) models. In direct modeling,

the voxelated image, which is already discretised into Cartesian grids, is used for

flow and transport simulation. In pore network modeling, however, a topologically

representative network with idealised properties is first derived from the image and
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flow properties are then computed on that network. Semi-analytical computation

of flow and transport through network models made them computationally attrac-

tive for the study of capillary-controlled displacement [36]. However, the number

of approximations required to describe pore space geometry limits their applicabil-

ity. In addition, extraction of representative networks from complex porous media

is not straightforward. Direct methods include lattice Boltzmann method (LBM),

smoothed particle hydrodynamics (SPH), level set, volume of fluids and density

functional modeling. LBM is the most popular one for computing single and mul-

tiphase flow [60, 173, 174, 116, 134]. This is a particle-based model in which fluid

is represented by packets of particles distributed on computational grids. In each

time step, particles are streamed and collided and the average of their distribution

function translates into macroscopic properties. It has been shown that LBM could

approximate the governing Navier-Stokes equations [43].

The fundamental approach in this thesis considers X-ray microtomography as

a pore scale imaging technique and LBM as a direct numerical simulation method

for pore scale modeling. The next section provides a detailed description of the

problems and difficulties associated with each of these techniques and the approach

followed in the thesis to address these problems.

1.2 Problem statement

High resolution images acquired from X-ray micro-tomography provide us

with 3D pore geometry on which petrophysical and morphological properties could

be calculated [200, 13]. However, these images exhibit a limited resolution; partic-

ularly if the field of view needs to be optimised at the same time. X-ray source

focal-spot size, magnification and imaging system performance are the main factors

controlling the system resolution [37]. Constrained by the system resolution, pore

space is partitioned into macropores (resolvable pores), and micropores which are

smaller than the resolution of the image. While a resolution of a few micrometers

could resolve the whole pore space of some sandstones and carbonates, many car-

bonates and in particular unconventional reservoir rocks, such as tight sand and

shales, exhibit a huge amount of microporosity. Ignoring this fraction of pore space

could introduce significant errors to resultant transport properties computed on the

images of these types of rocks [36].

Fig. 1.1 shows an analysis carried out on an image of a carbonate rock to

elaborate more on this issue. In this case, the voxel size is 4.5 µm and at this

resolution, the microporosity analysis performed on 3-phase segmented image (Fig.

1.1a) [147] reveals that of 28% total porosity, macroporosity is 12% whereas micro-
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[a] [b]

[c] [d]

Figure 1.1: Processed image of a Savonnier carbonate: [a] 3-phase segmentation;
macropore is in black, solid phase is in red and light green is the intermediate
phase. [b] Microporosity analysis; macropore (black), micropore (grey) and solid
(white); [c] colour mapping of the connected macropres (blue) via connected cluster
of macropores; [d] colour mapping of the micro-connected macropores (green).

porosity is 16% (Fig. 1.1b). Macropores are shown in black, solid is in white and

the microporosity is shown in grey. Microporosity comprises more than 50% of the

total porosity. More interestingly, based on connectivity analysis (Fig. 1.2) [147],

only 8% of macropores are connected via connected clusters of macropores while

including the upper quartile of the microporous voxels will increase the connectivity

of macropores to 60% . The colour mapping of the resultant connectivity analysis

is shown in Fig. 1.1c and Fig. 1.1d. These figures clearly highlight the potential

significance of microporosity incorporation in enhancing the interconnectivity of the

pores and consequently the calculation of the effective flow properties.

Carbonates are characterised as rocks with varying amount of microporosity,

ranging from less than 10% to more than 50% of the total porosity [94]. So, it

is worth investigating the effect of microporosity on permeability as a macroscopic

flow property. Although some efforts have been made to relate pore types and inter-
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Figure 1.2: Connectivity analysis performed on Savvonier carbonate. The X-axis
shows the microporosity level in which 1 and 0 corresponds to macropore and solid
phase, respectively. (A voxel with microporosity level of 0.8, for instance, corre-
sponds to a voxel with 80% porosity.)

connectivity to petrophysical and multiphase flow properties [98, 13], quantifying

microporosity signatures and their effect on absolute and relative permeability is

still an open question. The importance of microporosity on fluid flow has been ac-

knowledged in early works on image data [194] and also in the most recent studies

[36, 96], but mostly qualitatively. While quantitative analysis of the significance of

microporosity on the single and two phase flow properties has recently been done

in multiple research groups [81, 124, 145], it is worth more research.

While quantifying the role of micropores on the average behavior of fluid flow

is not straightforward, the bigger challenge is the integration of micropores and

macropores. Coupling pores at different length scales requires a numerical scheme

which integrates this information, but remains computationally practical. This

defines the common problem of upscaling which has been addressed in reservoir

engineering for transforming data from core scale to the reservoir scale, but rarely

for pore scale to core scale. Multiscale approaches, such as coupled Darcy-Stokes

method [6, 7, 77] and Brinkman-Stokes method [70, 143, 150, 164], have recently

been used for modeling fluid flow through heterogeneous reservoirs where multiple

length scales coexist. In these methods, the Darcy equation in the porous matrix

region is coupled with the Stokes equation in fractures. In contrast to these reservoir

scale studies, here we focus on the pore scale fluid flow in very heterogeneous porous

media.
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[a] [b]

Figure 1.3: A conceptual model of a pore space at two different resolutions: [a] High
resolution in which an explicit representation of all pores and solid pixels is shown.
[b] Low resolution which depicts microporous region in grey pixels and macropores
in white.

By implementing dual-scale network models, some researchers proposed mod-

els which include both macro- and micropore networks [22, 26, 80, 122, 125, 81].

Macropore network constructed based on resolved pores is coupled to the network

of sub-resolution pores. Although promising, dual scale network models suffer from

the same limitations as conventional network models do.

Here, a multiscale numerical approach is proposed in which the Darcy equa-

tion is coupled with Stokes equation via the lattice Boltzmann method. Microporous

region is assumed homogeneous and Darcy equation holds, while macropores are

treated as free-flow region where Stokes equation is valid. Computational simplicity,

easy handling of irregular boundary conditions, capability to simulating complex

fluid flow and its parallel computing [185] have made LBM as a suitable choice

for pore scale modeling. However, making use of all these advantages of LBM in

simulating fluid flow requires a detailed representation of porous media where pore

and solid phases are explicitly resolved; a condition which may not be satisfied at

least for some pixels/voxels in some rocks. Through a conceptual model, Fig. 1.3

highlights this problem by showing a model at two different resolutions. At high

resolution (Fig. 1.3a) all pores are resolved whereas decreasing the resolution make

the pores within the microporous region unresolved (Fig. 1.3b). This thesis aims

to address this problem by developing LBM models which are capable of handling

not only fluid and solid nodes but also grey nodes, where grey nodes correspond to

microporosity in this context.
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1.3 Thesis objectives

The general objective of this thesis is to improve our understanding of fluid

flow in heterogeneous porous media. From many useful pore scale modeling tech-

niques, this study focuses on LBM and in particular Macroscopic Lattice Boltzmann

Method (MLBM) [64, 83, 115, 182] for upscaling relative permeability curves from

the pore scale.

This dissertation seeks to address the following questions: (1) what is the

merit of pore scale modeling and image-based fluid flow simulation, (2) how signifi-

cant is the effect of microporosity on the effective permeability for single phase and

two-phase flow systems, (3) how to couple the effect of micropores with an explicit

representation of macropores, and (4) could LBM be used for transforming data

between different scales. To answer these questions, the following specific research

objectives are pursued:

• to build dual-scale porous media with combinations of Gaussian Random

Field (GRF) and Boolean models,

• to quantify the effect of microporosity on the effective permeability using

a characteristic length scale and through permeability calculations using

LBM.

• to develop a MLBM code for coupling an average effect of micropores with

macropores,

• to implement a pore-morphology-based approach for numerically simulating

drainage process and partially saturating the model structures,

• to implement MLBM for upscaling wetting phase relative permeability

curves.

1.4 Organisation of the thesis

This thesis is organised in six chapters including this chapter. The next chap-

ter describes 3D structures, which are used for numerical experiments in this thesis.

Both experimental imaging and numerical simulation of porous media are consid-

ered. For the experimental part, high resolution X-ray micro-CT images acquired in

the CT lab at the Australian National University (ANU) are used. Using parallel im-

age processing software, these tomographic images are segmented before being used

for fluid flow simulations. For simulated porous media, a range of model structures

including particle (Boolean) models, Gaussian random structures and combinations
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of both is used. While pure particle models are used for simulating homogeneous

porous media, the combination of Gaussian random models and Boolean models

are implemented for generating more heterogeneous model structures.

Chapter 3 includes single phase flow simulations and quantification of the

effect of microporosity on the fluid flow. Lattice Boltzmann method (LBM), as a

robust pore scale modeling technique, is explained and used for simulating fluid flow

in heterogeneous model structures. The significance of microporosity on the effective

permeability is shown through permeability calculations on 2D heterogeneous model

structures. For 3D model structures, this effect is first shown using the concept of

characteristic length, as a good estimator of permeability, and then confirmed by

applying a flux tracking technique.

Chapter 4 extends the methodology presented in chapter 3 to two phase flow

simulation. The most important part in two phase flow simulation is the saturation

distribution; the way that multiple fluids are distributed in the pore space. We use

capillary drainage transform for simulating the drainage process in the porous media

by which a non-wetting phase displaces a wetting phase. The simulations are carried

out on more than hundred simulated model structures. Similar to single phase flow

in 3D structures, characteristic length is used to examine the significance of wetting

phase in micropores, before calculating permeability on some selected porous media.

Chapter 5 includes the upscaling scenarios for single phase and two-phase

flow systems. While LBM is used as a “true solution” in which both micropores

and macropores are resolved, MLBM is proposed for coupling an average effect of

micropores with an explicit representation of macropores. The amount of momen-

tum reduction in microporous region is controlled by a momentum sink parameter,

which is a function of permeability of that region and the fluid viscosity. For upscal-

ing single phase flow, the permeability calculated on pure micropore models is used

to compute the momentum sink parameter assigned to microporous regions of dual

scale porous media. For two-phase flow, krw − Sw relationship calculated on pure

micropore model is used to calculate the effective permeability of wetting phase at

each saturation and its corresponding momentum sink parameter. In addition, the

capability of the Laplace equation for upscaling the effective permeability of the

wetting phase is also examined. The results are compared with those obtained from

MLBM.

Chapter 6 concludes this thesis and presents some recommendations for fur-

ther investigation.
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1.5 Programming issues

We use lattice Boltzmann method for simulating fluid flow on the pore space

of segmented images. All 2D and 3D LB simulations are written in Fortran 90.

Two-dimensional simulations are based on single-CPU programs and are run on a

Z600 HP workstation with 2 Quad Core processors and 16 gigabytes (GB) of RAM.

Due to the high computational demand of the LBM, implementing it on repre-

sentative sample volume and in 3D requires parallel computing for achieving appro-

priate computing times and for fulfilling the memory requirements. An in-house,

parallel and single phase LBM code is first used for LBM simulations and later

is modified for MLBM simulations. It applies Message Passing Interface (MPI)

standard library for parallelisation. All 3D simulations are run on the Raijin su-

percomputer, located at the Australian National University (ANU) in Canberra. It

has 57472 cores (Intel Xeon Sandy Bridge Technology, 2.6 GHz) in 3592 computer

nodes and approximately 160 terabytes (TB) of main memory.

Matlab and Drishti [110] are the main tools for presenting, analysing and

visualising the simulation results.





CHAPTER 2

EXPERIMENTAL AND SIMULATED POROUS MEDIA

An accurate characterisation of pore morphology and topology is a keystone

to every pore scale modeling technique. The geometrical properties of a porous

medium, i.e. the shape, size, the volume of pores and the way that they are con-

nected to each other, affect its macroscopic properties. Classifying the porous media

as biological, geological and artificial [1], the level of complexity in describing the

pore geometry of these materials is different. In general, the description of artifi-

cial porous media is straightforward, while it is often much more complicated for

geological and biological ones.

Biological porous media including bones, tissues and membranes have been

the subject of recent studies in the field of medicine [89], but are out of the scope of

this thesis. Geological porous media including, e.g. sandstone and carbonate are of

great interest to petroleum engineers. These are the dominant rock types in hydro-

carbon reservoirs. Compared to sandstone, carbonates are more heterogeneous and

consequently more difficult for pore scale modeling studies. The existence of het-

erogeneities which span over multiple length scales and while mostly uncorrelated,

make the description of pore geometry very difficult. While unimodal pore size dis-

tribution of sandstones make them ideal for image-based calculation of petrophysical

properties, the bimodal or multi-modal distribution of pore size in carbonates poses

many challenges. Artificial porous media and in particular sphere packs, however,

are relatively simple to characterise and have been vastly used in the analytical,

theoretical and numerical studies of porous media.

In this thesis we use both geological and artificial porous media for better

understanding of pore scale processes. Experimental X-ray images of two relatively

homogeneous sedimentary rocks constitute geological porous media. In addition,

two classes of model structures and combinations of those are utilised to generate

heterogeneous artificial porous media with varying micro- to macro-porosity ratios.
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2.1 Experimental imaging data

Experimental description of pore morphology started from the early 1980’s

with serial sectioning. In this method, a dyed glue is injected into the pore space

and then the sample is cut into numbers of 2D thin sections [210]. Using optical or

electron microscope, the colorful photographs of these sections are then captured

and digitised for further analysis. Although it is possible to obtain a 3D represen-

tation of pore geometry by reconstructing series of 2D images, it is a very difficult

and tedious task [111]. A more advanced technique which is somehow equivalent to

this method is the recent combination of Focused Ion Beam and Scanning Electron

Microscopy (FIBSEM) for imaging material below the micron scale [68]. This tech-

nique provides images with resolution down to a few nanometer but suffers from

the small field of view (FOV). Moreover, it is a destructive method.

An alternative method to characterize the internal structure of a porous

medium in 3D while keeping the sample intact for further studies is nuclear magnetic

resonance (NMR) imaging. This technique was first used in radiology, as a medical

imaging tool, to investigate the anatomy and function of the body and has recently

been implemented for describing the pore morphology and topology of geological

porous media [19]. Apart from the capability of structural description, NMR has

also been used for measuring flow fields in sphere packs [113] and fractured media

[42, 101].

Following [61], who introduced synchrotron computed microtomography (CMT)

and laboratory µ–CT to produce high resolution 3D images, X-ray microtomogra-

phy has been implemented by many disciplines including civil engineering, material

science and petroleum industry. In synchrotron based tomography a monochro-

matic beam of X-ray is generated and passed through the rock sample whereas

in laboratory CMT the X-ray beam is polychromatic. Monochromatic radiation

facilitates energy specific imaging with enhanced contrast of phases [200]. Poly-

chromatic radiation, however, consists of beamlines with a range of wavelengths.

Despite imaging artifacts introduced from spreading of polychromatic beam in lab-

oratory CMT (e.g. beam hardening [200]), it has some advantages which have made

it as now-standard approach to image pore space of rock samples. In laboratory

CMT, no central synchrotron facilities are required. Moreover, no constraint on

image capturing time results in improvement of signal to noise ratio [36].

X-ray µ-CT scanners provide high resolution 3D pore geometry on which

petrophysical and morphological properties could be calculated [200, 13]. They

consist of three main parts: X-ray source, a rotation stage and a detective camera

(see Fig. 2.1). The X-ray generated by source is radiated towards the sample,
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positioned on the rotation stage. While it passes through the specimen, X-ray beam

is attenuated depending on the density of the material contained in the sample. The

attenuated X-ray is then captured by a detective camera at the far end of the setup.

The rotation stage could rotate the mounted sample stepwised by 360 degree while

2D image is captured at each step.

Figure 2.1: The main parts of a CT scanner (top view). The X-ray beam generated
by X-ray source is passed through the sample mounted on the rotation stage and
then captured by the detective device which consists of a scintillator and a charged
coupled device (CCD) camera [146].

3D tomogram generated by this technology is essentially a result of recon-

struction of many 2D radiographs taken from the sample at different levels and

rotational angle. Each 3D tomographic image or tomogram consists of volumetric

elements called voxel, which stores the X-ray attenuation of the materials contained

by that voxel. The X-ray attenuation and consequently the grayness of each voxel

depends on the density and composition of the imaged material. Image processing

techniques need to be applied on the gray scale image to remove the noise and

sharpen the boundaries before differentiating it into the constituting phases.

In this thesis we consider images of two sandstone samples, Fontainbleau

sandstone and Bentheimer sandstone, acquired by laboratory µ–CT scanner at the

Australian National University [163], which were the subject of a recent study on

resistivity index [204].

2.1.1 Fontainebleau sandstone

Classified as a clastic sedimentary rock, Fontainebleau (FB) sandstone is con-

sidered as a benchmark for clean and homogeneous rocks in the petroleum industry

containing very little clay material (less than 1.5%). A cylindrical core of FB sand-

stone, 4.7 mm in diameter and 4.6 mm in length was imaged using X-ray µ–CT at

3.6 µm resolution. Fig. 2.2 shows a 2D slice of 3D gray scale tomogram and also

shown a slice of segmented image obtained after standard image processing steps on

raw image [175]. A literature survey on studies of FB shows the scale dependency
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[a] [b]

Figure 2.2: Pore scale image of FB sandstone. [a] A 2D slice of 3D tomogram after
noise removal and image enhancements. [b] 2D slice of 3D segmented image in
which grains are in green and pore space in in black (voxel size = 3.6 µm).

of its petrophysical properties especially permeability. [183] calculated permeability

on five sub-volumes of different sizes (0.085 mm3 – 0.59 mm3) at a resolution of

10 µm. A large variability in the results was observed. Porosity-permeability rela-

tionship was investigated using eight sub-volumes of sizes 0.59 mm3 at a resolution

of 7.5 µm and the results showed a variation of 10% in porosity and a factor of

two in permeability [17]. By estimating and minimizing several sources of errors,

[10] succeeded to accurately predict transport properties from sub-volumes of FB

sandstone of sizes 0.32 mm3 at a resolution of 5.7 µm. The same sample size was

later used for investigating cross-property correlations and permeability estimation

of FB sandstone [9]. In addition, a two-point volume to volume correlation function

calculated on the pore space of a sub-volume of FB showed that a sample of size

0.32 mm3 can be considered representative for calculating petrophysical properties

[12].

In this study, a sub-volume of 4003 voxels, representing a volume of 2.99 mm3

with 17% porosity was selected for validating the homogenisation of an upscaling

method described in chapter 5.

2.1.2 Bentheimer sandstone

Bentheimer sandstone is also considered as a benchmark, homogeneous sedi-

mentary rocks which contains about 1.5 % clay minerals. A 2048×2048×1828 voxels

image of a cylindrical core plug with diameter 5 mm and length 5 mm was acquired

at resolution 2.9 µm (see Fig. 2.3a). Due to the presence of clay in the sample,

three-phase segmentation procedure was followed to differentiate the gray scale raw
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[a] [b]

Figure 2.3: Pore scale image of Bentheimer sandstone. [a] A 2D side-view slice of
3D tomogram. [b] 2D slice of 3D image, segmented in three phases: solid is shown
in red, clay in green and pore space is in black (voxel size = 2.9 µm).

image into three phases. Fig. 2.3b shows a 2D slice of the segmented image in

which solid is in red, clay is in green and pore space is in black. A sub-volume of

4003 voxels, representing a volume of 1.54 mm3 with porosity 0.21, was selected for

further investigations.

2.2 Model structures

Todays model composites are widely used for investigating the effects of mi-

crostructures on the macroscopic properties. Given a digital representation of their

microstructure, many properties (e.g. permeability [2], conductivity [10, 27] and

elastic moduli [15]) of model composites could be calculated. Here, we consider in

particular permeability and relative permeability for multi-scale media.

Based on the densification process utilised, two basic classes of model compos-

ites and their intersections are introduced. These models form the main data base

for the numerical experiments in the following chapters. The first class is generated

by taking level-cuts through Gaussian random fields [15]. Structures developing

from spinodal decomposition, amorphous composites and some rocks could be rep-

resented by this class. The second class, which is one of the simplest and most

traceable models in stochastic geometry [184], is generated by a Poisson densifica-

tion process, where particles or grains with different shapes and sizes are placed

on the lattice in an independent random process [15]. Particulate models of this

kind have been utilised in many cases, including ceramic powders [155], wood fiber

composites [197], and sedimentary rocks [168, 118]. In addition, to make dual-scale
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porosity media, which are appropriate to test the algorithms applied in this study,

different combinations of Gaussian models and Boolean models are devised.

2.2.1 Gaussian models

The Gaussian models are created by level-cuts of a superposition of random

plane waves [29, 188]. Although they were originally developed to describe the

morphologies associated with spinodal decomposition [40], later their application

extended to describe the structure of bicontinuous microemulsions [28], polymer

blends [97] and foams [156]. To build a Gaussian model, first we need to generate

a Gaussian random field (GRF’s) and then by setting level-cuts, two-phase model

composite is generated. There are two methods of generating isotropic GRF’s. Each

one has specific advantages. The first method develops a random field in a cube of

side length T using a Fourier summation [154]:

y(r) =
N∑

l=−N

N∑
m=−N

N∑
n=−N

clmne
iklmn.r , (2.1)

where klmn = (2π/T )(li + mj + nk). Random variables clmn = almn + iblmn (almn

and blmn real) determine the statistics of the field. Requiring y to be real gives

clmn = c̄−l,−m,−n and that 〈y〉 = 0, which results in c000 = 0. Discretisation requires

clmn = 0 for klmn = |klmn| ≥ 2πN/T . To generate a Gaussian field the coefficients

clmn are taken as random independent variables with Gaussian distributions such

that 〈almn〉 = 〈blmn〉 = 0, and 〈a2
lmn〉 = 〈b2

lmn〉 = 1
2
ρ(klmn)(2π/T )3. The function

ρ(k) is a spectral density. For a random field defined in this manner, the field-field

correlation function can be written as [154]:

g(r) ≡ 〈y(r1)y(r2)〉 =

∫ ∞
0

4πk2ρ(k)
sinkr

kr
dk , (2.2)

where ρ(k) is chosen so that g(0) = 1. This definition could be evaluated by fast

Fourier transform and is applicable if periodic structure is desirable [15]. However,

when the spikes in the spectral density have to be resolved an alternative approach

has been suggested in which random field is generated using the “random wave”

form:

y(r) =

(
2

N

)1/2 N∑
i=1

cos(kik̂i.r + φi) . (2.3)

Here φi is a uniform deviate on [0, 2π), and k̂i is uniformly distributed on a unit

sphere. The magnitudes of the wave vectors ki are distributed on the [0, ∞) with

spectral density ρ(k) related to g(r) by a Fourier transform. In this case the fields
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are not periodic, but N can be chosen arbitrarily large over a specified k range.The

field-field correlation function employed is [120, 188]:

g(r) =
e−r/ξ − (rc/ξ)e

−r/rc

1− (rc/ξ)

sin2πr/d

2πr/d
, (2.4)

characterised by a correlation length ξ, domain scale d, and a cut-off scale rc. The

corresponding Fourier transform is given by:

ρ(k) =
π−2(ξ − rc)−1ξ4d4

[d2 + ξ2(kd− 2π)2][d2 + ξ2(kd+ 2π)2]
−

π−2(ξ − rc)−1r4
cd

4

[d2 + r2
c (kd− 2π)2][d2 + r2

c (kd+ 2π)2]
. (2.5)

Model composites can be defined by taking level-cuts through the same ran-

dom wave at levels α and β. The regions in space where α ≤ y(r) ≤ β is considered

as phase 1, and the remaining regions [ y(r) < α and y(r) > β ] are defined as phase

2. This is called the “two-level cut” random field of Berk [28] which is an extension

to Cahn’s approach [40]. The one-level cut field is recovered by setting α = −β
[151, 158, 188]. Based on the macroscopic volume fractions of the two phases, the

positions of the level cuts can be found numerically by a bisection algorithm [15]

on the digitised structure. The freedom in choosing the position of the level cuts

(for a particular volume fraction) allows one to model a variety of microstructures

[157]. Fig. 2.4 shows three correlated GRF models which have been cut once but

at different levels. Cutting GRF at one level, generates two phase structure which

later will be filled with different particle model.

2.2.2 Boolean models

Although relatively simple, Boolean models are flexible and often used to

describe the morphology of complex materials [192]. One of the simplest examples

of a Boolean model has been mentioned by [184] in which points are scattered in

the plane according to a stationary Poisson process of intensity λ. A disc of fixed

radius r is placed on each of these points and finally the union of these discs form

a Boolean model. Identical overlapping spheres (IOS) model is another example of

Boolean model which is used in theoretical and numerical analysis [191, 190]. Arns

employed a range of Boolean models with different grain shapes and mixtures of

grains [15]. Here, to generate bi-modal porosity medium, grain shapes of spheroids

and spheres are considered.

The coordinate system of the particle
∑

p = {Op,xp,yp, zp}, a local coordi-

nate system
∑

l = {Ol,xl,yl, zl} and the lattice coordinate system
∑

= {O,x,y, z}
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[a]

[b]

[c]

Figure 2.4: The interface of one-level cut GRF models at fraction [a] 0.2, [b] 0.5
and [c] 0.8. Models are discretised on 4003 lattices. (Visualised by Drishti [110])
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[a] [b]

Figure 2.5: The interface of Boolean models. [a] overlapping spheres of radius r = 6.
[b] overlapping spheroids with an half-axis of r = 4. The volume fraction of particles
phase is 0.7 and models are discretised on 2003 lattices.

are three cartesian coordinate systems which characterize the orientation and po-

sition of grains on the lattice. The local coordinate system has the same origin

as the particle coordinate system (Op = Ol) but being rotated against
∑

p by an

angle α around a rotational axis g through the origin. Specific selections of α and g

will result in transformation of the local coordinate system to the lattice coordinate

system (xl||x, yl||y, zl||z). Taking a vector of particles and characterising each

particle by its size, shape, rotational freedom and probability to be placed (based

on its Poisson density), complex mixtures of grains could be generated in a parallel

manner. Fig. 2.5 shows an example of Boolean models with various particle shape

and density.

To have a more realistic porous medium which mimics the behavior of bi-

modal porosity systems, we use the Gaussian random field approach to generate

two distinct phases, after which each phase is filled with grains of different shapes,

e.g. spheroids and spheres.

2.2.3 Dual-scale porosity models

Model structures constructed based on some statistical information of geolog-

ical porous media has been implemented for understanding the physics of flow pro-

cesses. However, most of these models are available for sandstones [154, 205, 132].

In carbonates, the variation of permeability over 2 to 3 orders of magnitude at

fixed porosity [53] and its bimodal or multi-modal pore size distribution introduces

many challenges for developing such models. By smoothing random binary images

using Gaussian and Laplacian-Gaussian function, [47] succeeded to model Vicor
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glass and crystalline dolomite. Structural and transport properties of these models

were then calculated and an excellent agreement with experimental data was ob-

tained. Statistical reconstruction for generating porous media with bimodal pore

size distribution is another methodology which has been used by some researchers.

Based on a technique developed by Adler and his co-workers [2], [126] constructed

dual scale porous media for investigating macroscopic conductivity, and later single

and two-phase permeabilities [127] of vugular porous media. More recently, [34]

proposed a stochastic geometrical model for the diagenesis of carbonate rocks. Be-

ing a continuum model, the pore scale microstructure is represented at arbitrary

resolution.

Although we do not model carbonates here, of particular interest are model

composites with bimodal pore size distribution. These models form the database for

investigating the effect of micro-porosity on the effective permeability. As mentioned

earlier, combinations of Gaussian random fields and Boolean models are used for

making model structures with varying amount of micro-to-macro porosity. First a

periodic random field with Gaussian distribution is generated. The GRF, which is

correlated using a field-field correlation function, then cut at one level to generate

a two-phase medium, in which two independent Boolean processes generate the

small scale structures (Fig. 2.6). Since two Boolean models are independent, one

could easily control the porosity and length scale associated to them individually

and by doing that the amount of micro- to macro-porosity and the connectivity of

each phase is set. It should be noted that to eliminate anisotropic effect, spherical

particles were used for generating both Boolean models.



Figure 2.6: Schematic for generating the dual-scale porosity media. While the
large scale heterogeneity is controlled by GRF model, the small scale structural and
petrophysical properties are dictated by Boolean models.





CHAPTER 3

PORE SCALE MODELING: SINGLE PHASE FLOW

This chapter briefly describes the challenges for fluid flow simulation in het-

erogeneous porous media and highlights the capability of the pore scale modeling

techniques to address those problems. The lattice Boltzmann method used in this

thesis is explained and implemented to show the significance of micro-porosity on

the effective permeability of some 2D, dual-scale porosity models. The concept of

the characteristic length, as a good estimator of permeability, is then introduced

before being used for analysing the effect of microporosity on single phase fluid

flow in 3D heterogeneous model structures. It is also shown through permeabil-

ity calculations and flux tracking analyses on some selected heterogeneous model

structures.

3.1 Heterogeneity and fluid flow in porous media

Investigating fluid flow in a porous medium without considering the length

scales involved is meaningless. While there are some porous media which exhibit

homogeneity, natural porous media are often heterogeneous, that is, their effective

properties depend on the size of the sample. This scale dependency of many prop-

erties of a porous medium requires us to be aware of the suitability of the volume

of the medium on which a property is calculated [23]. Moreover, it reminds us that

any proper characterisation of a porous medium must have a length scale associated

with it [162].

Depending on a phenomenon that occurs in a porous medium, the scale of

interest may vary from a molecular level on the order of 10−11 − 10−9m to a mega

level on the order of 102 km for some regional applications [135]. Describing het-

erogeneities of a natural porous medium at mainly four distinct length scales, the

following classification was proposed by [73]:

• Microscopic heterogeneities are of the order of 10−5 to 10−3 m and corre-

spond to the scale of individual pores and grains.
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• Macroscopic heterogeneities occur at the core to log scale and are of the

order of 10−2 to 100 m.

• Megascopic heterogeneities characterise the entire field scale and are of the

order of 10 to 103 m.

• Gigascopic heterogeneities are relevant to the regional scale description of

processes and are of the order of 103 − 105 m or larger.

While there is no standard classification for heterogeneity, scales as mentioned above

could span over many orders of magnitude.

Hydrocarbon reservoirs are one of the best examples of heterogeneous porous

media. An early approach to the solution of multiphase flow in reservoir engineer-

ing was based on one-dimensional flow and for homogeneous porous medium. The

principal assertion in that formulation was based on a simple extension of single

phase Darcys law to two-phase flow through the use of constitutive relations (rel-

ative permeability and capillary pressure). Later, with progresses in experimental

techniques and numerical simulators, reservoirs were approximated as layered sys-

tems, with up to 10 geological layers, where each layer was still generally uniform

in its physical properties. Characterising a reservoir as a homogeneous medium

changed drastically with the recognition of reservoir heterogeneities, with different

spatial correlation characteristics in all directions, and with scale dependent prop-

erties. Currently, reservoir description is based on multi-scale processes ranging

from the pore scale to the field scale. While the pore scale is appropriate for for-

mulating the fundamental governing equations, the core scale is a common scale in

the laboratory where rock properties are measured to populate detailed geological

models and the field scale is the relevant scale for production and reservoir simu-

lation. The multiscale nature of heterogeneities in the subsurface reservoirs results

in many challenges for fluid flow simulation. There are two main approaches for

flow and displacement of multiple fluids in porous media: continuum models and

discrete or pore scale models [162, 135].

3.1.1 Continuum-based models

Continuum-based models represent the classical approach to the solution of

fluid flow equations in porous media. Based on the assumption that the physical

law that governs the flow and transport at the microscale are well understood, one

can write the macroscopic differential equations for mass, momentum and energy.

By applying appropriate initial and boundary conditions in conjunction with con-

stitutive relations, the governing equations can be solved for velocity and pressure
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field. Due to their convenience, continuum-based models have been widely used in

many disciplines but they have some limitations.

An empirical extension of Darcys law supplemented with capillary pressure

and relative permeability relations is one of the continuum-based theories of mul-

tiphase flow in porous media that has been proven insufficient to account fully for

the physics of the flow at different scales [51]. While the governing physical laws for

fluid transport at the microscopic level are well understood the solution of principal

equations for a complex geometry such as porous media with irregular interfaces

is practically and economically impossible for the domain sizes required [162]. So,

a length scale much larger than the dimension of individual pores or fractures is

essential. An accurate macroscopic description of fluid flow through porous media

depends on the precise constitutive relations, such as capillary pressure and rela-

tive permeability curves. Undoubtedly, the most reliable method for determining

these relations are laboratory measurements performed on reservoir cores. How-

ever, retrieval of sufficient number of reservoir cores is not economically efficient

and is limited to sometimes less than ten samples per reservoir [38]. Apart from

that, conducting laboratory experiments for measuring relative permeability and

capillary pressure in multiphase systems is very difficult [76, 138]. In addition, the

assumption of well-known underlying pore scale processes is often violated for many

multiphase systems [135]. The complexity of pore scale processes involved in chem-

ical EOR, for instance, introduces many uncertainties to measurements performed

at the laboratory scale and seems to be impossible to quantify without considering

pore scale studies.

3.1.2 Discrete models

An alternative or complementary technique to derive transport properties of

rocks is to start describing phenomena at the microscopic or pore scale level and

extend it to macroscopic and even larger scales. These models, which are the focus

of this thesis, are particularly useful when the connectivity of the pore space is

important [162].

Being applied at the pore scale, discrete models are ideal for evaluating the

assumptions related to continuum-based models for some complex multiphase sys-

tems in which pore scale processes control the macroscopic phenomena. The results

from pore scale processes can then be incorporated into constitutive theories to

achieve a more accurate description of processes happening at the larger scale of

interest [135].

Recent progress in the field of imaging and characterisation of porous materi-

als has spurred an explosion of interest in pore scale modeling techniques. Different
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numerical pore-scale methods have been developed for computation of constitutive

relations from the underlying microstructure, including smoothed particle hydrody-

namics (SPH), volume of fluids, pore network models (NM) and lattice Boltzmann

method (LBM). Among them, the last two methods have received more attention

within recent years. The premise of the network model is that the complex pore

space can be represented by an equivalent network of interconnected pores. This

idealisation of porous media reduces the amount of required data and the com-

putational cost, but may have considerable effects on the predicted results due to

the abstractions needed to describe the complex pore space. A combination of

microstructure images with network modeling has alleviated this problem to some

extent and recently some successful applications have been reported [141, 35]. The

lattice Boltzmann method is an efficient computational fluid dynamic approach and

an appropriate choice for handling complex boundaries such as those in porous me-

dia. Furthermore, the simplicity of coding and parallel computing of LBM made

this model one of the most popular methods in implementing computational fluid

dynamics at the pore scale. In this thesis, we use LBM for simulating fluid flow

directly on the voxelated images.

3.2 Lattice Boltzmann method

3.2.1 Background

The lattice Boltzmann method originates from the lattice gas automata (LGA),

which inherits the fundamentals of molecular dynamics. The first lattice gas (LG)

model for solving Navier-Stokes (NS) equations was proposed by [65] and later

named as FHP model. These authors, for the first time, realised the importance of

the lattice symmetry for recovering NS equations and constructed their model on

an equilateral triangular lattice (Fig. 3.1).

Based on lattice gas automata (LGA), the FHP model [65] suffers from some

limitations. Statistical noise, a need for a remapping scheme to make the trian-

gular lattice amenable to numerical computations, and non-Galilean invariance are

some major drawbacks of the FHP model [187]. Subsequently, some lattice Boltz-

mann models were proposed as an alternative to LG models, which were noise-free

and Galilean invariant [148, 149]. Utilising multi-scale techniques, these models

could obtain the exact NS equation at the second order of approximation under the

stability conditions of Mach number and the viscosity.
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Figure 3.1: Triangular lattice with hexagonal symmetry. Particles at time t and
t+ 1 are marked by blue and red arrows, respectively. (reproduction from [65])

3.2.2 Mathematical description

LBM is a way of applying the Boltzmann transport equation to simulate fluid

flow on discrete grids. Instead of addressing the fluid flow at the macroscopic con-

tinuum level as in the Navier-Stokes equations, the Boltzmann transport equation

expresses fluid motion in terms of the probabilistic motion of the individual par-

ticles. These particles (or effectively, particle number density) are moved under

the various macroscopic forces and microscopic interparticle interaction forces. The

lattice Boltzmann method solves discrete Boltzmann equation for the particle dis-

tribution function, fα(x, t), where macroscopic fluid flow quantities such as density

and velocity are obtained through moment sums [187]:

ρ(x, t) =
b∑

α=1

fα(x, t) , (3.1)

u(x, t) =
1

ρ(x, t)

b∑
α=1

cαfα(x, t) . (3.2)

ρ(x, t) and u(x, t) are fluid density and velocity, respectively. cα is the microscopic

velocity in α-direction and b is the number of velocity components. A two-step

process consisting of a collision coupled with a streaming phase governs the particle

distribution in each time step. During the collision step mass and momentum

are redistributed while in the streaming phase distributions at a lattice position x,

stream along links to the nearest neighbor sites located at the position (x+cα) [185].
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The particle distribution function fα(x, t) is governed by the discrete Boltzmann

equation given by:

fα(x + cα, t+ 1) = fα(x, t) + Ωc,α(x, t) , (3.3)

where Ωc,α is the collision operator which represents the rate of change of fα result-

ing from collision. The Bhatnager-Gross-Krook (BGK) approximation [31], as the

simplest LBM, employs a linear form collision operator in which the distribution

function is expanded about its equilibrium value:

Ωc,α = −fα(x, t)− f eqα (x, t)

τ
. (3.4)

Here, f eqα is the equilibrium distribution function and τ is the relaxation time con-

trolling the rate of approach to equilibrium. There are different types of lattices for

lattice Boltzmann method. In this study we use D2Q9 and D3Q19 [148] configura-

tions for 2D and 3D simulations, respectively (Fig. 3.2). In D3Q19, for instance, the

velocities make connection with the 18 nearest neighbours in addition to allowing

a population at rest and given by:

cα = ceα =


(0, 0, 0)c α = 0

(±1, 0, 0)c, (0,±1, 0)c, (0, 0,±1)c α = 1, ..., 6

(±1,±1, 0)c, (±1, 0,±1)c, (0,±1,±1)c α = 7, ..., 18

(3.5)

where c = ∆x
∆t

is the basic velocity on the lattice (1 lu.ts−1 in the simplest imple-

mentation). The equilibrium distribution function is given by:

f eqα =wαρ

[
1 + 3

cα.u

c2
+

9

2

(cα.u)2

c4
− 3

2

u2

c2

]
α = 1, ..., 18

f eqα =wαρ

[
1− 3

2

u2

c2

]
α = 0 (3.6)

where w0 = 1
3
, w1,...,6 = 1

18
and w7,...,18 = 1

36
. Using the Chapman-Enskog expansion,

Eqns. 3.1 - 3.6 recover the Navier- Stokes equation to the second order of accuracy

[185], with the kinematic viscosity given by:

ν =
2τ − 1

6
. (3.7)

Note that to have a positive viscosity, τ should be greater than 1/2. The value of

τ = 1 is the safest and leads to ν = 1/6 lu2ts−1.

3.2.3 Boundary conditions

The key issue in all numerical computations is boundary and initial condi-

tions. There are different classes of boundary conditions (BC) including: periodic,
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[a]

[b]

Figure 3.2: Lattice configuration with arrows indicating the direction of microscopic
velocity components. [a] D2Q9, two dimensional with 9 velocity components includ-
ing the rest particle at the centre. [b] D3Q19, three dimensional with 19 velocity
components.



30 Pore scale modeling: single phase flow

no-slip, free-slip, frictional-slip, sliding walls and open inlet/outlet boundary [185].

While the macroscopic properties such as density and velocity of the fluid nodes are

calculated by the summation of the microscopic distribution function (see Eqn.3.1

and Eqn.3.2), they are given at the boundary nodes and need to be transformed

into the missing distribution functions. Velocity and pressure boundary condition

are two of those which have been implemented differently by various authors. Here,

no-slip, periodic and mirror boundary conditions which were used vastly in our sim-

ulations are explained. Velocity and pressure boundary conditions are introduced

afterwards followed by the description of the gravitational body force, as a constant

driving force in our simulations.

3.2.3.1 No-slip boundary condition

The most often used boundary condition in LB fluid flow simulations is the no-

slip boundary condition. Undoubtedly, successful application of LBM in simulation

of fluid flow in complex geometries such as porous media is partly due to the ease

of handling of solid boundaries through the bounce back scheme. The basic yet

intuitive idea behind the bounce back scheme is that the incoming particle densities,

or distribution functions, at wall nodes are reflected back to the original fluid nodes

from which they were propagated. This results in impermeable wall and no-slip at

the wall. The trivial implementation of this condition allows one to simply introduce

obstacles into the fluid domain.

The computationally efficient implementation of the bounce back scheme has

been one of the major research interests in LB application. There are two main ap-

proaches for implementing bounce back scheme: Full-way bounce back and half-way

bounce back. In full-way bounce back, the reflection of particles at the solid nodes

takes place during the collision step. Fig. 3.3 shows a 2D, simple representation of

this approach in which “Ω” and “∂Ω” specifies the fluid domain and the boundary,

respectively. For the sake of abstractness, only one distribution function has been

shown in this figure. As can be seen, the distribution function is streamed from the

fluid node to the neighboring solid node, its direction reversed during the collision

step and finally streamed back to the original fluid node. While straightforward to

implement, this approach has been proven to be first-order accurate in time and

space [136].

By locating the no-slip boundary approximately half-way between the solid

and fluid nodes, second-order accuracy is obtained [46], but the exact position

depends on fluid viscosity. An astonishing improvement was suggested by Ziegler

[209], who proposed a mid-grid implementation of bounce back scheme. By applying

the collision operator at the wall node the effect of viscosity and changing velocity
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Figure 3.3: Full way bounce back boundary condition. The inversion of the distri-
bution functions takes place during the collision step.

throughout the calculation domain was applied correctly. The suggested technique

in this article returns the wall location to the first row of nodes resulting more

accurate near-wall velocity than Cornubert et al. approach [46]. In this approach,

named as half-way bounce back, the inversion of particle density takes place during

the streaming step (Fig. 3.4). In contrast to full-way bounce back, in this approach

the reflection of particle velocity happens at the solid wall located mid-way between

the fluid node and the solid node. This simple and slightly different post-processing

procedure could make the bounce back scheme second order accurate [209]. In this

study, we implement the no-slip boundary condition through the half-way bounce

back scheme.

3.2.3.2 Periodic boundary condition

Periodic boundary condition is one of the simplest boundary conditions and

often used to simulate a large system by modeling a small part of it. To implement

a periodic boundary condition in the flow direction for a fluid flowing from the left

to the right in a pipe, for instance, the left boundary nodes are attached to the

nodes on the right boundary and are treated as neighboring nodes. In such a case,

one could imagine that the fluid that leaves the pipe from the outlet on the right

Figure 3.4: Half way bounce back boundary condition. The inversion of particle
velocities takes place during the streaming step.
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Figure 3.5: Periodic boundary condition. The post-collision distribution functions
of particles on the outlet boundary are translated into the post-streaming distribu-
tion functions of particles on the inlet boundary.

could reenter into the domain from the inlet on the left. In LBM, this condition is

implemented by considering the post-collision distribution functions of particles on

the outlet boundary and shifting them to the post-streaming distribution functions

of particles on the inlet (see Fig. 3.5). In other words, the post-collision distribution

functions of the nodes on the outlet boundary are copied onto the nodes on the

inlet boundary as if the propagation step was carried out. Although a very useful

condition, periodic boundary conditions should be used carefully. Implementing it

for the structures similar to one shown in Fig 3.6, which are periodic by themselves,

does not need any more treatment.

For non-periodic structures, however, two approaches might be followed. One

may still use the periodic boundary condition by adding some fluid jackets in the

Figure 3.6: An interface of a periodic structure as an ideal example for implementing
periodic boundary condition.
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Figure 3.7: A schematic representation of mirror boundary condition. The main
structure, shown in blue, is mirrored along its boundaries.

inlet and outlet boundaries. Fluid jackets are essentially free flow regions and

serve as boundary layers. In the second approach, the main structure is mirrored

along its boundaries. This allows the continuity of the pore space to be preserved.

Figure 3.7 shows an implementation of mirror boundary condition which makes an

infinite computational domain. For the sake of better representation, the pore space

of the main structure has been shaded in blue.

3.2.3.3 Velocity boundary condition

This condition constrains the flux at the boundaries where a constant velocity

vector is specified and the macroscopic density is computed on the basis of conditions

inside the domain. The pressure is then computed from the macroscopic density

via an equation of state [187]. Fig. 3.8 shows a simple example in which solid black

Figure 3.8: Schematic representation of known (shown in blue) and unknown (red)
particle distribution functions for implementing constant velocity and constant pres-
sure boundary condition.
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lines are walls and dashed lines depict the inlet and outlet boundaries. As can be

seen, for the left boundary, the distribution functions f1, f5 and f8 are unknown,

while for the nodes on the right boundary, f2, f6 and f7 are not known. Suppose the

boundary condition is that horizontal velocity u = u0 and vertical velocity v = 0.

For the nodes on the left boundary, for instance, f3, f4, f7, f2 and f6 are coming

from the nodes in the domain and are already known. Four equations are needed to

calculate three unknown particle distribution functions f1, f5, f8 and density. The

formula for the macroscopic density is one equation:

ρ =
∑
α

fα = f0 + f1 + f2 + f3 + f4 + f5 + f6 + f7 + f8 . (3.8)

The contribution of particle distribution functions into the macroscopic velocity in

x and y directions, provides two equations:

ρu0 = f1 + f5 + f8 − f2 − f6 − f7 , (3.9)

and

0 = f3 + f5 + f7 − f6 − f4 − f8 . (3.10)

The fourth equation, as proposed by [211], can be written by assuming the bounce-

back condition in the direction normal to the boundary:

f1 − f eq1 = f2 − f eq2 . (3.11)

Solving this system of four equations will leave us with four unknowns. An analogue

procedure is followed for all boundaries. Fig. 3.9 shows an example of fluid flow in

a slit of width Ly = 22lu using constant velocity boundary conditions.

3.2.3.4 Pressure boundary condition

In contrast to the velocity boundary condition, the pressure (Dirichlet) bound-

ary condition constrains the pressure at the boundaries. Using an equation of state

which relates the pressure to the density, the density is specified at the boundaries

from which velocity is computed [187]. For a single component D2Q9, for instance,

the pressure is related to the density by:

P = c2
sρ = ρ/3 , (3.12)

where cs = 1/
√

3 is the physical speed of sound and ρ is the macroscopic density.

Similar to velocity boundary condition, the distribution function at the bound-

ary needs to be determined properly. For left boundary nodes, for example, after

streaming three particle distribution functions f2, f5 and f8 are pointing from the
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Figure 3.9: Local velocity components in a slit of width 22 lu by implementing
velocity boundary condition The effect of entry length effect is evident.

boundary into the domain and remain unknown. Including unknown velocity, we

have four unknowns and need four equations to determine these. Suppose the

boundary condition of ρ = ρ0 we will have:

ρ0 =
∑
α

fα = f0 + f1 + f2 + f3 + f4 + f5 + f6 + f7 + f8 . (3.13)

as the first equation. The formula for the macroscopic velocity gives two more

equations. Here, the velocity in horizontal direction is u, which is unknown and

needs to be calculated, while the velocity in the vertical direction, v, is assumed as

zero.

ρ0u = f1 + f5 + f8 − f2 − f6 − f7 , (3.14)

and

0 = f3 + f5 + f7 − f6 − f4 − f8 . (3.15)

The fourth equation is given by assuming the bounceback boundary condition in

the direction normal to the boundary [211]:

f1 − f eq1 = f2 − f eq2 . (3.16)

This will close the system of equations that can be solved for three unknown dis-

tribution functions and velocity. Figure 3.10, shows the velocity components for a

fluid flowing in a slit of width 22 lu under a constant pressure boundary condition.

While using velocity boundary condition could be potentially useful for in-

vestigating the entry length effect, its implementation with simple LBM could raise
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some difficulties. Using constant velocity at the boundaries in the simple com-

pressible model will cause the system to not conserve the mass. A combination

of pressure boundary condition and velocity boundary condition may alleviate this

problem, but the velocity and density at the inlet and outlet must be different [187].

In addition, since there is no direct mapping between the macroscopic evolution of

the flow velocity and particle distribution function in LBM, implementing veloc-

ity and pressure boundary condition is not straightforward [106]. For example, to

implement velocity boundary condition, one has to translate the velocity into the

particle distribution functions at the boundaries. While macroscopic velocity and

density are easily calculated from particle distribution functions (see Eqn.3.1 and

Eqn.3.2), the reverse procedure is more complex.

3.2.3.5 Gravitational body force

An alternative and more simple approach for introducing a force to make a

fluid flow is applying a gravity force as a driving force. The lattice Boltzmann

equation with a force term is given by [72]:

fα(x+ cα, t+ 1) = fα(x, t) + Ωc,α(x, t) + Fα . (3.17)

The following formulation for the forcing term, Fα, were proposed by two groups

independently [119, 39, 105] and were adapted in all our simulations:

Fα = wα

[
(cα − u∗)

c2
s

+
(cα · u∗)cα

c4
s

]
· F . (3.18)

Here, cα is the microscopic velocity in α-direction. w0 = 1
3
, w1,...,6 = 1

18
and w7,...,18 =

1
36

. cs is the sound velocity on the lattice and is equal to 1/
√

3. Equilibrium velocity,

u∗, is equivalent to fluid velocity and is given by: ρu∗ =
∑

α cαfα. F = ρg is the

body force density, where g is the acceleration due to F [72]. To avoid stability

problem and to make sure that the flow is always laminar, a small value of g = 10−8

was used in all our simulations.

3.2.4 Permeability calculation from LBM

By choosing the right boundary conditions and applying an appropriate driv-

ing force, LBM solves for local velocity field. At the microscopic scale, particles

are propagated between nodes and are collided with each other on the nodes where

particle distribution functions are averaged at each time step resulting in macro-

scopic density and velocity. The local velocities are then volume averaged before

being applied in Darcy’s equation for calculating the permeability of the structure.
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Figure 3.10: Local velocity components in a slit of width 22 lu by implementing
pressure boundary conditions.

3.3 2D, heterogeneous porous media

3.3.1 Microporosity significance

To investigate the significance of microporosity on the permeability, some sim-

ple yet useful 2D model structures were constructed as binarised images. Figure 3.11

shows one example in which a 2D channel is parallel to a porous matrix region. The

porous matrix was generated by randomly assigning solid pixels (shown in black)

until the required porosity was reached. Local velocity components, calculated by

LB simulation, have been superimposed on the figure. The no-slip boundary condi-

tion was applied on all solid boundaries and using the periodic boundary condition

in the flow direction guaranteed the infinity of the domain in that direction. Navier-

Stokes equations were solved in both free-flow and porous regions, resulting in the

continuity of the velocity profile at the interface (see Fig. 3.11). An interesting point

in this figure is the deviation of velocity parabola towards the interface (shown by

a red rectangle in Fig. 3.11). The existence of low permeable region has caused the

infiltration of fluid, flowing freely in the channel, into the porous-matrix and con-

sequently the asymmetry of the velocity profile in the channel. This velocity shift

corresponds to the slip-flow hypothesis of Beavers and Joseph [24], which would be

more significant for higher porosities of porous matrix.

To quantify the effect of porous matrix on the flow through the channel and on

the whole system, similar structures as shown in Fig. 3.12 with different porosities

and connectivities for porous matrix and two different channel widths were built.

Similar to Fig. 3.11, the medium is a binarised image. First a porous matrix region
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Figure 3.11: Porous matrix overlaid by a channel representing a dual-scale porous
media (top). The bottom subfigure shows a zoomed section of the model (stretched
for better visualisation). The light blue rectangle indicates a region where negligible
infiltration occurs and the velocity profile remains parabolic whereas in the region
shown by red rectangle, due to the infiltration of the fluid from the channel into the
porous matrix, the velocity profile deviates from a symmetric parabola.
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Figure 3.12: An illustration of a 2D model structure with a channel of width 19 lu
and length of 100 lu. Model is discretised on 200×100 lattices.

of length 200 pixels and width of 100 pixels was generated by random positioning of

solid pixels between two solid walls. Then, a channel of required width was placed

in the middle of the medium by converting all covering pixels into pore pixel. In all

cases, incompressible lattice Boltzmann method with gravitational body force was

applied to simulate fluid flow and to obtain the velocity field. Effective permeability

of the whole system was then calculated using Darcy’s law.

To calculate the hydraulic conductivity of the channel, a parallel plate model

[179] was considered for which an exact analytical solution exists and yields the

well-known “cubic law” [202]. For a channel with aperture h, width W and length

l, subjected to a differential pressure in x-direction and no-slip boundary condition
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on its walls, the analytical solution for pressure and velocity are given by [201]:

P (x) = Pi −
x

l
(Pi − Po) , (3.19)

u(z) =
1

2µ

(
Pi − Po

l

)
z(h− z) , (3.20)

where P is pressure, u is velocity and µ is the viscosity of the fluid. Integrating the

velocity across the channel from z = 0 to z = h results in the total volumetric flux:

Qx = −Wh3

12µ

(
Po − Pi

l

)
. (3.21)

Darcy’s law for flow through porous media with cross sectional area A = Wh and

in one dimension is expressed as:

Q = −KWh

µ

(
Po − Pi

l

)
. (3.22)

From Eqn.3.21 and Eqn.3.22, the permeability of the channel can be derived as:

K =
h2

12
. (3.23)

Figure 3.13 shows the dependency of the normalised permeability of the chan-

nel and the whole system on the normalised permeability of the porous matrix for

two channel width. The value K is the effective permeability of the system including

permeable matrix and channel, K0 is that of the whole system under the assump-

tion of impervious matrix, Kp is the permeability of the porous matrix and Kc is

the channel permeability calculated from cubic law (Eqn.3.23). The ratio K/K0

could be used as an indication of error caused by the assumption of the impervious

porous matrix. It is clear that even for Kp/Kc < 10−4 there would be an error in

calculating the effective permeability of the whole system. This finding highlights

the importance of micro-porous regions on the flow properties of dual-scale poros-

ity media and disagrees with the results of previous studies [83, 109] that neglected

the effect of a permeable matrix for Kp/Kc<10−4. According to Fig. 3.13, for the

channel of width 11 lu, incorporating the permeable matrix could nearly double

the calculated effective permeability of the whole system when the ratio Kp/Kc

increases to 10−1. Compared to the wider channel, h = 19lu this effect is more

evident for channel of width 11 lu where the proportion of the porous matrix in-

creases. These numerical experiments, although simple, justify the incorporation of

micropores in the permeability calculation of dual-scale porosity medium.

It is worth mentioning that the 3.13 tries to highlight the significance of

microporosity on the effective permeability of the whole system and not essentially

the coupling of Darcy and Stokes equations at the interface of the porous matrix
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Figure 3.13: Microporosity significance for model structures with channel width
of 11 and 19 lu. The value K is the effective permeability of the system including
permeable matrix and channel, K0 is that of the whole system under the assumption
of impervious matrix, Kp is the permeability of the porous matrix and Kc is the
channel permeability calculated from cubic law.

and the channel. Stokes equations were solved to calculate K, K0 and Kp. For

calculating the effective permeability of the whole system, K, if two systems (channel

and porous matrix) perfectly act in parallel, arithmetic averaging could give an

estimate but it overestimates the effective permeability. Geometric averaging would

be a better choice for such systems.

3.4 Permeability estimation

While image-based computation of permeability of porous media using LBM

is interesting, it remains computationally expensive for large 3D volumes and partic-

ularly when a large number of computations is required. In such a case, estimating

permeability based on some morphological and topological properties is of great use.

Below, the concept of the characteristic length as a good estimator of permeability

is introduced. It will then be used as a qualitative measure for investigating the

effect of microporosity on the effective permeability.
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3.4.1 Characteristic length

Due to the broad interest in transport properties of porous media, there has

been a huge effort to relate the permeability, as a macroscopic property, to either

the geometrical [41] or hydraulic properties [166] of the porous materials. This

section briefly describes various models which relate permeability to the squared

value of some characteristic pore diameter.

3.4.1.1 Kozeny-Carman equations

first proposed by Kozeny [100] and later modified by Carman [41], the Kozeny-

Carman (KC) equation is typically used to calculate the pressure drop of a fluid

flowing through a packed bed of spherical grains. The KC equation assumes a

porous medium as a bundle of capillary tubes and is developed from Poiseuille’s

equation for laminar flow. Its formula for estimating permeability is:

K =
φ(Vp/S)2

2α
, (3.24)

where φ is the porosity of the porous medium and Vp and S are the volume and

the surface area of the pore space, respectively. The ratio Vp/S is considered as a

hydraulic radius which provides a pore length scale and α as the tortuosity of the

medium and could be related to the formation resistivity factor by:

φ

α(φ)
=

1

F (φ)
. (3.25)

On digitised image, which has been already discretised, φ and Vp/S could be ob-

tained by counting the number of voxels and faces on the image [32, 11], although

due to digital representation of objects some corrections are needed to be applied

[117, 9].

Following the KC equation, more models were proposed which relate the per-

meability to a hydraulic radius (the pore volume divided by the pore surface area)

and porosity. [137] and [195] established a relationship between formation factor,

F , and tortuosity, α and proposed an equation for permeability as follows:

K =
(rh)

2

cfF
, (3.26)

where cf is a shape factor, a dimensionless number between 1.7 and 3.0, rh is

hydraulic radius and K is the permeability.

3.4.1.2 Katz and Thompson relationship

An alternative approach for permeability estimation is to implement perco-

lation concepts to define a characteristic length for the permeability in random
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porous media. Based on the percolation arguments, [5] suggested that transport

in a porous medium with broad distribution of conductances is controlled by those

conductances which are greater than a characteristic value. Following this concept,

Katz and Thompson proposed a relationship for absolute permeability of rocks [84]:

K = ck(lc)
2(σeff/σf ) , (3.27)

where lc is some characteristic length of the pore space, σeff is the conductivity of

the rock saturated with brine of conductivity σf and ck is a constant on the order of

1/226 that depends on the pore size distribution. While more recent works suggest

different values for ck [20, 108, 161], slow variation of this parameter across a broad

range of pore shapes and pore size distribution in Katz and Thompson, makes

this relationship as a robust predictor of permeability [9]. By conducting mercury

intrusion test on a set of 50 rocks with permeability range from 5 microdarcies to 5

Darcies, Katz and Thompson showed that the lc corresponds to the inflection point

of mercury injection curve. Similar to Eqn.3.26, Katz and Thompson equation

relates the permeability to square of a characteristic length.

While correlating the permeability with other physical properties such as elec-

trical conductivity [203] and nuclear magnetic resonance (NMR) response [87, 88,

86] have also been considered, the permeability estimates based on a characteristic

pore length, lc, was found to be the most reliable [9]. In this thesis, we calculate and

use lc as a good measure of the permeability on digitised image of model structures.

3.4.1.3 Mathematical formulation

To calculate lc on digital images, pore size information is needed. Describing

the morphology in terms of basic geometrical quantities, such as inscribed spheres, is

one technique which is implemented by [9] to compute pore size distribution for the

four 4803 sandstone tomograms. In this approach, a covering radius corresponding

to an opening size in the standard mathematical morphology is assigned to each

point in the pore phase. Associated with the diameter of the largest sphere that

can pass through the pore phase from the inlet to the outlet, lc is defined by the

percolation threshold of a non-wetting phase during a drainage experiment [9]. In

other words, lc corresponds to the largest percolating cluster of the non-wetting

phase.

Using the language of mathematical morphology, the dilation of a pore phase

domain A by a spherical element B of radius lc is the set covered by all translations

of Blc centered in A

A⊕Blc = ∪r∈A,s∈Blc
(r + s) . (3.28)
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The erosion is the dual operation corresponding to dilation of the complement Ac

of A and represents all points in A not covered by a sphere Blc centered out of A

via

A	Blc = (Ac ⊕Blc)
c . (3.29)

The connected cluster is defined when (A 	 Blc) first percolates and the resultant

domain after opening is given by (A	Blc)⊕Blc [9, 169].

Argued by Katz and Thompson [84], lc could be measured from mercury

intrusion measurements. Alternatively, the drainage process could be simulated

for measuring lc. Considering all possible invading sphere radii, Hilpert and Miller

proposed a pore-morphology based approach which results in complete mercury

intrusion capillary pressure curve [75]. The maximal of the pore size distribution

from simulated mercury intrusion corresponds to the value of lc [9].

3.5 3D, heterogeneous porous media

For bimodal porous media, it would be useful to understand the significance

of each pore type on the fluid flow prior to attempting to couple them. To show the

effect of microporosity on the effective permeability, ten 4-phase model structures

with GRF fraction of 0.0, 0.2, 0.3 · · · 1.0 were made while the particle density

in both Boolean model 1 and 2 kept fixed in all of them. GRF fractions 1.0 and

0.0 correspond to pure micro and pure macro, respectively. As detailed before

and depicted in Fig. 2.6, heterogeneous models were generated by combining two

Boolean processes, which were spatially separated by a cut through a Gaussian

random field. While the ratio of micro-to-macro porosity was controlled by adjusting

the level cut, an attempt was made to have a sufficient contrast in the permeability

of micro- and macro-phase. The parameters of Boolean models are summarised in

Tab. 3.1. Boolean model 1 forms the micro-porous phase whereas Boolean model

2 constitutes the macro-pores and there is an order of magnitude difference in the

permeability of constituting Boolean models.

Table 3.1: Characteristics of Boolean models used for making bi-modal porous
media D-G.

Particle model Particle Particle Critical Kz (D)

diameter (lu) fraction length (lu)

Boolean Model 1 12 0.5 8 0.871

Boolean Model 2 24 0.4 20 8.08

Compared to 2D simulations, the calculation of permeability on 3D model

structures using LBM is more expensive. For this reason, a characteristic length as



3D, heterogeneous porous media 45

0 0.1 0.2 0.3 0.4 0.5
0

2

4

6

8

10

φ

l c, l
u

 

 

Micro−only

Figure 3.14: The relation between critical length and porosity for micro-phase in
bimodal porous media with GRF fraction of 0.0, 0.2, 0.3 · · · 1.0.

a good estimate of permeability is used to show the significance of microporosity

and screening the right models for coupling micro- and macropore in the following

chapters.

3.5.1 Microporosity significance through critical diameter analysis

Defined as the maximum diameter of spheres that can penetrate through the

porous medium from the inlet to the outlet, the critical diameter (or critical length)

for each micro- and macro-phase was calculated separately and the results are shown

in Fig. 3.14 and Fig. 3.15. For each GRF fraction, 10 realisations were built and the

error bars in these figures show the variation in critical length, while the variation in

porosity is negligible. As can be seen in Fig. 3.14, the critical length of micro-phase

is zero at GRF fraction of zero. By adding more microporosity into the system, the

critical length increases to 8.0 lu at porosity 0.5. This point corresponds to Boolean

model 1 in Tab. 3.1. Similarly, as the fraction of macro-phase increases or the GRF

fraction decreases, the critical length of macro-phase increases (see Fig. 3.15) and

finally reaches to about 20 lu at porosity 0.6, corresponding to Boolean model 2 in

Table 3.1.

The effect of microporosity is clearer in Fig. 3.16, where the critical length

of pore phase (micro + macro) versus porosity has been plotted. Again, the error
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Figure 3.15: The relation between critical length and porosity for macro-phase in
bimodal porous media with GRF fraction of 0.0, 0.2, 0.3 · · · 1.0.

bars show the standard deviation for 10 realisations at each GRF fraction. An

interesting aspect of this figure is the intersection of the critical length curves for

pure micro and macro-phase. Considering first the percolation properties of the

individual components of the 4-phase composite, for porosities larger than this 52%

(or a GRF fraction of the macro-porous phase of 20%), the critical length of the

macro-phase is larger than that of the micro-phase, suggesting that permeability

will start to be controlled by the macroporosity from this point. For the combined

pore space (micro + macro) at a GRF fraction of about 50% (φ = 0.55), the critical

length of the system closely follows the critical length of the macro-phase, while for

smaller porosities the critical length of micro-phase is expected to be the controlling

parameter for flow. At porosity 0.51, for instance, the critical diameter of pore

phase is about 9.43 lu which is closer to that of micro-phase (lc = 7.9 lu) rather

than macro-phase (lc = 2.95 lu). As expected, the critical length of pore phase

approaches the critical length of micro-phase at porosity 0.5 and macro-phase at

porosity 0.6 (Fig. 3.16).

There are some important points about the critical length as follow:

• The conclusion drawn based on the characteristic length in 3.16 will still be

true if the total porosity is low. However, image-based calculation of the

critical diameter is limited by the resolution of the image.
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Figure 3.16: The significance of microporosity on fluid flow through critical length.

• Based on the definition of the critical length, mentioned earlier, the same

concept can still be used when neither of macro- and micro-porosity per-

colate. In such a case, the critical length (diameter) and consequently the

permeability of each individual pore type will be zero while for the pore

phase (micro + macro), the combined critical length should be considered.

• Implementing the concept of critical length as a good estimate of perme-

ability for showing the significance of microporosity is reasonable however,

it remains qualitative. Below a flux analysis technique is described and

implemented to quantify the effect of each pore type on fluid flow.

3.5.2 Flux analysis

To investigate the effect of micro-porosity on the fluid flow in the dual-scale

porous media, the relevant flow equations combined with separate tracking of the

fluxes in the different pore systems is considered. By definition, flux is the rate

of flow of a property per unit area with a dimension of [quantity].[time]−1.[area]−1

[33]. Vector flux is defined as follows:

q =

∫ t2

t1

{
j · n̂ dA dt , (3.30)
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Figure 3.17: An illustration of procedure for volumetric flux.

where the surface integral of scalar flux j, over a surface, followed by an integral over

the time duration t1 to t2, gives the total amount of the property flowing through

the surface in the time (t2 − t1). The result of this operation is simply called the

surface integral of the flux. Here, we are more interested in volumetric flux which

similarly accounts the amount of fluid flowing per second out of a volume element.

It could be calculated by multiplying the fluid speed by the perpendicular area

through which the fluid flows (Fig. 3.17).

Dividing the pore space into macro-pores and micro-pores, the total amount

of the flux flowing through the pore space is the sum of the fluxes through these

regions. It can be easily extended to account all phases existing in the region of

interest. Having the local velocities at each elementary cell (voxels in 3D image),

the average velocity through each region is given by:

ul = 〈u(i, j, k, l)〉 =
1

Nl

∑
k

∑
j

∑
i

u(i, j, k, l) , (3.31)

where, subscript l refers to a specific region and Nl is the number of voxels consti-

tuting each region. With Nt = total number of voxels, the permeability can then be

written as for incompressible fluids. The permeability of each region is calculated

using Darcy law :

Kl =
ulµ

∇p
Nt . (3.32)

Here, µ is dynamic viscosity and ∇p is the pressure gradient across the domain.

3.5.2.1 Microporosity significance through flux analysis technique

Analysing the results depicted in Fig. 3.16, help us to choose the right mod-

els for more quantitative investigation of the microporosity effect on the effective

permeability. From 10 models explained above, four models D, E, F and G corre-

sponding to GRF fraction of 0.2, 0.6, 0.8 and 0.9 respectively (see Tab. 3.2) were
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Table 3.2: Results computed from LBM and following flux analysis technique on 3D
heterogeneous model structures D – G (all permeabilities are reported in Darcy).

Models Size Kz0,micro Kz0,macro Kz,micro Kz,macro Kz,LBM Kz,LBM / Kz0,macro

D 4003 0.033 5.011 0.269 5.45 5.719 1.14

E 4003 0.309 1.16 0.651 1.901 2.552 2.20

F 4003 0.534 0.183 0.777 0.752 1.529 8.36

G 4003 0.686 0.031 0.829 0.331 1.16 37.4

selected for permeability calculation. It should be noted that, in all these models,

not only percolating clusters exist in both microporosity and macroporosity, these

two pore type are well interconnected.

We used label fields distinguishing micro- and macro-porous regions to ana-

lyze the local velocity fields obtained by the lattice Boltzmann method according

to Eqn. 3.31. The computations were carried out on 10 realisations where the

average values for permeabilities is given in Table 3.2. Micro and macro subscripts

indicate two pore types whereas Kz0 is the permeability of each pore type when

the other is considered as impermeable. In the case of interconnectivity between

micro- and macro-pores, Kz,micro and Kz,macro is calculated based on the flux track-

ing technique. Kz,LBM is the summation of Kz,micro and Kz,macro and serves as ”true

solution” to be compared with results from MLBM described in chapter 5. As the

fraction of microporosity increases, its effect on the whole permeability becomes

more significant. For example, Kz,LBM / Kz,macro for model D is 1.05, while this

ratio for model G increases to 3.5, highlighting the significance of microporosity in

this model. Defining the percent error as:

δ =
Kz,LBM −Kz,macro

Kz,LBM

× 100 , (3.33)

the exclusion of micropores in permeability calculation will result in errors of 12.38%,

54.45%, 88.03% and 97.33% for models D, E, F and G respectively.

The results are also shown in Fig. 3.18 where the significance of each individ-

ual pore type on the effective permeability is evident. Interestingly, permeability

results shown in this figure for micro-, macro- and pore phase, which is the com-

bination of micro and macro, is consistent with the results shown in Fig. 3.16 for

critical length, highlighting the merit of critical length for permeability estimation.
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Figure 3.18: The significance of microporosity on effective permeability calculated
by LBM and flux analysis technique for models D, E, F and G with total porosity
0.58, 0.54, 0.52 and 0.51, respectively.



CHAPTER 4

PORE SCALE MODELING: TWO PHASE FLOW

As an extension to single phase flow in the previous chapter, this chapter

considers two-phase flow simulations. First, the experimental and the numerical

techniques for mapping the saturation distribution in porous media are reviewed.

A pore morphology-based approach, which was used for partially saturating the

models, is then explained and implemented on some selected model structures.

Finally, the significance of the effect of microporosity on the effective permeability

of the wetting phase is investigated through critical diameter and permeability

calculations.

4.1 Two phase fluid distribution in porous media

Simulating fluid flow in a complex geometry such as a porous medium is a

non-trivial task particularly when multiple phases share the existing pore space.

Much of this difficulty arises from the complex pore structure, rock-fluid and fluid-

fluid interactions. In contrast to single phase flow properties, which are mainly

controlled by the topology and morphology of the pore structure, multi-phase flow

properties are also affected by the saturation of occupying fluids and how they are

distributed in the pore space. At the reservoir scale, the physics of multiphase

fluid flow is captured by introducing constitutive relations, relative permeability

and capillary pressure curves, into the reservoir simulators. While the capillary

pressure-saturation relationship defines the distribution of fluids in the reservoir,

the effective permeability of each fluid at any particular saturation is controlled by

relative permeability functions. At the pore scale level and especially for image-

based fluid flow simulation, an accurate mapping of fluid phases is required as a

crucial part in the pore scale modeling of multi-phase fluid flow. It is also essential

for quantification and proper homogenisation of micro-phase, which is the ultimate

goal of this thesis and is described in chapter 5.

With this in mind, experimentalists have tried to obtain a better insight

into the pore scale physics of fluid distribution and modelers put many efforts
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[a] [b]

Figure 4.1: Three-phase fluid distribution in strongly water-wet glass micromodel
for [a] negative spreading coefficient and [b] positive spreading coefficient. (Fig. 1
from [57])

on simulating displacement processes at the pore scale to reproduce experimental

observations.

4.1.1 Experimental imaging of multiple fluids in porous media

By constructing glass micromodels and performing different displacement ex-

periments, [181, 131, 57] have attempted to visualize and better understand the pro-

cesses which control the distribution of fluids in the pore space. [131] investigated

the waterflood residual oil recovery after tertiary gas flooding for both positive and

negative spreading coefficients. Similar experiments were performed by [57] and the

results are shown in Fig. 4.1. Studying nonaqueous phase liquid (NAPL) movement

[85, 207] and three phase capillary pressure-saturation relationship [181] is another

example of the application of micromodels. Although simple, they helped to im-

prove the theoretical background of current pore network models. Two dimensional

light transmission methods (LTM) have also been used for studying multiphase

flow in natural porous media [50]. Since both micromodels and LTM are in 2D, the

connectivity of the pore network in 3D can not be captured. Computing relative

permeability functions at the pore scale requires more quantitative representation

of fluids distribution and their connectivity in porous media at 3D.

The emergence of 3D imaging techniques provided better visualisation of fluid

distribution in porous media. [129] developed a photoluminescent volumetric imag-

ing (PVI) technique to visualise and quantify multiphase flows and interface be-

haviour in a transparent porous medium system. By using laser scanning confocal

microscopy (LSCM), [63] statistically characterised the microgeometry of both nat-

ural and engineered porous materials. More recent advances in X-ray computed
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[c] [d]

Figure 4.2: Sections of tomograms (top row) and segmented tomograms (bottom
row) showing three-phase fluid distribution in Bentheimer sandstone for [a, c] neg-
ative spreading coefficient and [b, d] positive spreading coefficient. In segmented
images, gas is shown in black, oil in red and water in blue. (Fig. 4-4 and Fig. 4-6
from [58])

tomography (CT), as the non-intrusive and non-destructive methods, received sig-

nificant attention in the study of displacement processes mechanisms [52, 128] and

various multiphase processes [45, 17]. Although these are promising, the poor res-

olution of CT images limit their application in quantitative analysis of multiphase

fluid distribution in real rock materials. X-ray microtomography offers orders of

magnitude higher resolution than CT and the potential of this technique for imag-

ing multiple phases has been proven for sandpacks [4, 167] and more recently for

some real rock materials [104, 103, 57]. Fig. 4.2, shows the distribution of three

fluids in Bentheimer sandstone captured by µ-CT [57]. Having segmented the fluids

into gas, water and oil, it is now possible to compute multiphase flow properties

directly on the image.
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4.1.2 Numerical modeling

Despite significant progresses in the field of experimental imaging, mapping of

multiphase fluid distribution is not a trivial task and comes with some uncertainties.

For example, in a three-fluid system of water, oil and gas and for a positive spreading

coefficient (see Fig. 4.2), the oil phase forms a film between water and gas phase

[57]. Resolving this oil film where its thickness is less than the resolution of the

image is very difficult, if not impossible. In addition, to preventing disturbance

to the capillary equilibrium of the system and consequently the distribution of the

phases in the core prior to imaging, one needs to implement dynamic imaging of

the steady state flow [79]. In this technique, the flow cell is mounted on the CT

scanning set up where flooding and imaging are performed simultaneously.

The goal of this thesis is to develop a method to upscale relative permeability

curves from the pore scale. Simulating fluid distribution is helpful, if one wants

to understand how to upscale. As an alternative to the experimental methods

mentioned above the modellers tried to simulate physical processes which control

the fluid distribution in the porous media. In the following section, three numerical

methods are briefly introduced.

4.1.2.1 Simulated annealing

After formulation of simulated annealing (SA) as an optimisation algorithm

by Kirkpatrick and coworkers [93], this method has been used by some researchers

to find the equilibrium distribution of fluid phases in porous media. Having an

analogy with annealing processes in solids, simulated annealing provides a frame-

work for optimising the properties of complex systems. Knight et al. implemented

a SA technique to drive microscopic fluid distribution in porous media [99]. Based

on the assumption that the interfacial free energy governs the distribution of the

fluid phases, they determined the fluid phase distribution which corresponds to the

minimum total interfacial free energy of the system. They used three numerical

methods to determine the distribution of two phases (water vapor and liquid water)

for a 2D pore space model acquired from a digitised thin section image of a rock.

In the first two methods, all the pore space elements are either vapor or liquid el-

ements where the initial total interfacial free energy includes only the solid/vapor

or solid/liquid interfaces, respectively. At each time step, one vapor element is se-

lected to be replaced by a liquid element or vice versa in such a way that the total

interfacial free energy of the system is minimised. This procedure is repeated until

the required saturation is obtained. Although simple, these methods could produce

fluid distribution close to the equilibrium configuration. However, simplistic single
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element algorithm in these two methods results in metastable configurations. The

third method which was based on SA, showed to be a robust method for produc-

ing the minimum possible free energy configuration [99]. The SA method used by

[99], was later extended to three dimensions to examine the distribution of water

and air in the wet unsaturated sphere packs [177] and real sandstone pore spaces

[30]. Recently, [142] implemented the SA technique for two distinct problems. A

hybrid method was proposed for solving an inverse problem associated with the

reconstruction of three dimensional microstructures from 2D SEM cross-sectional

images. The reconstructed sphere packs generated by this methodology were then

used for determining the fluid spatial distributions.

4.1.2.2 Pore morphology-based approach

Hazlett developed a network model for simulating drainage and imbibition

processes by utilising an assemblage of inscribed spheres [74]. This heuristic ap-

proach was tested for reproducing capillary dominated displacements on mixed wet

network models extracted from micro-images of real reservoir rock samples. An oil-

water spatial distribution in a Berea sandstone, resulted from this approach, was

exported into a lattice Boltzmann method for flow modelling. Although the simu-

lation domain was quite small, the end-point oil relative permeability calculated on

a sample of size 2563 was in reasonable agreement with that measured on core-scale

Berea samples of similar porosity.

In a similar work to [74], Hilpert and Miller developed a quasi-static method

for simulating drainage in a porous medium [75]. Based on the concepts of mathe-

matical morphology, this approach simulates the drainage curve in three consecutive

steps: erosion, a connected component analysis and dilation. The method was used

for simulating the capillary pressure curve of a random sphere pack, where the re-

sults were in good agreement with experimental data, especially in the horizontal

part of the curve.

More recently, [144] proposed a novel application of the level set method

[133, 170, 59] for accurate determination of critical curvature for throat drainage and

pore imbibition. Through the solutions of the level set model equations for model

porous media and imaged geometries of real rocks, [144] showed that this method

can also handle the merging and splitting of multiple menisci, which is of particular

importance in “snap-off” of the non-wetting phase at the pore level. While only

asymptotic solutions were considered by [144], they argued that the model can be

used for dynamic interface tracking. An algorithm developed by these researchers,

called progressive quasi-static (PQS) algorithm, was later implemented by [171] to

simulate drainage process in Fontainebleau sandstone and dolomite samples. The
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fluid phase configurations were then used to compute relative permeability of each

phase using a single phase LBM.

4.1.2.3 Lattice Boltzmann method

The ability of lattice Boltzmann methods to simply incorporate interfacial

tension and surface tension has made them as an interesting choice for simulating

fluid distribution in the porous media. The colour-gradient model [159, 71, 107]

and Shan and Chen model [173, 174, 78] are the most used models for this purpose.

Coles and co-workers [45] imaged a partially saturated sandstone rock at resolution

of 30 µm using synchrotron X-ray tomography. The imaged fluid distribution com-

pared with that simulated by lattice Boltzmann technique and a network model. A

modified colour-gradient LBM was used to simulate the drainage process and the

results showed an exceptional agreement with the imaged fluid distribution. Be-

cause of computational demand of LBM, the displacement process was carried out

at capillary number of approximately 5 ∗ 10−5 compared to NCa = 4 ∗ 10−7 in the

laboratory experiments. For the network model, although the water saturation was

lower than that observed in the experiment, the pore level fluid distribution was

similar. [186] used a Shan-and-Chen multicomponent, multiphase LBM to simulate

wetting and non-wetting phase configurations on the image of a porous medium

composed of packed quartz sand grains. The results were then validated against

data acquired from cone-beam X-ray microtomographic images for oil, water and

air distributions, showing consistency for both macroscopic and microscopic scales.

4.1.2.4 Discussion

Applying simulated annealing for determining the spatial distribution of mul-

tiple phases is based on the assumption that those phases are in complete equi-

librium. Although this may be reasonable at low saturations, it is impossible to

simulate drainage and imbibition processes [30]. One possible solution for that could

be the modification of the SA algorithm to account for the fluid movement and re-

distribution at the low water saturations [176]. Pore morphology-based approaches

or random percolation models [135] proposed by Hilpert and Miller [75], have re-

ceived a lot of attention for simulating spatial fluid distributions. They assume a

strongly wetting system with no trapped or irreducible wetting phase. Although

it overpredicts Sw in the range of high capillary pressure, a limitation that lattice

Boltzmann does not have, it is less computationally expensive compared to the

lattice Boltzmann method. Kumar tested the applicability of capillary drainage

transform (CDT) algorithm, which is based on the Hilpert and Miller method, for



Two phase fluid distribution in porous media 57

different carbonate and sandstones rocks [102]. CDT-based fluid distributions were

also used to calculate the relative permeability curves on Berea sandstone [79]. The

comparison with image-based calculations and a LBM showed an encouraging agree-

ment. Here we adapt the pore morphology-based method for partially saturating

the models.

4.1.3 Drainage simulation on digitised images

To set the saturation, one can use a range of distance maps and their thresh-

olds, including Euclidean distance transform (EDT), covering radius transform

(CRT) and capillary drainage transform (CDT). The Euclidean distance transform

of a given phase assigns to each voxel of each phase the distance of that voxel to

the nearest non-object voxel (Fig. 4.3a). The covering radius transform assigns to

each voxel of a given phase the maximal radius of a sphere, which is completely

contained in the same phase, and can cover the voxel under consideration (Fig.

4.3b). The capillary drainage transform assigns similarly to the CRT to each voxel

the largest radius of a sphere which can cover it. However, an additional condition

is that the covering sphere must be able to reach the voxel of the interest from the

inlet, moving through the same phase (Fig. 4.3c).

We implement the concept of CDT, described by [75] for simulating the

drainage process. The process is similar to a mercury intrusion capillary pressure

(MICP) test [53], in which capillary pressure is increased step by step allowing in-

vasion of smaller pores by non-wetting phase. On the digitised image, however, the

intruding elements are generally spheres whose diameter are related to the capillary

pressure via Young-Laplace equation given by:

Pc =
4σ

ds
, (4.1)

where Pc is the capillary pressure, σ is the interfacial tension and ds is the diameter

of the intruding sphere. At each step, the volume of overlapping spheres represent

the non-wetting phase saturation at that capillary pressure. As capillary pressure

increases or the diameter of intruding spheres decreases, more wetting phase is

drained out by invading non-wetting phase, resulting in an increase in the non-

wetting phase saturation.

Fig. 4.3d, depicts an example of this process for one saturation point where

pores with CDT value greater than four voxels are invaded by non-wetting phase,

shown in white colour. Reducing the radius of intruding sphere will result in invasion

of smaller pores in the next steps. The same procedure was followed for partially

saturating the porous media in this study.
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[a] [b]

[c] [d]

Figure 4.3: 2D cross-sections of different distance maps calculated on an image of
Bentheimer sandstone: [a] Euclidean distance transform (EDT), [b] Covering radius
transform (CRT) and [c] Capillary drainage transform (CDT). [d] An example of
drainage process simulation in which all pores with CDT values greater than four
voxels have been drained by non-wetting phase (shown in white). All models are
discretised on 4003 lattice with voxel size of 2.9 µm.

4.2 Relative permeability calculation

Of particular interest to this study is the examination of the effect of micro-

porosity on the relative permeability functions. Similar to single phase flow, lattice

Boltzmann method has received much attention for two-phase flow simulation at

the pore scale. Both color gradient models [69, 71, 152, 159] and Shan-Chen models

[78, 116, 134, 173, 174] showed an excellent capability for this purpose but come

with an intensive computational cost. The other difficulty for applying multiphase

LBM is choosing the right initial conditions for distributing the fluids in porous

media. Simulating the spatial distribution of fluids requires pore scale information

of wettability, as a priori knowledge; a condition which has not been satisfied so far

at least for mixed-wet conditions.

A significant simplification for calculating relative permeability is to consider
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only one phase flowing at a time and to assume the other phases immobile. In other

words, for a two-phase fluid system consisting of water and oil, for example, when

we solve for permeability of water phase, the oil phase is considered as solid phase

and vice versa. By doing this for each phase, one can follow the same method-

ology outlined earlier for single phase LBM in calculating absolute permeability.

This procedure is then repeated sequentially for all phases to calculate the relative

permeability curves [66, 82].

As mentioned in the previous section, we simulate the drainage process for

partially saturating the model structures. At each saturation point, the single phase

LBM is run for wetting and non-wetting phase separately. The effective permeability

of phase i, ke,i, is obtained from Darcy’s law:

ke,i = −µi〈ui〉
〈∇p〉

, i = w, nw. (4.2)

Again here µ is the dynamic viscosity, u is the local velocity calculated from LBM

and p is the pressure. The relative permeability of phase i, kr,i, is then calculated

by dividing the effective permeability, ke,i, by the absolute permeability, K:

kr,i =
ke,i
K

. (4.3)

4.3 Heterogeneous porous media

In section 3.5, the effect of microporosity on single phase fluid flow in bimodal

porous media was investigated using model structures. Ten models with GRF

fraction of 0.0, 0.2, 0.3, · · · , 1.0 with 10 realisations for each model were made

and the contribution of microporosity to fluid flow was studied by measuring the

critical diameter of the pore space in both micro and macropore regions. Using

3D heterogeneous models built for single phase flow, in this section we show the

significance of the microporosity on the effective permeability of the wetting phase

for the whole range of saturation. A drainage process is simulated for distributing

the wetting and the non-wetting phase.

4.3.1 Drainage process simulation

For two phase flow simulations, seven models with different GRF fractions

were selected including GRF0 and GRF100, as pure macropore and pure micropore

model respectively and GRF50, GRF60, GRF70, GRF80 and GRF90. Again for

each GRF fraction, 10 realisations were considered. As detailed earlier in section

4.1.3, different threshold values were applied to the CDT map of the pore phase to

acquire specific saturations. Fig. 4.4 shows an interface of GRF0 and GRF100 in



60 Pore scale modeling: two phase flow

[a] [b]

[c] [d]

Figure 4.4: 2D cuts through 3D model structures of GRF0 and GRF100 corre-
sponding to pure macropore and pure micropore, respectively. Solid is black and
wetting and non-wetting phase is shown blue and red. [a] GRF0 in completely satu-
rated state and [b] partially saturated state (Sw = 0.73). [c] GRF100 in completely
saturated state and [d] partially saturated state (Sw = 0.88).

totally and partially saturated state where black, blue and red colours correspond to

solid, wetting and non-wetting phase, respectively. For partially saturating GRF0

and GRF100 model, we start from totally saturated model (Fig. 4.4a and Fig.

4.4c) and by increasing the capillary pressure sequentially, the non-wetting phase

is invading into the model. Fig. 4.4b and Fig. 4.4d correspond to Sw = 0.73 and

Sw = 0.88 on GRF0 and GRF100, respectively.

In contrast to model GRF0 and GRF100, in which only one pore type exists,

two pore types coexist in GRF50-GRF90. Fig. 4.5 shows an interface of model

GRF70 in two saturation states. While the underlying one-level cut GRF controls

the distribution of micropore and macropore regions, the drainage process is sim-

ulated on the 2-phase structure (Fig. 4.5a) where solid phase is in black and pore

phase is in blue. As can be seen in Fig. 4.5b, which corresponds to Sw = 0.57, the
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[a] [b]

Figure 4.5: 2D cross-sections of 3D representations of model GRF70 in two satu-
ration states. [a] Sw = 1.0 and [b] Sw = 0.57. Black is solid, blue is wetting phase
and red is non-wetting phase.

non-wetting phase first occupies the macropores and then the larger pores in the

microporous region.

4.3.2 Microporosity significance through critical diameter analysis

By using the concept of the characteristic length, the effect of microporosity on

the effective absolute permeability was shown in section 3.5. Similar to single phase

fluid flow, the critical length of wetting phase and non-wetting phase is separately

calculated at each saturation on partially saturated models to show the significance

of microporosity. As shown in Fig. 4.4b and Fig. 4.4d, models were partially

saturated and then at each saturation the critical length was calculated for both

wetting and non-wetting phase. This procedure was repeated for all 10 realisations

of each GRF model. Fig. 4.6 shows the relation between the critical length and

saturation for seven model structures. The error bars in this figure correspond to

the standard deviation in calculated lc at each saturation point. As can be seen, the

error associated with lc,nw is more than that for lc,w for the whole range of saturation.

The reason for this has been shown in Fig. 4.7 by schematic representation of critical

length-saturation relationship for ten realisations. The dashed, blue rectangle in

this figure specifies the averaging window at Sw = 0.5 where a large variation in

percolation threshold is observed among different realisations.

Analysing the results shown in Fig. 4.6 reveals some interesting points. In

pure macropore model, GRF0, the maximum value of lc for both wetting and non-

wetting phase is 20 lu (Fig. 4.6a), which coincides with the maximum lc in Fig.

3.15 for macro-only systems. Similarly, for GRF100 as pure micropore model, the

maximum lc is 8 lu (Fig. 4.6g), which again agrees with that in Fig. 3.14 for
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micro-only system. As the fraction of microporosity increases, the maximum lc

for both wetting and nonwetting phase decreases from 20 lu in GRF0 to 8 lu in

GRF100. Another interesting point in Fig. 4.6a-f is the inflection point of curve

lc,w, which corresponds to maximum lc for pure micropore model (Fig. 4.6g). While

in model GRF0, the inflection point is hardly distinguished, it is clearer for models

with higher fractions of microporosity. In addition, the intersection of lc,w and lc,nw

for GRF0 and GRF60 is well beyond the inflection point, highlighting the reduced

significance of microporosity for these models compared to GRF70, GRF80 and

GRF90 where the inflection point is shifted to the right of the intersection.

Fig. 4.6, shows a combined effect of micropore and macropore on wetting and

non-wetting phase flow property. Of particular interest to this study is to investigate

the significance of microporosity on the relative permeability of the wetting phase.

To do this, at each saturation the volume fraction of the wetting phase in micropore

and macropore needs to be determined separately before calculating the effective

permeability of wetting phase in these regions. The following procedure was devised

to decouple the wetting phase saturation in micro- and macropores:

• The CDT map of the pore phase was calculated on the 2-phase structure

(Fig. 4.8 a, d).

• Different threshold values were then put on the CDT map while constrained

by the 4-phase structure (Fig. 4.8 b, e) in which the boundary of micropore

and macropore region was defined by one-level cut GRF model.

While the threshold value sets the invasion of the non-wetting phase, the provided 4-

phase structure defines the distribution of the wetting phase and non-wetting phase

in the micropore and macropore regions. As depicted in Fig. 4.8, this procedure

assigns five labels to the five phases in the partially saturated models. Solid phase

is in black and the non-wetting phase is red in both micro- and macropore region.

The wetting phase in the micropore and macropore is dark blue and light blue,

respectively. Fig. 4.8 shows two different realisations of GRF70. Realisation A, on

the top row, is partially saturated to Sw = 0.57 where the above procedure shows

Sw,micro = 0.52 and Sw,macro = 0.05. For realisation B, at the bottom, the total

water saturation is Sw = 0.83 while Sw,mciro = 0.63 and Sw,macro = 0.2.

The above procedure was followed for all realisations of GRF50, GRF60,

GRF70, GRF80 and GRF90. The results are summarised in Fig. 4.9 in which

the volume fraction of the wetting phase is normalised by the total porosity and

plotted against the critical length of the wetting phase. Shown in this figure, as

the fraction of microporosity increases from GRF50 to GRF90, the difference be-

tween micro and macro becomes more evident. Except for GRF50 and only for
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Figure 4.6: The relationship between critical length and wetting phase saturation
for different heterogeneous model structures including: [a] GRF0 which corresponds
to pure macropore, [b] GRF50, [c] GRF60, [d] GRF70, [e] GRF80, [f] GRF90 and
[g] GRF100 corresponding to pure micropore.
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Figure 4.7: Schematic representation of large variations in the critical length of
non-wetting phase near the percolation threshold.

lc,w > 13.5 in which the volume fraction of the wetting phase in macro is more than

that in micropore region, for all other models the wetting phase is largely stored

in the micropore for the whole range of lc,w. In GRF50, GRF60 and GRF70 cor-

responding to Fig. 4.9 a, b and c respectively, the volume fraction of the wetting

phase in macropore continuously increases with lc,w, while it reaches to a plateau in

micro at lc,w = 8lu. As detailed before for single phase flow simulation, lc,w = 8lu

is the critical length of the pure microporosity system. The effect of micropores

is dominating significantly in GRF80 and GRF90, resulting in near zero volume

fraction of wetting phase in macropore for lc,w < 8lu. Fig. 4.9 clearly shows that

the volume fraction of the wetting phase in micropore region is by far larger than

that in macropores especially for lc,w < 8lu. In addition, the variation in calculated

φw/φt for macropore is bigger than that for micropore, especially for GRF50 and

GRF60.

Knowing the distribution of the wetting phase in micro and macropore, we

are now able to calculate the effective permeability of the wetting phase in each of

these regions, using flux analysis technique described in section 3.5.2.

4.3.3 Microporosity significance through flux analysis technique

Using flux analysis technique, the total flux of the wetting phase computed

on the pore space was post processed to obtain the contribution of each region
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Figure 4.8: A snapshot of the procedure devised for decoupling the wetting phase
saturation in micropore and macropore for two different realisations and saturations
of GRF70 (realisation A on the top row and realisation B at the bottom). CDT
map of pore phase calculated on 2-phase structure for [a] realisation A and [d]
realisation B. Solid phase is in black and the grey colour shows the CDT values.
White colour corresponds to the maximum CDT value. The 4-phase model structure
of [b] realisation A and [e] realisation B. 5-phase partially saturated model of [c]
realisation A and [f] realisation B. Solid phase is black and the non-wetting phase
is red in both micro- and macropore region. The wetting phase in the micropore
and macropore is shown in dark blue and light blue, respectively. All models are
discretised on 4003 lattices.

(micropore and macropore). The calculations were performed on 10 realisations of

each GRF model and the average results are reported in Tab. 4.1. The semi-log

plot of the effective permeability versus total saturation of the wetting phase for five

GRF models is shown in Fig. 4.10. At each saturation point, the LBM was used to

solve the Stokes equations and obtain the velocity field and consequently to calculate

the effective permeability of the wetting phase. As described above, wetting phase

in micro and macropore was indicated with different labels and the post processing

of the total flux resulted in the effective permeability of the wetting phase in micro

and macropore region. Again as the fraction of the microporosity increases, its

effect on the effective permeability of the wetting phase increases. For GRF50 at

Sw > 0.65, for instance, the macropore is dominating and kw,macro > kw,micro while

for GRF60 and GRF70 it happens at Sw > 0.75 and Sw > 0.85, respectively (Fig.

4.10 a, b and c). For GRF80 and GRF90, the effective permeability of the wetting

phase in micro is higher than that in macro for the whole range of saturation (Fig.
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Figure 4.9: The relationship between the volume fraction and critical length of the
wetting phase in micro- and macropore region for models [a] GRF50, [b] GRF60,
[c] GRF70, [d] GRF80 and [e] GRF90. The error bars show the standard deviation
in the calculated φw/φt among different realisations.



Discussion 67

4.10 d and e). Although the effect of microporosity on the effective permeability of

the wetting phase is more significant in GRF70, GRF80 and GRF90, its effect in

GRF50 and GRF60 is not negligible, especially at lower saturations.

Another point which is worth paying attention to in Fig. 4.10, is the variation

of the calculated effective permeabilities at each saturation for micro and macropore

region. The error bars show the standard deviation in kw(Sw) for 10 realisations

of each GRF model and as can be seen it is much smaller for wetting phase in

micropore compared to macropore. This again could be partly related to the REV

concept and shows that we are closer to an REV in the micropore region compared

to the macropore region.

4.4 Discussion

As the significance of the microporosity increases, the error associated with

its exclusion in the permeability calculation increases. Defining percent error as:

δ =
kw,LBM − kw,macro

kw,LBM
× 100 , (4.4)

where kw,LBM is the effective permeability of the wetting phase and kw,macro is the

effective permeability of the wetting phase in the macropore only, one can quantify

the error resulting from the exclusion of the microporosity. Fig. 4.11 shows this

error as a function of total saturation for model structures GRF50 to GRF90. As

expected, at higher saturations of the wetting phase the error is smaller, meaning

that at higher saturations the effect of microporosity on the effective permeability

of the wetting phase is less significant. However, it should be noted that, even for

GRF50 and at Sw > 0.9, the error is more than 20 %. This increases to more than

50 % in GRF80 and more than 70 % in GRF90.
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Table 4.1: The significance of the effective permeability of the wetting phase in
micropore on the total effective permeability of the wetting phase for five partially
saturated model structures. kw,LBM is the effective permeability of the wetting
phase which is a combination of kw,mic and kw,macro.

Sw kw,LBM kw,mic kw,mac

GRF50

0.12 0.0000 0.0000 0.0000
0.30 0.0342 0.0342 0.0000
0.39 0.0893 0.0866 0.0027
0.54 0.2518 0.2056 0.0462
0.63 0.4532 0.2830 0.1702
0.73 0.8442 0.3606 0.4836
0.85 1.6684 0.4602 1.2082
0.98 2.8820 0.5620 2.3200

GRF60

0.14 0.0000 0.0000 0.0000
0.26 0.0053 0.0053 0.0000
0.47 0.1497 0.1444 0.0053
0.62 0.3563 0.3030 0.0533
0.83 1.2329 0.4960 0.7369
0.99 2.5702 0.6442 1.9260

GRF70

0.16 0.0000 0.0000 0.0000
0.45 0.0870 0.0865 0.0005
0.57 0.2267 0.2142 0.0125
0.73 0.5351 0.4273 0.1078
0.83 0.8852 0.5434 0.3418
1.00 1.9872 0.7272 1.2600

GRF80

0.19 0.0000 0.0000 0.0000
0.36 0.0221 0.0221 0.0000
0.54 0.1632 0.1608 0.0024
0.67 0.3531 0.3396 0.0135
0.83 0.7177 0.5818 0.1359
1.00 1.4952 0.7852 0.7100

GRF90

0.21 0.0000 0.0000 0.0000
0.42 0.0332 0.0332 0.0000
0.53 0.1089 0.1080 0.0009
0.71 0.3658 0.3544 0.0114
0.88 0.7068 0.6386 0.0682
1.00 1.1396 0.8332 0.3064
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Figure 4.10: The significance of the effective permeability of the wetting phase in
micropore on the total effective permeability of the wetting phase for five partially
saturated model structures [a] GRF50, [b] GRF60, [c] GRF70, [d] GRF80 and [e]
GRF90. The standard deviation in effective permeability at each saturation is
shown by error bars.
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Figure 4.11: The relative error associated with the exclusion of the microporosity
for calculating the effective permeability of the wetting phase in five GRF models.



CHAPTER 5

UPSCALING

In this chapter, upscaling from the pore scale is briefly introduced followed

by a description of a macroscopic lattice Boltzmann method (MLBM) as the main

approach for upscaling in this thesis. The method is first applied for single phase

flow on 2D, homogeneous and heterogeneous model structures before extending it

to 3D and heterogeneous porous media. For two-phase flow simulations, MLBM is

used for coupling an average effect of wetting phase in micropores with an explicit

representation of wetting phase in macropores. Finally, the results of MLBM are

compared with those obtained from a pore scale Laplace approach for testing direct

approaches against homogenisation of the microporosity regions.

5.1 Background

5.1.1 Upscaling from the core scale and beyond

Data from core analysis in conjunction with formation properties from log,

seismic interpretation and well test analysis is used to populate geological models.

Building a geological model with grid size of a core plug might be possible but

is not practical. For some reservoirs, these models could reach several millions

of grid blocks to capture the heterogeneities of the reservoir. Recent advances in

computational resources have made it possible to perform some calculations such as

oil in place and even some single phase fluid properties on detailed geological models.

However, simulating multiphase flow on these models, which is of particular interest

in production from hydrocarbon reservoirs, could be unreasonably expensive [121].

Therefore, it is necessary to coarsen the grid blocks in reservoir simulation model.

It should be done in a way that the coarse grid model could reproduce the results

of fine grid models. This process of transforming the data between different scales

is referred to as “upscaling”.

The ultimate aim of upscaling is to capture the flow using fewer grid blocks.

The difficulty of the process could vary from simple averaging for some scalar prop-

erties such as porosity and net-to-gross ratio to more sophisticated mathematical
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procedures for non-additive properties such as absolute permeability, relative per-

meability and capillary pressure. Compared to relative permeability and capillary

pressure, upscaling the single phase flow properties is more straightforward and

many works have been devoted to this. For example, pressure solver methods

[25, 55], renormalisation techniques [92] and effective medium theory have been

used for this purpose. In upscaling multiphase flow properties, the aim is to derive

effective or pseudo relative permeability and capillary pressure curves for each phase

in coarse grid blocks. By this, the effect of fine grid variations on the coarse grid

flow is preserved. Like single phase flow, multiphase flow upscaling is still a very

active research topic but most of the studies in the literature (see e.g. reviews by

[198, 153, 44] for single phase flow and [21, 56, 140] for two phase flow) only consider

the upscaling from the geological model to reservoir simulation model which is out

of the scope of this work. Instead we are interested in upscaling from the pore scale

to the core scale.

5.1.2 Upscaling from the pore scale to the core scale

Upscaling from the pore scale is a relatively new research topic, mainly be-

cause the pore scale modeling is still in its infancy. Similar to upscaling from the

core scale to reservoir model, the process involves a broad range of scales; making

the problem more complicated. This task is very critical in the context of “digital

core analysis” where optimising the field of view is constrained by the system resolu-

tion. In other words, one prefers to have a high resolution image of a core plug (1.5

in. diameter and 2.0 in. length), in which all pore space is resolved. Even though

it is possible, computing flow and transport properties on such a big model is not

practical for uncertainty analysis. In an attempt to address this problem, [90] ac-

quired high resolution images (voxel size = 2.75 and 3.57 µm) of 4 mini-plugs drilled

from a core plug (imaged at resolution of 25.96 µm). The porosity and permeability

computed on the image of these mini-plugs was then used to populate the image

of the core plug using different interpolation and stochastic simulation techniques.

Having a well-defined local permeability field of the core plug, the effective abso-

lute permeability was then computed by upscaling through the solution of Laplace

equation. The same procedure was applied for upscaling formation factor and the

results were compared with some averaging and renormalisation techniques.

Implementing dual-scale pore network models is another approach which has

been proposed to bridge pores at different length scales. Using information es-

timated from tomographic images, [125] modeled a vuggy carbonate for which

relative permeability curves were computed. In a recent study, [123] proposed a

dual-scale pore network model and studied the effect of micro-porosity on capil-
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lary pressure-saturation relationship of tight gas sandstone. The model was later

used for determining the permeability of the shale gas matrix [122]. In contrast

to conventional pore network models, in these models the macropore network is

augmented with networks representing microporous regions. While the macropore

network is extracted based on resolved pores, the physical size of the microporous

network is tuned to preserve the estimated pore volume [123].

Despite remarkable contribution of the above mentioned studies in transform-

ing the data from the pore scale to the core scale, the problem of upscaling single

phase and in particular multiphase flow properties deserves more investigations. In

this thesis we use a special class of LB as a direct numerical simulation method

to couple the information from two different length scales. In this approach, an

explicit representation of sub-resolution pores is not required, but the permeability

of the microporous region is preserved.

5.2 Macroscopic lattice Boltzmann method

Despite all advantages standard LBMs have, they require an explicit char-

acterisation of porous structure in terms of pore and solid nodes. In other words,

one needs a Boolean representation of the pore structure, where each pixel/voxel

is labeled as either pore or solid; a prerequisite condition which may not be always

satisfied.

X-ray imaging, as a non-destructive technique, provides 3D representation

of porous media at finite resolution. Moreover, bimodal or multi-modal pore size

distributions in some sedimentary rocks, result in the phase segmentation process

being difficult and uncertain. Constrained by system resolution, the pore space is

partitioned into macro-pores (resolvable pores), and micro-pores which are smaller

than the resolution of the image. This partitioning procedure leads to a three-phase

identification, in which macropore and macrosolid phase are separated explicitly

whereas regions with ambiguous intensity are considered as an intermediate phase

[68, 180]. Due to this limitation, the Boolean representation of the porous media

is impossible and not desirable for fluid flow simulation using standard LBMs. To

address this problem researchers have proposed alternative approaches, classified

here as macroscopic lattice Boltzmann method (MLBM) and gray lattice Boltzmann

method (GLBM). Despite major differences these two categories have, a common

aspect of both is their capability of handling gray nodes in addition to black and

white nodes.

In GLB methods, also named partial bounce-back, a volume fraction of net

fluid particles is bounced back at each node. A model parameter, ns which depends
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on local permeability and fluid viscosity, controls the amount of fluid particles, δf , to

be reflected back. This idea first developed for lattice gas (LG) by [18, 67]. Thinking

of porous media as a collection of obstacles to fluid flow, [18] introduced a random

distribution of fixed point scatters into flow. They tried to obtain an effective

Darcys law by modifying Navier-Stokes equations through the introduction of a

damping term. The permeability was related to the density of the scatters. Later,

Gao and Sharma proposed a LG model for simulating fluid flow in heterogeneous

porous media. By distributing scatters of solid nodes based on a fixed scattering

node model and a probabilistic model, isotropic, anisotropic, random and correlated

permeability fields were generated. They showed that by varying the probability of

occurrence of solid particles, the effective permeability of the medium could change

over orders of magnitude [67].

Inspired by these works on LG, Dardis and McCloskey extended it to lattice

Boltzmann methods [48, 49]; avoiding the inherent statistical noise associated with

LG. Using a multicomponent model, Thorne and Sukop [189] proposed another

partial bounce back scheme and solved Elder problem, as a benchmark problem

in solute-induced buoyancy flow. In contrast to Dardis and McCloskey, in which

’δf ’ takes the post streaming distribution functions, this method uses post-collision

distribution functions in defining the partial bounce back term, nsδf . Using post

collision and pre-collision distribution functions in defining δf , [196] proposed an-

other GLB method. They compared their model with [48] and [189] and showed

that these two models are not mass conservative in heterogeneous media. Most

recently, [208] introduced another GLB method, arguing more stability compared

to Walsh et al. model. They presented a comprehensive review of GLB methods

and proposed a procedure for estimating the model parameter, ns; a key issue in

applying these models for real porous media.

The macroscopic lattice Boltzmann method (MLBM) differs from GLB in

the way it handles gray nodes. A dissipative forcing, applied either through the

equilibrium distribution function [182] or the body force term in the standard lat-

tice Boltzmann method [115], results in momentum reduction at gray nodes. This

approach is the focus of this research and has been proven to be able to recover

Darcy-Brinkmans equations or generalised Navier-Stokes equations [64, 83, 182].

The Brinkman equation is as follows:

〈∇p〉 = −µ
k
〈u〉+ µe∇2u , (5.1)

where 〈u〉 denotes the ensemble-averaged velocity within the porous medium, µ is

the fluid viscosity and µe is an effective viscosity parameter. Here, µe could be con-

sidered as a matching parameter which controls the continuity of velocity and shear



Macroscopic lattice Boltzmann method 75

stress in the interface of free flow-porous matrix region. In Brinkman’s approach,

Darcy equation is modified to include a viscous term to facilitate the matching of

the boundary conditions at the interface between macropores and micropores. In

this study, we recover Brinkman equation through the lattice Boltzmann method.

5.2.1 Spaid approach

Spaid and Phelan used the D2Q7 lattice configuration [148] for modeling

micro-scale flow in fibrous porous media. Reducing the momentum in some spec-

ified sites is done through the modification of velocity in the particle equilibrium

distribution function given by [182]:

U = u(x, t) + s(x)
τF (x, t)

ρ(x, t)
, (5.2)

where U is the modified velocity and s(x) is either 0 or 1, indicating a site as open

or porous region, respectively. The form of the forcing term to recover Brinkman

equation is as follows:

F (x, t) = −βρ(x, t)u(x, t) . (5.3)

Here, β controls the magnitude of the momentum sink. Replacing F in U we

have:

U = u(x, t)(1− βτ) . (5.4)

Setting β = ν/Kmicro , it has been shown that the above equation recovers Brinkman

equation [182].

5.2.2 Martys approach

In Spaid’s approach [182], the momentum loss due to the microporous re-

gion was incorporated by a velocity shift in the Boltzmann equilibrium distribution

function. Arguing that this approach could produce errors of order τ 2F 2, Martys

proposed an alternative approach in which the momentum loss is incorporated into

a body force term. A lattice Boltzmann formulation of evolution equation with

body force term is given by [72]:

fα(x+ cα, t+ 1) = fα(x, t) + Ωc,α(x, t) + Fα . (5.5)

Based on the first and the second order in Hermite polynomials, Martys intro-

duced two models, named as model B1 and B2, respectively. Here we adapt model

B2 [115]. Instead of scaling the velocity in the equilibrium distribution function,
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in this approach momentum is reduced by scaling the body force term resulting in

recovering the Brinkman equation in the micoporous region and Stokes flow in open

pores. A forcing term similar to Spaid [182] is used:

F = ρg = −µu
K

. (5.6)

Setting β = ν/Kmicro and ν = µ/ρ, we have:

F = −βρu , (5.7)

where ρ and u are macroscopic density and velocity, respectively. β is a parameter

controlling the magnitude of the momentum sink and is related to the permeability

of the microporous region and fluid kinematic viscosity. In our simulations, microp-

ores correspond to porous matrix regions while macropores are treated as open free

flow regions.

Fig. 5.1 shows a slice through a typical representation of a porous model

structure used by LBM and MLBM. As can be seen in this figure, LBM needs

an explicit representation of solid and fluid node whereas MLBM can handle gray

nodes (shown in red in Fig. 5.1b). Although the microporous region was made to

be homogeneous here and only one value for β was defined, it is easily possible to

use β as a function of location.

5.3 Single phase flow

5.3.1 2D, homogeneous porous media

In contrast to Spaid and Phelan [182], who used pressure boundary conditions,

we use gravitational acceleration as body force and periodic boundary conditions in

the flow direction. Free fluid layer [114] is implemented for non-periodic structures.

D2Q9 lattice configuration was implemented for 2D simulations. First, different

2D models were constructed and simulations performed using Spaid’s approach and

Martys approach. Although we obtained the same results from both methods for

the cases considered, it has been proven that Spaid’s approach will produce errors

of order τ 2F 2 in the pressure tensor [115]. To avoid this error, we followed Martys

approach for the rest of our simulations.

It is generally accepted that the GLBM and MLBM should reproduce the

results of standard lattice Boltzmann method for limiting momentum sink param-

eters. To check this capability in our model, simulations were performed on 2D

model structures in which the momentum sink parameters were varied over the

whole range 0 ≤ β ≤ 1. Figure 5.2 shows the results of simulations compared with
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[a] [b]

[c] [d]

Figure 5.1: A typical 2D representation of a porous structure used by [a] LBM and
[b] MLBM. [c] A conceptual model shows an explicit representation of the pores
and solid pixels, versus [d] a grey representation of an aggregate of fine pores and
solid nodes and larger pores.

the results obtained from an analytical relation (Eqn. 5.8) and percolation theory

(see Eqn. 5.9). As evident, for the lower bound of the momentum sink parameter,

MLBM reproduces the same results as predicted analytically by [18] for random

scatters in a lattice gas model:

K = lim
ns→0

ν

2ns
, (5.8)

where ν is the kinematic viscosity and ns is a parameter controlling the momentum

sink. For the upper bound, MLBM exactly matches the results obtained from

percolation theory written as:

K = 0.2(φ− φc)1.3 . (5.9)

Here φ and φc are porosity and critical porosity, respectively.

To show in more detail how the macroscopic lattice Boltzmann method works,

a simple 2D channel was considered in which solid pixels were randomly placed
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Figure 5.2: Comparing the results of MLBM (this study) with percolation theory
and an analytical relation.

between two solid walls (Fig. 5.3). A standard LB method with lattice configuration

of D2Q9 [148] was used to solve Stokes equations and to calculate the velocity field.

Using the mid-point bounce back scheme, no-slip boundary condition was applied

on all solid boundaries and fluid was forced from left to right with a constant

body force. Implementing periodic boundary condition at the inlet and outlet

boundaries provided an infinite domain for simulations. Local velocity components

were averaged and Darcy’s law applied to calculate the permeability of the medium.

The same procedure was followed for structures exhibiting a wide range of porosity

and permeability. In the next step, solid pixels in the channel were removed and

all nodes were assigned with the parameter controlling the amount of resistance to

flow (Fig. 5.4). The degree of greyness or in other words the degree of momentum

sink is related to the permeability of the porous medium and the fluid viscosity.

Following the above procedure, the macroscopic lattice Boltzmann method

was implemented for three different momentum sink parameters: 0.1, 0.2 and 0.5.

The results are shown in Fig. 5.5. As evident from this figure, the velocity profile

has been flattened due to momentum reduction in the channel. The more restriction

to flow, the bigger momentum sink and consequently the higher damping occurs in

the velocity profile. Similar results reported by [18, 67] for lattice gas models and

[48, 189] for lattice Boltzmann method.
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Figure 5.3: A typical representation of a 2D channel, filled with solid pixels. Local
velocity components have been superimposed into the structure.

[a] [b]

Figure 5.4: Schematic representation of porous media used by [a] LBM and [b]
MLBM. LBM requires an explicit representation of pore and solid whereas MLBM
could handle grey nodes in addition to black and white representation of solid and
pore.
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Figure 5.5: Damping velocity in a 2D channel by introducing momentum sink
parameter to each pixel.

As mentioned above, macroscopic lattice Boltzmann methods should be able

to reproduce the results of the standard lattice Boltzmann method for limiting

values of momentum sink parameter. As shown in the Fig. 5.6, our model is doing

well in this regard. It gives a parabolic velocity profile for 100 % porous channel

and zero velocity for totally impervious channel, corresponding to β = 0.0 and β =

1.0, respectively.

5.3.2 2D, heterogeneous porous media

The simulations were also carried out for more heterogeneous porous struc-

tures to examine the capability of MLBM to capture the influence of microporosity.

Similar to Fig. 3.11, 2D structures were constructed in which a porous matrix is

overlaid by an open channel of width 19 lu traversing from the inlet to the outlet.

For this dual scale porous medium, MLBM needs to treat the open channel and

porous matrix differently. A similar procedure as mentioned previously for the 2D

channel was applied for the porous region. The solid pixels in the porous region

are replaced with momentum sink parameters whereas pixels located in the open

channel are treated as 100% porous (Fig. 5.7b). The lattice Boltzmann method

employs an explicit representation of pore and solid phases (Fig. 5.7a) and Stokes’

equations are recovered in both porous matrix region and in the channel. The
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Figure 5.6: Velocity profile in a 2D channel for two extreme values of momentum
sink parameters: β = 0 and β = 1.0.

macroscopic lattice Boltzmann method recovers Brinkman equation in which the

solution of Darcy equation in porous matrix region is coupled with the solution of

Stokes’ equations in the channel.

Again, the same structures but with porous matrix of different porosity and

permeability were constructed. Fig. 5.8 shows the results obtained for three dif-

[a] [b]

Figure 5.7: Schematic representation of a heterogeneous porous medium used by
[a] LBM and [b] MLBM. LBM uses an explicit representation of pore and solid
phases while MLBM deals with grey node in addition to black and white nodes
representing solid and pore.
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Figure 5.8: Comparing velocity profiles for different momentum sink parameters
assigned to porous matrix region shown in Fig. 5.7.

ferent model structures. As can be seen, similar to Fig. 5.5 the velocity profile

is damped more as the resistance to flow increases. A momentum sink parameter

of β = 1.0 implies impervious porous matrix. More interestingly is the effect of

the porous region on the average fluid flow in these dual-scale porous media. The

porosity and the permeability of the porous region have a direct and strong effect

on the overall velocity profile even though the flow is parallel to the porous matrix.

Another noteworthy point in this figure is the parabolic profile of velocity in the

channel versus flat profile in the porous region. Moreover, the condition of conti-

nuity of velocity in the interface of porous and free-flow region is also satisfied by

the model. This results in the smooth transition in fluid velocity flowing from one

region to the other.

In the interest of completeness, another type of heterogeneous model struc-

tures was also considered in which a channel was placed between two porous re-

gions (Fig. 3.12). Different realisations with varying channel width and a range

of porosity and permeability values for porous matrix were constructed. Fig. 5.9

compares results obtained from MLBM for three different momentum sink param-

eters. Similar to previous models, porous regions were replaced with homogenised

regions where momentum was reduced whereas pixels in the channel considered as

free flow nodes where Stokes equations solved.
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Figure 5.9: Comparing velocity profiles for different momentum sink parameters.
The channel width is 21 pixels and crosses through the whole domain.

5.3.3 3D, homogeneous porous media

To show the capability of the MLBM in homogenisation of microporosity re-

gion in 3D porous media, the 2D code was extended to 3D and was validated using

homogeneous porous media. Following the procedure outlined in chapter 2, homo-

geneous model structures with unimodal pore size distribution were generated. To

allow controlling discretisation errors [10], a set of Boolean models were considered.

In addition, X-ray images of Bentheimer and Fontainebleau sandstone as detailed

in chapter 2 were used. The characteristics of the model structures and two sand-

Table 5.1: Characteristics of unimodal porous media.

Porous medium Particle diameter (lu) Sample size

Model A 20 400 × 400 × 400

Model B 40 400 × 400 × 400

Model C 80 800 × 800 × 800

Bentheimer - 400 × 400 × 400

Fontainebleau - 400 × 400 × 400

stone samples used in this study, have been summarised in Tab. 5.1. The size of

the samples were selected with considering the representative elementary volume
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Figure 5.10: REV test on FB sandstone.

(REV) concept [23, 77]. It is generally accepted that for having a representative

sample, there should be at least 7-10 particles or grains across the sample [17]. It

is clear that for Boolean models A-C, this condition is satisfied. An REV test was

carried out for Fontainebleau sandstone (Fig. 5.10), showing that the sample size

of 4003 voxel is sufficient for being an REV.

Table 5.2: Results computed from standard LBM and macroscopic LBM.

Porous medium φ Kz,LBM [lu2] β Kz,MLBM [lu2]

Model A

0.26 0.184 0.905 0.184

0.5 2.301 0.072 2.302

0.8 29.362 0.005 29.239

Model B

0.17 0.167 0.996 0.167

0.5 10.142 0.016 10.162

0.8 113.116 0.002 111.099

Model C

0.12 0.172 0.969 0.172

0.5 40.891 0.004 40.695

0.8 407.479 0.0004 414.154

Bentheimer 0.21 0.288 0.578 0.288

Fontainebleau 0.17 0.179 0.927 0.180
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Figure 5.11: The comparison between permeabilities calculated by LBM and MLBM
for three different model structures. [a] Model A, [b] Model B and [c] Model C.
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The results of computations for the simulated model structures and sandstone

samples with a fairly wide range of porosities for the model structures are given in

Tab. 5.2. A standard lattice Boltzmann method was first implemented to obtain

velocity field and consequently to calculate the permeability. This permeability

is considered as “true solution” and is also used to calculate the momentum sink

parameter, β, for the macroscopic lattice Boltzmann method. Periodic boundary

conditions were applied in all three directions and no-slip condition implemented

on the boundary of solid nodes through a mid-way bounceback scheme.

It should be noted that, similar to the procedure for 2D structures, standard

LB simulations were performed on explicit representations of pore and solid whereas

in MLBM simulations all pore and solid voxels were replaced with a uniform grey

scale which corresponds to momentum sink parameter. For model A with porosity of

0.26, for instance, we have β = ν/K = ((2τ−1)/6)/Kz,LBM = (1/6)/0.184 = 0.905.

In addition, Fig. 5.11 compares LBM and MLBM for three model structures

A, B and C for the whole range of porosity. As can be seen, there is an excellent

agreement between LBM and MLBM. While the validity of the Brinkman equation

for dilute systems has been proven [91, 54], its applicability for low porosity systems

is still an open question. Knowing that the MLBM recovers the Brinkman equation,

the results shown in Fig. 5.11 might prove the validity of the Brinkman equation

for very dense systems.

The results shown in Tab. 5.2 and Fig. 5.11 highlight the capability of

the MLBM for calculating permeability on images with finite resolution and in

particular for bimodal porous media.

5.3.4 3D, heterogeneous porous media

As shown in Fig. 5.1 and explained above for unimodal porous media, for up-

scaling heterogeneous porous media using MLBM, microporous region is assumed

as homogeneous where momentum is scaled based on permeability of that region

and fluid viscosity. Macropores, however, are treated as free-flow region and Stokes

equations are solved. Four models D, E, F and G, which were the subject of mi-

croporosity investigation in chapter 3, are considered for this purpose. For all these

models, the Boolean model 1 in Table 3.1 constitutes the microporosity phase and

therefore its permeability (Kz = 0.871 D) is used for calculating the momentum

sink parameter in MLBM simulations. All simulations were performed on 10 real-

izations of these models and the average and standard deviation of the calculated

permeabilities is reported in Tab. 5.3.
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Table 5.3: Results computed from LBM and MLBM for single phase fluid flow on 3D heterogeneous model structures D – G.

Models Size Kz0,micro [D] Kz0,macro [D] Kz,micro [D] Kz,macro [D] Kz,LBM [D] σLBM Kz,MLBM [D] σMLBM

D 4003 0.033 5.011 0.269 5.45 5.719 0.117 6.19 0.113

E 4003 0.309 1.16 0.651 1.901 2.552 0.074 3.16 0.083

F 4003 0.534 0.183 0.777 0.752 1.529 0.027 1.73 0.033

G 4003 0.686 0.031 0.829 0.331 1.16 0.021 1.06 0.029
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The comparison between LBM and MLBM for heterogeneous models D, E,

F and G corresponding to porosity 0.58, 0.54, 0.52 and 0.51 is also shown in Fig.

5.12. Similar to Fig. 5.11 for unimodal model structures, MLBM reproduces LBM

results in bimodal porous media. The permeability of macropore is also shown in

this figure. Once more, the difference between macropore permeability and LBM

(micro + macro) highlights the effect of microporosity.

5.3.4.1 Effect of disconnected macro-porosity on permeability

To address the important case of a vuggy carbonate system, cases were also

considered in which the macropores do not form a percolating cluster and their

connectivity is solely through micropores. This case is of particular relevance, since

often in the case of heterogeneous carbonate plugs the micro-porosity might not be

resolved and one only has a permeability estimate of the (homogenised) background

through other means. Using Boolean model 3 and Boolean model 4 (Tab. 5.4),

random 4-phase model structures of size 4003 (model H) and 8003 (model I) with

the same GRF realisation were generated, thus keeping the spatial distribution of

micro- and macro-porosity constant. For model I this implies that both micro- and

macro-phase are closer to their respective REVs. The permeability of the Boolean

model 4, which constitutes the macro-porous region, is 3.54 (D) and nearly one

order of magnitude greater than the permeability of Boolean model 3 as constitutive

model for the micro-porous region (Tab. 5.4).

Since both models H and I were designed with macropores below the per-

colation threshold we have Kz0,macro = 0 when microporosity is assumed to be

impervious. On the other hand, when both micro- and macro- phase are contribut-

ing to the flow, the effective permeability of the system will increase to 0.315 (D)

and 0.307 (D) for model H and model I, respectively. Not surprisingly, in both

model H and I, the contribution of the disconnected vugs increased the effective

permeability by a factor of almost 3. This is consistent with the results reported by

[124] for partially dissolved microporosity where micropores provide parallel flow

paths to the disconnected macropores. An increase of permeaility in the range of

1-7% was obtained for the single length scale ratios of 3, 4 and 5 with maximum of

14% for a mix of scaling parameters in the range of {3, 4, 5} [124]. The influence of

microporosity on the effective permeability are more significant in our simulations

compared to those presented by [124]. This is mainly due to the smaller length

scale ratio of 2 that we used.

We compare direct calculations on the model (Kz,LBM) to the homogenised

solution (Kz,MLBM) in Tab. 5.5. The permeability of Boolean model 3 (Kz = 0.202

D), constituting the microporosity, was used for calculating the momentum sink



Single phase flow 89

0.5 0.52 0.54 0.56 0.58
10

−2

10
−1

10
0

10
1

φ

K,D

 

 

Macro
LBM
MLBM

Figure 5.12: The comparison between peremabilities calculated by LBM and MLBM
for models D, E, F and G with total porosity 0.58, 0.54, 0.52 and 0.51, respectively.

parameter. The microporous region was homogenised and its effect on the whole

permeability was coupled into macropores through MLBM. The relative mismatch

between LBM and MLBM for models H and I is up to 40%. Considering that

permeability for such systems might vary by order of magnitudes, this implies that

the most important uncertainty is in the estimation of the background permeability.
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Table 5.4: Characteristics of Boolean models used for generating model H and I.

Particle model Particle Particle Critical Kz (D)

diameter (lu) fraction length (lu)

Boolean Model 3 12 0.65 14 0.202

Boolean Model 4 24 0.50 36 3.54

Table 5.5: Results computed from LBM and MLBM for single phase fluid flow on model H and I representing vuggy carbonate models.

Models Size Kz0,micro [D] Kz0,macro [D] Kz,micro [D] Kz,macro [D] Kz,LBM [D] σLBM Kz,MLBM [D] σMLBM

H 4003 0.153 0.0 0.197 0.118 0.315 0.008 0.397 0.0179

I 8003 0.158 0.0 0.192 0.116 0.308 0.00308 0.433 0.0067
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5.4 Two phase flow

It is interesting to note that when investigating the effect of microporosity

on drainage relative permeability of the wetting phase for heterogeneous rocks, a

percolation threshold of the wetting phase in the macropore region is always reached

at some point. In chapter 4, the significance of microporosity on the effective

permeability of the wetting phase was shown. Now, the question to answer is

how to couple the microporosity effect into the macropores for partially saturated

models? In contrast to single phase flow where the sample is completely saturated

by a single fluid and the effective permeability is only a function of morphology

and topology of the pore space, in two phase flow the saturation and distribution

of fluids is also affecting the macroscopic flow properties.

5.4.1 3D, heterogeneous porous media

5.4.1.1 Upscaling through MLBM

Following the procedure described in section 4.3 for partially saturated mod-

els, the saturation and distribution of the wetting phase in micro- and macropore

was determined. Wetting phase and solid phase in micropore and macropore were

assigned different labels. Only one label was set for non-wetting phase in both

micro- and macropore. While LBM was used for solving the Stokes equations on

the wetting phase and to calculate its effective permeability, MLBM was imple-

mented for upscaling. For LBM, we used an explicit representation of all phases

(wetting phase, non-wetting phase and solid) in both micro- and macropore regions

whereas in MLBM, the resolved wetting phase in macropores was coupled with an

average effect of wetting phase in micropores. Similar to single phase flow, the per-

meability calculated from LBM was considered as a “true solution” to be compared

with the results of MLBM.

Different scenarios were tested for coupling the effective permeability of the

wetting phase in macropores with an average effect of the wetting phase in mi-

cropores. Since macropores represent pores whose sizes are larger than the image

resolution, the wetting phase in macropore is resolved and therefore no momentum

reduction is applied for this phase in all scenarios. For micropores, however, the

wetting phase and solid is replaced with a homogenised medium with corresponding

momentum sink parameter which is related to the fluid viscosity and the effective

permeability of the wetting phase at each saturation. The main difference between

these scenarios is the way that the momentum sink parameter is defined for the

wetting phase in micropores.
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In the first scenario, namely Scen1, the momentum sink parameter, β, is

defined as:

β =
ν

kw,micro
, (5.10)

where kw,micro is the effective permeability of wetting phase in micropore and is

calculated based on the flux analysis technique described in section (3.5.2) and

applied on high resolution image. ν, is the kinematic viscosity which is related to

the relaxation time by Eqn.3.7. In this scenario, the local flux computed from LBM

for the wetting phase in micro and macropores is post processed to determine the

amount of flux passing through the micro- and macropore individually.

In the second scenario, Scen 2, the same equation for β was adapted but

kw,micro was computed differently. For this scenario, LBM was run for wetting

phase in micropore only. While different boundary condition in this method results

in different kw,micro compared to Scen 1, a huge difference is not expected. Since

the microporosity remains embedded in the larg scale GRF structure, both meth-

ods therefore define a macro-scale relative permeability curve through β(Sw,micro),

including the macro-tortuosity of the microporosity.

Fig. 5.13 compares the results of LBM as a ”true solution” with an upscaled

solution obtained by MLBM based on Scen 1 and Scen 2. Although for all models,

there is a little difference between Scen 1 and Scen 2 and both of them agree well

with the results of LBM, Scen 2 is slightly more accurate than the Scen 1. In

addition, in all models MLBM is only applicable for Sw > 0.5 and the reason for

this is that for all saturations less than 0.5, the effective permeability of the wetting

phase in micropore is so small resulting in a momentum sink parameter larger than

1. Defining the momentum sink parameter via Eqn.5.10 and being constrained by

the condition 0 ≤ β ≤ 1.0 and τ = 1.0 results in kw,micro = 0.166 lu2 as the lower

limit for the effective permeability of wetting phase in micropores.

Another point which is worth mentioning in Fig. 5.13 is that by having the

right momentum sink parameter, MLBM reproduces the results of LBM, although

for Sw > 0.5. In both Scen 1 and Scen 2, an explicit representation of wetting phase

in micropores was used for computing kw,micro and consequently the momentum sink

parameter. However, at any particular resolution, only the macropores are resolved

and micropores are kept unresolved. Therefore, similar to single phase flow an

explicit representation of wetting phase in macropores needs to be coupled with its

average effect in micropores. The results shown in Fig. 5.13 is computed on five

different realisations of each GRF model. Tab. 5.6 shows detailed results for both

Scen 1 and Scen 2.

Named as Scen 3, in the third scenario the relative permeability-saturation

relationship of the wetting phase in pure micropore model is used for coupling
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Figure 5.13: The comparison between LBM as “true solution” and MLBM, as an
upscaled solution, based on two scenarios for [a] GRF50, [b] GRF60, [c] GRF70, [d]
GRF80 and [e] GRF90.
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Table 5.6: Detailed results of LBM and MLBM simulations under two scenarios:
Scen1 and Scen2 (all permeabilities are reported in lu2).

Scen1 Scen2

Sw kw,LBM kw,micro kw,MLBM kw,micro kw,MLBM

GRF50

0.12 0.0000 0.0000 0.0000 0.0000 0.0000

0.30 0.0342 0.0342 0.0000 0.0314 0.0000

0.39 0.0893 0.0866 0.0000 0.0807 0.0000

0.54 0.2518 0.2056 0.1810 0.1593 0.1695

0.63 0.4532 0.2830 0.4304 0.1870 0.3548

0.73 0.8442 0.3606 0.9198 0.1973 0.7718

0.85 1.6684 0.4602 1.9740 0.2048 1.6123

0.98 2.8820 0.5620 3.5440 0.2088 3.1260

GRF60

0.14 0.0000 0.0000 0.0000 0.0000 0.0000

0.26 0.0053 0.0053 0.0000 0.0000 0.0000

0.47 0.1497 0.1444 0.0000 0.1395 0.0000

0.62 0.3563 0.3030 0.2814 0.2780 0.2500

0.83 1.2329 0.4960 1.4234 0.3560 1.2300

0.99 2.5702 0.6442 3.2560 0.4568 2.6000

GRF70

0.16 0.0000 0.0000 0.0000 0.0000 0.0000

0.45 0.0870 0.0865 0.0000 0.0000 0.0000

0.57 0.2267 0.2142 0.1552 0.1958 0.1492

0.73 0.5351 0.4273 0.4864 0.3384 0.4298

0.83 0.8852 0.5434 0.9894 0.3748 0.8564

1.00 1.9872 0.7272 2.5760 0.3990 2.1380

GRF80

0.19 0.0000 0.0000 0.0000 0.0000 0.0000

0.36 0.0221 0.0221 0.0000 0.0000 0.0000

0.54 0.1632 0.1608 0.1330 0.1985 0.1380

0.67 0.3531 0.3396 0.2706 0.3344 0.2678

0.83 0.7177 0.5818 0.7276 0.4902 0.6576

1.00 1.4952 0.7852 1.9620 0.5322 1.6200

GRF90

0.21 0.0000 0.0000 0.0000 0.0000 0.0000

0.42 0.0332 0.0332 0.0000 0.0000 0.0000

0.53 0.1089 0.1080 0.0000 0.0000 0.0000

0.71 0.3658 0.3544 0.3044 0.3560 0.3158

0.88 0.7068 0.6386 0.6988 0.6014 0.6602

1.00 1.1396 0.8332 1.4000 0.6828 1.1266
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Figure 5.14: The relationship between relative permeability and saturation of the
wetting phase of pure micropore model (GRF100). Lattice Boltzmann method was
implemented for calculating relative permeability at some limited saturation points
on which the modified Brooks-Corey function was fitted.

micropore into the macropore. Model GRF100, as a pure micropore model, was

partially saturated and the relative permeability calculated for the wetting phase.

Fig 5.14 depicts the krw−Sw relationship computed at some saturation points with

the modified Brooks-Corey function fitted and shown as solid line. In our notation,

the modified Brooks-Corey relationship for the wetting phase relative permeability

is [139]:

krw = krw,max

(
Sw − Swc

1− Snwr − Swc

)nw

, (5.11)

where krw and Sw are the relative permeability and saturation of the wetting phase,

respectively. Swc is the connate wetting phase saturation, Snwr is the residual non-

wetting phase saturation and nw is a fitting exponent ranging from 1 to 6. With

krw,max = 1.0, Swc = 0.31 and Snwr = 0.0, the best fit is obtained for nw = 1.98

with root-mean-square-error (RMSE) [199] of 0.01985.

Following the procedure explained in Fig. 4.8, wetting phase saturation is first

decoupled into micro and macropore. Then, at each saturation, the corresponding

relative permeability to Sw,micro is obtained from Fig. 5.14. Multiplying the rela-

tive permeability with the absolute permeability of the pure micropore model (K =
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0.873 lu2) results in the effective permeability of the wetting phase in the micropore

regions at each saturation, which is later used for calculating the momentum sink

parameter. Consequently, for upscaling, wetting phase and solid particles in micro-

pore regions are homogenised and coupled with the wetting phase in macropores.

Similar to Scen 1 and Scen 2, no momentum reduction applies for wetting phase in

macropores while in micropores a momentum sink parameter corresponding to the

microporosity saturation is applied.

The results of Scen 3 are shown in Fig. 5.15 and compared with the results

of LBM (see Tab. 5.7 for more details). Adapting the same equation as Eqn.5.10,

we could only apply MLBM for models GRF70, GRF80 and GRF90. Since for

models GRF50 and GRF60 the wetting phase saturation in micropore regions and

corresponding wetting phase permeability is so small, β value is out of the range.

The same issue arises at low saturations of wetting phase in micropores for GRF70,

GRF80 and GRF90. For higher saturations, there is a good agreement between

LBM and MLBM especially for GRF70 and GRF90. Fig. 5.15 also shows the

effective permeability calculated on the wetting phase in macropore only. Similar

to Fig. 4.10 and Fig. 4.11, this again highlights the effect of microporosity on the

relative permeability.

As shown above, adapting Eqn.5.10 for defining the momentum sink results

in β < 0 at low wetting phase saturations. To address this issue, scenario 4 was

devised. In this scenario, named as Scen 4, another relation for β was implemented

which was proposed by [196] and is claimed to be applicable for the whole range of

solid density fractions. The relation is as follows:

β =
ν

2kw,micro + ν
, (5.12)

where kw,micro is the effective permeability of wetting phase in micropore and ν is

the kinematic viscosity. Similar to Eqn. 5.10, both kw,micro and ν are in lattice

units.

Fig. 5.16 a and Fig. 5.16 b show the results of Scen 4, for GRF50 and GRF60.

As can be seen, by using Eqn.5.12 for computing β, MLBM remains always valid

for coupling the wetting phase in micro- and macropores. In both models, for total

wetting phase saturation less than 0.5, Sw,micro is so small resulting in kw,micro = 0

but for Sw > 0.5 there is an excellent agreement between LBM and MLBM.

Eqn. 5.12 was also tested for GRF70, GRF80 and GRF90 and the results are

shown in Fig 5.16. For GRF70 (Fig. 5.16 c), Eqn. 5.12 results in better definition

of momentum sink parameter compared to Eqn. 5.10 and the agreement between

LBM and MLBM is very good. It also reproduces the results of LBM at lower

saturations (Sw = 0.57 and Sw = 0.45). Similarly, in GRF80 scenario 4 could be
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Figure 5.15: The comparison between LBM as ”true solution” and MLBM, as
an upscaled solution, based on scenario 3 for [a] GRF70, [b] GRF80, [c] GRF90.
The effective permeability of wetting phase in solely macropore is also shown and
highlights the effect of micropores on kw.

used for implementing MLBM for lower wetting phase saturations, Sw = 0.36, (Fig.

5.16d) compared to Sw = 0.67 in Scen 3 (Fig. 5.15b). While the agreement between

LBM and MLBM for saturations down to Sw = 0.54 is good and significantly

improves on using macroporosity only, it overestimates LBM results at Sw = 0.36.

Again, in GRF90 Scen 4 can be used for implementing MLBM for saturation down

to Sw = 0.36 (Fig. 5.16e), but it slightly overestimates LBM for the whole range of

saturations.

5.4.1.2 Upscaling through Laplace equation

Upscaling by solution of a Laplace equation is traced back to 1990s by which

the effective permeability of each phase is upscaled, resulting in pseudo-relative per-

meabilities for coarse grid simulations [3, 178, 160]. At the pore scale, [172] derived

a generalised Laplace equation from a diffusive-advective method for creeping flow
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Figure 5.16: The comparison between LBM as ”true solution” and MLBM, as an
upscaled solution, based on scenario 4 for [a] GRF50, [b] GRF60, [c] GRF70, [d]
GRF80 and [e] GRF90. The effective permeability of wetting phase in macropore
only is also shown and highlights the effect of micropores on kw.



Two phase flow 99

Table 5.7: Detailed results of LBM and MLBM simulations based on scenario 3.
Sw,micro is the wetting phase saturation in microporous region of the heterogeneous
models while kw,micro is corresponding permeability obtained from Fig. 5.14 (all
permeabilities are reported in lu2).

Sw kw,LBM Sw,micro kw,micro kw,MLBM

GRF70

0.16 0.0000 0.15 0.0000 0.0000

0.45 0.0870 0.41 0.0192 0.0000

0.57 0.2267 0.52 0.0786 0.0000

0.73 0.5351 0.61 0.1746 0.3392

0.83 0.8852 0.64 0.2183 0.7268

1.00 1.9872 0.65 0.2226 1.9760

GRF80

0.19 0.0000 0.18 0.0000 0.0000

0.36 0.0221 0.34 0.0017 0.0000

0.54 0.1632 0.51 0.0786 0.0000

0.67 0.3531 0.63 0.1999 0.1690

0.83 0.7177 0.72 0.3239 0.5028

1.00 1.4952 0.76 0.3885 1.5380

GRF90

0.21 0.0000 0.20 0.0000 0.0000

0.42 0.0332 0.42 0.0262 0.0000

0.53 0.1089 0.52 0.0786 0.0000

0.71 0.3658 0.71 0.3056 0.2738

0.88 0.7068 0.83 0.5151 0.6166

1.00 1.1396 0.88 0.6024 1.1460

in a porous medium. The equation reads as:

∇ · d∇P = 0 , (5.13)

where d is a weight factor assigned to each voxel and is related to its position in

the pore space. The pressure field and consequently the velocity field, obtained via

solution of the Laplace equation, was used in Darcy’s equation for calculating sin-

gle phase effective permeability of the sample. Most recently, Laplace method was

successfully tested for upscaling absolute permeability and formation factor from

the pore scale to the core scale [90]. Here, we investigate its application for up-

scaling the effective permeability of the wetting phase from the pore scale in highly

heterogeneous porous media and particularly at low wetting phase saturations.

Darcy’s law for the flow of a single phase fluid in porous medium gives:

Q = −(K/µ)∇P , (5.14)
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where Q is the volumetric flow rate per unit area, K is the permeability, µ is the

viscosity and P is the pressure. Assuming incompressible flow, i.e. ∇ · Q = 0,

with constant viscosity and permeability results in the following equation for the

pressure, which is known as the Laplace equation:

∇ · (K∇P ) = 0 . (5.15)

Here K is the local permeability at each voxel and we use an approximation method

for obtaining it. The estimation of voxel-wise permeability based on the Euclidean

distance map has been introduced by [8] and its validity was tested against a LB

method. It reads as:

ki,j,k = (rEDT (i,j,k) − C)2 , (5.16)

where C is half the voxel size, rEDT is the Euclidean distance of the phase of interest,

introduced in section (4.1.3), and subscripts (i, j, k) refer to the specific coordinate

of each voxel. It should be noted that unlike [172], this estimator does not use a

parabolic profile for velocity but it works accurately at typical tomogram resolution

because the discretisation errors are compensated in calculating the distance map.

To obtain the upscaled value of K, the next step is to solve the Laplace equa-

tion using appropriate boundary conditions. For a 3D structure (with dimensions

Lx×Ly×Lz and 0 ≤ x ≤ Lx, 0 ≤ y ≤ Ly, 0 ≤ z ≤ Lz), by applying pressure bound-

ary conditions on planes perpendicular to the flow direction and imposing either

’no-flow’, ’periodic’ or ’linear in pressure’ condition on lateral boundaries, one can

solve the above equation for the pressure field by using a finite difference or finite

element method [21]. We use pressure boundary conditions in the flow direction

and ’periodic’ conditions on the lateral boundaries. By having the pressure field

computed from the Laplace equation and estimating the local permeability field

from Euclidean distance map of a particular phase in the image, Darcy’s law gives

local volumetric flow rate through each elementary volume of that phase, which is a

voxel in this context. Total volumetric flow rate, Q, is then obtained by summation

over all local volumetric flow rates. Having Q, differential pressure along the porous

medium (∇P ) and the viscosity of the fluid, µ, the upscaled or average permeability

could be calculated from Darcy’s law.

Before applying Laplace solver for coupling the effective permeability of the

wetting phase in micropores with that in macropores, we test its capability for

estimating wetting phase permeability at some saturation points on a high resolution

image. The computations were performed on one realisation of model GRF50. At

each saturation, the EDT map of the wetting phase was obtained and used for

estimating local permeability field through Eqn. 5.16. A 2D slice of EDT map of

the wetting phase at saturation Sw = 0.39 and its corresponding local permeability
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field is shown in Fig. 5.17. A finite element formulation [10, 16] was used to

solve the Laplace equation and resulted in the average effective permeability of

the wetting phase at different saturations. The results for eight saturation points

are shown in Fig. 5.18. As can be seen, there is a good agreement between the

Laplace approach and LBM for the whole range of saturations. In addition, due

to the stability problem associated with LBM at low saturations, Sw = 0.3 is the

minimum saturation point which we could calculate permeability for, while the

Laplace solver can estimate permeability for saturations down to Sw = 0.1. It

should be noted that here we used an explicit representation of wetting phase in

micropores and macropores where no homogenization applied.

For upscaling through the Laplace equation, however, only the wetting phase

in macropores is explicitly resolved for which the EDT map is calculated and the

local permeability field is estimated. For the wetting phase in micropores, a similar

procedure as Scen 4 (explained earlier) is followed. At each total wetting phase

saturation, the volume fraction of the wetting phase in micropores is firstly calcu-

lated. Its corresponding permeability is then obtained from the kr − Sw function

for the pure micropore model (see Fig. 5.14). In contrast to the full solution where

the local permeability field is estimated from the EDT map of the wetting phase

in micropores and macropores, in upscaling mode the wetting phase and solid in

micropores are homogenised and replaced with a uniform permeability. This ho-

mogenised permeability field in conjunction with the estimated local permeability

field in macropores is used for calculating the average effective permeability of the

wetting phase.

Fig. 5.19 shows the result of upscaling with the Laplace equation and full

solution calculated by LBM. It also compares Laplace approach with MLBM for

upscaling effective permeability of the wetting phase. As can be seen in this figure,

while MLBM could only be used for upscaling at Sw > 0.5, Laplace approach fails

to reproduce any result of LBM and the effective permeabilities are significantly

underestimated by this method. It is partly due to the high permeability contrast

between micropores and macropores. In the estimated voxel-wise local permeability

field, which was used in the Laplace approach, the continuity of the velocity at the

boundary of the micropores with macropores is not handled properly. In MLBM,

in contrast, the transition from micro- to macropores is smooth and the continuity

of the velocity at the interface is satisfied (see Fig. 5.8 and Fig. 5.9).
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[a] [b]

Figure 5.17: An interface of distance map and its corresponding permeability field
used by Laplace solver. [a] A 2D slice of a 3D EDT map of wetting phase computed
on one realisation of GRF50 at Sw = 0.39. [b] A 2D slice of 3D local permeability
field estimated from EDT map using Eqn. 5.16.
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Figure 5.18: Comparing Laplace solver with LBM for one realisation of model
GRF50 at different saturations. The model was partially saturated by putting
thresholds on CDT map of the pore phase. Local permeability (conductance) used in
Laplace solver was estimated based on EDT map of wetting phase at each saturation
(see Eqn.5.16).
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CHAPTER 6

CONCLUSIONS AND FUTURE DIRECTIONS

This chapter concludes this study by providing a summary of the methods and

the results of numerical simulations followed by some recommendations for possible

future directions.

Image-based fluid flow simulation is tied to the resolution of the acquired

images. At any particular resolution, those pores which are smaller than the image

resolution will remain unresolved. The significance of the effect of microporosity

(sub-resolution pores) on the fluid flow has been repeatedly overlooked. In this

thesis, a method was introduced to quantify and couple the effect of sub-resolution

pores on the effective permeability of porous media for single phase and two-phase

flow.

A novel approach was applied to generate heterogeneous model composites

with varying amount of micro- to macro-porosity. Gaussian random fields (GRF)

were combined with Boolean models to construct model structures exhibiting a bi-

modal pore size distribution. While the large scale heterogeneity was controlled by

one-level cuts through the GRF model, the porosity and the permeability of each

micro- and macro-phase was controlled by two independent Boolean models. The

significance of the effect of microporosity on fluid flow was first examined using a

critical length as an estimate of permeability. A flux analysis technique was then

applied to quantify the contribution of each pore type on the average permeability

of single phase and two-phase flow.

While quantifying the effect of sub-resolution pores is not trivial, coupling

their effect with an explicit representation of macropores is more complicated. This

is mainly because of the different length scales associated with micropores and

macropores. Microporous regions were assumed homogeneous and the Darcy equa-

tion solved, while in macropores Stokes equations were taken into account. To

couple these equations seamlessly the unified Brinkman equation, which is a com-

bination of Darcy and Stokes equations, was considered. We extended a special

type of lattice Boltzmann method, called macroscopic lattice Boltzmann method

(MLBM), to 3D while adding a sophisticated labeling technique for the purpose of
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regional flux analysis and permeability calculations. This method is able to han-

dle grey scale nodes (sub-resolution pores) in addition to black and white nodes

(resolved solid and pore). Based on the permeability of the microporous regions

and the fluid viscosity, a momentum sink parameter was defined which controls the

momentum reduction at the grey nodes. It should be noted that, only the mag-

nitude of the momentum wa reduced while its direction remained unchanged. No

momentum sink was applied at voxels in macropores. The method was successfully

implemented for single phase and two-phase flow on 2D and 3D porous media. The

framework presented in this dissertation represents the first step in multi-stage up-

scaling, starting from the pore scale. On the basis of the procedures described and

implemented in this study, the following conclusions are drawn:

6.1 Conclusions

• Simulating fluid flow on simple 2D heterogeneous model structures, gener-

ated by a percolating channel through a porous matrix, shows that neglect-

ing the effect of porous matrix on the effective permeability of the whole

system even for the permeability contrast of the order of 104 causes erro-

neous results. It is also proven that the incorporation of porous matrix in

fluid flow could increase the effective permeability of the whole system by

almost 80% for a model with channel of width 11 lattice units and for a

permeability contrast of 10:1.

• For 3D and heterogeneous systems where both macro and microporosity

regions percolate independently, microporosity still plays a significant role

in increasing the effective permeability. This was illustrated using critical

length argument and also confirmed by permeability calculations using LBM

for models with permeability contrasts as low as 10:1.

• For two phase flow, the effect of microporosity on the effective permeability

of the wetting phase is more significant at lower wetting phase saturations.

However, even at Sw > 0.9 and for a permeability contrast of 4:1 between

macro- and microporosity, the error of neglecting the microporosity is more

than 20% for GRF50 and increases to more than 50% in GRF80 and more

than 70% in GRF90.

• For unimodal (homogeneous) rock and single phase flow, a momentum sink

parameter can be found over the full range of porosities, resulting in an

excellent match between LBM (fine solution) and MLBM (coarse solution)

methods.
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• For heterogeneous systems the agreement between direct LBM (resolved

microstructure) and MLBM again is excellent for the full range of GRF

fractions, the latter of which control the amount of micro- versus macro-

porosity.

• For a vuggy system with disconnected macro-porosity the predicted per-

meability using MLBM again shows a good match to the direct calculation

using LBM.

• Similar to single phase flow, determination of the momentum sink parameter

for the wetting phase in micropores is the main challenge for upscaling

relative permeability using MLBM. By developing different scenarios in this

study, we showed that how to compute momentum sink parameter using

flux analysis technique and also from krw−Sw relationship for microporosity

region.

• For wetting phase saturation down to Sw = 0.5, there is a good agreement

between MLBM and LBM (resolved microstructure). At lower saturations,

the volume fraction of the wetting phase in micropores and associated ef-

fective permeability becomes very small, causing the momentum sink pa-

rameter to be out of range.

• Although there is an excellent agreement between Laplace approach and

LBM in the case of resolved microstructure, the former significantly un-

derestimates the wetting phase permeability in upscaling mode and fails to

reproduce LBM results even at high saturations. We attribute this to a

failure of coupling the the micro- and macroporosity regions appropriately.

6.2 Future directions

Making heterogeneous model structures with combination of homogeneous

Boolean models enabled us to have a locally homogeneous saturation distribu-

tion. It was especially important in microporous regions where the wetting phase

was homogenised and assigned a constant momentum sink parameter. For models

with heterogeneous microstructure, a field of momentum sink parameters would be

needed to capture the local variation in wetting phase saturation and consequently

its effective permeability.

The approach proposed in this study was applied on the images of two rela-

tively homogeneous sandstone rocks. For heterogeneous porous media, we simulated

porous media with bi-modal pore size distributions. To prove the significance of
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the effect of microporosity, model structures with varying amount of micro-to-macro

porosity were an excellent option. While it is straightforward to apply the proce-

dure proposed in this study on the images of real heterogeneous rock materials, it

requires multiscale imaging techniques to acquire information of pores at different

length scales.

Although we used the same value for µ and µe in solving Brinkman equation

using MLBM, the approach we used can describe the general case of µ/µe 6= 1 [115].

However for very high permeability contrast between micro- and macro-porosity, it

is highly recommended to implement a LBM with multiple relaxation time (MRT).

This in conjunction with larger lattices may help to alleviate the constraint on

the momentum sink parameters, especially at low wetting phase saturations in

microporosity regions.
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[145] Maša Prodanović, Ayaz Mehmani, and Adrian P. Sheppard. Imaged-based
multiscale network modelling of microporosity in carbonates. Geological
Society, London, Special Publications, 406, 2014.

[146] Jafar Qajar. Reactive flow in carbonate cores via digital core analysis. PhD
thesis, The University of New South Wales, 2012.

[147] Jafar Qajar, Nicolas Francois, Christoph Hermann Arns, et al. Microtomo-
graphic characterization of dissolution-induced local porosity changes includ-
ing fines migration in carbonate rock. SPE Journal, 18(03):545–562, 2013.

http://petrowiki.org/index.php?title=Relative


120 Bibliography

[148] Y. H. Qian, D. d’Humières, and P. Lallemand. Lattice BGK models for
Navier-Stokes equation. Europhysics Lett., 17(6):479, 1992.

[149] Y. H. Qian and Y. Zhou. Complete Galilean-invariant lattice BGK models
for the Navier-Stokes equation. Europhys. Lett., 42(4):359–364, 1998.

[150] G. Qin, B. Gong, L. Bi, and X. Wu. Multi-scale and multi-physics meth-
ods for numerical modelling of fluid flow in fractured formations. In SPE
EUROPEC/EAGE Annual Conference and Exhibition. SPE143590-MS, 2011.

[151] J. A. Quiblier. A new three-dimensional modelling technique for studying
porous media. J. Colloid Interface Sci., 98:84–102, 1984.

[152] T. Ramstad, N. Idowu, C. Nardi, and P. E. Øren. Relative permeability
calculations from two-phase flow simulations directly on digital images of
porous rocks. Transport in porous media, 94(2):487–504, 2012.

[153] Ph. Renard and G. De Marsily. Calculating equivalent permeability: a review.
Advances in Water Resources, 20(5):253–278, 1997.

[154] A. P. Roberts. Statistical reconstruction of three-dimensional porous media
from two-dimensional images. Phys. Rev. E, 56:3203–3212, 1997.

[155] A. P. Roberts and E. J. Garboczi. Elastic properties of model porous ceramics.
J. Amer. Ceramic Society, 83(12):3041–3048, 2000.

[156] A. P. Roberts and M. Knackstedt. Mechanical and transport properties of
model foamed solids. J. Materials Sci. Letters, 14:1357–1359, 1995.

[157] A. P. Roberts and M. A. Knackstedt. Structure-property correlations in model
composite materials. Phys. Rev. E, 54:2313–2328, 1996.

[158] A. P. Roberts and M. Teubner. Transport properties of heterogeneous ma-
terials derived from Gaussian random fields: Bounds and simulation. Phys.
Rev. E, 51:4141–4154, 1995.

[159] Daniel H. Rothman and Jeffrey M. Keller. Immiscible cellular-automaton
fluids. Journal of Statistical Physics, 52(3-4):1119–1127, 1988.

[160] N. Saad, A. S. Cullick, and M. M. Honarpour. Effective relative permeabil-
ity in scale-up and simulation. In Rocky mountain rgional/low permeability
reservoirs symposium, pages 451–464, 1995.

[161] R. B. Saeger, L. E. Scriven, and H. T. Davis. Flow, conduction, and a char-
acteristic length in bicontinuous periodic media. Phys. Rev. A, 44:5087–5090,
1991.

[162] Muhammad Sahimi. Flow and transport in porous media and fractured rock:
from classical methods to modern approaches. John Wiley & Sons, 2012.



Bibliography 121

[163] Arthur Sakellariou, Christoph H. Arns, Adrian P. Sheppard, Rob M. Sok, Hol-
ger Averdunk, Ajay Limaye, Anthony C. Jones, Tim J. Senden, and Mark A.
Knackstedt. Developing a virtual materials laboratory. Materials Today,
10(12):44–51, 2007.

[164] Hamidreza Salimi and Johannes Bruining. Upscaling in partially fractured oil
reservoirs using homogenization. In SPE/EAGE Reservoir Characterization
& Simulation Conference, 2009.

[165] Marcel G. Schaap and Inma Lebron. Using microscope observations of thin
sections to estimate soil permeability with the Kozeny–Carman equation.
Journal of Hydrology, 251(3):186–201, 2001.

[166] Adrian E. Scheidegger. The physics of flow through porous media. Soil
Science, 86(6):355, 1958.

[167] G. Schnaar and M. L. Brusseau. Characterizing pore-scale configuration of
organic immiscible liquid in multiphase systems with synchrotron X-ray mi-
crotomography. Vadose Zone Journal, 5(2):641–648, 2006.

[168] L. M. Schwartz, N. Martys, D. P. Bentz, E. J. Garboczi, and S. Torquato.
Cross-property relations and permeability estimation in model porous media.
Phys. Rev. E, 48(6):4584–4591, 1993.

[169] Jean Serra. Image analysis and mathematical morphology, volume 1,2. Aca-
demic Press, Amsterdam, 1982.

[170] James Albert Sethian. Level set methods and fast marching methods: evolving
interfaces in computational geometry, fluid mechanics, computer vision, and
materials science, volume 3. Cambridge university press, 1999.

[171] Vahid Shabro, Masa Prodanovic, Christoph H. Arns, Steven L. Bryant, Car-
los Torres-Verdin, and Mark A. Knackstedt. Pore scale modelling of two-
phase flow. In J. Carrera, editor, XVIII International Conference on Water
Resources, CIMNE, Barcelona, 2010.

[172] Vahid Shabro, Carlos Torres-Verd́ın, Farzam Javadpour, and Kamy
Sepehrnoori. Finite-difference approximation for fluid-flow simulation and
calculation of permeability in porous media. Transport in porous media,
94(3):775–793, 2012.

[173] Xiaowen Shan and Hudong Chen. Lattice Boltzmann model for simulating
flows with multiple phases and components. Phys. Rev. E, 47(3):1815–1819,
1993.

[174] Xiaowen Shan and Hudong Chen. Simulation of nonideal gases and liquid-
gas phase transitions by the lattice Boltzmann equation. Physical Review E,
49(4):2941, 1994.

[175] Adrian P. Sheppard, Rob M. Sok, and Holger Averdunk. Techniques for image
enhancement and segmentation of tomographic images of porous materials.
Physica A, 339(1-2):145–151, 2004.



122 Bibliography

[176] David L. Silverstein and Tomlinson Fort. Incorporating low hydraulic con-
ductivity in a numerical model for predicting air-water interfacial area in wet
unsaturated particulate porous media. Langmuir, 16(2):835–838, 2000.

[177] David L. Silverstein and Tomlinson Fort. Prediction of water configuration in
wet unsaturated porous media. Langmuir, 16(2):839–844, 2000.

[178] E. H. Smith. The influence of small-scale heterogeneity on average relative
permeability. RESERVOIR CHARACTERIZATION II Z, page 52, 1991.

[179] David Tunison Snow. A parallel plate model of fractured permeable media.
PhD thesis, University of California, Berkeley, 1965.

[180] Robert M Sok, Trond Varslot, Abid Ghous, Shane Latham, Adrian P Shep-
pard, and Mark A Knackstedt. Pore scale characterization of carbonates
at multiple scales: Integration of micro-ct, bsem, fibsem. Petrophysics,
51(6):379, 2010.

[181] W. E. Soll, M. A. Celia, and J. L. Wilson. Micromodel studies of three-fluid
porous media systems: Pore-scale processes relating to capillary pressure-
saturation relationships. Water resources research, 29(9):2963–2974, 1993.

[182] Michael A. A. Spaid and Frederick R. Phelan, Jr. Lattice Boltzmann methods
for modelling microscale flow in fibrous porous media. Phys. Fluids, 9(9):2468–
2474, 1997.

[183] P. Spanne, J. F. Thovert, C. J. Jacquin, W. B. Lindquist, K. W. Jones,
and P. M. Adler. Synchroton computed microtomography of porous media:
topology and transports. Phys. Rev. Lett., 73:2001–2004, 1994.

[184] D. Stoyan, W. S. Kendall, and J. Mecke. Stochastic Geometry and its
Applications. John Wiley & Sons, Chichester, 1995.

[185] Sauro Succi. The Lattice Boltzmann Equation. Oxford University Press, 2001.

[186] Michael C. Sukop, Haibo Huang, Chen Luh Lin, Milind D. Deo, Kyeongseok
Oh, and Jan D. Miller. Distribution of multiphase fluids in porous media:
Comparison between lattice Boltzmann modelling and micro-x-ray tomogra-
phy. Physical Review E, 77(2):026710, 2008.

[187] Michael C Sukop and Daniel T Thorne. Lattice Boltzmann modelling: an
introduction for geoscientists and engineers. Springer, 2007.

[188] M. Teubner. Level surfaces of Gaussian random fields and microemulsions.
Europhys. Lett., 14:403–408, 1991.

[189] D. T. Thorne and M. C. Sukop. Lattice Boltzmann model for the Elder
problem. Developments in Water Science, 55:1549–1557, 2004.

[190] S. Torquato. Bulk properties of two-phase disordered media. i. cluster expan-
sion for the effective dielectric constant of dispersions of penetrable spheres.
J. Chem. Phys., 81(11):5079–5088, 1984.



Bibliography 123

[191] S. Torquato and G. Stell. Microstructure of two-phase random media. iii. the
n-point matrix probability functions for fully penetrable spheres. J. Chem.
Phys., 79:1505–1510, 1983.

[192] Salvatore Torquato. Random heterogeneous media: Microstructure and im-
proved bounds on effective properties. Appl. Mech. Rev., 44:37–76, 1991.
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