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ABSTRACT 

This thesis is aimed to calculate the effective permeability tensor and to simulate the fluid 

flow in naturally fractured reservoirs.  This requires an understanding of the mechanisms of 

fluid flow in naturally fractured reservoirs and the detailed properties of individual fractures 

and matrix porous media.  This study has been carried out to address the issues and 

difficulties faced by previous methods; to establish possible answers to minimise the 

difficulties; and hence, to improve the efficiency of reservoir simulation through the use of 

properties of individual fractures.   

The methodology used in this study combines several mathematical and numerical 

techniques like the boundary element method, periodic boundary conditions, and the 

control volume mixed finite element method.  This study has contributed to knowledge in 

the calculation of the effective permeability and simulation of fluid flow in naturally 

fractured reservoirs through the development of two algorithms. 

The first algorithm calculates the effective permeability tensor by use of properties of 

arbitrary oriented fractures (location, size and orientation).  It includes all multi- scaled 

fractures and considers the appropriate method of analysis for each type of fracture (short, 

medium and long). In this study a characterisation module which provides the detail 

information for individual fractures is incorporated.  The effective permeability algorithm 

accounts for fluid flows in the matrix, between the matrix and the fracture and disconnected 

fractures on effective permeability.  It also accounts for the properties of individual 

fractures in calculation of the effective permeability tensor. 

The second algorithm simulates flow of single-phase fluid in naturally fractured reservoirs 

by use of the effective permeability tensor.  This algorithm takes full advantage of the 

control volume discretisation technique and the mixed finite element method in calculation 

of pressure and fluid flow velocity in each grid block.  It accounts for the continuity of flux 

between the neighbouring blocks and has the advantage of calculation of fluid velocity and 
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pressure, directly from a system of first order equations (Darcy’s law and conservation of 

mass’s law).   

The application of the effective permeability tensor in the second algorithm allows us the  

simulation of fluid flow in naturally fractured reservoirs with large number of multi- scale 

fractures. The fluid pressure and velocity distributio ns obtained from this study are 

important and can considered for further studies in hydraulic fracturing and production 

optimization of NFRs. 
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NOMENCLATURE 

The following nomenclature is used in this dissertation.  It is tried to assign one definition 

to each symbol and define each symbol when it first appear in the text.    

Symbols: 

A = area 

[A] = matrix of coefficient  

Azimuth = fracture azimuth angle 

[B] = load vector  

Det[K] = determinant of permeability tensor 

Dip = fracture dip angle 

H = fracture aperture 

    iH  = aperture of arbitrary fracture ‘i’ 

K = permeability of matrix or fracture 

    iK  = permeability of arbitrary fracture ‘i’ 

K  = permeability tensor 

    xxK  = diagonal element of permeability tensor in x direction 

    yyK  = diagonal element of permeability tensor in y direction 

    yxxy KK ,  = off-diagonal elements of permeability tensor 
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L = fracture length 

n = normal vector to the surface 

P = fluid pressure 

Q = flow rate of injection or production or sink/source 

ffq  = fluid flow between interconnected fractures 

jiQ ,  = control volume 

r = distance between two points in boundary element calculation 

S = area of each element in the discretised domain in the boundary element method  

T = transmissibility function  

t = time 

 v = fluid velocity 

[X] = matrix of unknowns 

Ω  = area of domain under calculation in the boundary element method 

µ  = fluid velocity 

x, y, z =  1. Coordinates of fracture centre 

    2. Cartesian direction vectors 

l, m, n =  directional cosines of fracture 

g= gravitational acceleration 
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α  = internal angle of element S in boundary element discretisation 

δγβ ,,  = arbitrary angles 

θ  = rotation angle of fracture 

ρ  = density 

φ  = porosity 

(.)δ  = dirac delta function (finite element definition) 

ξ  = arbitrary point inside the domain of the boundary element method 

Γ  = grid block boundary or boundary of Poisson’s region 

λ  = mobility  

∇  = ‘change in’ 

∆  =laplace 

Subscripts: 

f = fracture  

i, j = elements 

m = matrix porous media 

short= short fractures 
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Abbreviations: 

BC = boundary condition 

BEM  = the boundary element method 

CVMFE = control volume finite element method 

FDM  = finite difference method 

FEM = finite element method 

NFR = naturally fractured reservoirs 

REV = representative elementary volume 
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CHAPTER 1  

                                  

GENERAL INTRODUCTION     

 

Importance of production of oil and natural gas from naturally fractured reservoirs has been 

growing with decreasing conventional hydrocarbon reserves.  Economic exploration of 

these resources primarily depends on understanding of fluid flow mechanism in fractured 

rocks. Majority of previous models in the simulation of Naturally Fractured Reservoirs 

(NFR) have been limited by considering fluid flow through interconnected fracture 

networks with no calculation of flow through matrix.   

In this first chapter, these issues are addressed by reviewing the literature and the previously 

documented modelling approaches are discussed.  This is followed by introducing the most 

efficient techniques for calculation of effective permeability tensor and simulation of 

production from NFR with a statement of objectives and scope of the thesis.   
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1.1   Naturally fractured reservoirs 

Natural fractures are geologic features capable of transferring fluids through the rock over 

long distances. In petroleum geology, naturally-occurring fractures are described as 

complex-shaped openings in rocks, filled with gas, liquid or solid mineral matters and have 

been found in sandstone, carbonates, shales, cherts and basement rocks filled with 

hydrocarbons.  

To some extent fractures exist in all rocks in the earth’s crust and could be originated from 

tectonic forces, litho-static force, high fluid pressure, or thermal loading. In recent years, 

several permeability enhancement techniques, such as hydraulic fracturing are also used to 

enhance the efficiency of production from reservoirs with very dense rock, such as hot dry 

rock reservoirs or with very low matrix permeability, such as coal bed methane, tight gas, 

etc.    

Presence of arbitrary oriented fractures, with variable length, spacing and orientation, 

makes it difficult to provide a simple methodology for simulation of NFRs.  Therefore, 

simulation of NFRs is not governed in essence by the same equations as those with 

homogeneous media.  It should be also considered that, although in most cases fractures are 

the main conduits and transformers of fluid flow inside the porous media, their effect on 

fluid flow becomes important only when they have sufficient spacing and length.  For the 

above reasons and to assess the role of fractures in fluid production and permeability 

anisotropy, detailed study of characterisation and simulation of naturally fractured 

reservoirs is essential.   

Due to the lack of knowledge about the properties of individual fractures and complexities 

involved in the calculation of permeability in NFRs, previous works in the simulation of 

these reservoirs either used the average properties for sets of fractures or did not consider 

the fluid flow in matrix porous media.  However, recent advances in reservoir 

characterization allow construction of realistic, highly detailed models which provide 

properties of individual fractures.  Moreover, using the techniques of the boundary element 

methods, periodic boundary conditions, control volume and mixed finite element methods 
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(used in this study) have made it possible to overcome the  complexities involved in 

calculation of the effective permeability and simulation of fluid flow in fractured reservoirs 

containing large numbers of arbitrary oriented fractures.   

 

1.2   Review of the previous works  

Considerable contributions to the understanding of fluid flow and solute transport in 

fractured porous media have been made and a number of methods have been devolved.  In 

general, they could be divided into three main categories: single continuum, dual continuum 

and discrete fracture approaches.  

In single continuum approach, fractured medium is represented by an equivalent porous 

medium and the bulk macroscopic values of the fractured medium are defined by averaging 

the point-to-point variations in the petrophysical properties over a representative volume.  

In dual continuum or double porosity approach, any unit of fractured media is considered to 

have a large number of fissures and matrix porous media.  In this approach, two pressure 

values are defined to each point one for the flow in the fracture and the other for the flow in 

the matrix.  Finally, in discrete fracture approach, fluid flow is only considered through a 

network of connected fractures.  Discrete fracture approaches usually define an effective 

permeability tensor, which represents the directional permeability caused by fractures.  In 

the following, different approache s in the simulation of fluid flow and methods to calculate 

effective permeability in NFR are reviewed with their benefits and drawbacks.  

1.2.1   Single continuum approach 

Single or equivalent continuum approach is a gird based method and requires the definition 

of a Representative Elementary Volume (REV), which represents the properties of fractured 

reservoir, see figure 1-1.   

REV is usually calculated by measur ing the permeability of samples with variable volumes 

in a statistical way to arrive at a constant value which is the volume that is representative 
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for the reservoir (figure 1-2 (a)).  In fractured reservoirs, if the resulted volume is greater 

than or equal to fluctuations of the measured permeability, the values are representative 

(figure 1-2 (b)).  It can be seen in figure 1-2(b) that the complex nature of rock discontinuity 

in NFR makes it difficult to define a representative volume.   

Kunkel et al. (1988) showed that REV will increase in size with discontinuity spacing.  As 

shown in figure 1-3, in fractured rock REV should be large enough to include sufficient 

fracture intersections to maintain constant permeability if a small volume of the rock mass 

is added to, or subtracted from REV (Lee and Farmer, 1993). The applicability of this 

approach was studied by Schwartz and Smith (1988), Long et al. (1982) and Therrien and 

Sudicky (1996) among others, in the context of groundwater flow under saturated 

conditions.     

 
 
 
 
 

 

Figure 1-1:  Representative elementary Volume in a rock mass (after Chen et al., 1999) 
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Chen et al. (1999) developed a mathematical formulation based on REV method to 

calculate anisotropic permeability tensor in global coordinate setting and its projection to 

the local coordinate system.  In Chen et al.’s model, properties of fracture sets in REV, are 

calculated by manipulating the average parameters of natural fracture in three-dimensional 

coordinate system and total flux through a REV containing multiple sets of fractures.  

Despite the simplicity of equivalent continuum approaches, these methods are not of the 

interest of this study as the properties of fracture such as geometry and orientation are not 

being considered.  In these methods, heterogeneity of fracture reservoir is represented by 

their averaged properties and as a result, individual fractures are not treated explicitly.  

Moreover, use of REV is not recommended in NFRs due to the high degree of 

heterogeneity.  

 

 

 

Figure 1-2:  Statistical representation of homogeneity and Rev.   (a) Homogeneous rock 
(b) Fractured rock (after Kunkel et al., 1988). 
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Figure 1-3: Conceptual discrete hydraulic featured related to REV: (A) Unfractured 
rock, (B) Fractured rock when REV includes sufficient fracture intersections 
to represent the mass flow domain and (C) Fractured rock, where large-scale 
features mean that REV is very large or non-Exist (after Kunkel et al., 1988; 
Lee and Farmer, 1993). 

1.2.2  Dual continuum (porosity/ permeability) approach 

Dual porosity approach was first introduced by Barenblatt (1960) to simulate flow of 

multiphase fluids in a fractured reservoir assuming matrix and fracture as parallel layers 

with unlimited lengths.  A modification of dual porosity approach which takes into account 

of fluid flow between matrix and fracture called dual permeability.  Many researchers have 

applied dual porosity/ permeability (dual continuum) approach in the simulation of 

multiphase flow in NFRs.  Sugar cube, layered and matchstick models are three different 

types of dual porosity approach.     

In dual continuum approach, it is assumed that the fracture and the matrix are two 

interacting continua: the primary porosity blocks with low permeability and high storage 

capacity and the secondary porosity fractures of high permeability and negligible storage 

capacity.  In both methods the greater part of the flow exists through a well-connected 
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fracture network (Gilman and Kazemi, 1983 and Nakashima et al., 2000).   In fact, the 

fractures provide the pathways for flow, while the matrix provides the source of flow to a 

well.  Dual porosity approach assumes no flow between matrix blocks whereas the dual 

permeability approach considers the flow between matrix blocks. The transfer of fluids 

between fracture and matrix is formulated as a function of saturation.  The two systems are 

linked via a leakage term representing the exchange of fluid between them (Therrien and 

Sudicky, 1996).  Figure 1-4 presents the dual porosity approach in the simulation of 

naturally- fracture reservoirs.  

 

 

Figure 1-4:  (a) cubic region with 3-D real fractured rock.   (b) Cubic region which 
shows dual-porosity concept of fractured rock (after Warren and Root, 
1963). 

Chilingarian et al (1992, 1996) presented a model to simulate fluid flow in carbonate 

reservoirs based on dual continuum model. They claimed that the fractured grid block can 

be replaced with a dual system containing one matrix and one fracture. Chilingarian et al 

(1992, 1996)  calculated the properties of fractured system using the traditional empirical 

equations or by direct laboratory measurement. The main drawback of the dual 

porosity/permeability approaches are that they are generally concerned of fluid flow and do 

not account for the characteristics of individual fractures and their geometry.  In fact, most 

dual continuum approaches employ simple and uncomplicated mathematical formulation in 

the simulation of fluid flow by assuming matrix and fractures as parallel layers with infinite 
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length.  However, the continuum approaches are not satisfactory for the detail modelling of 

NFRs. 

 

1.2.3   Discrete fracture approach 

In the last ten years, a considerable number of research projects were carried out which 

made effective use of discrete fracture approach.  Discrete models accounts for fracture 

geometry and their formulations are based on the properties of fracture.  However, they do 

not account for the effect of matrix permeability.  In general, discrete fracture models are 

presented in three different forms: deterministic, stochastic and heuristic depending on the 

source and availability of information of fracture properties.  Each technique is based on 

theoretical, numerical, exact or approximated method.  Some of these methods are based on 

the calculation of effective permeability tensor in order to simulate flu id flow in the 

heterogeneous or naturally fractured porous media.   

Deterministic discrete methods 

In deterministic method, the geological model of reservoir is well known.  This is generally 

true for a sufficiently simple case, where an exact analytical solution can be found.  For 

more general cases, the theories of percolation (Berkowitz and Balberg, 1993 and Guyon et 

al., 1984), effective media (Dagan, 1979); Dagan, 1989 and Poley, 1988), streamline (Begg 

and King, 1985) and renormalization (king, 1989) are employed to make approximate 

calculation with varying precision.  One may also find the analyses given by Durlofsky et 

al. (1997) and Yang and Deo (2001) from fine to coarse scale in heterogeneous and 

fractured porous media.  

Hughes and Blunt (2000) developed a model for the simulation of fractured porous media 

by use of micro networks.  Long et al. (1985) developed a three-dimensional deterministic 

discrete model which accounts for the properties of fractures as shown in figure 1-5.  

Unfortunately, in discrete models matrix permeability and disconnected fractures are not 

considered. 
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 Stochastic discrete methods  

In contrast to deterministic methods, stochastic methods assume an approximate knowledge 

of the model and take the probabilistic view to study variables as random functions in the 

space.  Stochastic methods are grouped by Renard and Marsily (1997) as: spectral method, 

perturbation method, field theory and Monte-Carlo.  Matheron et al. (1987); Dagan (1993) 

and Gelhar (1993), among others have worked on these models. A brief review of the 

different stochastic methods can be found in Kitanidis (1995). 

Oda (1985) stochastically derived a simple expression for modelling of NFR with very 

short fractures. He employed a line source-sink to represent the randomly distributed 

fractures in the calculation of effective permeability. Oda (1985) assumed that the average 

pressure gradient inside the fracture is equal to the pressure gradient in the matrix.  Because 

of this assumption, flow in fracture becomes independent of the matrix permeability.  Cacas 

et al. (1990) developed a direct stochastic discrete method in modelling the flow in a 

fracture network. Unfortunately, they did not account for matrix permeability and 

properties of individual fractures.  Some other stochastic methods were introduced by 

Matheron et al. (1987); Dagan (1993) and Gelhar (1993).  Although stochastic methods 

have shown some great advantages over the deterministic methods as they can work even 

with limited number of available data, their accuracy is limited only to the well-bore area. 

 

Figure 1-5:  Cubic region with three-dimensional fractured network of disc-shaped 
orthogonal fractures (after Long et al., 1985). 
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Heuristic discrete methods 

Finally, heuristic discrete methods propose rules for calculating reasonable equivalent 

permeability.  The main heuristic methods are known as: sampling, averaging means, 

power average and flexible grid methods.  These methods are widely used in the calculation 

of effective permeability and in the simulation of fluid flow in heterogeneous reservoirs.  

For detailed information and related references about the heuristic methods see Renard and 

Marsily (1997). 

Due to the complexities involved in discrete models, these models are unable to model the 

flow of multi-phase flow in NFR. Moreover, discrete models consider fluid flow through a 

system of connected fractures ignoring the flow of isolated fractures and matrix porous 

media.   

1.2.4   Models using the effective permeability tensor 

It can be seen that modelling of NFR is a complete task which has not succeeded by 

previous methods.  Discrete models do not consider the matrix permeability and also have 

difficulties in the simulation of multiple-phase flow.  In a like manner, stochastic and 

continuum models do not consider the properties of individual fractures.  A complete task 

can be achieved by employing the concept of block effective permeability tensor in the 

simulation of fluid flow in NFRs.  The effective permeability calculation is to replace the 

fractured block with a homogeneous block taking into account the properties of individual 

fractures and matrix porous media in the original block.  These methods are effective as 

they consider the fracture properties and matrix permeability, while ignoring the 

complexities involved in the previous works.   

Recently, a number of works have been introduced in the simulation of heterogeneous and 

NFRs using the effective permeability tensor (Lee et al., 1998, 2002; Sutopo et al., 2001; 

Aavatsmark et al., 1998a; Edwards and Rogers., 1998; Lee et al., 1999; Durlofsky, 1991; 

Arbogast et al., 1995, 1997, 1998; Koebbe, 1993; Durlofsky, 1993, 1994; Cai et al., 1997; 

Russell, 2000; Jones, 1995; Naff et al., 2000).  The calculated effective permeability tensor 
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in most cases is a diagonal tensor in two- or three-dimensions with zero off-diagonal 

elements.  However, in NFRs it is necessary to calculate full tensor effective permeability 

(with none zero off-diagonal elements) to account for the effect of fracture orientation 

inside the block.     

In the following, first the methods which calculate the effective permeability tensor and 

then the methods to simulate fluid flow in NFR using the effective permeability tensor are 

reviewed and discussed.   

Methods to calculate the effective permeability tensor 

The idea of using effective permeability is to replace the heterogeneous block with a 

homogeneous block in which the fracture properties remain the same throughout the grid 

block (Lough et al., 1998).  For this purpose, different methods are developed with different 

simplifications depending on the size and density of fractures in the media.    

One of the earliest models for the calculation of effective permeability in NFR was 

introduced by Snow (1968, 1969).  His model is essentially a mathematical model based on 

the concept of infinite parallel plate with some statistical observation of fracture patterns 

with their parameters such as anisotropy, aperture, spacing and porosity (figure 1-6).  

However, Snow’s model assumes that the fractures belong to fracture sets and have infinite 

length.  Moreover it does not account for matrix permeability in calculation of effective 

permeability. 
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Figure 1-6:  A solid volume of dimensions W cut by parallel plane conduits (after Snow, 
1969). 

 

Long et al. (1985) investigated the relationship between the degree of interconnection and 

its effect on permeability of fracture networks.  They found that assuming degree of 

interconnection for dead end or isolated fractures and adding up the degree of heterogeneity 

in the system cause the actual permeability to be less than what Snow originally predicted.  

To improve the model devised by Snow (1969), Gupta et al. (2001) introduced a simple 

mathematical approach to calculate the permeability tensor, considering actual length of 

fractures.   Their formula is a product o f two components: a scalar permeability value which 

is calculated by a stochastic method and a unit permeability tensor which accounts for 

normal vector to fracture’s plane and dip angle of fractures.   However, matrix permeability 

was not considered and correlations were written only for sets of parallel fractures, thus 

ignoring the properties of individual fractures.  

Oda (1985) stochastically derived a simple expression for very short fractures.  He 

employed a line source-sink to represent the randomly distributed small fractures in the 

calculation of effective permeability and assumed that the average pressure gradient inside 

the fracture is equal to the pressure gradient in the matrix.   Given this assumption, the flow 

in the fracture becomes independent of the matrix permeability. Other stochastic methods 

have been introduced by Matheron et al.(1987); Dagan (1993) and Gelhar (1993). 

Cacas et al. (1990) developed a direct stochastic discrete method in modelling of flow in a 

fracture network which includes all types of fractures in the network.  Information of 
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fractures is obtained in a grid base system by stochastic methods employing the seismic 

technology and using outcrops as source information. Cacas et al. (1990) assumed that the 

flow between intersected fractures occurs through bonds joining the centre of each fracture 

to the intersected line (figure  1-7).  The bonds were one dimensional and made up of two 

parts, one for each fracture from the centre to the intersection of two fractures.  

Permeability for each bond was given by the fracture to which it belongs. Unfortunately, the 

stochastic model developed by these investigators did not include the matrix permeability 

and the properties of individual fractures.  

 
 
 

 

 

Figure 1-7:  Fluid flow simulation (after Cacas et al., 1990) 

Durlofsky (1991) developed a method which made use of the pressure solution in 

calculation of effective permeability tensor, employing Laplace’s equation and periodic 

boundary conditions.  Components of the permeability tensor are calculated in his method 

in a unit cell by applying a constant pressure difference in the x and y directions and solving 

the Laplace’s equation. Periodic boundary conditions always obtain symmetric and positive 

definite permeability tensor and imply full correspondence between pressures and flux at 

opposite sides of the block. Periodic boundary conditions are taken into account by other 
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investigators in the  calculation of effective permeability (Lough et al., 1996, 1998; Lee et 

al., 1999, 2001; Nakashima et al., 2000).  

Apart from the above mentioned methods, numerical methods are also routinely used in the 

calculation of effective permeability.  Methods such as Finite Difference Method (FDM), 

Finite Element Method (FEM) and the Boundary Element Method (BEM) are the main 

methods which are used by engineers.  Most numerical techniques have inherent difficulties 

in terms of the formulation of heterogeneous media with complex geometry and generate a 

very complicated system of equations.   

Rasmussen et al. (1987) investigated the effect of the fracture/matrix vertical permeability 

ratio on hydraulic conductivity in a simple fracture system.  They employed BEM to model 

three-dimensional fluid flow by considering the matrix and the fractures as separate systems  

and did not account for the continuity of flux between fracture s and matrix porous media. 

They claimed that the accuracy of their model is dependant on the aspect ratio, which is the 

distance between mesh points on fracture faces to the width of fracture. They drew the 

conclusion that aspect ratio should be less than 10 to achieve accurate results.   For the type 

of problems in NFR, the fracture aperture is in the order of 10-100 mµ  and the length of 

fracture is in order of 1m. For such a problem, the original formulation would require about 

1000× 1000 mesh points on each surface of the fracture (Lough et al., 1998).  This scheme 

becomes quite time consuming especially when the number of fractures becomes large and 

the order of elements becomes higher.   

Nakashima et al. (2000) developed a model to calculate the effective permeability using the 

complex variable boundary element method.  However, they assumed fractures are 

uniformly distributed systems and did not account for fluid flow in the matrix and flow 

between the interconnected fractures.   

In a recent work, Lough et al. (1996, 1998) treated fractures as planner sources in the matrix 

applying the Poisson’s equation to fractures and to the whole matrix inside the block (figure 

1-8).  By considering very small fracture aperture, they assumed that fluid flow in fracture 

is equivalent to the flow between a pair of parallel plates.   They also assumed that the 
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velocity and pressure in fractures are being the average fluid velocity and pressure.   Lough 

et al. (1998) concluded that the fracture connectivity has a less influence on the effective 

permeability than the fracture density because of the strong coupling of the matrix and 

fractures.   In order to relate the fluid flow in matrix to the fluid flow in fracture they 

assumed that the potential gradient in the fracture is proportionate to the average potential 

gradient in the grid block.  Lough et al. (1998) observed that their method is applicable only 

to medium size fractures due to complexities involve with the application of Poisson’s 

equation for the whole matrix inside the block.  Lee et al. (2001, 1999) modified Lough et 

al.’s model by introducing a hierarchical approach to include short and large fractures in 

calculation of effective permeability tensor.  They approximated the effect of short fractures 

on matrix permeability by introducing an analytic expression derived from Oda (1985). 

They assumed that long fractures act as fluid conduit inside the reservoir and are explicitly 

implemented in a reservoir simulator using the equation of horizontal wells.   

In the following, methods to simulate fluid flow using the effective permeability tensor are 

introduced with their benefits and drawbacks.  

 

Figure 1-8: A grid block containing medium size fractures of arbitrary orientation and 
different sizes (after Lough et al., 1998) 
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Simulation of fluid flow in NFRs using the effective permeability  

Recently, a number of theoretical and numerical methods have been developed using the 

control volume method in the calculation of fluid flow from homoge neous reservoirs.   

Kwak and Kim (2000) outlined the necessity of these methods in fluid flow simulation and 

employed them for the calculation of fluid velocity.  The control volume approach for the 

mixed formulation of linear elliptic problem was first developed by Russell (1995).  This 

technique has been widely used as discretisation techniques for conservation of mass by 

Ohlberger (1997); Feistauer et al. (1995); Durlofsky et al. (1992) ; Weiser and wheeler 

(1988); Suli (1991); Cai et al. (1991, 1997).  Control volume discretisation in finite 

difference and mixed finite element methods has been used by engineers in the simulation 

of fluid flow in petroleum reservoirs. 

Control volume finite difference methods 

Recently, a number of models have been developed using the block-centred finite 

difference method with continuity of velocity between blocks, (Thomas and Trujillo, 1995; 

Aavatsmark et al., 1998a, b).  Lee et al. (1997, 2002) further improved the simulation of 

NFR using the full tensor effective permeability in a flux-continuous finite difference 

method.  Lee et al. (1997, 1999) developed a flux-continuous finite difference model in the 

simulation of production from heterogeneous reservoirs by applying a full tensor effective 

permeability.  One of the advantages of this method is the applicability of the model to 

simulation of fractured reservoirs where the heterogeneity is described by permeability 

tensor.   

Combining finite difference with control volume permits the direct calculation of fluid 

velocity, whereas in the previous methods velocity is calculated by differentiating the 

pressure and is not very accurate in the simulation of NFRs.   

However, finite difference formulation is valid for uniform grids and creates error in the 

case of fractured reservoirs with complex geometry. For heterogeneous systems and 

reservoirs with non-uniform grids, finite difference formulation is not effective and one 



 -18-

needs to use other methods such as finite element which are capable of handling the 

complex geometry in simulation of fluid flow.  

Control volume mixed finite element methods 

More recently, control volume and mixed finite element techniques are used in modelling 

of fluid flow in heterogeneous and fractured reservoirs (Edwards and Rogers, 1994, 1998; 

Naji and Kazemi, 1996; Nakashima et al., 2000; Park et al., 2002 and Cia et al., 1997).  Cia 

et al. (1997) theoretically formulated this method for heterogeneous reservoirs with 

irregular geometry and outlined its technical success and applicability.  They used a block-

centred approach to calc ulate pressure at the centre and velocity at the middle of the grid 

block edges. They claimed that their method is more accurate than the methods utilised by 

Aavatsmark et al. (1998a, b) in which dual velocity grids are associated with the corners of 

pressure block.  The use of control-volume mixed finite element method enables us to 

simulate fluid flow in reservoirs with irregular geometry while maintaining many of the 

familiar properties of block-centred finite difference methods for rectangular grids. 

Chou and Kwak (2000) developed a mathematical control volume model in a same manner 

as Cia et al.’s and proved its first order optimal rate of convergence for the approximate 

velocities as well as for the approximate pressures.  Sutopo et al. (2001) applied Cia et al.’s 

model for the simulation of NFR with two-phase flow and regular fracture pattern.  In Cia 

et al.’s method permeability was assumed to be a scalar term whereas in the simulation of 

NFR permeability is usually defined in tensor form.  Detailed information about this 

method is provided in chapter 3.  However, it should be noted that in the mixed methods 

pressure is not a continuous function and is calculated in the block centres.  

 

1.3  Objectives and scope of the thesis 

From the review, it can be concluded that although numerous approaches have been 

developed for the modelling of fluid flow in NFRs, very little is known about their actual 
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mechanism.  Many of previous methods are not able to consider the flow in fractured 

reservoirs with multi-scaled fractures. Others merely characterise the properties of 

individual fracture.  A clear distinction must be made to account for fluid flow in the matrix 

and the fractures, using the appropriate tools that can be applied to the reservoirs with 

thousands of fractures of different sizes and orientations.   

Review revealed that the use of effective permeability tensor is an efficient method for 

simulation of fluid flow in NFR due to its computational simplifications and allows use of 

detail properties of all types of individual fractures.  Effective permeability tensor 

overcomes the problems such as irregular fracture patterns, flow interactions between 

matrix and fractures and effect of fracture characteristics (i.e. dimension, density and 

orientation).  

This study attempts to contribute to our understanding of fluid flow mechanism in fractured 

reservoirs. The primary aims of the research are: 

1) To review the previous methods for the calculation of block effective 

permeability tensor and simulation of fluid flow and production from NFRs.   

2) To develop a mathematical formulation and necessary computer code for the 

calculation of full tensor effective permeability taking into account the effect of 

different types of fractures and matrix permeability. 

3) To develop a mathematical formulation and necessary computer code for the 

simulation of fluid production in naturally fractured reservoirs using the effective 

permeability tensor. 

4) To evaluate the computational results of these numerical tools by performing the 

sensitivity analysis of the reservoir parameters.   

1.4    Thesis outline 

This thesis is presented in five chapters according to the mathematical formulation, results 

and discussion.  It is divided into two major parts: effective permeability calculation 
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(Chapter 2) and simulation of fluid flow in NFRs (Chapter 3).  Examples and sensitivity 

analysis for both parts are presented in Chapter 4. 

Chapter 2 Provides the theoretical background and mathematical formulation of the 

calculation of effective permeability in NFR.  It defines basic concepts regarding the  

calculation of effective permeability and provides a detail process of derivation of boundary 

integral equations, discretisation using the boundary element methods and application of 

periodic boundary conditions.  The result from effective permeability model is also 

compared with the results from analytical solution. 

Chapter 3 Provides the theoretical background and mathematical formulation of 

simulation of production in NFR.  Flux-continuous CVMFE model is employed using the 

effective permeability tensor in modelling of flow through fractured porous media.   

Chapter 4 Presents examples for the effective permeability calculation and fluid flow 

simulation algorithms in NFRs.  Sensitivity analysis is conducted through a number of 

examples to show the effect of size, density and orientation of fractures as well as matrix 

permeability.   

Chapter 5 Draws the general conclusion followed by recommendations of areas for future 

study. It presents the findings of the research and the performance of the theoretical 

methods and computational tools. 
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CHAPTER 2                                                          

CALCULATION OF EFFECTIVE PERMEABILITY TENSOR  

 

2.1  Overview 

Recent advances in reservoir characterization have allowed us the construction of realistic 

methods using the detailed properties of naturally fractured reservoirs.  In this chapter a 

numerical method is developed to calculate the effective permeability tensor in naturally 

fractured reservoirs. The objective of the presented method is to treat small fractures as part 

of matrix (pores) and medium to large fractures as source/sink inside the matrix porous 

media.  The former is formulated using the Laplace’s equation and the later is formulated 

using the Poisson’s equation for fluid flow inside matrix and fractures.  Improvements have 

been made by introducing a new region (Poisson’s region) around the medium to long 

fractures and in defining the most efficient type of boundary conditions at the grid block 

boundaries and at the matrix/fracture interface.  The equations are formulated in two-

dimensions and a computer program is written in FORTRAN to calculate full tensor 

effective permeability in each grid block.  Discretisation of the problem is conducted using 

the boundary element method.  Fractures are classified according to their relative length to 

the grid block dimensions into short to long fractures.  Input data which is the detail 

information for the individual fractures (location, size and orientatio n) is taken from the 

work of Tran (2004).   

This chapter begins with the properties of natural fractures, followed by a review of the 

input data and the theory of fluid flow in NFRs.  Then, the methodology for derivation of 

integral equations and the procedure for calculation of effective permeability tensor are 

described.  Finally, the method is compared with an analytical solution.  The calculated 

effective permeability tensors are employed in the simulation of fluid flow in chapter 3 and 

a number of examples as well as a case study are presented in chapter 4. 
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2.2    Properties of natural fracture  

Fracture’s spatial shape, length, orientation and aperture are essential properties in the 

simulation of NFRs (see figure 2-1).  Natural fractures usually appear in irregular shapes 

and occur on a variety of scales, from microscopic to continental.  In addition, they might 

have regular or irregular distribution, closed and filled with cement, or open to flow.  In this 

study, all fractures are grouped in the same way and are distinguished from each other by a 

set of properties of location, geometry, length, orientation, aperture and permeability.   

• Location and Geometry: Two dimensional line fractures are defined by coordinate 

of centre (x, y) and orientation. They may also define by the coordinates of start and 

end points of fractures. Geometry of a fracture affects both the flow properties and 

the physical properties of the rock mass. Fractures are usually considered as smooth 

parallel plates, (Rasmussen et al., 1987; Lough et al., 1998; Gupta et al., 2001; 

Snow, 1965, 1968 and 1969).  In numerical methods and in simulators, they are 

simplified by lines, rectangles or disk shapes in two or three-dimensions.   

• Length: Fracture length is also an important parameter in the simulation of NFR. 

Length of fracture is depended on field geology and varies over a wide range from 

410−  to 810  cm (Chernyshev and Dearman, 1991).  In this study, fractures are 

usually grouped as short, med ium and long based on their length and different 

techniques are applied to different size of fractures in the simulation of fluid flow.  

In the examples presented throughout this study, it is assumed that short fractures 

have a length less than 0.05% of the grid block size and long fractures are those that 

have a length of higher than the grid block diagonals. Medium fractures will have a 

length between short and long fractures. 

• Orientation: Fracture orientation is calculated by measuring the angle between the 

centre line of fracture and y axis (north direction), positively clockwise (figure 2-1).   
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• Aperture : Fracture aperture is also an important factor in the simulation of fluid 

flow.  Many methods assume a constant aperture and some consider the aperture as a 

function of length (e.g. Oda, 1985).  In this thesis the aperture is assumed to be very 

small, compared to the length of the fractures. This assumption allows the fluid flow 

inside the fracture to be equivalent to the flow between a pair of parallel plates, 

(Lough et al., 1996, 1998 and Lee et al., 2001). 

• Permeability: Fracture permeability is very high as it connects isolated pores and 

acts as the main conduit for fluid flow in the reservoir.  Thus, the presence of 

fractures can greatly increase the permeability of rocks with very low matrix 

permeability such as tight gas reservoirs.   

 

Figure 2-1:  2D schematic for a single fracture with centre O(x,y), orientation (teta), 
length (L) and aperture (H) in x-y coordinate system. 

It is possible to estimate fracture permeability and fluid flow through the fractures by using 

the simplifications made by Snow (1969) which assumes fractures are parallel plates wit h 

smooth surfaces.  Fluid flow through a single fracture is usually expressed by cubic law. 

Cubic law is deducted from Darcy’s law with the assumptions of laminar flow through a 

channel bounded by parallel plates with permeability: 
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where )(mhi  is the aperture in the fracture “i” and k (m2) is the permeability between the 

two parallel plates (Lee et al. , 2001). Cubic law is valid for rough and uneven 

discontinuities when they are open (Witherspoon et al., 1980; Iwai, 1976; Lee and Farmer, 

1993).   

2.2.1    Field data sources for this study 

In the previous methods such as continuum or parallel plate, fractures are considered in 

regular patterns or grouped as fracture sets and systems in the medium.  A fracture set is 

usually known as a group of fractures which run more or less parallel to each other and a 

fracture system is grouped as a number of fracture sets which intersect at a constant angle. 

This simplification does not consider the properties of individual fractures by defining the 

mean length, aperture and orientation for set of fractures.  By use of new techniques, it is 

now possible to characterise NFRs to generate the detail information of all types of 

individual fractures.   

This study calculates the effective permeability tensor based on the specification of 

individual fractures to provide realistic results with higher accuracy.  Input data for this 

study are taken from the work of Tran (2004) which includes coordinates of the centre, 

half length, dip and azimuth and considers fractures in three dimensional penny shapes, 

see figure 2-2.    
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Figure 2-2: Fractures generated in a portion of a reservoir characterised by Tran (2004). 
Different sizes of fractures from short to long are presented in three-
dimensional disk shape format. 

To calculate the coordinates of individual fractures in two-dimensions, fractures are first 

converted into direction cosines using their dip angle and azimuth angle.  To do this, the 

normal to the fracture is projected to the vertical and horizontal surface to calculate the 

direction cosines, as shown in figure 2-3.  In this figure, OX is directed horizontally east, 

OY is horizontally north and OZ is vertically upward and the direction cosines are 

assigned for fracture in vertical and horizontal directions.  The directional cosines of the 

fracture in terms of fracture dip and azimuth can be presented as: 

)cos(
)cos()sin(

)sin()sin(

dipn
azimuthdipm

azimuthdipl

=
=

=
……………………………….. ..... 2-2 

where the parameters δ  and γ  are defined as: dip−= 90δ  and azimuth−= 90γ .  Using the 

equation 2-2 and having the fracture centre location and its length or radius from input data, 

it is possible to calculate the two-dimensional information for individual fractures as line 

fractures.   
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Figure 2-3:  Schematic for calculation of direction cosines 

Figure 2-4 shows schematic view of a fractured reservoir which is divided into a number of 

grids containing different types of fractures.  The effective permeability algorithm 

developed in this study requires the fractures to be divided into three categories based on 

their relative length to the grid block size: short and medium size fractures. Long fractures 

are divided into their crossing blocks and modelled in a same manner as medium fractures.  

 

Figure 2-4:  A schematic of two-dimensional fractured reservoir used in this study.       
(a) Short fractures (b) Medium size fractures (c) long fractures. 
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2.3    Theory of fluid flow in fractured reservoirs 

In chapter 1, the methods to calculate the effective permeability tensor were discussed.  It 

was mentioned that some of previous methods did not consider the fluid flow in the matrix 

and flow interaction between matrix and fractures (e.g., methods which use Snow’s method 

and discrete fracture approach).  Other methods did not consider the properties of individual 

fractures like size, aperture and orientation in the calculation of effective permeability 

tensor (e.g., methods which use dual porosity/ permeability approaches).   It was also 

mentioned that the majority of methods assumed fracture to be separated from the matrix by 

applying the Laplace’s equation.  It was concluded that the recent work by Lough et al. 

(1996, 1998) which treats fractures as planner sources inside the matrix is one of the most 

efficient methods which applies Poisson’s equation to the matrix and fractures. However, 

that method requires the discretisation of the whole matrix block and is only applicable for 

medium size fractures due to its complexity.  Recently, further improvement was made by 

Lee et al. (2001, 1999) by introducing a hierarchical approach which includes short and 

large fractures in calculation of effective permeability tensor.  Short fractures were analysed 

using a stochastic method and long fractures were modelled using the equation of horizontal 

well and were implemented explicitly to the reservoir simulator.  

In this study, the previous works are improved in several ways: by introducing a new region 

around the medium fractures (called Poisson’s region)  to simplify the complexities involved 

with using the Poisson’s equation for matrix porous media.  By considering the fluid flow in 

the matrix, fluid flow in the fracture, flow between the matrix and the fracture and fluid 

flow between the interconnected fractures.  By including short to long fractures and 

considering the properties of individual fractures in calculation of effective permeability 

tensor.  Finally, by applying appropriate types of boundary conditions at the boundaries of 

grid block, fractures and Poisson’s region, the integral equations are obtained.  The above 

improvements are discussed throughout this chapter and are addressed in the mathematical 

formulation section.  
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2.4    Mathematical formulation  

In this section boundary integral equations for matrix and fractures are derived and 

different types of boundary conditions along the grid block and fracture boundaries are 

presented.  It is assumed that the fracture aperture is very small in comparison to the 

fracture lengths.  In the definitions provided for matrix and fractures, it is assumed that the 

individual fractures and matrix are isotropic with considering a constant permeability inside 

the fracture and in the matrix porous media.  Then the effective permeability in the three-

dimensional fractured reservoir is described as permeability tensor, k taking into account 

the effects of the matrix and the fracture,  
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and in two-dimensional problems it reduced to: 
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where xxk and yyk  are diagonal terms and xyk  and yxk are off-diagonal terms of 

permeability tensor K. It is necessary for effective permeability tensor to be 

symmetric, yxxy kk =  and positive definite, 0,0,2 >>> yyxxxyyyxx kkkkk , in order to have a 

physical meaning (Durlofsky, 1991).  

Effective permeability tensor in porous media is usually estimated by solving single-phase 

fluid flow equations subject to periodic boundary conditions (Durlofsky, 1991 and 

Nakashima et al., 2000). The well known Darcy’s equation for fluid flow in porous media 

is described as, 

x
PKv

∂
∂−=

µ
……………………………………………………........ 2-5 
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and the continuity equation is written as follows: 

Qv =∇. ………………………………………………….……... ..... 2-6 

where v
 
is the velocity,

 
µ  is the fluid viscosity, Q and P are the flow rate and pressure, 

respectively.  Then the equation describing the flow of incompressible fluid can be derived 

by combining Darcy’s law and mass conservation as follows: 

0)(. =+







∇∇ QPK

µ
. ……………….…………………....... 2-7 

Assuming unique fluid viscosity ( 1=µ ), the above equation can be written in expanded 

form as, 
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It is immediately apparent that in steady state condition, given the isotropic porous media, 

the above equation can be rewritten in the following form, 
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K zyx …………………….... 2-9. 

Equation 2-9 states that the sum of flow rates in three directions and flow rate related to 

source/sink to the differential elementary volume is zero (see figure 2-5).  Derivation for 

the above equations is presented in Appendix-A. 
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Figure 2-5:  Differential volume element of fluid flow equilibrium. 

One of the improvements made by this study is to consider the fluid flow in the matrix, 

fracture and between the matrix and fractures.  This requires the formulation for 

equations of both matrix and fracture medias.  In previous works, in the calculation of 

effective permeability in NFR, fracture and matrix were formulated as separated 

systems having a common interface.  The common interface is made up of those parts 

of the fracture boundaries that are contained in the matrix (Lough et al., 1998). The 

fracture aperture is considered very small and the fluid flow in the fracture is equivalent 

to the flow between a pair of parallel plates.  An example of the methods which 

consider fracture and matrix as separate systems was presented by Rasmussen et al.   

(1987). Fluid flow and pressure equations in the fracture and matrix can be presented as 

follows (Lough et al., 1998):  

Fracture:   

)()( xpkxv iii ∇−= ................................................................................... 2-10 
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)(. …………………………………...... 2-11 
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where )(xQi represents the source strength of the fluid flow from fracture i to the matrix 

and q is the fluid flow from the intersected fractures to the fracture i at the intersection line. 

Flow of incompressible fluid in the matrix is based on Darcy’s law. Assuming mv   and 

mp to be fluid velocity through the matrix and pressure in the matrix, respectively. 

Matrix: 

)()( xpkxv mmm ∇−= …………………………………... 2-12 

0)( =∇ xvm ………………………… ………………….... 2-13 

Equation 2-13 is modified to treat medium size fractures inside the matrix by applying the 

source term of the Poisson’s equation to the matrix porous media around the medium size 

fractures.  As a result, fracture system and matrix porous media are coupled from the outset 

part using the Poisson’s equation and fluid velocity through the matrix which was 

previously presented by equation 2-13 becomes, 
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where jq is the flow interaction between matrix and fracture in element j , (.)δ is the dirac 

delta function and A is the area of element j.  

Finally, the governing equations for flow in the matrix and fractures in a two-dimensional 

reservoir are expressed as: 
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where 212.10842.7 hk f ×= , h is fracture aperture, L is one-dimensional coordinate and 

subscripts m and f represent matrix and fracture, respectively.  

Term Q represents the flow interaction between the fracture and matrix. ffq  is fluid flow 

from intersected fracture to the fracture i at the intersection lines (Lough et al., 1998): 

∑ ∫
=

−=
i

i
j

m

j L

ooo
j

iff xdlxxxqq
1

)()()( δ …………………….... 2-17 

where x and ox  represent the position vectors for points on fracture i and it is assumed that 

there are im  intersections on fracture i which is located along the lines[ i
j
i mjL ,...,1, = ]. 

To explain the methodology of solving the above equations using the boundary element 

methods, let us begin with the derivation of the general form of boundary integral equation. 

The linear form of Poisson’s equation in domain A is defined as follows Kwon (2001):  

0)())(.( =+∇∇ xQxpk    in  A, ……………………………………….. . ..... 2-18 

where k denotes the permeability, ),( 21 xxx =  for an arbitrary point in interior of A and 

)( xQ  characterises the source term associated with interior domain A, (figure 2-6(a)). In the 

case of medium or long fracture, the term )(xQ  is defined as ( ffi qQ + ), (figure 2-6 (b)). 

To solve the above equation with numerical techniques, it is necessary to solve the related 

integral equations in a way to produce reasonable results in reservoirs with large number of 

fractures and high degree of heterogeneity.  For this purpose, all the existing methods were 

examined and the related literature was reviewed.  It was found that there exist basically 

two approaches toward solving the boundary integral formulation: direct formulation using 

Green’s second identity and weighted residual method. The later is usually described as 

strong form, weak form, inverse form via integral by parts.      

 



 -34-

  

 

ξ

n

A

ξ

r
r

S

A
iQ

ffQ

       

Figure 2-6: (a) Arbitrary points on domain A. (b) Points on the region around medium 
fractures 

Green’s second  identity for a regular function G is the fundamental solution (or Green’s 

solution) and defined as )(2 xxG ′−=∇
rr

δ .  A fundamental solution is a function that 

satisfies the differential equation with zero right hand side at every point of an infinite 

domain except at points known as the source or sink, where the right hand side is infinite, 

(Beer and Watson, 1992 ).  The derivative of G is the function F which is defined in an 

infinite space singular at any point within the region under consideration, (see figure 

2-6(a)). Function G can be found from, 
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The fundamental solution, G is a solution satisfying the following equation 
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where xxr
rr

−′=  ,(Beer and Watson, 1992 ). 
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In the boundary element method the arbitrary points are moved to the surface of domain 

such that the nodes are defined at the boundaries.  In view of this, the boundary integral 

equation form of equation 2-19 for an arbitrary point ),( 21 ξξξ =  in domain A is written 

as, (Beer and Watson, 1992 ) : 

∫+

∫ ∫−=

A

S S

xdAxGxQ

xdsxpxFxdsxvxGpc

)(),()(

)()(),()()(),()()(

ξ

ξξξξ
………..... 2-21 

where npkv
r

.∇=  and n
r  is the exterior normal vector of S at ξ . S is the boundary of 

domain A in figure 2-6(a) and also the boundary of block A2 in figure 2-7.   For a single 

fracture inside the block, G is the fundamental solution, F which is the flux corresponding 

to the fundamental solution, is equal to nGk ∂∂  and )(xQ  is equal to the Dirac delta 

function )( ξσ −x .  The coefficient )(ξc , which is a function of the internal angle of the 

boundary S at point ξ , equals 1 if A∈ξ , 0 if SA ∪∉ξ  and πα 2 if S∈ξ , where α  denotes 

the internal angle of S at ξ  (α  equals π  at a smooth point on S).  In the above 

formulations, k is permeability and is defined for matrix or fractures individually. 

 

 

Figure 2-7:  Homogeneous block with an arbitrary fracture 
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Short fractures are considered as large matrix pores and hance the source term ( ∫
A

QGdA ) is 

not considered. The equation 2-21 is rewritten for short frac tures as:  

∫−∫=
SS

xpdsxFxdsxvxGPc )(),()()(),()()( ξξξξ .  ………………. ..... 2-22 

The effective permeability tensors calculated for short fractures using the equation 2-22 

have the following form,  
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K …………………………………….…. ..... 2-23  

 

To find the local permeability, the result from the short fractures are averaged inside the 

grid block as, 

)(
2
1 22

yyxx KKK += …………………………….…………. ..... 2-24 

This technique enhanced our ability to predict the local permeability. The calculated local 

permeability from short fractures is then used to calculate the full tensor effective 

permeability considering the effect of medium and long fractures. 

2.4.1   Boundary conditions 

In order to define the boundary conditions along the fracture boundaries three parallel 

surfaces are assumed for fracture: front, back and centre where the front and back surfaces 

are considered as the common interface with the matrix (porous media).  In the previous 

works, fractures in the matrix are assumed as separate systems having a common interface. 

As a result, the type of boundary condition around the matrix/fracture interface is called 

interface boundary conditions where the boundary nodes are defined as having equal 

pressures with no flow at the interface of two regions.   
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In this study, the following conditions are considered at the interface of matrix and 

fractures: 

0)(. =xvn ii ……………………………………….………..……..……... 2-25 

ii pxp =)( ................................................................................................. 2-26 

where in  is the unit normal to the fracture, x is position vector on the fracture and “i” 

represents i’th fracture. 

In this thesis, improvements are made by applying different types of boundary conditions at 

the boundaries of grid block, fractures and Poisson’s region around the fractures. Interface 

boundary conditions are applied to the boundaries of short fractures assuming them as 

belonging to matrix (pores) which are included in the local permeability.  Other fractures 

are considered as source/sink in the matrix and Poisson’s equation is applied to the portion 

of matrix which is located around medium and long fractures and is termed as Poisson’s 

region.  It is assumed that medium and long fractures contribute to the fluid flow inside the 

fractured porous media. Finally, periodic boundary conditions are applied to the block 

boundaries to calculate the effective permeability in tensor form.  Below are the boundary 

conditions for each type of fractures and the grid block boundaries: 

Short fractures 

The boundary conditions for short fractures are expressed as:  

fimi pp =  ………………………………………………………………. ..... 2-27       

fivmiv −=  ……………………………………………………………… ..... 2-28 

where nmvmiv
rr

.=   and  nvv ffi
rr

.= , mip  and fip  are matrix and fracture pressures at the 

interface and mv
r

and fv
r

 are velocities (Rasmussen et al., 1987; Beer and Watson, 1992 ). 
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Medium to long fractures 

Boundary conditions along the medium and long fracture boundaries in this study are 

defined as: 

avfi pp = …………………………………………………………. ..... 2-29 

imimi Qvv =− −+
……………………………………………………… ..... 2-30 

where nvv mmi
rr

.++ = , nvv mmi
rr

.−− = are the normal velocity per unit area of fracture, avp  is the 

pressure in the fracture’s central line and calculated by averaging the pressure values for the 

nodes located on the opposite sides of fracture boundaries at each boundary element to find 

a value for the centre line of fracture at that element.   fip  represents the pressure along the 

fracture nodes, +
miv

r  and −
miv

r  are velocities on the opposite nodes on the fracture faces and 

iQ  is depended on the source strength of the fracture and represents the flow interaction 

between the matrix m and fracture i.  Matrix pressure on the common matrix- fracture 

interface and on the exterior boundaries of the area around the fracture is unknown and can 

be calculated by app lying the periodic boundary condition during the solution process. 

Boundaries of grid block 

Periodic boundary conditions are considered for nodes along the block boundaries, which 

require treating all fracture edges as being inside the grid block (Lough, 1998). This type of 

boundary condition was discussed in section 1.2.4 in chapter 1.  Assuming that 1Γ and 
3Γ  

are two opposite faces of the grid-block in the 1x  direction and 
2Γ and 4Γ  are two opposite 

faces of the grid -block in the 2x  direction as shown in Error! Reference source not 

found..  Pressure at an arbitrary point ),( 21 xxx =  in the grid-block can be expressed as 

(Durlofsky, 1991): 

)()( 00 xxJpxp −+=  ………………………………………….. ..... 2-31 
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where ox  is the centre of the region under consideration, op  is the pressure at ox  and 

),( 21 jjJ = is the local pressure gradient.  

 

Figure 2-8: Periodic boundary condition over the grid -block. 

 

Periodic boundary conditions over the unit cell are written as (Durlofsky, 1991): 

22121 )1,()0,( jxxpxxp −===         On 1Γ and 3Γ ,………………………..... 2-32 

221121 ).1,().0,( nxxvnxxv
rr

=−==      On 1Γ and 3Γ , ……………….……. ..... 2-33 

12121 ),1(),0( jxxpxxp −===          On 2Γ and 4Γ  and………………......... 2-34 

421221 ).,1().,0( nxxvnxxv
rr

=−==     On 2Γ and 4Γ ……………………. ….... 2-35. 
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A constant pressure difference in the 1x  direction and a zero pressure difference in the 2x  

direction ( 01 ≠j  and 02 =j ) are applied to calculate the first two terms of the permeability 

tensor xxk  and yxk .  

 

Having solved Laplace’s equation under the above boundary conditions, the average 

velocity through the unit block is determined as follows: 

∫
Γ∂

−=><
3

231 . dxnvv …………………………………...... 2-36 

∫
Γ∂

−=><
1

112 . dxnvv …………………………………..... 2-37.                                     

Assuming 01 ≠j  and 02 =j , the two components ( xxk  and yxk ) of permeability tensor can 

be easily determined from the following equations: 

)( 211 jkjkv xyxx +−=>< …………………………………. ..... 2-38 

)( 212 jkjkv yyyx +−=>< …………………………………. ..... 2-39. 

The remaining two components ( xyk  and yyk  ) of permeability tensor can be calculated in 

the same way by varying the direction of pressure gradient to 01 =j  and 02 ≠j . 

2.5   Solution of the integral equation 

The numerical methods used for solution of integral equations are usually based on an 

approximate method of solution.  The type of method used may have an effect on the 

accuracy and the length time required for solution.  Unfortunately, it is difficult to compare 

different methods as there are varieties of techniques for solving integral equations with 
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unrelated approximating techniques. The majority of these methods try to replace the 

integrals by a quadrature formula or by a weighted residual function such as the Galerkin 

method.  In what follows, a quadrature based formula is used to develop a particular 

boundary element method.   

2.5.1  Discretisation using the boundary element method 

BEM is a relatively new numerical method developed in the shadow of the FEM and FDM.  

Recently, BEM has been a comparative interest for solving engineering problems with 

small number of books available on subject such as Chen and Zhou (1992).  The BEM 

utilises information only at the boundary of the region because the solution of the problem 

is a combination of the exact solutions inside the region.   BEM works extremely well for 

problems with a high ratio of volume to surface area but not very well for those with a low 

ratio. The opposite is the case for FEM.  BEM treats the problems as a boundary value 

problem, solves the integrals at the boundary (or surface in three- dimensional analysis) and 

reduces meshing complexities significantly (Beer and Watson, 1992).  

A constant or linear BEM is preferable to the FEM and FDM in the simulation of naturally 

fractured reservoirs as it is discussed in chapter 4. In fact, in BEM only the boundary 

requires sub-division, while in the FEM or FDM the whole domain of the partial 

differential equations are required to be discretised. The advantages associated with the 

boundary element method arise from the reduction of dimension by one which is important 

in cases of large three-dimensional systems. BEM also has the advantage that complex 

geometry can be considered in a shorter time by calculating the integrals at the boundaries 

only instead of solving them in the whole domain.  

Similar to FEM, BEM can solve the integral equations by a quadrature formula or by a 

weighted residual method such as the well-known Galerkin method. The potential 

shortcoming of BEM is that it requires the fundamental solution of the governing partial 

differential equation to be known. Although BEM has some problems in modelling of non-

homogeneous media, the application of this method in the solution of boundary integral 

equations in many engineering problems is appreciated (Brebbia, 1978; Huyakorn and 
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Pinder, 1983).  It is also widely employed in the calculation of effective permeability in 

fractured porous media with constant matrix permeability (Lough et al., 1998; Lee et al., 

2001 and Nakashima et al., 2000). 

In the implementation of BEM, the whole domain A is divided into NC triangular elements, 

NCAA ...,,1  with centres of 1x , …, NCx .  The boundary S is discretised into N boundary 

elements as NSSS ,...,, 21  over which displacements are chosen to be piecewise interpolated 

between the nodal points.  Figure  2-9 shows a number of regions which are considered in 

this method.  In this figure, short fractures and matrix porous media are defined as region 1, 

whereas medium and long fractures marked as region 2.  The portion of matrix which is 

located around the medium and long fractures is marked as 3.  Interconnected fractures are 

not included in this figure, but shown in figure 2-11. 

Short fractures and matrix porous media 

For modelling of short fractures only the boundaries of fractures and grid block are 

discretised using the constant type of BEM.  In this case, the values of p and v are assumed 

to be constant and equal to the value at the mid point of the element.  Equation 2-22 for a 

given ‘i’ can be written in discretised form as: 

∫∑∫∑
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ξξξξ ,…………..... 2-40 

term ∫
jS

xdsxF )(),( ξ relate the ‘i‘ node with the element ‘j’ over which the integral is carried 

out. 

Medium to long fractures and interconnected fractures 

In the case of medium, long and interconnected fractures, the Poisson’s equation is used for 

fracture and their sur rounded matrix. For this purpose, all medium to long fractures are 

evaluated and are grouped into their corresponding blocks.  Long fractures crossing a 
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number of blocks are divided into parts between the related blocks and treated in a same 

manner as medium size fractures.  Interconnected fractures have an extra term, which was 

previously defined by equations 2-15 and 2-17 as ffq .  

Equation 2-21 for medium and long fractures can be presented as follows:  
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Equation 2-41 is also employed for porous matrix around the fractures in Poisson’s region, 

which is affected by fluid flow in fractures, see figure 2-9. The Poisson’s region around the 

medium and long fractures is assumed to have a distance of 1% of the fracture length from 

the fracture surface, (see figure 2-10). It was found that changing the ratio from 1% to 2% 

or 3% may only cause an error less than 1% in the results.  A detailed account of this 

phenomenon is discussed in chapter 4.  It is clear from figure 2-9 that the boundary integral 

equations require the Poisson’s region to be discretised in two-dimensions.  For case of 

interconnected fractures the second term at the left hand side of equation 2-41 requires the 

inclusion of an extra function. A schematic view of interconnected fractures is presented in 

figure 2-11, which shows the line of intersection between two fractures.  Figure 2-12 shows 

the discretised form of a grid block with a medium size fracture using the BEM. 

Let jx  be the midpoint of jS  and the values for p, v and Q at the midpoints be constant. 

Then the values of p, v and Q are denoted as iii Spxpp ∈∀== ξξ)()( , iii Svxvv ∈∀== ξξ)()(  

and iii AQxQQ ∈∀== ξξ )()( .   

Equation 2-41 for 
ii S∈ξ  becomes: 
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Terms ∫
jS

i xdsxxF )(),(  and ∫
Sj

i xdsxxG )(),(  relate node ‘i’ with the element ‘j’ over which 

the integral is carried out. Let us call these integrals ijÂ  and ijB̂  respectively.  The second 

term on the right hand side is the contribution of fluid  flow from the matrix to fracture and 

is termed as ib .  Assuming I
2
1ˆ += ijij AA , where I is the identity matrix, equation 2-42 can 

be written as: 

 

bvBpA += ][][  ………………………………………………………….. ..... 2-43 

 
 
 
 
 
 
 

 

   

 

 

 

 

Figure 2-9: Boundary nodes on fractures and block and interior discretisation in 
two dimensions. 
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Figure 2-10:  Defining the Poisson’s region around the medium and long fractures. l1 and 

l2 are the boundary elements along the length and edge of fracture. 

 
 
 
 
 

 

 

 

Figure 2-11:  Intersected line between interconnected fractures with circular shapes 

 
 
 
 

1l  

2l  

%1
1

2 =
l
l  



 -46-

2.5.2   Boundary element solution of the system of equations 

In this part the solution method for discretised boundary integral equations are briefly 

presented.  Applying periodic boundary conditions in conjunction with boundary conditions 

along the fracture boundaries enables us to solve the system of linear equations in equation 

(2-43).   

Equation 2-43 can be summarised as follows, 

][]][[ BXA = ………………………………………………………….. ..... 2-44 

where: 

• A = coefficient matrix  

• X = nodal displacement vector (unknown functions of p and v) 

• B = load vector (boundary conditions and injection, production well information) 

 [A] is a dense, non-symmetric and a large matrix (commonly in thousands) and can be 

solved by the use of FORTRAN or LAPAC libraries.   The size of stiffness matrix in this 

study can be calculated directly by use of the number of fractures inside the grid block.  An 

example of the matrix vector system resulting from the collocation of equations in each 

block can be determined by considering a block containing single fracture with 400 

elements along the grid block, 20 elements along the fracture boundaries and 20 elements 

along the Poisson’s region (see figure 2-12).  Size of the stiffness matrix for this example is 

equal to 960960 ×  as shown in figure 2-13.  
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Figure 2-12:  A block containing a single fracture to show the elements of stiffness matrix. 

In equation 2-44, unknowns ([X]) are pressure and normal velocity at the grid-block 

boundaries, pressure and velocity at the fracture faces and edges, the portion of matrix 

around the fracture and fluid flow rate in fractures as well as at the lines of intersection 

between the interconnected fractures.  The source term at the fracture boundaries and flow 

rate inside the fracture are calculated once the pressure and velocities at fracture and block 

boundaries are known. Calculations of velocity at the intersection line for intersected 

fractures and average pressure inside the fracture involves an iterative method as discussed 

earlier.  Matrix and fractures are coupled with M node on the block, the N node on the 

region around the fractures and the N node along the fracture boundaries. This leaves us 

with 2M+4N unknowns and M+2N equations.  

The boundary conditions for fractures as specified in the mathematical formulation section 

gives us 2N equations. The periodic boundary condition gives us the remaining M 

equations when a constant pressure gradient between the opposite nodes on the grid-block 

boundaries is considered. In figure 2-13, A represents the fundamental solution and B 

represents the derivatives of A and C represents the boundary conditions at each collocation 

point.   
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The main advantage of this approach is that by modelling the short and medium to long 

fractures separately, it saves computation time and reduces the numerical error during the 

solution process.  The source code to implement the above problem is written in the 

FORTRAN 90 and the flowcharts for calculation of effective permeability from short and 

medium to long fractures are shown in figure 2-14.  It is shown that the input data first are 

examined in the geometric terms to be converted into 2D and also divided into short and 

medium to long fractures in each grid block. In each block, short fractures are formulated 

using the Laplace’s equation using the periodic boundary conditions. The resulted local 

permeability from the short fractures is then used as matrix permeability for medium and 

long fractures which are treated inside the matrix porous media as source/ sink.   

 

 

Figure 2-13: Stiffness matrix for block in figure 2-12 containing single fracture, F is the  
fundamental solution and G is its derivative  B and C represent the boundary 
conditions around fracture, surrounding part and along the block boundaries. 

 



 -49-

Calculation of the components of effective permeability tensor in x and y directions, 

requires solving the above problems twice: the first two components are calculated by 

applying a unit pressure difference between the two opposite sides of the grid block in x-

direction and zero pressure difference between the other two opposite sides of the grid 

block in y-direction.  In the same way, the other two components of the tensor are 

calculated by applying a unit pressure difference to the two opposite sides of the grid block 

in y-direction and zero pressure difference in x-direction.  This process is directly related to 

the application of periodic boundary condition which was explained previously in section 

2.4.1 in this chapter. 
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Figure 2-14:  Flow chart for calculation of the effective permeability of naturally fractured 
reservoirs with multiple blocks and multiple fractures.  Each part of the 
figure is connected to its related section in the text by addressing the related 
section number.  
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2.6   Comparative analysis between analytical and numerical 

results 

The purpose of this section is to compare the results from the effective permeability 

algorithm with the results from an analytical formula which is believed to be a useful tool 

for measuring the consistency of the variation in the effective permeability (Lough et al., 

1998). This will provide us with useful comparative results and to show us that the method 

is able to provide accurate results.  This method has been used by (Lough et al., 1998) to 

validate the results of their effective permeability calculation model.  

To proceed with this method we know that effective grid block permeability is depended on 

the fracture orientation so that it takes the form 
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Moreover, if when 0=θ  the effective permeability of the block is 
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then it follows that the components given in equation 2-45 can be written as 
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Therefore, analytical results for fracture with varying orientations (rotation angle) can be 

calculated by the following equation: 
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where θ  is the rotation angle and xxk  and yyk  are x and y components of the effective 

permeability tensor for a horizontal fracture, respectively (Lough et al., 1998). 

To compare the results of this study with the results from the above analytical equation, 

calculations were carried out at several rotation angles or orientations for a single fracture 

with the length of 0.6 units and aperture of 4100.1 −× units, inside a block with unit matrix 

permeability and length, (see figure 2-15). Each edge of the fracture is discretised into 7 

nodes and 100 elements are considered along the block boundaries. 

 

θ  

Matrix 

Fractur
e 

y 

x
Matrix 

 

Figure 2-15:  Validation of the method against the analytical solution by rotating a single 
fracture inside the matrix block 

 

The diagonal and off-diagonal components of effective permeability tensor are compared 

with those calculated by analytical solution method for different angle θ  between 0-90 
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degrees and the results are presented in figure 2-16 and figure 2-17 . It is shown in these 

figures that the results computed by using both methods are virtually indistinguishable and 

that they are within acceptable accuracy. The numerical results are consistent with those of 

analytical calculation as described by equation 2-41. 

In Table 2-1 and Table 2-2 the calculated values of the diagonal and off-diagonal elements 

of the permeability tensor as a function of increase in the rotation angle for both the 

permeability algorithm and the analytical solution are presented. The results show a very 

good correlation between two methods and indicate that both methods are producing 

similar results.  
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Figure 2-16:  Comparison of analytically and numerically calculated diagonal elements of 
the permeability tensor for single fracture rotating in a block. 
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Figure 2-17:  Comparison of analytically and numerically calculated off-diagonal 
elements of the permeability tensor for single fracture rotating in a block. 

 

 

Results calculated by Permeability Model 

Rotation Angle θ  xxK  yxxy KK =  yyK  

        0
 

1.566 0.000 1.023 

10 1.540 0.109 1.039 

20 1.478 0.166 1.083 

30 1.398 0.217 1.148 

40 1.312 0.243 1.226 

50 1.226 0.243 1.312 

60 1.148 0.217 1.398 

70 1.083 0.165 1.478 

80 1.039 0.091 1.540 

90 1.023 0.000 1.566 

Table 2-1:  Results of the numerically calculated diagonal and off-diagonal elements of 
the permeability tensor using this study. 
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Results calculated by Analytical Solution 

Rotation Angle θ  xxK  yxxy KK =  yyK  

0
 

1.566 0.000 1.023 

10 1.550 0.100 1.039 

20 1.502 0.175 1.087 

30 1.430 0.225 1.159 

40 1.342 0.257 1.247 

50 1.247 0.257 1.342 

60 1.159 0.225 1.430 

70 1.087 0.175 1.502 

80 1.039 0.093 1.550 

90 1.023 0.000 1.566 

Table 2-2:  Results of the analytically calculated diagonal and off-diagonal elements of 
the permeability tensor using  
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2.7   Closure 

In this chapter, the algorithm to calculate effective permeability tensor in NFRs has been 

discussed.  The fractured grid block has been replaced with a homogeneous block having a 

full tensor effective permeability, in which the fracture properties remain the same 

throughout the grid block. The effective permeability calculation in based on the treatment 

of fractures as sink/source plans in the matrix and the resulting equations are solved using 

the boundary element method. Short fractures are assumed to act as large pores belong to 

local permeability and medium to long fractures are treated as sink/source in their 

surrounding matrix porous media. 

Fluid flow in matrix porous media was found very important in NFRs and it could not be 

ignored in simulation of fluid flow in these reservoirs.  Most previous works did not 

consider the effect of matrix permeability and the effect of disconnected fractures.     

Fluid flow in matrix, fracture, matrix- fracture interface and intersected fractures are 

considered. The boundary element method and periodic boundary conditions are then used 

to calculate effective permeability tensor in each grid block.  The boundary element method 

simplifies discretisation process and the periodic boundary conditions have the advantage 

that provides symmetric and positive definite tensors (results always have a physical 

meaning).   

Results of this study are validated against analytical solution and the difference between the 

two was found negligible. The application of effective permeability tensors in simulation of 

fluid flow in NFRs is presented in chapters 3 and sensitivity analysis are presented in 

chapter 4.  
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CHAPTER 3                                                               

SIMULATION OF FLUID FLOW IN NFR USING CONTROL 

VOLUME MIXED FINITE ELEMENT METHOD 

 

3.1   Overview  

In previous chapter a method to calculate the effective permeability tensor in NFR was 

presented.  The objective of this chapter is to employ the effective permeability tensors in 

the simulation of fluid flow and prediction of production from NFR using a flux-continuous 

control volume mixed finite element method.  The control volume is employed to discretise 

the reservoir into grids assuming each grid block as a control volume.  The mixed fin ite 

element method is employed to calculate fluid pressure and velocities in the reservoir,   

directly by providing a system of first order equations of Darcy’s law and conservation of 

mass’ law.  Firstly, a rather general description is provided in which the present study is 

compared with similar studies, followed by a discussion of the problems associated with 

the applications of this current approach.  Next, the mathematical formulation and the 

discretisation technique is presented.  Finally, the results of this study are compared against 

data available in the literature. 
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3.2    Theory of simulation of fluid flow in NFRs 

In the simulation of fluid flow in porous media, velocity or flux is usually of primary 

interest.  In chapter 1, the previous methods of simulation of fluid flow in NFR were 

classified including a single continuum method, a double porosity/permeability method and 

a discrete fracture method or a control volume mixed method.  It was concluded that the 

control volume mixed finite element (CVMFE) method is one of the most appreciated 

methods in the simulation of NFRs.  It was first introduced by Russell (1995) and then 

improved by Cai et al. (1997) to include the irregular grid blocks.   The CVMFE method 

accounts for accurate calculation of velocity in the block and between the neighbouring 

blocks by providing flux-continuos formulation of velocity.  It also accounts for 

heterogeneity of the fractured reservoir using the effective permeability tensor.   

In fractured reservoirs, often sharp cha nges in lithology can cause sudden changes in fluid 

properties (Sutopo et al., 2001).  These changes cause the pressure to change rapidly and 

thus may lead to errors in the calculation of velocities using the conventional techniques 

where the diffusivity equation has been applied to the simulation of fluid flow in NFR.  

Moreover, conventional techniques require the solution of second order system of equations 

to calculate the pressure and then differentiate the pressure to calculate velocity.  However, 

in CVMFE method velocity and pressure are directly calculated by solving a system of first 

order equations containing conservation of mass and Darcy’s equation.  It also overcomes 

the problems inherent in previous works regarding matrix and fracture characteristics, using 

effective permeability tensor for each block.  CVMFE method has been used by a number 

of investigators in the simulation of fluid flow in NFRs (Sutopo et al., 2001; Cia et al., 1997 

and  Chou and Kwak, 2000). 

In this chapter, CVMFE method is used to simulate fluid flow and to predict pressure and 

velocity distribution profiles.  This follows the same basics as Cia et al.(1997) but 

incorporates full tensor effective permeability in the simulation of fluid flow in naturally 

fractured reservoirs.  A computer program is written in FORTRAN to calculate the velocity 
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at the edges and pressure at the centre of each grid block taking into account the properties 

of individual fractures by using the effective permeability tensor.   

3.3   Governing equations  

Fluid flow in naturally fractured reservoirs is formulated using a system of first order 

equations for incompressible, single-phase flow.  The algorithm is derived for regular grids 

and can be applied to the reservoirs with irregular grids (see Cia et al., 1997).  Darcy’s law 

for single-phase flow, neglecting the gravitational effect, is written as:   

x
PKv

∂
∂−=

µ
……………………………………………………..…….3-1 

and conservation of mass for an incompressible fluid can be described as follows: 

qv =∇. ……………………………..…………………….……..……..3-2 

where, v(cm/sec) is the velocity, 
x
P

∂
∂ (atm/cm) denotes the pressure gradient field, 

K(Darcy), µ (cp), q ( sec/3cm ) are permeability, fluid viscosity and flow rate, respectively.  

Single phase flow with unit density is assumed in this formulation.  To derive the related 

integral equations using the finite element method, equation 3-1 is written 

as 01 =∇+− PvKµ , which generalises the usual harmonic averaging of K in a simple way as 

described by Cai et al. (1997).   

Combining the Darcy’s law and the conservation of mass results in the following system of 

first order equations in reservoir or domain Ω  (Sutopo et al., 2001): 





=∇

=∇+−

qv

PvK

.

01µ
 ………………………………….…………..…..…..3-3. 
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The Mixed Finite Element (MFE) method is used to define a solution to this problem, 

providing a direct solution of the first order equations 3-3 for v and P. In the above 

equations, K is the full tensor effective permeability, defined as: 









=

yyyx

xyxx

KK
KK

K …………………………………….…………..…..3-4 

where xxK and yyK  are diagonal terms and xyK  and yxK are off-diagonal terms of the 

permeability tensor K.  In general, it is necessary for effective permeability tensor to be 

symmetric ( yxxy KK =  ) and positive definite ( 0,0,2 >>> yyxxxyyyxx KKKKK ), in order to 

have a physical meaning (Durlofsky, 1991). 

To derive the integral equation, it is necessary to define a weak form (defining a weak 

formulation is essential in the finite element methods) of the system of equations defined in 

equation 3-3. This study uses the format which is used by Wilson (2001) in deriving the 

appropriate weak form.  In general, it is required to prove the existence and uniqueness of 

the weak form, or mixed variational form.  It is also necessary to define appropriate 

function spaces which are conveniently used in finite element methods.  The mathematical 

formulation for deriving the weak form is presented in detail by Wilson (2001). 

To derive the integral equation, let’s multiply the first term of equation 3-3 by a vector test 

function w and integrate over Ω  giving 

∫ ∫
Ω Ω

− =Ω∇+Ω 0..1 wdpwdvKµ ………………………………………....3-5. 

Integration by parts and applying the Neumann boundary condition for above equation 

yields (Sutopo et al., 2001): 

∫ ∫
Ω Ω

− Ω∂><−=Ω∇−Ω qnwwdpwdvK ,...1µ …….………………..…...3-6. 
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Next, multiplying the second term in equation 3-3 by a scalar test function z and integrating 

over Ω  gives (Sutopo et al., 2001), 

∫=∫∇
ΩΩ

qzdxvzdx. ……………………………………………………..………..…..3-7 

where the function z and the components of w are chosen such that the divergence w.∇  is 

square- integrable and 0. =nw  at the boundary Ω∂ .  The above differential equations are 

still considered to be continuous, with P and v satisfying the same conditions as z and w 

respectively.   

3.3.1   Boundary conditions 

The Neumann boundary condition is then applied to the external boundaries of the 

reservo ir.  This type of boundary condition specifies a value for velocity on the boundaries. 

For example, the value of the velocity at the boundary may change if reservoir has an active 

aquifer, see figure 3-1. 

 

Figure 3-1: Describes Neumann type of boundary condition at the external boundaries of 
the reservoir 
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The flux-continuos boundary condition is used at the interfaces between grid blocks. This 

means that velocity vectors at the edges of each block are equal to the velocity vectors of 

their neighbouring blocks with the reverse sign (see figure 3-1). 

3.4   Discretisation using the Control Volume 

Block-centred control volume method is currently recognised by many researchers as an 

effective tool in discretisation of the integrals of equations (3-6) and (3-7) (Cai et al., 1997; 

Forsyth, 1989; Heinemann et al., 1989 and Rozon, 1989).  Control volume discretisation 

helps to avoid the complexities that appear if one employs the standard mixed finite 

element method.  The purpose of using the control volume in this formulation is to find a 

good combination of the  finite volume method and the cell placements of flow variables.  

The main assumption for this method is that the pressure unknowns are assigned to the 

centres and the normal components of the velocity or fluxes are averaged and assigned to 

the edges of the grid blocks.  Control volumes and nodal points of the pressure and velocity 

are shown in figure 3-2 and figure 3-3.  

 

jic ,

1, +jic

jic ,1+
jic ,2/1+

2/1, +jic

2/1, −jic

jic ,2/1−

 

Figure 3-2:  Control volume and unknowns for rectangular grid. 
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In figure 3-2, }{ , jih QQ =  is a partition of the reservoir into a union rectangular grid block 

jiQ ,  with centre jic ,  having the pressure jiP ,  at the centre of block (i, j).  The subindices 

{i+1, j}, {i-1, j}, {i, j+1} and {i, j-1} are assigned to the eastern, western, northern and 

southern adjacent rectangles, respectively, if they exist. jiQ , is defined as: 

],[],[ 2/12/12/12/1, +−+− ×= iiiiji yyxxQ .  …………………………….…..3-8. 

In figure 3-2, ),( 2/12/1 iiji yxc ++ = and ),( 2/12/1 iiji yxc −− =  are two midpoints of jiQ ,  in its 

vertical edges and ),( 2/12/1, ±± = jiji yxc  are the midpoints of jiQ ,  in its horizontal edges.  

Unknowns of the approximate velocity v are assigned to the edges of the block and the 

unknowns of the approximate pressure p to the centres of the partition { }jiQ ,  of the same 

block.  

In the next step, a dual grid is introduced, which is obtained by shifting the original grid 

along x and y axes, to provide a finite volume around each unknown.  Let ),(, jiji yxc =  and 

),( 2/1,2/1 jiji yxc ++ =  etc., define 

),(),( 2/12/11,2/1 +−++ ×= iiiiji yyxxQ ...…………………………….…..3-9 

),(),( 12/12/12/1, ++−+ ×= iiiiji yyxxQ ...…………………..……………………..3-10. 

It is important to define control volumes over ijp , jixv ,2/1)( +  and 2/1,)( +jiyv , which are 

defined as jiQ , , jiQ ,2/1+ , 2/1, +jiQ , respectively.  In order to have a physical description, one 

can consider jiQ ,2/1+  as a tank with pressures jip ,  and jip ,1+  at the two ends as shown in 

figure 3-2.  Similarly, for 2/1, +jiQ , jip ,  and 1, +jip  are defined towards its two ends.  As 

illustrated in figure 3-2, unknowns are denoted by jixv ,2/1)( + on the vertical edge centred at 

),( 2/1 ii yx +  and 2/1,)( +jiyv  on a horizontal edge centred at ),( 2/1+ii yx . Throughout this 

chapter, jiP ,  is denoted as the nodal value of p at centre jiC , .  Since the approximate 
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pressure is assigned at the centre of control volume jiQ ,  , it is usual to assume that it is 

piecewise constant with respect to the original control volume { }jiQ ,  on the whole reservoir 

domain (Chou and Kwak, 2000). 

To perform the integration over the equation 3-3 using the control volume discretisation, let 

xv and yv  denote the component of velocity such that vvv t
yx =),( , then the equation 3-3 

can be rewritten in the form of a first-order system (Sutopo et al., 2001):  
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with boundary conditions, 

westeastx llglv Ω∂∪Ω∂∈= ),....()(  

northsouthy llglv Ω∂∪Ω∂∈= ),....()(  

where Ω represents the reservoir under consideration and southΩ , northΩ , eastΩ  and westΩ  

represent its external boundaries.  The first two terms of equation 3-6 are integrated over 

the control volume jiQ ,2/1+ and 2/1, +jiQ , respectively as (Sutopo et al., 2001): 

∫ ∫ ∫∫
+ + +

−

+

−

=
∂
∂

+−
1 1 2/1

2/1

2/1

2/1

0)(
1ix

ix

ix

ix

iy

iy
yyxxyy

iy

iy

dxdy
x
p

dxdyvKvK
DetKλ

..…………………….…..3-12 

∫ ∫ ∫∫
+ + +

−

+

−

=
∂
∂

++−
1 1 2/1

2/1

2/1

2/1

0)(
1iy

iy

iy

iy

ix

ix
yxxxxy

ix

ix

dxdy
x
p

dxdyvKvK
DetKλ

..…………..…………..3-13. 



 -66-

Using the shape functions for p, xv  and yv  as described above, one can rewrite the 

integrals in equations 3-7 and 3-13 in terms of the unknowns: jip , , jip ,1+ , 1, +jip , 

jixv ,2/1)( − , jixv ,2/1)( + , jixv ,2/3)( + , 2/1,)( −jiyv , 2/1,)( +jiyv , 2/3,)( +jiyv  , see figure 3-3. 

Finally the discrete Darcy equations in x-direction for jiQ ,2/1+  becomes , 
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Similarly in y-direction for jiQ ,2/1+  becomes, 
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where p is constant and xv  varies linearly with x but remains constant in the y direction 

(Sutopo et al., 2001). Similarly, yv is constant in the y direction and varies linearly with x, h 

denotes the size of the grid block edges in both the vertical and horizontal directions and 
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changes to  1h  and 2h , respectively, if the grid block is not square. λ  is the mobility ratio in 

the case of multiple phases and simplifies to viscosity in single phase flow.   

 

 

 

 

 

 

 

 

 

Figure 3-3:  The Fluxes, pressure and velocities of block (i,j) in CVMFE method.  

In case of a rectangular grid block (figure 3-3), equation 3-14 can be written in the x 

direction in the following form (Sutopo et al., 2001):  
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Jones (1995) presented a similar equation in the following form: 

0)(

))){][((
4

)6)){][((
8

,1,

,,1,,,1,1,1,
1

2

,1,,,,1,
1

2

=−+

+++−

++

−

+−+−
−

+−
−

jiji

jiyjiyjiyjiyyx

jixjixjixyy

PPh

vvvvkDetK
h

vvvkDetK
h

……………....3-17. 



 -68-

Next, equation 3-7 is integrated over the control volume jiQ ,  which is in fact a matter of 

applying the divergence theorem.  From the definition of xv and yv , we have (Sutopo et al., 

2001): 

∫∫∫ =
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Due to the assumption that xv and yv are constants at the edges of the block, applying the 

Gauss divergence theorem to the left hand side of equation 3-18 enables it be converted 

into a surface integrals as (Sutopo et al., 2001): 
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where e, w, n and s denote the east, west, north and south edges of control volume Q, 

respectively.  As xv and yv  are constant at the edges of the control volume, the mass 

conservation equation can be expressed in terms of
jixv
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)(

−
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)(
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−jiyv  as: 

jitjxijxijxijxi qQvvvvh
,2/1,2/1,,2/1,2/1 )( −=−+− −+−+ …………………………….…3-20  

where jitq ,  on the right hand side of equation 3-20 denotes the values of q at the node c(i,j) 

and c is the centre of the block with position (i, j).   The CVMFE method produces discrete 

version of Darcy’s law, which relates the pressure drop between cells to a linear 

combination of velocities for each volume in the x and y directions.  Equations 3-16, 3-17 
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and 3-20 provide a syste m of linear equations which can be solved to calculate the pressure 

at block centres and the flux across the edges.  

The resulting system of equations is written in the following form: 
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In problems with a diagonal permeability tensor, the off-diagonal elements of the effective 

permeability tensor tend to be zero and the above system of equations can be simplified by 

assuming a symmetric system of linear equations with zero elements for xyM  and yxM  as: 
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In equations 3-21 and 3-22 xxM  and yyM  are tridiagonal matrixes, defined as: 
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where xTa , xTb , xTc , xTa , xTb  and xTc are transmissibility functions and expressed in the 

following form as (Sutopo et al., 2001): 
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Matrices xN  and yN  contain 1 and -1 elements.  xyM  and yxM  have four non-zero terms 

corresponding to pressures of the two adjacent blocks as stated in equations 3-14 and 3-15.   
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3.5   Solution to the system of linear equations 

Equation 3-21 for full effective permeability tensor or equation 3-22 for diagonal effective 

permeability tensor can be solved easily by making use of standard methods.  Equations 

3-21 or 3-22 are similar to the method presented in chapter 2 and can be summarised as 

follows: 

][]][[ BXA = .………………………………………………………….…….…..3-31  

where: 

• [A] = coefficient matrix 

• [X] = nodal displacement vector (unknown functions of p and v) 

• [B] = load vector (boundary conditions and injection, production well information) 

Equation 3-31  can be solved by commercial libraries such as the FORTRAN library.  The 

size of stiffness matrix in the method can be directly calculated given the number of blocks 

in the reservoir.  In equation 3-31  the coefficient matrix [A] contains the transmissibility 

values for blocks in x and y directions.  The unknown vector [X] contains the velocity 

values at the edges of the grid blocks in x and y directions and pressure unknowns at the 

centre of the blocks.  Applying the boundary conditions around the reservoir boundaries 

can result in equations equal to the number of unknowns.  Source code to implement the 

above problem is written in FORTRAN.  The flowchart of the method is presented in figure 

3-4 which shows a schematic diagram for calculation of fluid flow in naturally fractured 

reservoirs using the CVMFE approach. 
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Figure 3-4: Flow chart of production simulation from naturally fractured reservoirs 
using code written in the FORTRAN using the CVMFE method described in 
this chapter. 
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3.6   Comparative analysis 

In this section, two examples are presented to verify the production algorithm against data 

received from Sutopo et al., (2001) and the results from IMEX.  

In the first example, a homogeneous region containing 16 square blocks with unit length 

and diagonal effective permeability equal to one in each grid block is considered. The fluid 

flow is considered single phase with unit viscosity.  Two wells, one injector and one 

producer, with unit flux are located in grid blocks (1, 1) and (4, 4), respectively.  Pressure 

in block (1, 1) is set to one and pressure and velocity vectors in other grid blocks are then 

calculated.  Unknowns are shown in figure  3-5 which are the value of velocity vectors at 

the edges of grid block and pressure at the centre of each block.  

The results of production estimation model for pressure and velocity distribution maps in 

this example are shown in figure 3-6 and figure 3-7.  Figure 3-6 shows that in the 

homogeneous region pressure is distributed based on the distance from the injector and 

producer.  It can be seen that the maximum pressure difference (0.2 Pa) is related to the 

countor map which is located in the centre and then decreases towards the injector or 

producer.  From figure 3-7, it can be seen that there is a uniform velocity distribution in the 

region between the injector and producer.  In this example, velocity vectors in y-direction 

are equal to the results in x-direction for each block and the average velocity in each grid 

block is the resulted vector between the velocities in x- and y-directions.  The results of this 

study and the results received from Sutopo et al. (2001) are presented in table 3-1 and table 

3-2.  The comparative results between the results from both studies for pressure and the 

average velocity of each grid block are presented in figure 3-8. From the figure, it can be 

seen that the results from both studies match and the difference  between the two is 

negligible.  The similarity between the models is  due to the fact that both models are 

following the same methodology in applying the CVMFEM (the mathematical formulation 

was introduced by Russell (1995) and Cai et al. (1997) as discussed in section 3.2). This 

study employs CVMFEM in simulation of fluid flow in NFRs with multiple length 
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fractures using the block effective permeability tensor. The study also applies the 

CVMFEM for the optimization of drilling program and well locations in NFRs. 

 

Figure 3-5:  Schematic diagram of the example which shows boundary conditions and 
unknowns as well as the position of injector ( inq ) and producer ( outq ). 

                   

Figure 3-6:  Pressure profile for homogeneous system. 
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Figure 3-7:  Velocity profile for a homogeneous system in (m/sec) 

Results calculated by this study 

Block No. Pressure 
 

Vx Vy
 

(1,1) 1.0000 0.5000 0.5000 

(1,2) 0.5909 0.2720 0.2720 

(1,3) 0.3079 0.1326 0.1326 

(1,4) 0.1746 0.0000 0.0000 

(2,1) 0.5909 0.2279 0.2279 

(2,2) 0.3915 0.2279 0.2279 

(2,3) 0.1746 0.1397 0.1397 

(2,4) 0.4136 0.0000 0.0000 

(3,1) 0.3079 0.1397 0.1397 

(3,2) 0.1746 0.2279 0.2279 

(3,3) -0.4228 0.2279 0.2279 

(3,3) -0.2418 0.0000 0.0000 

(4,1) 0.1746 0.1323 0.1323 

(4,2) 0.4136 0.2720 0.2720 

(4,3) -0.2417 0.5000 0.5000 

(4,4) -0.6507 0.0000 0.0000 

Table 3-1: Results of the pressure and velocity in X- and Y-directions  from this study.   
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Results calculated by Sutopo et al. (2001) 
Block No. Pressure 

 
Vx Vy

 

(1,1) 1.0000 0.5000 0.5000 

(1,2) 0.5909 0.2720 0.2719 

(1,3) 0.3078 0.1327 0.1326 

(1,4) 0.1746 0.0000 0.0000 

(2,1) 0.5909 0.2279 0.2278 

(2,2) 0.3915 0.2279 0.2279 

(2,3) 0.1746 0.1397 0.1397 

(2,4) 0.4136 0.0000 0.0000 

(3,1) 0.3079 0.1396 0.1397 

(3,2) 0.1746 0.2279 0.2279 

(3,3) -0.4227 0.2279 0.2278 

(3,3) -0.2418 0.0000 0.0000 

(4,1) 0.1745 0.1323 0.1324 

(4,2) 0.4136 0.2720 0.2720 

(4,3) -0.2417 0.5000 0.5000 

(4,4) -0.6508 0.0000 0.0000 

Table 3-2: Results of the pressure and velocity in X- and Y-directions from Sutopo et al. 
(2001).   
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Figure 3-8: Comparison of the results of this study and the results calculated by Sutopo et 
al. (2001) for pressure and average velocity of the Grid blocks. 

 
In the second example, a homogeneous region with dimension of 500 m ×500 m containing 

121 blocks and diagonal effective permeability equal to 50 mD in each grid block is 

considered. Three wells, one injector in block (6, 6) with injection rate of 100,000 bbl/day 

and two producers in blocks (1, 1) and (11, 11) with producing rate of 50,000 bbl/day of 

single phase flow with viscosity of 0.35 cp are considered. Bellow is list of parameters used 

in this example: 

 

Wellbore skin factor:                                       0 

Well spacing:                                                 352 m between injector and producer    
                                                                       assuming one injector and two producers 
  
Reservoir boundary conditions:                      No flow (Neumann boundary condition)  

Grid system                               Array of 11*11 grids 
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Some other parameters have been varied within the following range in this study: 

 

Matrix permeability:      50   mD 

Well production rate:     50,000     bbl/day 

Fluid viscosity:     0.35     cp 

Thickness:        1.00  ft 

The results of this study were compared against the results calculated by IMEX considering 

the above geometry and reservoir properties. IMEX mainly does two and three-phase flow 

simulation and  requires relative permeability as input data. However, when oil water 

contact is set very low, such that the grid block is fully in water zone, this could be 

considered as the case for single-phase flow.  It is also important for the IMEX program to 

reach the steady state condition as the CVMFEM simulates fluid flow in steady state 

condition. This requires assigning enough time for the IMEX program (i.e. 350 days in the 

above example) before comparing the results with CVMFEM.  

Comparative results between this study and the results of IMEX program for the above 

example are presented in figures 3-8 and 3-9. From the figures, it can be seen that the 

results of pressure difference from this study are very close to the results of IMEX program 

with an accuracy of 99% (8337.38 against 8325.48).  The slight difference between the 

results are due to the fact that CVMFEM is a block centred method and does not account 

for wellbore radius, well index and also it requires entering relative permeability data. The 

other difference might be from the fact that CVMFEM is a steady state program whereas 

IMEX is a time dependent program as discussed above. However, the above example 

shows that the fluid flow simulation program in this thesis produces very similar results to 

IMEX and that provides good confidence in simulation of fluid flow in NFRs. The main 

advantage of CVMFEM to IMEX is that it can simulate NFRs considering the effect of 

individual fractures (using the block effective permeability tensor).  
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Figure 3-9: Pressure difference for a reservoir with unit thickness calculated in this study 

for injection rate of 100,000 bbl/day and block permeability of 50 mD. 
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Figure 3-10: Pressure difference for a reservoir with unit thickness calculated by IMEX for 

injection rate of 100,000 bbl/day and block permeability of 50 mD. 
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3.7   Closure 

In this chapter, the algorithm for simulation of fluid flow in NFRs by the use of the 

effective permeability tensor has been reviewed.  The effective permeability simplifies the 

complexities caused by fractures and allows the detailed simulation of fluid flows in NFRs. 

Fluid velocity in conventional simulators is calculated by indirect methods.  Most 

simulators calculate the velocity by differentiation of the pressure in a system of second 

order equations. In contrast, a mixed finite element method calculates fluid velocities and 

pressure directly and simultaneously by use of a system of first order equations (Darcy’s 

law and mass conservation’s law).  Unlike mixed finite difference method, the mixed finite 

element method is applicable to reservoirs with irregular geometry (with irregular grids).  

The control volume technique is a block-centred approach which calculates pressure in the 

centre of each grid block.  It is also accounts for the continuity of flux between the 

neighbouring blocks.  Combination of control volume and mixed finite element methods 

discretises the fractured reservoir into a number of control volumes (blocks) and calculates 

the fluid pressure and velocity distributions throughout the reservoir.   

The fluid pressure and velocity distributions obtained from this algorithm represent the 

effect of fracture systems on production from NFRs.  They will be considered for further 

studies in hydraulic fracturing and targeting of the location of the proposed wells in the 

reservoir.  Examples and sensitivity studies against the reservoir parameters as well as a 

case study are discussed in chapter 4. 
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CHAPTER 4  

                    RESULTS AND CASE STUDY 

 

4.1   Overview 

In chapters 2 and 3, the algorithms to calculate the effective permeability and the 

production estimation models in NFR have been presented.  This chapter is aimed to 

evaluate the algorithms and their applicability in simulation of NFRs with large number of 

fractures.  First, the effective permeability calculation algorithm is evaluated through a 

number of examples and its sensitivity is discussed against changes in properties of rock, 

fluid and model parameters.  Next, the performance of production model is evaluated 

through a number of examples and its sensitivity is tested against changes in reservoir and 

fluid properties.  Finally, both algorithms are presented in a case study. The case study is 

aimed to show the applicability of the present models in the near real reservoirs with 

fracture network. 
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4.2   Evaluation of the permeability calculation algorithm 

The effective permeability algorithm calculates local permeability for the effect of short 

fractures assuming that large pores belong to matrix.  The calculated local permeability is 

then used by the program to calculate the full tensor effective permeability for medium size 

fractures which serve as source/sink in the matrix porous media.  Long fractures are divided 

into a length equal to the blocks intersected by them and analysed in the same manner as 

medium size fractures.   

In the examples presented throughout this chapter, it is assumed that short fractures have a 

length lower than 0.05 % of the grid block size and long fractures are those that have a 

length of higher than the grid block diagonal.   

In the following, a number of examples are presented to show the performance of the 

effective permeability model in a region containing multi-scale fracture. A schematic of a 

region containing multi-scale fractures is presented in figure 4-1.    Examples-1 to 3 present 

the calculation of the effective permeability of short, medium to long and interconnected 

fractures.  Example-4 calculates the effective permeability tensor for whole region with 

multi scale length and different fracture systems.    

4.2.1   Example-1: Short Fractures 

A schematic of a region containing short fractures is presented in figure 4-2. The figure 

shows the discretisation using the boundary element method over the boundaries of the 

fractures and grid block.  In this example, for calculation of local permeability from short 

fractures, numbers of boundary nodes at the boundaries of grid block and along the 

boundaries of fracture are set to 400 and 14, respectively. 

Figure 4-3 shows a region measuring 6060 ×  feet and containing 316 short fractures with 

length of 0.5 (ft) for each fracture.  The region is divided into 44 ×  rectangular grids, 

matrix permeability is set at 0.1 (mD), fluid viscosity is set at 1 (cp) and fracture aperture is 

assumed to be equal to 0.001 (ft).   



 -84-

 

0

15

30

45

60

0 15 30 45 60

 

Figure 4-1:  Region containing multiple fractures to calculate permeability and to 
investigate its sensitivity against different parameters.  
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Figure 4-2:  Schematic of a block containing short fractures presenting the number of 
boundary elements around the grid block and fractures. 
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First, interface boundary conditions are applied over the boundaries of short fractures 

assuming that they are large pores inside the matrix.  Then, periodic boundary conditions 

are applied over the boundaries of grid block to calculate the permeability tensor for short 

fractures as: 








yyyx

xyxx

KK
KK

.  Finally, diagonal elements of the tensor are averaged using the 

equation: )(
2
1 22

yyxx KKK +=  to calculate the local permeability.   

The results of local permeabilities are presented in table 4-1.  From the table it can be seen 

that the effective permeabilities of block (2, 1) containing 20 fractures and block (2-2) with 

25 fractures are 0.201 (mD) and 0.329 (mD), respectively.  This means that the local 

permeability is highly influenced by the number of short fractures in the block.  This effect 

can be seen by comparing the results of local permeability for other blocks in the region.  
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Figure 4-3:  Short fractures in an array of 44 × blocks in a region of )(60)(60 ftft × . 
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Block (1-1) (1-2) (1-3) (1-4) (2-1) (2-2) (2-3) (2-4) 

Local effective permeability 

(mD) 
0.150 0.237 0.237 0.237 0.201 0.329 0.329 0.329 

Block (3-1) (3-2) (3-3) (3-4) (4-1) (4-2) (4-3) (4-4) 

Local effective permeability 

(mD) 
0.201 0.329 0.329 0.329 0.201 0.329 0.329 0.329 

Table 4-1:  Local permeability for shorts fractures shown in figure 4-3. 

 

4.2.2   Example-2: Medium to long fractures  

A schematic view of a region containing medium size fractures is presented in figure 4-4. 

The figure presents the boundary elements at the boundaries of grid block, fractures and the 

boundaries of Poisson’s region. The latter is the part of matrix porous media around the 

fracture that is affected by fluid flow inside the fracture.  In this example, region containing 

a number of medium size fractures has been considered and  divided into array of 44 × grids 

containing 16 fractures as shown in figure 4-5.  Table 4-2 presents the coordinates of the 

fractures.  Matrix permeability and fracture aperture are assumed to be constant and equal 

to 0.01 (mD) and 0.001 (ft), respectively.  The boundary elements at boundary of the block, 

fracture and at the boundary of Poisson’s region for medium size fractures are set at 400, 24 

and 24, respectively.     

In chapter 2, it was mentioned that the medium fractures act as sink/ source in the matrix.  

They were analysed  by the use of Poisson’s equation for the fractures and their surrounding 

matrix (Poisson’s region).  The effective permeability tensor in each grid block was 

calculated by applying the periodic boundary conditions and discretisation using the 

boundary element method.  Based on this algorithm, the effective permeability tensors are 

calculated for this example and the results are presented in figure 4-6.  The results are also 

shown in graphical form in figure 4-7 where tensors are replaced by ellipses.  In each 

ellipse, the horizontal and vertical lines of the ellipse represent the x- and y-diagonal 
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elements. The direction of ellipse represents the off-diagonal terms of the effective 

permeability tensor.   In fact, shape of the ellipse captures the directional variation of the 

horizontal and vertical permeability, in both magnitude and direction.   

 

 

Figure 4-4:  Schematic of the block containing medium size fractures to show the 
boundary elements around the grid block, fractures and Poisson’s region. 

Comparing the results in different blocks it is observed that as the number of fractures 

increases from one block to another block, the vertical and horizontal permeability of the 

grid block increases, which is to be expected.  For example, the existence of fractures in 

block (1, 1) has resulted a horizontal permeability of 1.34 and vertical permeability of 1.27, 

compared to the block’s initial permeability of 0.01 (mD).  It is also shown that long 

fractures which are crossing a number of blocks, have significant effect on the effective 

permeability of blocks both in their value and their orientation, see blocks (2-1), (2-2), (3,2) 

and (3-3) for example. 



 -88-

 

Figure 4-5:  Arbitrary oriented fractures in an array of 44 × blocks. 

 

 

Table 4-2:  Coordinates of the fractures (x (feet), y (feet)) related to figure 4-5. 
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Figure 4-6:  The results of the effective permeability tensors for fractures in figure 4-5. 

 

 

 

Figure 4-7: Elliptical form of the effective permeability tensors presented in figure 4-6. 
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4.2.3   Example-3: Interconnected fractures 

Example-2 is modified with a number of interconnected fractures as shown in figure 4-8. 

Coordinates of fractures are presented in Table  4-3 with the matrix permeability and 

fracture aperture equal to 0.01 (mD) and 0.001 (ft), respectively.  The calculated effective 

permeability tensors in each grid block are presented in figure 4-9 and figure 4-10 in tensor 

form and elliptical form.  When the results in blocks with connected fractures are compared 

with the results in blocks without connected fractures it is observed that fracture 

connectivity has strong influence on block permeability.  It is also seen that the number of 

connected fractures and their orientation have a strong effect on the effective permeability.  

This is obtained by comparing the results calculated in blocks (2-2), (2-3) and (3-3) in 

figure 4-10 with and without interconnected fractures.   

Fracture connectivity has also effect on off-diagonal elements of the effective permeability 

tensor and defines the fluid path way in grid block, see off-diagonal elements of blocks (3, 

2) and (3, 3) in figure 4-9.  When the results of block (2, 1) for horizontal and vertical 

permeability (2.05 mD and 1.3 mD) are compared with that for block (2, 2) (2.53 mD and 

2.81 mD), it can be seen that the fracture density also plays an important role in estimating 

the effective permeability of grid block.    
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Figure 4-8:  Arbitrary connected fractures in an array of 44 × blocks 

 

),( 11 yx  ),( 22 yx  ),( 11 yx  ),( 22 yx  

(1,  4) (11,13) (16,31) (26,41) 

(4,  25) (24,22) (20,43) (54,43.5) 

(1,20) (14,28.5) (31,10) (42,22) 

(2,31) (12,38) (31,46) (36,53) 

(2,40) (22,55) (31,43) (48,58) 

(16,7) (46,38) (33,31) (44,44) 

(16,22) (33,33) (40,40) (57,56) 

(46,13) (55,25) (38,31) (54,37) 

Table 4-3:  Coordinates of the fractures (x (feet), y (feet)) related to figure 4-8. 
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Figure 4-9:  Calculated the effective permeability tensors for interconnected fractures 
related to the figure 4-8. 

 

 

Figure 4-10:  Results of the effective permeability tensors presented in figure 4-9. 
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4.2.4   Example-4: Multiple length fractures  

 In this example a fractured region is considered as combination of examples-1 to 3 

containing all types of fractures, see figure 4-11.  The region contains 320 fractures of 

different sizes and has similar properties for reservoir and model parameters with the 

previous examples.  Calculation of the effective permeability involves the following steps: 

First, the local permeability is calculated for effect of short fractures as explained in 

example-1.  Next, long fractures are divided into parts and treated in a same manner as 

medium size fractures.  Finally, the model calculates the effective permeability tensor 

taking into account the effect of all types of fractures.   

The results of effective permeabilities are presented in tensor form and elliptical from in 

figure 4-12 and figure 4-13, respectively.  When the results of figure 4-12 are compared 

with the results for medium to long fractures in figure 4-9, it can be seen that the effective 

permeability in each block with presence of large number of short fractures is increased 

significantly.  For instance, horizontal and vertical permeabilities of block (3,3) are 21.3 

and 26.7 (mD) in figure 4-13 and 4.48 and 5.14 (mD) in  figure 4-10, respectively.  The 

results clearly show that the directional permeability which was originally contained in the 

fracture system is now contained in the effective permeability values.  
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Figure 4-11:  Multiple scale length fractures in calculation of effective permeability. 
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Figure 4-12:  The calculated effective permeability tensors for fractures in figure 4-11. 

 

 

Figure 4-13:  Elliptical presentation of the tensors in figure 4-12. 
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4.2.5   Sensitivity studies for the effective permeability algorithm  

In this section, major properties of fractured porous media such as fracture aperture, matrix 

permeability, fracture orientation and density are investigated.  This is followed by 

investigation of the effect of model parameters such as the number of elements at the 

boundaries of grid block, size of the Poisson’s region and aspect ratio.   

 Effect of aperture 

Based on the cubic law (equation 2-1), fracture aperture has a direct influence on fracture 

permeability. In this section, example-4 containing multiple-scale length fracture is used to 

investigate the effect of aperture.  The effective permeability tensor is calculated when the 

matrix permeability is set at Km=0.1 (mD) and fracture permeability is calculated at 

fracture aperture of: H=0.001, H=0.002, H=0.005, H=0.01 and H=0.1 (ft) in different cases.  

The calculated local permeabilities from short fractures are plotted in figure 4-14 against 

the block number.  Local permeabilities are then used in the model to calculate the full 

tensor effective permeability in each grid block for medium and long fractures.  To 

compare the results for different apertures, the diagonal terms of the effective permeability 

in x- and y-directions, are presented in figure 4-15 and figure 4-16.   

When compared, it can be seen that the changes in local permeabilities in all cases are 

consistent.  This is true for results from short fractures and medium to long fractures 

presented in figure 4-14, figure 4-15 and figure 4-16.  In each figure, the top curve is 

related to the highest aperture size of 0.1 (ft) and the bottom curve is related to the lowest 

aperture size of 0.001 (ft).  When the results of local permeability for top curve are 

compared with those related to the bottom curve, it can be seen that by increasing the 

aperture from 0.001 (ft) to 0.1 (ft), the local permeability is slightly increased. It is also 

shown through the above figures that blocks 1, 5, 9 and 13 have the minimum permeability 

due to the paucity of fractures.  Finally, it can be seen that the aperture (fracture 

permeability) has only slight effect on the total effective permeability of the block.  This is 

because of the assumption that short fractures are considered as large pores in the matrix 

and do not act as sink/source inside the matrix.   



 -96-

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

BLOCK NUMBER

P
E

R
M

E
A

B
IL

IT
Y

 (m
D

) .

H=0.001 H=0.002 H=0.005 H=0.01 H=0.1(FT),   [KM=0.1 (mD)]

 

Figure 4-14:  Sensitivity analysis for short fractures. Effect of aperture on local 
permeability assuming matrix permeability of Km=0.1 (mD). 
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Figure 4-15:  Normalised horizontal permeability values of the effective permeability 
tensor versus  fracture aperture with matrix permeability of Km=0.1 (mD). 
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Figure 4-16:  Normalized permeability in y-direction from the effective permeability 
tensor versus fracture aperture with matrix permeability Km=1 (mD). 

Effect of matrix permeability 

As explained in example-4, matrix permeability is allowed to vary from Km=0.1, Km=0.2, 

Km=0.3, Km=0.4 and Km=0.5(mD) where the aperture is set at H=0.001 (ft).  The 

calculated local matrix permeabilities from short fractures are presented in figure 4-17.   

Results of the block effective permeability tensors are also presented in figure 4-18 and 

figure 4-19 with their x- and y-components in each grid block.   

When the results (figure 4-17, figure 4-18 and figure 4-19) for matrix permeability, are 

compared with the results (figure 4-14, figure 4-15 and figure 4-16) for different apertures, 

it can be seen that changes in matrix permeability has greater effect on effective 

permeability compared to fracture aperture.  This is due to the fact that fluid flow in this 

study is mainly considered through the matrix porous media as discussed in chapter 2.    
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Figure 4-17:  Sensitivity analysis for short fracture model. Effect of Matrix permeability 
on the block effective permeability with fracture aperture H=0.001 (ft). 
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Figure 4-18:  Normalized horizontal permeability values of the effective permeability 
tensor for different matrix permeability and constant fracture aperture 
H=0.001 (ft). 
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Figure 4-19:  Normalized vertical permeability values of the effective permeability tensor 
for different matrix permeability and constant fracture aperture H=0.001 (ft). 

 Effect of Fracture density and orientation 

In this section, the effect of fracture density and orientation on the block effective 

permeability tensor is investigated.  For this purpose, a region containing 4 blocks with 13 

arbitrary oriented fractures in an array of 22 ×  with measuring 100(m) ×100(m) is selected 

(see figure 4-20).  Starting with an initial configuration of two fractures in a grid block, the 

fractures are rotated inside the block and successively added to show how the effective 

permeability tensor changes.  Coordinates of fractures are presented in Table 4-4 and 

matrix permeability and fracture aperture are set at 1 (mD) and 0.001 (ft), respectively.  
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),( 11 yx  ),( 22 yx  ),( 11 yx  ),( 22 yx  

(10,  40) (60,45) (55,180) (75,130) 

(10,  30) (60,35) (110,140) (160,145) 

(185,30) (165,80) (110,130) (160,135) 

(155,80) (175,30) (185,110) (165,180) 

(10,140) (60,145) (155,190) (175,110) 

(10,130) (60,135) (110,120) (160,125) 

(85,130) (65,180)   

Table 4-4:  Coordinates of fractures in figure 4-20 to investigate the effect of fracture 
orientation and density. 

The effective permeabilities for this array of grid blocks are depicted in figure 4-21 in 

tensor form and in figure 4-22 in elliptical form.  In figure 4-22, the effective permeability 

for each block is represented by ellipses where the horizontal line of the ellipse represent 

the permeability in x-direction and the vertical line of ellipse represents the permeability in 

y-direction.  These lines are shown by solid and dashed lines in horizontal and vertical 

directions, respectively.  Permeability values ranges from 1.064 (mD) to 2.057 (mD) for 

this example. The off-diagonal elements are shown by direction of ellipses, which varies 

from -0.08 (mD) to 0.0181 (mD).  When compared, it can be seen that as more fractures are 

added and the fracture density within the block is increased, the vertical permeability in 

block (1, 2) and horizontal permeability in block (2, 2) increases, as expected.  When the 

results in blocks (1, 1) are compared with that of block (2, 1) in figure 4-22, it is clear that 

the model accounts for effect of fracture orientation in calculation of full tensor effective 

permeability.  This is shown by increase in vertical permeability and decrease in horizontal 

permeability when blocks (1, 2) and (2, 2) are compared.  The shape of ellipse in block (2, 

2) shows the complexity of interaction even for just five fractures.  

In summary, from the above examples, it can be concluded that the effective permeability 

algorithm is confidently sensitive to the reservoir properties and can handle the fractured 

reservoirs containing fractures of different sizes, density and aperture in a wide range of 

matrix permeability.   
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Figure 4-20: Arbitrary oriented fractures in a region containing 4 grid-blocks to show the 
effect of fracture density and orientation on the effective permeability 
tensor. 

 

 

 

Figure 4-21:   Effective permeability tensors calculated for fractures in figure 4-20 to show 
the effect of fracture density and orientation.  
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Figure 4-22: The elliptical presentation of the block effective permeability tensors related 

to figure 4-20 and figure 4-21. 

Effect of the number of boundary elements 

It was mentioned that the number of elements at the grid block boundary is set to 400 (100 

elements per edge of the block), see figure 4-2.  In this section, effect of changes of the 

boundary elements at the block boundaries is investigated through a square block 

containing a single fracture.  The block has a length of 100 feet with matrix permeability 

equal to 1(mD) and the fracture has a length of 80(ft) and aperture of 0.01(ft) as depicted in 

figure 4-23.  Effective permeability tensor was calculated for permeability of 1.525 (mD) in 

x-direction and 1.019(mD) in y-direction.  Repeating the example with different number of 

elements (800, 1200, 1600 and 2000) at the grid block boundaries has resulted negligible 

changes in the effective permeability (less than one percentage).  It should be also 

considered that the increase in number of elements result s a higher computing time.   
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Figure 4-23:  Square block with single fracture to investigate the sensitivity against the 
number of boundary elements along the boundaries of block, fracture and 
Poisson’s region. 

 

Effect of aspect ratio 

 Rasmussen et al. (1987) showed that aspect ratio, which is the ratio of distance between 

nodes at the boundary of fracture to the fracture’s aperture, has a strong effect on the 

calculated effective permeability, see figure 4-24.   They used linear types of boundary 

elements in discretisation part and showed that the error for aspect ratio of 10, 20 and 25 

are 0.2%, 5.9% and 25.4%, respectively.  They concluded that the aspect ratio should be 

less than 10 to have a reasonably accurate result.  Given this, it is almost impossible to 

apply their method as it would require about 1000 × 1000 elements at each side of the 

surface of a fracture with 1(m) length and aperture of 10-100 mµ  in petroleum engineering 

problems.   

In the present work, this issue is solved by the use of constant type of boundary elements at 

the boundaries of fractures and grid block.  In fact, constant type of boundary elements 

requires normal vector at the midpoint of each element whereas the linear type elements 
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requires normal vectors at both ends of element.  The later may create error at the corners 

where the direction of normal is not perpendicular to the element, see figure 4-25.   

The previous example (figure 4-23) is considered and repeated with different aspect ratios 

to check the sensitivity of the program and the results are presented in figure 4-26.  It can 

be seen that in all cases with different aspect ration, the program has produced very similar 

results with errors in order of less than 1 percent and the results from this model are 

insensitive to the aspect ratio. Additionally, based on the above discussion the new model 

can boast of increases in efficiency resulting from fewer elements and therefore fewer 

integral evaluations. 

 

 

 

Figure 4-24:  (a) Description of aspect ratio which is defined as the ratio of distance 
between nodes to the width of fracture without considering boundary 
elements along the fracture edges. (b) Discretisation method using constant 
elements in this thesis with a number of boundary elements at the edges of 
the fractures. 
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Figure 4-25:  Normal to the boundary (a) constant type boundary elements   (b) linear type 
boundary elements. 
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Figure 4-26  Effect of aspect ratio on diagonal and off-diagonal terms of the effective 
permeability tensor. 

 

 

Effect of Poisson’s region 

The last parameter is Poisson’s ratio which is the ratio of distances between the size of 

Poisson’s region (H1) to the distance between the nodes at the fracture boundary (L), as 

shown in figure 4-27.   
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Figure 4-27:  Definition of Poisson’s ratio which is the proportion of distance between the 
nodes on Poisson’s region from the corresponding nodes on the fracture 
boundary to the distance between nodes on the fracture boundary. 

To test the sensitivity of the model against changes in Poisson’s ratio, the example of figure 

4-23 is repeated for Poisson’s ratio of: 0.002 (1/500), 0.0025 (1/400), 0.0033 (1/300), 0.005 

(1/200), 0.0067 (1/150) and 0.01 (1/100).  The diagonal and off-diagonal elements of the 

effective permeability tensor for above cases are presented in figure 4-28.  When compared, 

it can be seen that changes in Poisson’s ratio do not cause significant differences in the 

results.  Throughout the examples presented in this chapter, Poisson’s ratio is set at 0.005 

(1/200). 
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Figure 4-28:  Effect of Poisson’s ratio on diagonal and off-diagonal terms of effective 
permeability. 
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From the study of model parameters, it can be concluded that the model is insensitive to the 

changes in the number of boundary elements, aspect ratio, or size of the Poisson’s region 

do not lead to a significant error in the calculated effective permeability tensors.  

 

 

4.3   Evaluation of the production algorithm 

In this section production method is used to simulate flow and pressure drop across the 

block through a number of examples.  Effect of heterogeneity on fluid velocity and pressure 

is presented in example-1.  This is followed by example-2, where the pressure and velocity 

in a fractured region with zero Neumann boundary conditions are investigated. Sensitivity 

of production estimation model was also studied by changing reservoir parameters and fluid 

properties.    

Example-1: Region with no flow boundary 

A region measuring )(225)(180 mm × and containing 180 blocks in an array of 1512 ×  is 

considered.  Each block is assumed to have diagonal permeability tensor with elements of 

50=xxK   and 10=yyK  in x and y directions, respectively (figure 4-29(a)).  One injector 

and one producer are located at the centre of blocks (1, 1) and (12, 15) with flow rate set at 

100 (bbl/day) and the fluid viscosity of 1 (cp).  A schematic view of the model is presented 

in figure 4-29(b) which shows the zero Neumann boundary conditions at the reservoir 

boundaries. 
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Figure 4-29:  (a) Heterogeneous region in array of 1512 ×  blocks and Neumann boundary 
conditions. (b) no-flow Neumann boundary conditions. 

The results of pressure distribution (psi) and the average velocity distribution (ft/s) are 

presented in figure 4-30 and figure 4-31.  The average velocities are calculated from the 

velocity vectors in x- and y- directions in each grid block and presented in figure 4-31.  

When the results in figure 4-30and figure 4-31 are compared, it can be seen that flow in the 

reservoir is generally dominated by permeability in x-direction as expected.  This effect is 

shown in figure 4-30 where the pressure lines are behaving as straight lines far from the 

injector and producer in horizontal direction. Such an effect can be seen in velocity 

distribution map in figure 4-31.  The pressure difference between the injector and producer 

is equal to 404.5 (psi) in this example. 
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Figure 4-30:  Pressure distribution in steady state conditions in homogeneous reservoir 
explained in example-1, (psi). 

 

 

Figure 4-31:  Velocity field distribution in steady state conditions in heterogeneous 
reservoir in example-1, (ft/sec). 
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Example-2: Fractured region with no-flow boundaries 

In this example, the effect of heterogeneity caused by fractures on velocity distribution is 

investigated.  A region measuring )(144)(144 mm ×  and containing a single fracture is 

divided into 144 blocks in an array of 1212× .  Matrix permeability is set at 1 (mD), fluid 

viscosity is assumed to be 1cp and fracture aperture is 0.01 (ft). The coordinates of start and 

end points of fracture are (X1=24, Y1=24) and (X2=120, Y2=120) meters as depicted in 

figure 4-32. One injector and one producer with the rate of 100(bbl/day) are located in 

blocks (1,  1) and (12, 12), respectively.  The effective permeability tensors for blocks are 

first calculated using the effective permeability model and then used in the production 

model. Figure 4-32 shows the velocity distribution when the fracture is oriented at angle 45.  

It can be seen from the figure that the fracture controls the fluid flow in the region.  

Pressure difference between the injector and producer is calculated as 4790 (psi) by the 

model, see figure 4-33.      

Effect of fracture orientation was also investigated by rotating the fracture at an angle of 

135, 0 and 90 degrees inside the region.  Results of the velocity and the pressure 

distribution maps are presented in figure 4-34 to figure 4-38.   The results show that the 

model can account for the heterogeneity and that the flow in the reservoir is generally 

dominated by fracture as the main conduit in the reservoir.  The figures show that the 

pressure difference between the injector and producer are equal to 5298(psi), 5257(psi) and 

5258(psi) when the fracture has the angle of 135, 0 and 90 degrees, respectively (see, figure 

4-35, figure 4-37 and figure 4-39).  Comparing the result in figure 4-33 and figure 4-33 

with the pressure difference 4790 (psi) and 5257 (psi), one can see the effect of fracture 

orientation on pressure distribution of the reservoir and that the production model is 

relatively sensitive to the fracture orientation.  

 

 

 



 -111-

VELOCITY DISTRIBUTION MAP

 

Figure 4-32: Velocity distribution in region with single fracture oriented at 45 degrees. 
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Figure 4-33: Pressure distribution in region with single fracture oriented at 45 degrees. 
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VELOCITY DISTRIBUTION MAP

 

Figure 4-34:  Velocity distribution in the region containing a single fracture with 135 
degrees in. 

 

 

 

Figure 4-35: Pressure distribution in the region containing a single fracture with 135 
degr ees in. 
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VELOCITY DISTRIBUTION MAP

 

Figure 4-36:  Velocity distribution in the region containing a horizontally distributed 
single fracture in. 

 

 

 

Figure 4-37:  Pressure distribution in the region containing a horizontally distributed 
single fracture in. 
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VELOCITY DISTRIBUTION MAP

   
 

Figure 4-38:  Velocity distribution in the region containing a single fracture oriented in y-
direction.  
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Figure 4-39:  Pressure distribution in the region containing a single fracture oriented in y-
direction.   
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4.3.1   Sensitivity studies for production estimation algorithm 

The production model is studies for its sensitivity against changes in fluid and reservoir 

parameters such as fluid viscosity, number and location of injection/ production wells and 

permeability of the reservoir.  

Effect of fluid viscosity 

The effect of viscosity is studied in a homogeneous region with Neumann boundary 
conditions and dimensions )(240)(240 mm ×  with 400 blocks in an array of 2020 ×  blocks.  
Region is assumed to have permeability of 10=xxK   and 10=yyK in x- and y-directions.  
Production model is applied to this example for fluid viscosity of 1(cp), 2(cp), 5(cp) and 
10(cp).  Results of pressure and velocity distribution are presented for viscosity values of 
1(cp) and 10(cp) in  

figure 4-40 to figure 4-42.  The results of pressure difference for different fluid viscosities 

are presented in figure 4-43. When compared, it can be seen that there is a linear relation 

between changes in fluid viscosity and pressure difference in the reservoir, see figure 4-43.   

For instance, the figure shows that the pressure difference between the injector and 

producer has increased from 800 to 6500 psi when fluid viscosity changed from 1 to 10 cp.  

 

Figure 4-40:  Pressure distribution for homogeneous reservoir with viscosity of 1(cp). 
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Figure 4-41:  Pressure distribution for homogeneous reservoir with viscosity of 10(cp). 

 

 

Figure 4-42:  Velocity distribution for homogeneous reservoir in steady state condition.  
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Figure 4-43:  Sensitivity study for effect of fluid viscosity on pressure difference between 
the injector and producer.   

Effect of number and location of injectors and producers 

In this section two examples are provided to show how the model can be used to optimize 

the well locations and production from NFRs. For this purpose, a region is considered in an 

array of 30 ×30 blocks and dimension of 500m×500m with the formation thickness of 1m.  

Matrix permeability and fluid viscosity are assumed 50 mD and 1 cp, respectively.   

In the first example, 1 producer with production rate of 100,000 bbl/day is located in the 

centre of the region (block (6,6)) and four injectors each with injectio rates of 25,000 

bbl/day are located in the corners with the well spacing of 352 m between the injectors and 

producer.  The results of pressure distribution and velocity distribution are presented in 

figure 4-44. It can be seen that the pressure difference between the injectors and producer is 

4288.6 psi per unit of reservoir thickness. 

In the second example, the above region is revised such that the locations of injectors have  

been moved to grids (1, 3), (1, 14), (1, 16) and (1, 27).  The producer is located in the 

centre of region similar to the above example.  The results of pressure distribution are 

presented in figure 4-45. From the figure, it can be seen that pressure difference between 

the injectors and producer is 7108 psi per unit of reservoir thickness. When the results of 

this example are compared to the previous example with the same number of wells but 

different well locations (and pressure difference of 4288 psi.ft), it can be seen that well 
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location has a great effect on pressure loss and fluid flow in the reservoir. Comparing the 

results in figure 4-44 with the results presented in figure 4-45, it can be seen that the 

production from the reservoir can be optimize if a proper well location is considered.  

From the numerical example and the sensitivity studies, it can be seen that the CVMFE 

method is an efficient method for simulation of production in a NFR and can handle a wide 

range of heterogeneity, different fluid properties and any number of injectors and producers 

in the simulation of NFRs.    

PRESSURE DISTRIBUTION MAP

Psi.ft

Producer

InjectorInjector

InjectorInjector  

Figure 4-44:  Pressure distribution in the homogeneous region with one producer located 
in the centre and four injectors located in the corners. 
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Figure 4-45:  Pressure distribution in the homogeneous region with one producer in the 
centre and four injectors located in grids (1, 3), (1, 14), (1, 16) and (1, 27). 

4.4   Case studies 

In this section, two case studies have been simulated using the effective permeability and 

production algorithms to evaluate their performance in production optimization and fluid 

flow simulation in NFRs with high fracture density. 

In the first case study, a geothermal reservoir located in South Australia has been selected 

to optimize the injection/ production rates and location of injectors and producers in the 

reservoir. In this project, two producers and one injector with 352 m well spacing have 

been proposed and the flow rates and wells locations were investigated in this study. The 

reservoir has the dimension of around 9000 m ×9000m with the formation thickness around 

500m.  

A 2D cross section has been selected at depth of 2800 m the fractures are characterized for 

their geometry and directions  using the work of Tran (2004). In calculation of effective 

permeability, the whole reservoir is discretised into 900 rectangular blocks in array of 

30*30 in x and y directions with block size of 442 m. Fractures of different sizes are 
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considered and the effective permeability tensors are calculated assuming the matrix 

permeability equal to 200 (mD).  The results of the effective permeability calculation are 

presented elliptical format in 2D for each grid block as shown in Figure 4-46. From the 

figure, it can be seen that the results of effective permeability differentiate the reservoir into 

a number of regions given the option to drill one of the areas with low, medium or high 

fracture density.  

To investigate the effect of location on productivity, three different locations have been 

selected to run the production as shown in Figure 4-46. The production program has been 

run for those regions and the pressure difference between the injector and producers are 

calculated for an injection rate of 300 lit/sec and production rate of 150 lit/sec from each 

producer. The well trajectories for this case study are shown in Figure 4-48. The results of 

pressure distribution and velocity distributions for the area with high fracture density, low 

and without fractures are presented in Figure 4-48,Figure 4-49 and Figure 4-50. It can be 

seen that there is a considerable change in pressure difference (5955, 7166 and 8933 

(psi.ft)) between injector and producers for cases with high, low and no fracture densities 

(the pressure difference is calculated per feet of the reservoir thickness). A sensitivity study 

has been carried out for this case study to calculate the pressure difference with the 

injection/ production rates for each of the above cases. Results of the simulation for matrix 

permeability equal to 200 mD are summarized in Table  4-5. Comparison of the results in 

this table for different injection rates and fracture density shows that fracture density is one 

of the key parameters in the simulation of fluid flow in the reservoir.  It is shown that the 

directional permeability which was originally contained in the fracture system is now 

contained in the results of effective permeability model (Figure 4-46) and production 

simulation model (Table 4-5) for the homogenized grid block. 
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From the above case stud ies,  it can be seen that the program can be used in production 

optimization and optimizing the well location, injection/production rates to achieve the 

maximum production with less pressure loss between the wells. 
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Figure 4-46: Elliptical presentation of the effective permeability tensors calculated for the 
first case study. Each ellipse shows the permeability values in x- and y-directions and the 
orientation of fractures in each grid -block. 



 -122-

Producers

Injector

Fractures

 
 
Figure 4-47: Well trajectories in case study 1. 
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Figure 4-48: Pressure distribution for the high fracture density in case study 1. 
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Figure 4-49: Pressure distribution for the low fracture density in case study 1. 
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Figure 4-50: Pressure distribution for the region without fracture in case study 1. 
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Table 4-5: Results of the simulation for matrix permeability equal to 200 mD with 

different injection rate and fracture density. 

 
 

Injection Rate (lit/s) Fracture Density Pressure difference (Psi.ft) 
400 Without fracture 11900 
400 Low 9554 
400 High  7941 
300 Without fracture 8933 
300 Low 7166 
300 High  5955 
200 Without fracture 5956 
200 Low 4777 
200 High  3970 
150 Without fracture 4666 
150 Low 3583 
150 High  2978 
100 Without fracture 2978 
100 Low 2389 
100 High 1985 

 

In the second case study, the effective permeability and production simulation algorithms  

are applied in a near real naturally fractured reservoir. In this case, the fault map of Otsego 

County and surrounding areas (New York, USA) is examined (figure 4-51) 

[http://www.nywaterfind.com].  The fault map has been recently characterised for 

properties of individual fractures by Tran (2004).   

4.4.1   Otsego fault map 

Otsego region has dimension of 100km (east west) by 70km (north south). This fault 

system covers parts of four counties of Otsego, Chenango, Delaware and Schoharie in New 

York, USA.  A part of this fractured reservoir was characterized by Tran (2004).  In this 

case study, fluid viscosity, matrix permeability and fracture aperture were set at 1(cp), 

0.5(mD) and 0.01(ft), respectively.  Otsego contains fractures of different sizes, orientations 

and is a good example to use to understand the performance of NFRs.  

http://www.nywaterfind.com
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Figure 4-51: Fault map of Otsego County and the surrounding areas (New York, 
USA)[http://www.nywaterfind.com/fractureotsego.JPG] 

 

Figure 4-52:  Fault map of Otsego County and the surrounding areas (New York, USA) 

In this case study, a block of Otsego is examined measuring )(830)(830 mm ×  with 442 

fractures with high fracture density and a large number of interconnected fractures. The 

purpose is, thus, to simulate single phase incompressible fluid flow in a naturally fractured 

http://www.nywaterfind.com/fractureotsego.JPG
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reservoir with large number of fractures of different scales.  Fracture lines are portrayed by 

x-y coordinates of their start and end points by section B1 in Appendix-B with a high 

density of fracture in each grid block.  For the purpose of this study, the region is divided 

into an array of 1212×  blocks.   

Similar to the previous examples, the local permeability values from short fractures are 

calculated using the effective permeability algorithm.  The calculated local permeabilities 

are then used to calculate the effective permeability tensor for medium to long fractures in 

each grid block.  The results of effective permeability tensors are presented by section B2 

in Appendix-B.  The results are also shown by ellipses in figure 4-54.  From the results, it 

can be seen that long fractures have considerable influence on block’s effective 

permeability.  It is also shown that fracture density has a great influence on permeability 

tensor: high effective permeability corresponds to high fracture density, see blocks (2, 3) to 

(2, 5) for instance.  Finally ellipses show that the fracture orientation relatively matches to 

the off-diagonal term of permeability tensor in the grid blocks. 

In a second step, the pressure distribution and fluid velocity distribution maps are 

calculated using the production model for Otsego fault map.  For this purpose, one injector 

and one producer with injection rate of 50 (bbl/day) are located in the lower left hand side 

and the upper right hand side of the region in blocks (1, 1) and (12, 12), respectively.  The 

results of the average velocity and pressure distribution are presented in figure 4-55 and 

figure 4-56.  The coordinates of centre, pressure and average velocity in each grid block are 

presented by section B3 in Appendix-B.  From the results in figure 4-55, it can be seen that 

the velocity distribution is influenced by fracture distribution especially by long fractures in 

the region.  Comparing the results in blocks with long fractures with other blocks, it can be 

seen that long fractures have strong effect on effective permeability and dominate the fluid 

flow in the reservoir, see blocks (3, 2) to (6,2) for example. 
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Figure 4-53:  Arbitrary oriented fractures in a naturally fractured region containing 
different types of fractures in 144 grid-blocks (case study). 
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Figure 4-54:  Elliptical presentation of the effective permeability tensors calculated for the 
case study 2. Each ellipse shows the permeability values in x- and y-
directions and the orientation of fractures in each grid-block. 
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VELOCITY DISTRIBUTION MAP

 

Figure 4-55:  Velocity distribution in the region (related to  the case study). 

 

Figure 4-56 Pressure distribution in the region (related to the case study). 
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4.4.2   Discussion 

In this chapter, a number of examples for the effective permeability calculation and 

production simulation algorithms have been presented.  In the first part, examples-1 to 4 

showed how the effective permeability is calculated for a block containing short, medium, 

long and interconnected fractures. The sensitivity study showed that the algorithm is 

positively sensitive against matrix permeability, fracture density and aperture.  It was also 

shown that the algorithm does not create errors by changing the number of boundary 

elements, aspect ratio and the size of Poisson’s ratio in the program.    

In the second part, production simulation algorithm was successfully evaluated in the same 

way by presenting a number of examples and through the sensitivity studies.  It was shown 

that fractures dominate the fluid flow in the reservoir and can have a strong effect of 

pressure distribution inside the reservoir.   

Finally, a case study was presented from Otsego fault map containing large numbers of 

short, medium, long and interconnected fractures to evaluate the applicability of the 

effective permeability calculation and production simulation algorithms in NFRs with high 

fracture density.  Similar to the examples presented in the previous sections, in this case the 

effective permeability tensors, fluid velocity and pressure distribution maps were calculated 

using both algorithms.  From the results both algorithms have generated satisfactory results 

and simulations have been relatively fast as the fractures are replaced by the effective 

permeability tensor in the fluid flow calculation.   
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CHAPTER 5  

CONCLUSIONS AND SCOPE OF FUTURE WORK 

 

5.1   Conclusions and perspectives 

Based on the results of this study, the following conclusions can be drawn: 

1. Effective permeability tensor is a unique tool in simulation of fluid flow in naturally 

fractured reservoirs.  It accounts for the effect of reservoir heterogeneity by using the 

characteristics of individual fractures.   

2. The calculated effective permeabilities in this study and the sensitivity analyses, 

clearly show the effect of directional permeability which was originally contained in 

the fracture system. 

3. The study proved that the periodic boundary condition and the boundary element 

method are the most effective tools in the calculation of the effective permeability 

tensor in NFRs. The principal strength of the boundary element method is its ability to 

simplify discretisation process and periodic boundary condition provides symmetric 

and positive definite tensors which always have physical meaning.   

4. The results of this study show that fluid flow in matrix porous media is important and 

the simulation is based on the treatment of fractures as planner sources in the matrix.  

5. The sensitivity analysis showed that the fracture density has a greater effect on the 

block effective permeability than the fracture connectivity due to the strong coupling 

between matrix and fractures at the matrix/ fracture interface. 

6. This study has improved the calculation of the block effective permeability tensor by 

applying the Poisson equation in the region around the medium and long fractures. 

The results of sensitivity analysis presented in section 4.2.5 in chapter 4, show that the 

model is insensitive to changes in aspect ration and Poisson’s ratio.  
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7. Simulation of fluid flow in NFRs by use of the effective permeability tensor offers 

great flexibility in solving flow equations in NFR in large scale and high fracture 

density without dealing with complexities caused by fractures.   

8. Control volume mixed finite element method is an efficient method in simulation of 

fluid flow in NFR and simplifies the calculation of fluid flow by using the block 

effective permeability tensor and calculates pressure and velocity simultaneously in a 

system of linear equation.   

9. The fluid pressure and velocity distributions obtained from this study represent the 

effect of fracture systems on production from NFRs.  They will be considered for 

further studies in hydraulic fracturing and production optimization of the wells in 

NFRs. 

10. The results from the production simulation model also provide a basis to decide about 

the appropriate wellbore trajectory, location and orientation of injectors and producers 

in the reservoir to achieve the  maximum production and the minimum draw down in 

the reservoir. 

 

5.2  Recommendation for further studies 

The following areas are recommended for further studies: 

1. Further efforts are possible by three-dimensional calculation of the effective 

permeability tensor.  This improvement allows consideration of actual three 

dimensional properties of fractures and provides more accurate results.  

2. It is also possible to incorporate an up-scaling module to up-scale the fine scale the 

effective permeability tensor to coarse scale.  This is important in NFR with very high 

density of fractures which requires the calculation of the effective permeability in fine 

scale grids.  The results of the effective permeability tensors need to be up-scaled for 

the simulation purpose. 
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3. Further improvements in the production model are required for calculating pressure 

and velocity in any point inside the reservoir as a function of time, which is essential in 

the simulation of fluid flow as well as stimulation of hydraulic fracturing in NFRs.   

4. The model can also be improved to simulate multi-phase fluid flow in NFRs by 

incorporating the methods which provide relative permeability, capillary pressures and 

account for the fluid compressibility.   
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APPENDIX A 

 

REVIEW OF STEADY STATE FLOW EQUATIONS FOR LFUID 

FLOW IN POROUS MEDIA  

In general, the main processes taking place in a real reservoir are fluid flow and mass 

transfer. Fluid flow can be defined as simultaneously following up to three phases (oil, 

water and gas) in a reservoir.  Mass transfer may also take place between the phases. A 

comprehensive model must account the equation for all forces and should also take into 

account an arbitrary reservoir description with respect to heterogeneity and geometry.  

Therefore, the main equations are obtained by combining the equation of motion (Darcy’s 

law) with the equation for mass conservation or continuity equation. 

Flow of a fluid through a saturated porous media was first studied by Darcy in 19th century. 

His model, which was supported by experimental and other theoretical considerations, is 

basically described in theoretical and empirical form by Navier-Stokes equation and 

Darcy’s law, respectively.  These two equations are fundamentally similar and one can 

drive Darcy’s law by simplification of Navier-Stokes equation with ignoring the inertia 

terms and taking the average velocity in very small Reynolds numbers.  The applicability of 

Darcy law is only for the condition that inertial forces can be neglected for the 

determination of the motion of the fluid. 

In fractured porous media, fracture flow is usually considered by applying rigorous Navier-

Stokes equation known as cubic law, while Darcy’s law is employed for flow through 

matrix porous media because of its simplicity. In the formulation, fluid flow is assumed as 

steady state single-phase in the reservoir in which the pore space is saturated with a single 

fluid. Fluid flow in the media is described in terms of superficial velocity of a flow which is 

defined as the volumetric flow per unit area normal to the direction of flow. The superficial 

velocity in Cartesian coordinates (x, y, z) is represented by a vector the superficial velocity 

vector which has velocity components x, y and z in the coordinate directions, 
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),,( , zyx vvvv =                                                                                       (A.1) 

Darcy’s law can describe the velocity components in differential form as, 
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where ( xk , yk , zk ) are permeability values in the coordinate directions , D is an arbitrary 

function of position (x,y,z), µ  is the fluid viscosity, ρ  is density of fluid and g  is the 

gravitational acceleration with components of xg , yg , zg . 

Defining depth to be the positive in downward direction z, can result 0== yx gg  and 

gg z = . Making a further assumption that the gravitational effect is negligible in all three 

orthogonal directions, the Darcy’s law can be expressed in a more compact vector form as: 
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                                                                                             (A.5) 

where permeability in the reservoir can be described as permeability tensor, k , which is 

symmetric with diagonal elements corresponding to the permeability in the coordinate 

directions, 
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In the following, the effective permeability K is defined as normalized permeability which 

is defined as a full tensor that relates the average pressure gradient P∇  to the average fluid 

velocity V.  The conservation of mass for a differential volume element which is the 

relation between the Darcy’s law and continuity equation in steady state condition in the 

reservoir, may be stated as,  

{mass convected in}+ {mass injected}={mass convected out}+{accumulation}    (A.7) 

or, 

{ rate of mass convected (in-out)} + {mass injected}= {mass accumulation}.        (A.8)                           

This also may be written as, 
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which is the basic material balance over the differential volume element of a reservoir as 

described in Figure A. 5-1. 
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Figure A. 5-1 Differential volume element for flow equilibrium 
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In naturally fractured porous media the injection rate Q is the source/ sink which is zero for 

short fractures and non zero for matrix and medium to long fractures. Porosity φ  is zero in 

the fractured block. This will simplify the above equation for medium to long fractures and 

the surrounded matrix to the following equation which is divided by zyx ∆∆∆ : 

01)|-|(1)||(1)||( zzzyyyxxx =+
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where in n the limit of 0,0,0 →∆→∆→∆ zyx  Equation 3-8 may be written as: 
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or in compact vector form, as 

0).( =+∇− Qvρ                                                                                                                              (A.13)      

Note that the gradient of a scalar field, say P, is the vector field, P∇  and can be written as: 
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where, i , j and k are the co-ordinate unit vectors. Equation 2-13 is the general form of 

continuity equation which is employed in our both models for calculation of the effective 

permeability and simulation o f flow in naturally fractured reservoirs. 
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 APPENDIX B 

COORDINATES OF FRACTURES AND THE RESUTLS FOR THE 

FIELD CASE STUDY PRESENTED IN CHAPTER 4. 

B1  X-Y COORDINATES OF FRACTURES IN CASE STUDY PRESENTED IN 

CHAPTER 4 AND PRESENTED IN Figure 4-53: 

 

Fracture No. X1   (m) Y1   (m) X2   (m) Y2   (m) 

1 823 571 751 571 

2 811 578 825 531 

3 824 550 797 550 

4 804 577 686 490 

5 753 570 787 532 

6 781 528 820 494 

7 789 538 775 444 

8 818 493 726 424 

9 822 519 574 396 

10 668 571 759 507 

11 760 500 821 492 

12 710 577 672 564 

13 677 576 666 502 

14 636 544 733 511 

15 664 577 806 323 

16 824 386 571 123 

17 497 405 429 38 

18 419 205 499 59 

19 814 144 775 4 

20 825 106 792 82 

21 822 54 782 11 

22 784 129 815 113 

23 811 129 824 126 
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Fracture No. X1   (m) Y1   (m) X2   (m) Y2   (m) 

24 797 151 823 143 

25 740 137 730 5 

26 757 138 741 15 

27 764 140 720 134 

28 823 216 681 3 

29 715 77 664 4 

30 711 91 652 5 

31 732 133 655 19 

32 688 131 707 5 

33 663 67 727 19 

34 622 497 544 151 

35 527 60 510 3 

36 539 93 530 51 

37 631 516 639 429 

38 509 535 617 516 

39 696 494 744 484 

40 798 473 825 444 

41 799 489 800 421 

42 823 510 668 417 

43 808 506 670 423 

44 791 457 771 314 

45 704 575 706 551 

46 709 538 726 482 

47 741 559 731 391 

48 771 528 737 469 

49 720 458 683 396 

50 740 396 768 375 

51 742 382 804 322 

52 728 419 609 337 

53 824 413 568 284 

54 684 360 593 237 

55 593 509 688 396 

56 637 542 651 480 
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Fracture No. X1   (m) Y1   (m) X2   (m) Y2   (m) 

57 620 577 651 562 

58 629 575 599 548 

59 626 563 613 523 

60 604 506 577 356 

61 740 350 759 331 

62 725 358 750 329 

63 777 294 804 262 

64 551 426 706 277 

65 636 397 635 367 

66 637 288 637 215 

67 651 261 592 260 

68 779 445 779 419 

69 717 369 707 275 

70 697 310 658 300 

71 679 298 598 287 

72 705 302 721 292 

73 714 307 777 251 

74 820 314 674 251 

75 826 346 810 302 

76 825 334 808 325 

77 825 310 726 236 

78 826 298 534 70 

79 795 257 727 163 

80 802 256 780 198 

81 798 307 751 225 

82 763 284 761 267 

83 801 224 825 198 

84 825 261 815 223 

85 826 249 748 217 

86 764 214 450 117 

87 697 198 480 133 

88 500 488 498 429 

89 596 558 500 492 
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Fracture No. X1   (m) Y1   (m) X2   (m) Y2   (m) 

90 593 577 479 405 

91 666 517 570 486 

92 572 486 526 416 

93 824 23 808 7 

94 716 75 712 33 

95 666 122 692 88 

96 632 85 646 18 

97 669 122 609 92 

98 701 217 645 27 

99 655 77 642 38 

100 763 163 740 138 

101 765 189 761 163 

102 784 196 742 180 

103 782 180 621 137 

104 824 189 691 145 

105 710 167 676 156 

106 685 155 711 149 

107 625 195 710 182 

108 665 155 635 117 

109 639 130 558 80 

110 585 54 559 4 

111 595 87 574 54 

112 508 92 579 68 

113 507 94 449 84 

114 593 118 550 106 

115 574 144 488 47 

116 523 64 461 42 

117 532 74 500 64 

118 513 203 476 45 

119 574 28 611 3 

120 528 33 553 5 

121 525 16 534 3 

122 529 9 512 4 
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Fracture No. X1   (m) Y1   (m) X2   (m) Y2   (m) 

123 674 232 667 201 

124 769 268 345 102 

125 759 271 151 37 

126 731 177 729 142 

127 599 159 641 144 

128 559 195 597 163 

129 494 195 604 176 

130 540 300 649 207 

131 608 350 514 282 

132 528 265 418 205 

133 508 261 578 235 

134 568 365 550 251 

135 559 269 557 252 

136 608 376 588 363 

137 650 438 540 356 

138 573 387 376 264 

139 495 329 450 300 

140 531 207 589 195 

141 473 263 535 211 

142 483 275 533 232 

143 540 453 514 251 

144 559 71 490 3 

145 493 25 501 14 

146 493 17 482 2 

147 429 37 478 14 

148 470 89 430 37 

149 446 43 383 3 

150 432 63 247 1 

151 414 76 283 33 

152 239 78 306 31 

153 288 63 321 38 

154 292 89 328 60 

155 262 14 230 3 
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Fracture No. X1   (m) Y1   (m) X2   (m) Y2   (m) 

156 269 45 295 16 

157 308 18 324 5 

158 385 108 354 39 

159 559 144 494 116 

160 632 280 643 270 

161 584 306 603 294 

162 490 400 577 324 

163 552 344 545 311 

164 725 399 698 312 

165 787 578 793 512 

166 798 483 823 470 

167 522 538 516 514 

168 517 531 504 505 

169 514 544 508 521 

170 540 578 510 555 

171 511 561 479 510 

172 501 537 406 382 

173 386 356 372 339 

174 478 390 494 376 

175 529 356 556 337 

176 408 131 438 86 

177 426 139 440 112 

178 115 143 430 96 

179 377 110 460 109 

180 370 123 192 121 

181 116 132 228 111 

182 279 243 220 67 

183 300 280 232 15 

184 408 242 343 208 

185 270 374 402 292 

186 4 117 175 63 

187 126 293 40 2 

188 10 244 54 15 
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Fracture No. X1   (m) Y1   (m) X2   (m) Y2   (m) 

189 303 214 212 153 

190 216 146 55 28 

191 44 32 8 7 

192 130 119 35 40 

193 74 91 46 1 

194 533 323 516 298 

195 505 290 457 267 

196 511 313 475 277 

197 461 282 406 221 

198 401 272 460 265 

199 339 266 460 258 

200 355 223 386 215 

201 354 214 372 209 

202 424 196 447 190 

203 484 183 514 175 

204 155 189 7 133 

205 56 125 6 124 

206 83 107 6 91 

207 62 95 27 70 

208 130 60 26 1 

209 109 34 60 2 

210 206 93 74 1 

211 139 36 95 0 

212 105 77 212 65 

213 365 181 176 81 

214 142 168 196 164 

215 215 161 369 134 

216 399 147 362 138 

217 450 167 374 150 

218 432 176 290 134 

219 346 170 412 150 

220 384 166 419 152 

221 505 185 420 166 
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Fracture No. X1   (m) Y1   (m) X2   (m) Y2   (m) 

222 401 177 442 152 

223 312 140 369 83 

224 374 39 354 7 

225 387 39 377 6 

226 534 163 521 147 

227 458 202 433 173 

228 323 111 363 71 

229 207 273 310 129 

230 215 247 288 144 

231 305 436 432 318 

232 454 9 460 1 

233 476 33 483 25 

234 212 116 218 4 

235 186 54 141 1 

236 211 160 114 98 

237 244 104 126 104 

238 240 143 163 90 

239 335 193 276 164 

240 342 258 299 200 

241 112 60 175 59 

242 140 67 112 67 

243 205 115 141 113 

244 152 135 107 116 

245 221 221 88 130 

246 102 165 98 135 

247 51 306 92 193 

248 21 566 51 350 

249 62 314 67 290 

250 74 266 115 173 

251 91 241 16 190 

252 41 246 160 243 

253 252 317 133 248 

254 33 286 44 234 
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Fracture No. X1   (m) Y1   (m) X2   (m) Y2   (m) 

255 77 302 7 258 

256 24 225 6 196 

257 42 240 31 222 

258 58 279 75 276 

259 88 286 60 268 

260 29 374 4 231 

261 29 323 5 323 

262 5 344 39 308 

263 10 314 4 297 

264 92 344 47 311 

265 152 376 65 316 

266 23 398 97 327 

267 11 433 21 399 

268 30 374 37 345 

269 12 577 41 356 

270 8 579 14 532 

271 42 577 2 383 

272 243 575 2 433 

273 2 425 11 397 

274 2 396 20 353 

275 74 394 36 354 

276 139 467 118 445 

277 47 285 19 271 

278 16 317 3 272 

279 63 130 77 108 

280 17 34 9 29 

281 12 40 5 35 

282 202 44 213 39 

283 289 26 267 26 

284 270 20 290 12 

285 275 8 273 1 

286 263 11 263 4 

287 332 107 275 106 
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Fracture No. X1   (m) Y1   (m) X2   (m) Y2   (m) 

288 267 115 216 94 

289 463 132 508 123 

290 622 125 613 105 

291 711 143 695 139 

292 387 179 356 162 

293 526 364 476 338 

294 500 357 476 345 

295 521 370 507 341 

296 434 381 465 345 

297 322 432 426 345 

298 329 432 368 400 

299 398 383 423 357 

300 404 442 460 388 

301 393 461 458 407 

302 387 576 456 417 

303 434 519 461 431 

304 421 573 428 496 

305 428 577 449 504 

306 448 576 450 558 

307 458 578 474 557 

308 470 579 476 571 

309 474 522 462 486 

310 476 500 414 463 

311 421 471 469 420 

312 457 512 401 418 

313 427 429 413 415 

314 388 432 352 321 

315 390 386 307 264 

316 403 576 369 466 

317 390 576 368 468 

318 290 305 328 286 

319 287 221 311 218 

320 385 484 345 303 
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Fracture No. X1   (m) Y1   (m) X2   (m) Y2   (m) 

321 345 303 265 124 

322 403 286 249 214 

323 276 372 292 248 

324 273 485 276 372 

325 287 576 284 480 

326 287 469 298 400 

327 220 276 240 184 

328 289 246 131 202 

329 241 231 198 153 

330 117 195 91 165 

331 144 176 117 165 

332 153 207 127 191 

333 225 300 142 188 

334 204 263 206 131 

335 195 260 193 169 

336 172 419 195 267 

337 178 443 204 280 

338 290 350 288 330 

339 279 360 302 344 

340 263 334 242 319 

341 354 363 312 349 

342 391 395 299 358 

343 326 383 287 364 

344 358 412 349 379 

345 325 577 359 416 

346 333 529 345 402 

347 314 551 321 435 

348 402 460 293 433 

349 307 423 129 205 

350 274 371 260 353 

351 191 257 139 237 

352 108 579 15 484 

353 71 578 2 511 
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Fracture No. X1   (m) Y1   (m) X2   (m) Y2   (m) 

354 58 576 38 558 

355 47 575 26 556 

356 51 552 124 268 

357 124 317 133 260 

358 152 362 131 267 

359 149 362 137 330 

360 188 519 164 414 

361 108 541 23 482 

362 116 537 71 506 

363 74 574 65 510 

364 84 576 71 506 

365 91 558 63 478 

366 53 459 40 437 

367 75 472 29 379 

368 100 544 77 486 

369 100 563 95 547 

370 97 576 163 366 

371 150 577 96 500 

372 118 575 112 548 

373 112 573 106 542 

374 58 574 65 552 

375 102 476 171 246 

376 110 453 65 436 

377 68 458 109 453 

378 113 472 75 456 

379 106 486 73 472 

380 2 488 32 473 

381 157 314 123 289 

382 148 277 178 268 

383 227 230 179 230 

384 213 333 229 294 

385 165 342 190 304 

386 264 415 138 332 
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Fracture No. X1   (m) Y1   (m) X2   (m) Y2   (m) 

387 229 373 174 338 

388 220 414 229 328 

389 233 363 236 341 

390 270 376 219 360 

391 292 435 174 273 

392 259 424 202 380 

393 340 524 275 425 

394 351 577 341 563 

395 362 577 359 570 

396 329 567 297 562 

397 314 576 266 504 

398 271 499 159 352 

399 261 504 188 408 

400 248 501 191 422 

401 292 575 271 536 

402 241 442 202 437 

403 198 486 211 366 

404 155 575 195 500 

405 151 578 183 429 

406 135 575 150 474 

407 181 577 167 519 

408 165 577 205 510 

409 177 577 205 535 

410 207 577 194 562 

411 182 578 161 564 

412 176 426 138 400 

413 139 425 162 414 

414 222 577 195 530 

415 199 559 237 509 

416 242 542 249 362 

417 254 535 252 523 

418 261 533 267 518 

419 206 507 214 431 
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Fracture No. X1   (m) Y1   (m) X2   (m) Y2   (m) 

420 253 577 244 562 

421 326 468 220 412 

422 304 577 283 545 

423 348 556 301 523 

424 381 577 308 461 

425 356 519 379 466 

426 342 483 239 347 

427 330 405 282 404 

428 361 440 292 420 

429 266 407 227 381 

430 344 506 316 461 

431 446 406 425 326 

432 431 456 445 408 

433 473 577 431 456 

434 117 243 110 209 

435 240 214 273 171 

436 425 25 392 1 

437 444 312 413 291 

438 234 573 243 562 

439 10 530 1 522 

440 25 571 28 539 

441 77 576 93 562 

442 359 465 355 439 
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B2 THE RESULTS OF EFFECTIVE PERMEABILITY TENSOR IN CASE 

STUDY PRESENTED IN CHAPTER 4 AND PRESENTED IN Figure  4-54: 

Block No. (Row, Column)

1 (1, 1) 3.861 0.456 0.456 5.126
2 (1, 2) 4.03 0.681 0.681 3.75
3 (1, 3) 4.257 0 0 1.556
4 (1, 4) 7.269 -1.043 -1.043 8.213
5 (1, 5) 3.797 0.235 0.235 3.277
6 (1, 6) 3.884 0.051 0.051 4.357
7 (1, 7) 4.98 -0.627 -0.627 4.097
8 (1, 8) 5.332 -0.066 -0.066 5.801
9 (1, 9) 1.621 -0.152 -0.152 2.849

10 (1, 10) 5.142 -0.202 -0.202 4.691
11 (1, 11) 2.408 0.057 0.057 3.206
12 (1, 12) 1.45 0.148 0.148 1.498
13 (2, 1) 4.989 -0.92 -0.92 6.357
14 (2, 2) 7.032 1.155 1.155 7.257
15 (2, 3) 7.119 0.711 0.711 10.971
16 (2, 4) 6.862 0.37 0.37 5.818
17 (2, 5) 6.367 0.106 0.106 4.673
18 (2, 6) 7.226 0.17 0.17 8.924
19 (2, 7) 7.9 0.594 0.594 4.916
20 (2, 8) 8.485 -1.689 -1.689 9.849
21 (2, 9) 6.351 1.477 1.477 5.673
22 (2, 10) 8.39 -0.667 -0.667 9.211
23 (2, 11) 3.203 0.849 0.849 4.9
24 (2, 12) 1.657 -0.155 -0.155 1.143
25 (3, 1) 2.018 -0.709 -0.709 4.743
26 (3, 2) 3.691 0.46 0.46 14.299
27 (3, 3) 8.328 -1.224 -1.224 4.401
28 (3, 4) 8.169 0.191 0.191 5.432
29 (3, 5) 7.788 -0.1 -0.1 7.566
30 (3, 6) 5.314 0.006 0.006 6.725
31 (3, 7) 5.083 0.176 0.176 5.622
32 (3, 8) 5.894 0.247 0.247 6.477
33 (3, 9) 7.69 -0.63 -0.63 4.708
34 (3, 10) 8.433 0.27 0.27 6.692
35 (3, 11) 5.983 0.378 0.378 7.629

xyK yxK yyKxxK

xyK yxK yyKxxK
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36 (3,12) 2.547 0.272 0.272 5.277
37 (4, 1) 6.293 -0.018 -0.018 6.313
38 (4, 2) 8.659 -0.807 -0.807 5.394
39 (4, 3) 7.6 -0.367 -0.367 10.989
40 (4, 4) 5.575 -0.79 -0.79 3.802
42 (4, 6) 4.777 0.758 0.758 4.866
43 (4, 7) 6.267 0.701 0.701 3.879
44 (4, 8) 6.76 -0.53 -0.53 3.853
45 (4, 9) 5.652 -0.995 -0.995 4.719
46 (4, 10) 6.939 -1.249 -1.249 5.126
47 (4, 11) 7.769 -0.282 -0.282 8.417
48 (4,12) 2.913 -0.434 -0.434 6.504
49 (5, 1) 5.074 -0.267 -0.267 6.603
50 (5, 2) 9.078 -0.576 -0.576 5.901
51 (5, 3) 7.17 -0.99 -0.99 8.318
52 (5, 4) 4.978 2.553 2.553 4.647
53 (5, 5) 11.571 0.222 0.222 5.556
54 (5, 6) 4.294 -0.762 -0.762 6.398
55 (5, 7) 7.077 -1.268 -1.268 9.533
56 (5, 8) 9.188 -0.268 -0.268 7.253
57 (5, 9) 6.166 0.146 0.146 6.048
58 (5, 10) 6.528 0 0 4.456
59 (5, 11) 4.09 -0.221 -0.221 10.229
60 (5,12) 2.939 -0.088 -0.088 7.589
61 (6, 1) 3.889 -0.785 -0.785 5.648
63 (6, 3) 4.818 0.374 0.374 9.152
64 (6, 4) 10.1 -0.726 -0.726 6.409
65 (6, 5) 8.609 -0.454 -0.454 10.053
66 (6, 6) 8.255 0.975 0.975 7.009
67 (6, 7) 4.209 -0.196 -0.196 6.049
68 (6, 8) 5.736 0.836 0.836 8.011
69 (6, 9) 4.362 -0.849 -0.849 5.198
70 (6, 10) 4.783 0.915 0.915 5.389
71 (6, 11) 4.958 0.466 0.466 5.501
72 (6,12) 2.169 0.513 0.513 4.744
73 (7, 1) 3.242 -0.298 -0.298 6.261
74 (7, 2) 3.915 -0.142 -0.142 2.276
75 (7, 3) 4.979 -0.465 -0.465 4.7

xyK yxK yyKx xK

xyK yxK yyKxxK
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76 (7, 4) 6.908 0.984 0.984 5.001
77 (7, 5) 6.27 0.618 0.618 9.296
78 (7, 6) 8.373 -0.896 -0.896 4.734
79 (7, 7) 11.991 0.368 0.368 6.533
80 (7, 8) 4.852 -0.477 -0.477 3.229
81 (7, 9) 3.29 -0.914 -0.914 5.361
82 (7, 10) 6.133 -0.794 -0.794 5.173
83 (7, 11) 5.061 0.553 0.553 6.135
84 (7,12) 2.915 0.263 0.263 5.556
85 (8, 1) 5.741 -0.311 -0.311 7.537
86 (8, 2) 9.2 0.362 0.362 3.063
87 (8, 3) 6.701 0.724 0.724 3.775
88 (8, 4) 8.017 0.549 0.549 8.737
89 (8, 5) 5.862 0.812 0.812 7.343
90 (8, 6) 1.821 0.101 0.101 3.101
91 (8, 7) 5.384 -0.035 -0.035 8.761
92 (8, 8) 3.074 0.42 0.42 4.221
93 (8, 9) 2.991 -0.091 -0.091 6.806
94 (8, 10) 6.515 -0.404 -0.404 6.265
95 (8, 11) 7.106 -0.391 -0.391 7.592
96 (8,12) 2.589 -0.175 -0.175 11.052
97 (9, 1) 1.802 -0.076 -0.076 4.517
98 (9, 2) 5.206 0.885 0.885 7.646
99 (9, 3) 6.382 1.12 1.12 6.523
100 (9, 4) 6.969 0.005 0.005 3.825
101 (9, 5) 4.106 -0.455 -0.455 6.408
102 (9, 6) 2.847 0.862 0.862 3.571
104 (9, 8) 7.269 0.224 0.224 4.389
105 (9, 9) 2.905 -0.262 -0.262 3.816
106 (9, 10) 5.885 0.227 0.227 5.15
107 (9, 11) 3.827 -0.86 -0.86 4.299
108 (9,12) 2.237 0.311 0.311 5.977
109 (10, 1) 2.407 -0.062 -0.062 4.354
110 (10, 2) 5.222 -0.321 -0.321 4.913
111 (10, 3) 3.932 -0.165 -0.165 4.581
112 (10, 4) 3.726 0.554 0.554 3.03
113 (10, 5) 3.025 -0.044 -0.044 4.287
114 (10, 6) 3.826 0.073 0.073 3.13
115 (10, 7) 5.655 0.311 0.311 3.145

x yK y xK y yKx xK

xyK yxK yyKxxK
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116 (10, 8) 1.82 -0.572 -0.572 3.416
117 (10, 9) 1.715 0.072 0.072 6.615
118 (10, 10) 11.894 -0.395 -0.395 8.311
119 (10, 11) 4.189 1.313 1.313 5.614
120 (10,12) 2.525 -0.424 -0.424 18.766
121 (11, 1) 3.322 0.29 0.29 5.757
122 (11, 2) 4.321 1.456 1.456 7.121
123 (11, 3) 3.179 0.619 0.619 5.664
125 (11, 5) 3.178 0.298 0.298 4.343
126 (11, 6) 2.153 0.303 0.303 3.252
127 (11, 7) 1.631 0.31 0.31 3.895
128 (11, 8) 3.595 0.798 0.798 3.047
129 (11, 9) 3.792 0.545 0.545 4.183
130 (11, 10) 4.559 -0.377 -0.377 5.416
131 (11, 11) 3.222 -0.008 -0.008 2.071
132 (11,12) 2.655 -0.441 -0.441 4.021
133 (12, 1) 2.088 -0.053 -0.053 1.7
134 (12, 2) 3.736 -0.028 -0.028 1.995
135 (12, 3) 2.455 -0.534 -0.534 1.974
136 (12, 4) 2.713 0.065 0.065 1.139
137 (12, 5) 1.022 -0.009 -0.009 1.421
138 (12, 6) 1.181 0.133 0.133 1.428
139 (12, 7) 1.524 0.158 0.158 1.179
140 (12, 8) 2.926 0.416 0.416 1.453
141 (12, 9) 3.223 -0.388 -0.388 1.485
142 (12, 10) 2.029 -0.038 -0.038 1.608
143 (12, 11) 1.069 0.055 0.055 1.085
144 (12, 12) 1.368 0.141 0.141 1.706
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B3 THE RESULTS OF PRESSURE AND VELOCITY DISTRIBUTION IN 

CASE STUDY PRESENTED IN CHAPTER 4: 

 

Block 

No. 
X-centre  Y-centre 

Pressure 

(psi) 

Average velocity 

(ft/sec) 

1 35 35 2489 6.569 

2 105 35 2317 2.568 

3 175 35 2212 1.193 

4 245 35 2166 0.978 

5 315 35 2135 0.702 

6 385 35 2096 0.547 

7 455 35 2063 0.476 

8 525 35 2050 0.418 

9 595 35 2025 0.259 

10 665 35 2002 0.193 

11 735 35 1994 0.086 

12 805 35 1990 0.023 

13 35 105 2344 4.001 

14 105 105 2254 3.702 

15 175 105 2193 2.082 

16 245 105 2157 1.567 

17 315 105 2122 1.246 

18 385 105 2092 0.948 

19 455 105 2063 0.883 

20 525 105 2042 0.909 

21 595 105 2016 0.739 

22 665 105 1998 0.592 

23 735 105 1989 0.193 

24 805 105 1985 0.042 
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Block 

No. 
X-centre  Y-centre 

Pressure 

(psi) 

Average velocity 

(ft/sec) 

25 35 175 2238 1.674 

26 105 175 2210 2.234 

27 175 175 2168 1.743 

28 245 175 2137 1.620 

29 315 175 2106 1.469 

30 385 175 2084 1.083 

31 455 175 2059 0.831 

32 525 175 2033 0.746 

33 595 175 2009 1.008 

34 665 175 1978 2.353 

35 735 175 1986 -0.473 

36 805 175 1978 0.232 

37 35 245 2181 1.276 

38 105 245 2164 1.967 

39 175 245 2137 1.645 

40 245 245 2110 1.278 

41 315 245 2086 1.166 

42 385 245 2061 0.824 

43 455 245 2042 0.738 

44 525 245 2027 0.649 

45 595 245 2036 -0.808 

46 665 245 1950 0.920 

47 735 245 1997 1.836 

48 805 245 1967 0.570 

49 35 315 2152 0.590 

50 105 315 2136 1.204 

51 175 315 2095 2.689 

52 245 315 2074 0.529 
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Block 

No. 
X-centre  Y-centre 

Pressure 

(psi) 

Average velocity 

(ft/sec) 

53 315 315 2057 0.862 

54 385 315 2041 0.926 

55 455 315 2015 0.724 

56 525 315 2004 1.102 

57 595 315 1988 1.838 

58 665 315 1941 -0.386 

59 735 315 1959 0.815 

60 805 315 1948 0.814 

61 35 385 2135 0.307 

62 105 385 2156 -0.752 

63 175 385 2121 1.546 

64 245 385 2060 0.278 

65 315 385 2047 1.149 

66 385 385 2031 1.051 

67 455 385 2009 0.715 

68 525 385 1987 0.905 

69 595 385 1960 1.266 

70 665 385 1934 0.980 

71 735 385 1920 0.792 

72 805 385 1911 0.813 

73 35 455 2117 0.461 

74 105 455 2123 0.394 

75 175 455 2114 1.720 

76 245 455 2070 0.661 

77 315 455 2044 0.744 

78 385 455 2013 1.101 

79 455 455 1994 1.380 

80 525 455 1968 1.127 
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Block 

No. 
X-centre  Y-centre 

Pressure 

(psi) 

Average velocity 

(ft/sec) 

81 595 455 1930 1.220 

82 665 455 1901 1.268 

83 735 455 1879 1.236 

84 805 455 1871 0.847 

85 35 525 2099 0.550 

86 105 525 2085 0.687 

87 175 525 2074 0.821 

88 245 525 2056 0.872 

89 315 525 2036 0.783 

90 385 525 2001 0.384 

91 455 525 1967 0.829 

92 525 525 1939 0.872 

93 595 525 1899 1.124 

94 665 525 1866 1.290 

95 735 525 1839 2.034 

96 805 525 1801 1.607 

97 35 595 2069 0.199 

98 105 595 2064 0.478 

99 175 595 2055 0.419 

100 245 595 2042 0.558 

101 315 595 2022 0.909 

102 385 595 1984 0.535 

103 455 595 1944 0.832 

104 525 595 1908 1.177 

105 595 595 1861 1.480 

106 665 595 1808 1.116 

107 735 595 1779 1.731 

108 805 595 1744 2.115 
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Block 

No. 
X-centre  Y-centre 

Pressure 

(psi) 

Average velocity 

(ft/sec) 

109 35 665 2060 0.117 

110 105 665 2057 0.336 

111 175 665 2047 0.326 

112 245 665 2031 0.314 

113 315 665 2008 0.682 

114 385 665 1967 0.713 

115 455 665 1928 0.776 

116 525 665 1883 0.819 

117 595 665 1814 1.153 

118 665 665 1744 1.491 

119 735 665 1715 1.668 

120 805 665 1659 2.667 

121 35 735 2058 0.090 

122 105 735 2054 0.177 

123 175 735 2044 0.259 

124 245 735 2025 0.295 

125 315 735 1999 0.415 

126 385 735 1958 0.437 

127 455 735 1906 0.650 

128 525 735 1846 0.991 

129 595 735 1781 1.094 

130 665 735 1711 1.995 

131 735 735 1594 2.832 

132 805 735 1467 4.626 

133 35 805 2052 0.046 

134 105 805 2048 0.090 

135 175 805 2039 0.154 

136 245 805 2024 0.153 
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Block 

No. 
X-centre  Y-centre 

Pressure 

(psi) 

Average velocity 

(ft/sec) 

137 315 805 1992 0.179 

138 385 805 1938 0.281 

139 455 805 1871 0.429 

140 525 805 1812 0.646 

141 595 805 1759 0.792 

142 665 805 1666 1.070 

143 735 805 1402 1.944 

144 805 805 1000 0.000 
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