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Abstract

This thesis addresses the problem of ‘efficient’ broadcast in a multi-radio multi-

channel multi-rate wireless mesh network (MR2-MC WMN). In such a MR2-MC

WMN, nodes are equipped with multiple radio network interface cards, each tuned to

an orthogonal channel, which can dynamically adjust transmission rate by choosing

a modulation scheme appropriate for the channel conditions. We choose ‘broadcast

latency’, defined as the maximum delay between a packet’s network-wide broadcast

at the source and its eventual reception at all network nodes, as the ‘efficiency’ metric

of broadcast performance. The problem of constructing a broadcast forwarding

structure having minimal broadcast latency is referred to as the ‘minimum-latency-

broadcasting’ (MLB) problem.

While previous research for broadcast in single-radio single-rate wireless networks

has highlighted the wireless medium’s ‘wireless broadcast advantage’ (WBA) due to

which a node’s transmission can be received, assuming omnidirectional antennas,

by all nodes within its communication range; little is known regarding how the

new features of MR2-MC WMN may be exploited. We study in this thesis how a

MR2-MC WMN’s rate-diversity (WMN node’s multi-rate transmission capability)

and radio-and-channel-diversity (WMN nodes have multiple radio interfaces tuned

to orthogonal channels) can be exploited, in addition to the WBA, to improve the

‘broadcast latency’ performance. It has been proved that the MLB problem for

single-radio single-rate is NP-hard; clearly, MLB problem for MR2-MC WMN is at

least NP-hard. Designing a heuristic MLB solution for MR2-MC WMN is also non-

trivial as the network’s rate-diversity, radio-and-channel diversity, and WBA must

all be exploited and incorporated into design.

We divide the overall MLB problem for multi-rate WMNs into two subproblems,

which we address in two separate parts of this thesis. In the first part of this thesis,

the MLB problem is defined for the case of single-radio single-channel multi-rate

WMNs where WMN nodes are equipped with a single radio tuned to a common

channel. In the second part of this thesis, the MLB problem is defined for MR2-

MC WMNs where WMN nodes are equipped with multiple radios tuned to multi-

ple orthogonal channels. We demonstrate that broadcasting in multi-rate WMNs

is significantly different to broadcasting in single-rate WMNs, and that broadcast

performance in multi-rate WMNs can be significantly improved if we exploit the

available rate-diversity and radio-and-channel-diversity (which exists for MR2-MC

WMN only). We also present two alternative MLB broadcast frameworks and spe-

cific algorithms, centralized and distributed, for each framework that can exploit

the multi-rate WMN’s rate-diversity, WBA, and (if available) radio-and-channel-

diversity to return improved ‘broadcast latency’ performance.



Chapter 1

Introduction

1.1 Overview

Wireless networks can be broadly classified as being either single-hop or multi-

hop. Typically, single-hop wireless networks are called “wireless local area net-

works” (WLAN), while multi-hop wireless networks are referred to as “wireless

ad-hoc networks”. There are many types of wireless ad-hoc networks such as “mo-

bile ad-hoc networks” (MANET), “wireless mesh networks” (WMN) [3], and “wire-

less sensor networks” (WSN) [4]. Wireless networks are an ongoing subject of

extensive research, with standardization work including IEEE 802.11 [5] for WLAN

and MANET, IEEE 802.11s [6] and 802.16 mesh-mode [7] for WMN, and IEEE

802.15.4 [8] for WSN.

WMN, the network setting this thesis considers, is a promising broadband access

technology where mesh clients, that are potentially mobile, connect with a relatively

stationary core of mesh routers using multi-hop wireless links [3]. The stationary

mesh nodes1 form a multi-hop wireless overlay such that an individual mesh node

acts as both a forwarding relay between WMN nodes, and an access point to mobile

and consumer devices in its vicinity. Since WMNs are dynamically self-organized

and self-configured, with WMN nodes automatically establishing and maintaining

connectivity, they promise easy network maintenance, robustness, and reliable ser-

vice coverage [3]. WMNs, especially when built from commodity wireless cards that

operate over unregulated spectrum, are also increasingly being recognized as a cost-

effective, viable broadband solution for urban [9], rural [10], campus and office [11]

environments.

The widespread adoption of multi-hop wireless networks in general, and WMNs

in particular, is impeded by the relatively low spatial reuse of a single radio channel

due to wireless interference. It has been shown that network capacity drops off as the

number of nodes is increased in single-channel wireless networks [12]. While network

1The stationary mesh nodes can be mounted, for example, on residential rooftops or light poles.

4
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capacity decreases with increasing nodes in single-channel wireless networks, the

usage of multiple radio channels can promote simultaneous overlapped transmissions

thereby improving the aggregate capacity. Current research indicates that equipping

mesh nodes with multiple radio interfaces, tuned to distinct orthogonal channels, can

significantly increase the capacity of the network [13–15] by exploiting concurrent

spatial reuse of an individual channel. Fortunately, IEEE standards 802.11b and

802.11a offer a choice of 3 and 12 non-overlapping channels. The multiple interfaces

on a WMN node can, therefore, tune to orthogonal channels, and increase capacity

significantly.

Researchers are also beginning to move away from IEEE 802.11-based single-

rate ‘media access control’ (MAC) protocols, and are studying the throughput and

fairness issues that arise from multi-rate MAC protocols where adaptive modulation

is used to dynamically modify the data rate on a particular link in response to the

perceived signal-to-noise ratio (SNR) [16–19]. It is known that the received SNR

in wireless networks is time-varying due to multi-path fading and interference [18].

For a given modulation scheme, this SNR variation also translates to variations in

the bit error rate (BER). Since it is more difficult for the modulation scheme to

decode the received signal for lower SNR, for a given modulation scheme, reduced

SNR also translates to increased BER. It is known that higher rates are typically

realized by using denser modulation encodings; a denser encoding scheme requires

relatively higher SNR than a sparser encoding scheme to properly decode with a

given BER [18]. If we assume constant transmitting power, it is observed that a

tradeoff generally emerges between data rate and BER: the higher the data rate,

the higher the BER. Thus, the encoded signals of higher-rate encodings—since they

have higher BER and require higher SNR—can be decoded correctly within a smaller

transmission range. Therefore, when it is assumed that the same transmission power

is used for all transmission rates, then, in general, the faster a transmission rate is,

the smaller is its transmission range. By employing rate-adaptation, WMN nodes

can utilize the flexibility of multi-rate transmissions to make appropriate range and

throughput/latency tradeoff choices across a wide range of channel conditions.

An important open question in such “multi-radio multi-channel multi-rate WMN ”

(MR2-MC WMNs) that we address in this thesis, is how to perform efficient broad-

cast in such networks. Any routing protocol designed for broadcast must find a set

of forwarding nodes that must relay the broadcasted packet of the source such that

all network nodes receive. The problem of constructing “efficient” broadcasting for-

warding structures has been an active area of research for both wired and wireless

networks for quite some time now. Research has demonstrated that broadcasting

paradigm of wireless networks is fundamentally different to that of wired networks

due to wireless media’s ‘wireless broadcast advantage’ (WBA) [20] because of which

a node’s transmission can be received, assuming omnidirectional antennas, by all
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nodes lying within its communication range. Consequently for wireless communi-

cation, a single transmission suffices to reach multiple receivers if they are within

transmitting node’s communication range; this is unlike the wired communication

case where multiple transmissions would have been needed. This is due to the shift

in paradigm from the ‘link-centric’ nature of wired networks to the ‘node-centric’

nature of wireless communications [20].

Although, a lot of previous research work has focussed on broadcast in wire-

less multi-hop networks such as WSN and MANET, most of it is not relevant to

multi-radio multi-channel multi-rate WMNs for reasons that follow. While WMN

nodes are generally stationary and mains-powered, WSN and MANET nodes typ-

ically use disposable batteries. Therefore, typically, WSN and MANET designers

have focussed on energy conservation when designing broadcast protocols [20–25].

WMN protocol designers, on the other hand, can focus more on performance based

optimizations such as latency, throughput, capacity, etc. Multi-radio multi-channel

multi-rate WMN also differ from traditional wireless multi-hop networks, which

bulk of previous broadcast research address, in that nodes in such networks are

equipped with multiple radio “network interface cards” (NIC) tuned to orthogonal

channels that are able to adaptively change its link-layer transmission rate. Clearly,

such MR2-MC WMN cease to be an embodiment of the general MANET or WSN

paradigm and introduce many fundamental challenges for broadcasting at both the

protocol and architectural level.

Chapter Outline: We will now provide a general outline to the remainder

of this chapter. We formally define our problem statement of ‘minimum-latency-

broadcasting’ (MLB) in Section 1.2, and detail factors motivating our research in

Section 1.2.1. We highlight the main research challenges and issues in MLB broad-

casting in MR2-MC WMNs in Section 1.3, and demonstrate that broadcast design-

ers need to exploit the rate-diversity (Section 1.3.1) and radio-and-channel-diversity

(Section 1.3.2) afforded by MR2-MC WMNs. The research objectives of this thesis

are outlined in Section 1.4. We summarize the contributions of this thesis in Section

1.5. This chapter is concluded in Section 1.6 with an outline of the rest of this thesis.

1.2 Minimum latency broadcast in MR2-MC WMNs

As mentioned before, since WMNs are generally composed of stationary routers

and nodes which are powered from mains, the performance of WMNs is generally

benchmarked by high-performance metrics such as throughput and latency and not

by metrics conventionally used for wireless networks such as energy-efficiency or the

total number of transmissions. In our thesis, we have chosen “broadcast latency”

as the metric with which we will evaluate the performance of broadcasting algorithms

for MR2-MC WMNs. We define the “broadcast latency” as the maximum delay
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between the transmission of a packet by the source node and its eventual reception

by all the destinations. We define the problem of minimizing the broadcast latency

as the ‘minimum-latency-broadcasting’ (MLB) problem.

The MLB problem in a multi-rate WMN (where a node’s transmitting rate can

take a range of discrete values) is significantly different from the minimum-energy-

broadcasting (MEB) problem in a multi-power all-wireless network (where a node’s

transmitting power can take a range of values) that has been covered extensively in

prior research [20–25]. Although both the MLB and the MEB problems, in general,

attempt to exploit the WBA while varying the transmission-rate and transmission-

power, respectively; the MEB problem tries to minimize the total consumption of

energy (transmit power) whereas the MLB problem attempts to minimize the worst-

case latency. Both problems are not the same, since non-interfering transmissions

in an all-wireless networks (e.g., transmission of nodes further away than the inter-

ference range) can take place simultaneously in an overlapped manner. Thus, MLB

becomes a more difficult problem since we have to take into account interference

between wireless transmissions since a minimum spanning tree (MST with links’

weight equal to their broadcast latency) may not necessarily be the MLB tree.

1.2.1 Motivation

The MLB problem in MR2-MC WMNs is particularly challenging since such net-

works’ multi-rate nature, WBA, and the availability of multiple radio interfaces

(tuned to orthogonal channels) must be all exploited and incorporated into design.

The MLB problem, apart from its theoretical significance, is an important practical

problem in WMN. As many of the targeted broadcast-based applications of WMNs,

e.g. IP-TV, audio conferencing, video-feeds and multi-player, multimedia games

in community networks, are interactive and have strict latency requirements, we

focus on how link-layer rate-diversity (WMN node’s multi-rate transmission capa-

bility) and radio-and-channel-diversity (WMN nodes have multiple radio interfaces

tuned to orthogonal channels) can be harnessed in multi-radio WMNs to improve

the metric of broadcast latency.

Choosing latency as a performance measure also implicitly rewards approaches

that use the WBA to reduce the number of distinct transmissions. This is because

reduced transmissions also directly translate into lower contention induced delay.

The upper-bounding of broadcast delay can enable the broadcast applications to

provide QoS and possibly change service parameters when the worst-case broadcast

latency varies. For example, VoIP and IPTV broadcast applications in community

networks can dynamically adjust their service level that can be sustained by the

worst-case broadcast latency.

Our study of the MLB problem is also motivated by the dearth of research in
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this important area. Gandhi et al. have studied the MLB problem for single-radio

single-channel (SR-SC) single-rate wireless networks and proved that the problem

is NP-hard [26]. Since the MLB problem in MR2-MC WMNs is a more general case

of the MLB problem in SR-SC single-rate WMNs, we can conclude that the MLB

problem in MR2-MC WMNs is at least NP-hard.

1.2.2 Research challenges of MLB problem in MR2-MC WMNs

Traditionally, broadcasting approaches for wireless networks have been designed for

single-rate networks and have not utilized two exploitable features, i.e., the rate-

diversity, and the radio-and-channel-diversity, that MR2-MC WMNs can offer. We

will now summarize the problems that must be overcome for efficient broadcast in

MR2-MC WMNs.

1. Firstly, since different rates use different modulation schemes and have differ-

ent transmission ranges, the neighbor sets of each rate are different; generally,

the neighbor-set at a lower transmission rate includes all nodes in the neighbor-

set of a higher transmission rate; therefore, the common implicit assumption

in single-rate broadcasting algorithms that a node reaches all its neighbors

in a single broadcast transmission (or that a node can only transmit once)

returns sub-optimal results as we will show in the following examples. The

extra degree-of-freedom of having a node perform multiple distinct-rate trans-

missions to reach different subset of neighboring nodes at different rates must

be implemented in an intelligent manner to optimize our ‘broadcast latency’

metric. Therefore, an important research challenge is to design algorithms

that can decide how many transmissions, at distinct rates to different set of

neighbors, must a node make for the same packet to ensure the best ‘broadcast

latency’ performance.

2. Since different rates have different transmission ranges, a network must be

strongly-connected (to compensate for the asymmetry of multi-rate WMNs)

when a single broadcast tree is used irrespective of the broadcast source (in-

stead of source-based broadcast trees) to avoid partitioned networks in case

of certain source nodes. We will expound on why this is a difficult issue in

Chapter 5 of Part-I and Chapter 10 of Part-II; however, as a simple intuitive

example, consider a linear IEEE 802.11b topology comprising of 3 nodes a, b

and c as shown in Figure 1.1. Assume that the quickest rate supported on the

link between {a, b}, and {b, c} is 1 Mbps and 11 Mbps respectively. If a is the

broadcast source, a possible connected dominating set (CDS) is a and b trans-

mitting 1 and 11 Mbps respectively. However, this CDS cannot act as a global

broadcast tree since it will not span node a if node b is the source (a is not a
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ca b
1 Mbps 11 Mbps

Figure 1.1: The requirement of strong connectivity when a single shared global tree
for all broadcast sources

neighbor of b at 11 Mbps). Accordingly, an important research challenge is to

adapt to the routing challenges unique to multi-rate WMNs (and not present

in single-rate WMNs) such as the need of strong connectivity when building

shared global trees.

3. Due to the availability of multiple radio interfaces tuned to orthogonal chan-

nels in MR2-MC WMNs, the resulting radio-and-channel-diversity offers an op-

portunity of improved ‘broadcast latency’ performance through possible over-

lapped transmission on orthogonal channels. An important research challenge

is to design algorithms that can decide, depending on the channels assigned to

different nodes’ interfaces, the interface a transmitting node must use such that

the ‘broadcast latency’ performance can be improved by employing increased

parallelization of different transmissions in time.

1.3 Novel features of MR2-MC WMNs

Broadcast in MR2-MC WMNs has not been extensively studied. Two new features

of MR2-MC WMNs offer extra degrees-of-freedom (DoF) that can be exploited by

WMN protocol designers. These two features are the networks’ rate-diversity and

radio-and-channel-diversity. We will present in the next two subsections how these

DoF can be exploited to realize minimum latency broadcast in MR2-MC WMNs.

1.3.1 Rate-diversity

The ability to transmit at multiple distinct transmission rates by adapting the mod-

ulation scheme offers an interesting tradeoff to a broadcasting algorithm designer.

With the assumption of uniform transmission power, a higher-rate transmission re-

quires the use of a higher-rate encoding (which has higher BER and requires higher

values of SNR for correct decoding). This implies that in general a higher-rate

transmission has a smaller transmission range. For broadcast traffic, this generally

implies a tradeoff between the transmitting rate and the number of neighbors a

transmission can reach using WBA.

Also when multi-rate transmission capability is available, the implicit assumption

in broadcasting algorithms that a transmitting node only needs to transmit once

needs to be modified since a node might be required to transmit multiple times (at
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distinct transmission rates) to connect to all downstream neighbors. This possibility

of multiple distinct-rate transmissions exists since while a node must connect to all

its downstream neighbors, it is possible that the choice of a higher-rate transmission

might connect to only a subset of downstream neighbors. In the extreme scenario,

a node might be required to transmit L distinct times (where L is the number of

distinct transmission rates supported by the underlying MAC) to connect to all the

downstream neighbors if it chooses to group the distinct-rate transmissions in the

sequence of a highest-rate transmission followed by a lower-rate transmission.2

We consider a simple example topology in Figure 1.2 with 5 nodes, labeled as

Nodes 1 to 5, arranged in a straight line to gain the following two insights into

multi-rate WMNs: firstly, broadcast tree formation and the MAC-layer scheduling

are closely coupled, and secondly if a node in a distribution tree is limited to broad-

casting a packet only once, it can lead to sub-optimal broadcast latency results. For

simplicity, we will refer to Nodes 1 to 5 as N1, N2, N3, N4, and N5 in the text. In

Figure 1.2, the d value between 2 nodes indicates the physical distance in meters

between them. We assume each node is equipped with an 802.11b radio tuned to

the same channel. Using the Qualnet simulator [1] for reference and assuming a

two-ray propagation model, we obtain the transmission range for different rates as

shown in Table 1.1. The product of a transmission rate and its transmission area,

called the rate-area-product (RAP), is shown in the last column of Table 1.1; the

discussion of RAP is postponed till a future chapter (Chapter 4). Note also that the

interference range in Qualnet is 520 m, i.e., the reception of a packet by a receiver

will be unsuccessful if there are additional active transmitters within 520 m of the

receiver. Thus, there are 4 links in the network configuration in Figure 1.2. Link

(1,2) has a capacity of 11Mbps while the other three links have a capacity of 1 Mbps.

Since our concern is packet delivery latency, we indicate the relative time required

to send a packet for each link using the t value indicated in the Figure. Note that

for simplification of our example, we make two ideal assumptions here: (1) The

transmission time is computed based on the physical layer transmission rate; and

(2) The Medium Access Control (MAC) layer is ideal (no collisions or backoff). The

transmission time therefore ignores the overhead in packet headers, channel switch-

ing time and contention resolution. For the main results presented in this thesis,

we shall demonstrate (via discrete-event simulation studies) that our fundamental

insights hold even when we incorporate the overheads associated with a non-ideal

MAC.

We assume that N1 (i.e. Node 1) is the source node and it wants to send a packet

to all the nodes in the network. Since the network is not fully connected, some nodes

will need to act as a relay. We consider two different forwarding alternatives. In the

2This extreme scenario would ensue if for each of the L transmission rate, a higher-rate trans-
mission covers only a subset of neighbors covered in the lower-rate (if any).
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Figure 1.2: Motivating example for the multi-rate network-wide broadcast problem.

Transmission Transmission RAP
rate (Mbps) range (m) (Mbps-km2)

1.0 483 0.73
2.0 370 0.86
5.5 351 2.13
11.0 283 2.77

Table 1.1: This table shows the maximum transmission range and rate-area-product
(RAP) for different IEEE 802.11b transmission rates obtained from Qualnet [1]
assuming a two-ray model.

first approach, which we call Alt1, each node is only allowed to broadcast the packet

once. Due to this restriction, N1 (the source node) must broadcast at the lower rate

of 1Mbps to both N2 and N5, taking a time of 11 units to transmit the packet. Note

that N1 could not possibly use other transmission rates because N5 will not receive

the packet otherwise. This results in the transmission schedule depicted in Figure

1.3, and leads to a broadcast latency of 33 time units.

In the second approach, which we call Alt2, we allow each node to broadcast the

same packet more than once. Figure 1.4 depicts the transmission schedule. It shows

the source N1 transmitting the same packet two times. It first transmits to N2 at

11Mbps (at time t = 0), taking 1 time unit. It then transmits the same packet again

at time t = 12 to N5 at a lower rate of 1Mbps. Note that the transmissions (N1 →
N5) and (N2 → N3) cannot take place at the same time because of interference. In

contrast to the first approach, the whole network-wide broadcast latency is now 23

time units. This examples illustrates the following important feature of broadcasting

in multi-rate wireless meshes:

Property: If a node is to multicast to a number of its neighboring nodes si-
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Figure 1.3: Alt1: Transmission schedule if each node can only broadcast a packet at
most once
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Figure 1.4: Alt2: Transmission schedule if each node can broadcast a packet more
than once

multaneously, the maximum broadcast rate that can be used is constrained by the

lowest rate to reach all these nodes independently. Accordingly, if the objective is

to improve the broadcast latency, a new DoF that can be used is to allow a node

to transmit the same packet more than once, to different subsets of its immediate

downstream neighbors.

By exploiting this DoF, an intermediate node can transmit the packet at a higher

rate to children that lie along the “more critical” sub-trees (i.e., those that might

take longer to forward the packet) to their leaf nodes, and subsequently use a lower-

rate transmission to a subset of the “less critical” sub-trees. We point out that this

DoF of allowing a node to transmit the same packet more than once have not been

pointed out before our work. Note that this new DoF can be combined with others

that have already been proposed, namely radio-and-channel-diversity [14] (discussed

next) and network coding [27]. It is instructive to point out that if the objective is

to minimize the total energy consumption, then transmitting the same packet more

than once will always result in worse performance.

1.3.2 Radio-and-channel-diversity

When radio-and-channel-diversity is available, the multiple transceivers (alterna-

tively, referred to as interfaces) of WMN nodes are tuned to orthogonal radio fre-

quency channels. The usage of multiple radios and channels can be a double-edged

sword for broadcast routing. Whereas on one hand, it reduces contention and in-

terference between the different transmitters (broadcast source and relaying nodes)

and increases capacity, it can possibly break down the WBA. Neighbors of a trans-

mitting node that do not have an interface tuned to the same channel used by the

transmitter would not be able to receive transmission even when we assume omnidi-

rectional antennas and that SNR of received signal is above the reception threshold.

Also, for a given number of interfaces per node, increasing the channel-diversity can

lead to a disconnected network both for unicast and broadcast traffic. Kyasanur et

al. have hinted about some of the potential problems that can be faced for broadcast

routing in multi-radio meshes vis-a-vis channel assignment [28].

We first use a simple example topology to illustrate the potential degrees of
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Figure 1.5: Sample WMN topology illustrating rate diversity and multi-channel
mesh operation

freedom that may be available in a WMN due to the availability of multiple radios

on each node. Figure 1.5 shows an IEEE 802.11b-based topology consisting of eight

nodes {A,B,C, D,E, F, G,H}, where A is the source of a network wide broadcast.

Assume that each node has two radios, with the blue (solid) and pink (striped)

interface on each node denoting a radio tuned to channel C1 and C2 respectively.

Each edge in Figure 1.5 includes the distance d between the neighbors and the

assumed packet transmission time on that link. Note that the transmission times t

in Figure 1.5 are normalized to the transmission time for the fastest rate (11 Mbps)

and are inversely proportional to the link rate — thus, links with transmission rates

11, 2 and 1 Mbps have transmissions times t = 1, 5.5 and 11, respectively. The

transmission rate used on a link in Figure 1.5 depends on the distance of the link.

The quickest transmission rate that can cover the distance d can be observed from

Table 1.1. The interference range, as mentioned before, remains 520 m. We have

used the same assumptions as used in the previous section, which are: (1) The

transmission time is computed based on the physical layer transmission rate; and

(2) The Medium Access Control (MAC) layer is ideal (no collisions or backoff).

The transmission time therefore ignores the overhead in packet headers, channel

switching time and contention resolution for simplifying our example.

Returning back to our example topology of Figure 1.5, we initially consider the

case where only one radio (the solid interface tuned to channel C1) is active in each

node. We assume that each node is allowed to transmit the same packet more than

once but at different rates. Let us call this transmission scheme as Alt3. In this

case, if A first transmits the packet only to B at 11 Mbps (t = 1), this transmission

would not be received by H as it can only decode transmissions at the lower 2 Mbps

rate (t = 5.5). Moreover, the transmission A → H will not be able to proceed
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concurrently with the subsequent transmission B → C (rate of 11 Mbps with t = 1)

as A’s transmission would cause interference at C. However, the two transmissions

C → D (rate of 2 Mbps with t = 5.5) and A → E (rate of 2 Mbps with t = 5.5) can

proceed in parallel, if they both begin once C has received its packet. After D has

received the packet, the remaining transmissions are D → {E, G} (rate of 2 Mbps

with t = 5.5) followed by E → F (rate of 2 Mbps with t = 5.5). The broadcast

latency (1 + 1 + 5.5 + 5.5 + 5.5 =) 18.5 time units.

Continuing the example, we now assume that each node has both of its radio

interfaces (channels C1 and C2) active. In this case, the nodes can exploit this addi-

tional level of concurrency to further reduce the number of interfering transmissions

and the resulting latency. The transmission schedule Alt4 is similar to Alt3 above

except that D would transmit on both radios but to different neighbors. The first

four transmissions are (as in Alt3): A → B (t = 1), B → C (rate of 11 Mbps with

t = 1), two simultaneous transmission by A → H and C → D (rate of 2 Mbps

with t = 5.5). These transmission can take place in either of the channels. When

D receives the packet, it transmits to E and G on two separate interfaces. With-

out loss of generality, we assume that D → E (rate of 11 Mbps with t = 1) is on

channel C1 and D → G (rate of 2 Mbps with t = 5.5) is on channel C2. Once E

has received the packet, it would transmit to F on channel C1 using rate of 2 Mbps

with t = 5.5. Note that the transmissions on C1 and C2 can take place simultane-

ously. Therefore, by exploiting multiple interfaces, the broadcast latency is reduced

to (1 + 1 + 5.5 + 1 + 5.5 =) 14 units.

As we have seen through this example, radio-and-channel-diversity offers a degree-

of-freedom that can exploited to improve broadcast latency performance. It is also

obvious that an approach that fails to exploit radio-and-channel-diversity will return

suboptimal broadcast latency results.

1.4 Research objectives

In light of the discussion in the preceding sections, the objectives of the research

presented in this thesis are given below.

1. Study the minimum-latency-broadcast (MLB) problem for multi-rate WMNs.

Provide specific MLB algorithms that can improve the broadcast latency per-

formance of single-rate broadcast algorithms proposed in literature.

2. Provide general insights and rules that can enable improved broadcast per-

formance by helping a protocol designer exploit the inherent rate-diversity of

multi-rate WMNs.

3. Provide general insight and rules that can enable improved broadcast perfor-
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mance by helping a protocol designer exploit the inherent radio-and-channel-

diversity of MR2-MC WMN

1.5 Contributions

To fulfill the research objectives highlighted in the previous section, this dissertation

makes multiple original contributions which are highlighted below:

1. This thesis points out the implications of multi-rate broadcast. It is shown

that broadcast latency performance can be greatly improved by exploiting the

rate-diversity of multi-rate WMNs. We study the effect of the extra degree-of-

freedom of employing multiple distinct-rate transmissions at a node (for the

same packet) on broadcast performance. This thesis also proposes a general

rule-of-thumb (the usage of Rate-Area-Product (RAP) in Chapter 4) that can

enable future WMN designers to predict the usefulness of particular MAC

transmission rates for broadcast traffic. This rule-of-thumb can aid future

WMN designers to decide, if it is decided as a design choice to utilize only

a subset of possible transmission rates for broadcast traffic, which particular

transmission rates are more useful.

2. This thesis provides heuristic algorithmic solutions to the NP-hard MLB prob-

lem for SR-SC multi-rate WMNs. Our work offers both centralized and decen-

tralized (and localized) solutions. Our best performing centralized solution,

called WCDS, returns near-optimal broadcast latency results (Chapter 4). We

have also proposed a decentralized and localized algorithm requiring limited-

topology information (called MDW) whose performance is not much worse

than WCDS (Chapter 5). It is established through detailed simulations that

our algorithms improve the performance of algorithms proposed in literature

that do not exploit the available rate-diversity.

3. This thesis also provides multiple heuristic algorithmic solutions to the NP-

hard MLB problem for the MR2-MC WMN. Our work offers both central-

ized and decentralized (and localized) solutions. Our best-performing cen-

tralized solution, called PAMT, is an adaptive algorithm that adapts to the

rate-diversity and radio-and-channel-diversity available in a MR2-MC WMN

(Chapter 9). We have also proposed MRDT, a distributed heuristic solution to

the MLB problem for MR2-MC WMN, which can approach the performance

of the centralized PAMT algorithm especially when the number of radio inter-

faces are large (Chapter 10). It is established through detailed simulations that

our algorithms improve the performance of existing algorithms by appropri-

ately exploiting the rate-diversity and radio-and-channel-diversity of MR2-MC

WMNs.
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4. This thesis highlights the significant effect of channel-assignment on broad-

cast latency performance in MR2-MC WMNs. This stems from the somewhat

conflicting requirements of broadcast flows of greater connectivity (to exploit

WBA) and at the same lower channel contention (to avoid wireless interfer-

ence). Perhaps a more important observation established by this thesis is that

a channel assignment scheme designed for unicast flows may perform poorly

for broadcast flows (Chapters 9 and 10).

5. This thesis proposed two alternative frameworks for broadcasting in MR2-MC

WMNs. The first alternative, called the FMM framework (Chapters 4, 5, 9

and 10), returns the best results but it is also more expensive to implement

since it can require significant changes to existing MAC protocols. The second

alternative, called the SBM framework (Chapters 6 and 11), can approach the

performance of FMM framework with relatively smaller implementation costs.

1.6 Outline

In this section, we shall give a general outline of the rest of the dissertation. This

dissertation consists of two parts as we divide the general problem of MLB broad-

casting in multi-rate WMNs into two logical strands based on the number of radio

interfaces WMN nodes are equipped with. Both these parts are comprised of multi-

ple chapters. The chapter outline for a part is provided in the first chapter of that

part.

1. The first part of our dissertation, called “Improving broadcast performance

of single-radio single-channel (SR-SC) multi-rate WMNs”, deals with MLB

broadcasting in multi-rate WMNs where each WMN node is equipped with

only one radio interface which is tuned a single common radio channel. This

part of the thesis, therefore, only deals with networks in which rate-diversity

is available but not radio-and-channel-diversity.

2. The second part of our dissertation, called “Improving broadcast performance

of multi-radio multi-channel, multi-rate (MR2-MC) WMNs”, deals with MLB

broadcasting in MR2-MC WMNs where each WMN node is equipped with

multiple radio interfaces (tuned to different orthogonal channels). This part

of the thesis, therefore, deals with networks that not only offer rate-diversity

but also radio-and-channel-diversity.



Chapter 2

Literature Review

In this chapter, we will review literature relevant to the problem considered in this

thesis. Initially, we will survey existing broadcasting techniques for (single-rate)

wireless networks in Section 2.1, and categorize them based on common features.

These broadcasting techniques have generally been proposed for single-radio single-

channel (SR-SC) single-rate wireless networks. We will follow this discussion with

a brief survey of existing unicast and broadcast routing protocols that have been

proposed for multi-radio multi-channel multi-rate (MR2-MC) WMNs in Section 2.2

and 2.3, respectively. Most existing routing protocols for MR2-MC WMNs only cater

for unicast traffic, and literature on multicast/ broadcast routing protocols for MR2-

MC WMNs is conspicuously sparse. Finally, we will discuss the channel-assignment

problem, which is unique to MR2-MC WMNs, in Section 2.4.

2.1 Broadcasting in single-rate wireless networks

Various researchers have focussed their attention on wireless broadcasting. Broad-

casting in single-rate multi-hop wireless networks has been an active area of re-

search for quite some time now, and a diverse variety of protocols have been pro-

posed [29] [30]1. In what follows, a brief survey of existing broadcast routing proto-

cols, categorized according to common characteristics, is presented.

2.1.1 Architectural paradigm based classification

1. Centralized operation: Centralized broadcast routing protocols, typically,

delegate the responsibility of calculating the forwarding structure to a single

node. This often leads to great processing overload on the centralized pro-

cessing node which also, typically, requires global network information. This

causes this approach to be expensive in terms of computation, and commu-

nication cost. Centralized algorithms, though not very useful practically for

1Although, this survey specifically addresses multicast, it is applicable to broadcast as well.

17
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most wireless scenarios, are generally easier to design and simpler in operation.

Some example centralized algorithms are the works of Wieselthier et al. [20]

and of Guha et al. [31].

2. Decentralized operation: Decentralized or distributed routing protocols,

typically, construct the routing forwarding structure in a distributed manner

utilizing only localized information. Decentralized operation avoids the prob-

lems of overloaded central servers, and lends itself to scalable operation by

generally requiring only limited neighborhood and topology information. Ex-

ample distributed broadcasting algorithms include the works of Wu et al. [32],

Qayyum et al. [33], Stojmenovic et al. [34], Al-zoubi et al. [34], Ni et al. [35],

Lim et al. [36], and Lee et al. [37].

2.1.2 Routing paradigm based classification

1. Simple flooding: Flooding is a simple approach to broadcasting in which

a broadcast packet is forwarded by every node in the network exactly once.

Simple flooding, however, results in a high degree of redundancy and significant

collisions at the MAC layer, leading to the so-called broadcast storm problem

[35] [36]. Despite its drawbacks, many protocol designers resort to flooding

(or, some approximation thereof) for broadcasting in highly mobile networks

like MANET to ensure packet delivery.

2. Probability-based model: Ni et al. [35] proposed a probability-based ap-

proach to broadcast forwarding. It is very similar to flooding, in which each

node forwards a non-duplicate packet with a probability of 1, in that each node

forwards according to a pre-determined probability, however, this probability

is not necessarily equal to unity. The setting of forwarding probability at the

nodes should take into account the density of nodes in the network to ensure

eventual delivery. Another work proposing a probability-based approach is the

work of Haas et al. [38]. However, it is to be noted that the probabilistic ap-

proach cannot guarantee full coverage, with or without mobility and collision.

In order to achieve a reasonably high delivery ratio, the forwarding-probability

is usually conservative and yields a relatively large forward node set.

3. Backbone-based broadcasting: There are numerous algorithms that at-

tempt reduction of the forwarding-node set required to reach each node in

the network. These algorithms, alternatingly referred to as backbone-based

routing [39], dominating-set-based routing [32, 40], and/or spine-based rout-

ing [41,42], construct a small set of nodes that form a Connected Dominating

Set (CDS) of all nodes. CDS of the nodes of the network, whose topology is

represented by a graph G = (V, E), is a connected subgraph of G spanned by
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the nodes of V ′ ⊆ V such that every node in the network is at most one hop

distant from a node in V ′. A good backbone, traditionally, is minimal in size;

however, in case of multi-rate WMNs, there is also the additional question of

which transmission rate should the transmitting nodes in the CDS use. For

same-sized backbones, it is preferable that the CDS forwarding nodes utilize

higher transmitting rates to ensure high broadcast performance. In the next

few paragraphs, we will expand more on backbone-based broadcasting since

we will be using these techniques in our thesis extensively.

The forwarding-node set or the CDS can be selected statically based on topol-

ogy information only [32, 43], or dynamically based on both topology and

broadcast state information [34, 36, 44]. We broadly classify backbone-based

broadcasting (also called CDS-based techniques) into two further types: a) cen-

tralized CDS-based techniques, and; b) distributed and localized CDS-based

techniques. These two types are discussed next.

The first centralized CDS construction strategy was proposed by Guha

in his seminal work [31] which contains two greedy heuristic algorithms with

bounded performance guarantees. In the first algorithm, the CDS is grown

from one node outward. In the second algorithm, a weakly-connected CDS

is constructed, and then intermediate nodes are selected to create a CDS.

The distributed implementations of both algorithms were provided by Das et

al. [40]. Many algorithms designed latter [45] are motivated by either of these

two heuristics. Another example centralized CDS construction algorithm is

the work of Butenko et al. who have proposed pruning-based algorithm [46].

Various distributed and localized CDS construction strategies have been

proposed, including the works of Wu et al. [32], Qayyum et al. [33], Stoj-

menovic et al. [34], and Al-Zoubi et al [45]. These distributed protocols are

essentially divided into two classes:

• Distributed CDS algorithms of the first class (e.g. Wu et al.’s algorithms

[32] [47], and Adjih et al.’s algorithm [43]) initially compute a large CDS

and then attempt to prune away redundant nodes by means of local

optimizations.

A B C E

D

Figure 2.1: Example to explain Wu-Li algorithm’s marking; dark and light nodes
represent gateway and normal host respectively.
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Figure 2.2: Example to explain Wu-Li algorithm’s pruning rules; dark and light
nodes represent gateway and normal host respectively.

(a) Wu et al.’s algorithm [32] is a simple localized technique that uses

only 2-hop information to compute a CDS. It comprises of a marking

phase in which a relatively large CDS is calculated, followed by a

pruning phase in which redundancy in the CDS is reduced by pruning

away some nodes from the CDS.

The marking process takes place as following: (1) Initially assign

marker F to every v in V . (2) Every v exchanges its open neighbor

set N(v) with all its neighbors. (3) Every v assigns its marker m(v) to

T if there exist two unconnected neighbors. In the example of Figure

2.1, N(A) = B, D, N(B) = A,C,D, N(C) = B,E, N(D) = A,B,

and N(E) = C. After the Step 2 of the marking process. Vertex A

has N(B) and N(D), B has N(A), N(C), and N(D), C has N(B)

and N(E), D has N(A) and N(B), and E has N(C). Based on Step

3, only vertices B and C are marked T . After the marking stage, a

relatively large CDS V ′ results from all the vertices that have been

marked T .

Two pruning techniques are then used to reduce the CDS size. A

node u can be removed from V ′ if there exists a higher-id node v ∈ V ′

such that the closed neighbor set2 of u is a subset of the closed

neighbor set of v. For the same reason, a node u will be deleted

from V ′ when two of its connected neighbors in V ′ with higher IDs

can cover all of u’s neighbors. This pruning idea is generalized to

2Closed neighbor set is the union of the node itself and its neighbors.
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the following rule [32]: a node u can be removed from S if there

exist k connected neighbors with higher IDs in S that can cover

all u’s neighbors. In Figure 2.2 (a), since N [v] ⊂ N [u], vertex v is

removed from G′ if id(v) < id(u) and vertex u is the only dominating

node in the graph. In Figure 2.2 (b), since N [v] = N [u], either v

or u can be removed from G′. To make sure one and only one is

removed, we pick the one with a smaller id. Now we will consider

the example in Figure 2.2 (c). Clearly, N(v) ⊂ N(u) ∪ N(w). If

id(v) = min{id(v), id(u), id(w)}, vertex v can be removed from G′

based on Rule 2. If id(u) = min{id(v), id(u), id(w)}, then vertex

u can be removed based on Rule 1, since N [u] ⊂ N [v]. If id(w) =

min{id(v), id(u), id(w)}, no vertex can be removed. Therefore, the id

assignment also decides the final outcome of the dominating set. Note

that Rule 2 can be easily extended to a more general case where the

open neighbor set of vertex v is covered by the union of open neighbor

sets of more than two neighbors of v in G′. However, the connectivity

requirement for these neighbors is more difficult to specify at v.

(b) Adijh et al.’s technique to locally compute a CDS is called “multi-

point relaying” (MPR) [43]. The MPR technique allows each node

u to first elect a ‘multi-point relay set” (MRS ) [48] [33] from its

one-hop neighbors to cover its two-hop neighbors. Finding a MRS

with minimum size is NP-Complete [33]. The CDS is calculated as

follows [43]: each node first computes a MRS, a subset of one-hop

neighbors that can cover all its two-hop neighbors. After each node

has determined its MRS, a node decides that it is in the connected

dominating set or not by matching either Rule 1: the node is smaller

than all its neighbors or Rule 2: it is the multipoint relay of its

smallest neighbor.

• Distributed CDS algorithms of the second class (e.g. Al-zoubi’s algorithm

[45]), on the other hand, firstly calculate a small dominating set and then

connect it up. The CDS calculated by the second class of algorithms is

generally smaller than the CDS calculated by the first class of algorithms

[45]; however, the smaller cardinality of the set of forwarding-nodes set

comes at the expense of increased complexity and reduced locality.

CDS-based or backbone-based are also sometimes classified according to which

node determines the forwarding status (forward or non-forward) of a node.

In self-pruning algorithms [32, 34, 49], each node makes its local decision on

forward status (i.e., whether it is a forward node or non-forward node). In

neighbor-designating methods [36, 44], the forward status of each node is de-
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termined by its neighbors.

2.1.3 Forwarding structure based classification

1. Tree-based broadcasting: Tree-based broadcast is often used for building

wired broadcast protocols. It is especially applicable for use in networks with

low-loss links (e.g. wired networks) or in networks where nodes have minimal

mobility. Using a tree-based approach can often reduce contention problems

and reduce the overheads of more redundant forwarding structures. How-

ever, it is ill suited to mobile networks or networks with high-loss links (e.g.

MANET). Examples of tree-based protocols are the following (early) proto-

cols devised for operation in ad-hoc networks: AMRIS [50], MAODV [51] and

LAM [52]. Obraczka et al. [53] reported that with increased node mobility and

network load, these protocols do not perform well due to their fragile forward-

ing structure. This is, however, not as much of a problem in pre-dominantly

static networks like Wireless Sensor Networks (WSN) and WMN.

2. Mesh-based broadcasting: Mesh-based broadcast offers a more redun-

dant forwarding structure where multiple paths can exist between source-

destination pair. Existing studies [37] have shown that mesh-based protocols

seem to perform better for highly mobile networks than tree-based structures.

ODMRP [37], CAMP [54] and FGMP [55] are examples of mesh-based proto-

cols. Although, mesh-based protocols perform well in mobile networks and in

the presence of high-loss links, the control overhead and maintenance cost can

be unacceptably high for certain applications and topologies.

3. Hybrid-structure-based broadcasting: Hybrid structure protocols aim

to have the resilience of mesh-based protocols with the simplicity of tree-

based protocols. AMROUTE [56] is a an example hybrid-structure broadcast

protocol that maintains virtual mesh links to ensure the broadcast forwarding

tree remains unchanged when topology changes; its main disadvantage is that

it may have temporary loops and may create non-optimal trees in case of

mobile hosts. MCEDAR [57] is another hybrid protocol that attempts to have

a robust mesh-based forwarding structure and also approximate the efficiency

of tree-based forwarding.

2.1.4 Optimization metric based classification

1. Energy efficiency: A common metric, often used for broadcast protocols in

power-constrained settings like WSN and MANET, is power-efficiency. Since

nodes in such networks are battery powered, energy is an extremely valu-

able resource. Wieselthier et al. [20] presented three “energy-efficient” broad-
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casting tree algorithms (BIP, BLU and BLiMST) for use in MANETs. The

minimum-energy broadcasting problem explores the tradeoff between the en-

ergy consumption of a transmission and its reach; in general, the higher a

transmission’s transmit power, the more range it can cover and possibly the

more neighbors it can connect to. Amongst the three algorithms proposed by

Wieselthier et al., BIP is a variation of Prim’s algorithm and adds nodes to

the tree while reducing the incremental costs; BLU superimposes least-cost

unicast paths on top of each other (same as the conventional SPT that does

not take WBA into account) while BLiMST connects all the nodes while min-

imizing the accumulated sum of weights of all links (same as the conventional

MST; does not take WBA into account). Of these three protocols, only BIP

exploits the WBA, while none of these algorithms take possible rate-diversity

or radio-and-channel-diversity into account (since these algorithms were de-

signed for SR-SC single-rate wireless networks). In other work, Cartigny et

al. proposed localized techniques to achieve energy-efficient broadcast [21],

whereas Agarwal et al. [22] and Widmer et al. [23] proposed hitchhiking and

network coding techniques, respectively, to achieve energy-efficient broadcast.

2. Number of transmissions: Traditionally, this is a commonly used met-

ric to gauge the performance of a broadcast routing protocol3. The base-

case (without any optimization) is the case of flooding where every node is

a forwarding node. Protocols of this category attempt to minimize the num-

ber of transmission required for the broadcast message to disseminate to all

nodes [32] [58].

3. Overhead in route-discovery and maintenance: A broadcast routing

protocol’s operation costs should be minimal for scalable operations; there-

fore, another metric used for performance evaluation is the overhead in route

calculation and maintenance. Gui et al. [59], have tried to optimize the metric

of “operational costs” by reducing the overhead in route calculations so that

the broadcast algorithms can scale to large networks.

4. High-performance metrics (e.g., throughput, latency): Recently, re-

searchers have started focussing more on high-performance metrics for evalu-

ating broadcast performance using metrics such as broadcast latency [26] and

high-throughput [60]. These metrics are suitable for networks such as WMNs

whose nodes are largely static and powered from mains, since energy-efficiency

for such networks is not a over-riding criteria, shifting the optimization focus

on to high-performance metrics such as throughput and latency.

3Assuming fixed transmission power, minimizing the number of transmissions then translates
to the case of minimization of transmitting-power/energy-consumption.
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5. Multiple optimization metrics: Certain broadcast protocols take multiple

optimization objectives into account. Examples of such protocols are the work

of Roy et al. [61], that attempts to optimize a combination of different metrics

like end-to-end latency and residual bandwidth utilization, and the work of

Alba et al. which attempts to optimize both the reliability of broadcast and

also its end-to-end latency.

2.2 Unicast routing in multi-rate WMNs

Unicast routing in SR-SC multi-rate wireless networks: Research has

demonstrated that the hop-count routing metric does not perform particularly well

in a multi-rate environment [16,62–64]. Since, a lower hop-count tends to result from

using lower transmission rates (which generally have larger transmission ranges), the

use of hop-count metric can result in reduced end-to-end performance. Instead of

using the hop-count metric, Awerbuch et al. [16] have proposed the ‘medium time

metric’ (MTM) which essentially measures the time taken to transmit a packet

over a path composed of multi-rate links while taking into account the transmission

delay, overheads of the RTS/CTS/ACK frames and channel contention. Since the

transmission delay is inversely proportional to the transmission rate used by a link,

MTM metric improves performance by choosing a path that can provide higher end-

to-end throughput. Awerbuch et al. also showed that if we assume total interference

(i.e., all transmissions interfere), then the path minimizing the MTM metric also

maximizes the throughput between the source and destination. Seok et al. [63]

proposed a multi-rate aware sub layer (MAS), which is independent of IP protocol

and enables the full utilization of the multi-rate channel characteristics, which can

improve throughput and resource utilization performance. Zhao et al. proposed the

cross-layer PARMA routing metric that takes into account both physical layer link

rate as well as estimated channel congestion, thus aiming to minimize end-to-end

delay that includes both transmission and access times [64].

Unicast routing in MR2-MC wireless networks: It has been observed that

unicast routing performance can be significantly improved by exploiting the radio-

and-channel-diversity that is available in MR2-MC WMNs due to the availability

of multiple radio interfaces tuned to orthogonal channels [14, 65]. The WCETT

(weighted cumulative expected transmission time) routing metric, proposed by Draves

et al. [14] specifically for MR2-MC wireless networks, calculates the ETT (expected

transmission time) of each hop and prefers paths based on the path’s cumulative

ETT (CETT) and its channel-diversity. The channel-diversity is characterized in-

directly by the sum of ETTs of hops operating at the bottleneck frequency channel

(the channel, which amongst all channels, has the maximum cumulative ETT). The
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WCETT metric offers a tradeoff, through a tunable parameter β, between the path-

length and channel-diversity of chosen routes. In another related work, a new routing

metric called AETD (adjusted expected transfer delay) was proposed by Zhou et

al. [65] which differs from the work of Draves et al. in the way the channel-diversity

of the network is incorporated into design. The key idea of AETD is to make the

routing decision based on the expected end-to-end transfer delay of a single packet

as well as the expected delay jitter between consecutive packet transmissions, which

serves as a good indicator of the channel-diversity level. There is also some re-

cent work that has performed theoretical analysis on joint optimization of channel

assignment and routing in multi-radio multi-channel wireless networks [66,67].

2.3 Broadcast routing in multi-rate WMNs

Broadcast routing in SR-SC multi-rate wireless networks: There was a

dearth of research in the area of broadcast routing in SR-SC multi-rate WMN before

the work on this thesis started. Along with the work presented in this thesis, some

other work in this area has recently been proposed. Traditionally, while the current

IEEE 802.11a/b/g standards mandate the transmission of the control frames (e.g.

RTS/CTS/ACK) at the lowest rate (e.g., 6 Mbps for IEEE 802.11a), transmission

rates for broadcast data are typically implementation-specific. It has already been

demonstrated (Chapter 1) that broadcasting schemes that do not exploit the multi-

rate nature of WMNs can return sub-optimal performance.

In SR-SC multi-rate WMNs, Minimal Connected Dominating Set (MCDS) has

been shown to be an effective technique. The use of MCDS to achieve optimal flood-

ing in a single-rate multi-hop wireless networks has been explored in [36] where the

authors prove that the size of the optimal flooding tree (measured by the number of

nodes performing broadcasts, not by broadcast latency) differs from the size of the

MCDS by at most one. However, MCDS performs poorly in multi-rate environments

because it does not account for multi-rate links in the tree construction. Techniques

that can be used to calculate MCDS have already been discussed in Section 2.1.2.

In another work, Nguyen et al. have proposed a multi-rate multicast distributed

algorithm for SR-SC multi-rate wireless networks called “rate adaptive multicast”

(RAM) based on the “on-demand multicast routing protocol” (ODMRP) [37] algo-

rithm. The RAM protocol does not exploit the WBA explicitly, and incurs large

overhead for static WMNs since it does not attempt to minimize the ‘forwarding

group’ size or to maximize the transmission rates at the forwarding nodes.

Broadcast routing in MR2-MC wireless networks: There was limited re-

search on broadcasting in MR2-MC WMNs, like in SR-SC multi-rate WMNs, before

work on this thesis started. Kyasanur et al. [28] had hinted about some of the
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potential problems that can be faced for broadcast routing in multi-radio meshes

vis-a-vis channel assignment. We will elaborate more about the problem of channel-

assignment in MR2-MC WMNs in the next section. Kyasanur et al. also proposed

to simply transmit a copy of the broadcast packet on every channel or use a separate

broadcast channel at the expense of a dedicated interface.

Broadcasting in MR2-MC WMNs has received some recent research attention

in 2007 [68] [69] [70]. These recent work have appeared when considerable work

on this thesis was already complete, and these works have cited some of the work

presented in this thesis. Wang et al. have recently proposed a ‘Distributed Rate-

First’ algorithm for use in SR-SC multi-rate WMNs [70]. This work, however, does

not utilize the radio-and-channel-diversity available in a MR2-MC WMN as it is de-

signed specifically for SR-SC multi-rate WMNs. Song et al. have recently proposed

a distributed broadcast algorithm for MR2-MC WMN [68], this algorithm assumes

that each channel can only use a particular rate. In other words, for the algorithm

in [68], once a node has decided to use a particular channel, the link-layer trans-

mission rate to be used by that node cannot vary. However, our MR2-MC WMN

setting (Chapters 9, 10 and 11) is completely general where any transmission rate

can be used with any channel. In other work, Li et al. have proposed a self-pruning

based protocol called Multi-Channel Self-Pruning (MCSP) [69] which reduces the

broadcasting problem in multi-radio multi-channel WMNs into the minimal strong

connected dominating set problem of the interface-extend graph (which is a graph

they propose which extends the original network topology across interfaces). How-

ever, this work assumes single-rate WMNs and as such does not incorporate the

rate-diversity of MR2-MC WMNs into design.

2.4 Channel-assignment in MR2-MC WMNs

Before discussing routing in MR2-MC WMNs, we will discuss the intimately tied

channel-assignment problem in MR2-MC WMNs. The channel-assignment problem

originates from the infeasibility of equipping WMN nodes with a dedicated radio

interface for each supported radio channel; e.g., note the impracticality of equip-

ping 802.11a networks, which support 12 orthogonal channels, with a dedicated

radio. Since, the number of radio interfaces is generally less than the number of

orthogonal channels, the channel-assignment defines the radio channel assigned to

different interfaces of WMN nodes4. Generally there are two conflicting objectives

for any channel assignment protocol: while nodes will usually benefit from increased

‘connectivity’ among themselves, the channel assignment protocol also tries to re-

duce some measure of ‘interference’. Channel assignment strategies can be broadly

4There are single interface approaches to exploiting multiple radio channels; however, in such
schemes, a WMN node can only operate in simplex mode [71] [72].
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classified into static, dynamic, and hybrid approaches [28]. In the static channel as-

signment approaches, each interface is assigned a channel either permanently, or for

a long interval of time where long interval is defined relative to the interface switch-

ing time [14] [73]. Amongst the static channel assignment strategies, the simplest

approach is the ‘common channel approach’ (CCA) (e.g. [14]), in which all nodes

are assigned a common set of channels. The benefit of this approach is its simplicity

and that the connectivity of the network is a multiple of the connectivity of a single

channel mesh. In an alternative approach called ‘varying channel approach’ (VCA),

interfaces of different nodes may be assigned to a different set of channels (e.g. [73]).

With this approach, there is a possibility of a network partition, unless the interface

assignment is done carefully. In yet another approach called ‘interference survivable

topology control ’ (INSTC) [74], the channel assignment is made such that the in-

duced network topology is interference-minimum among all k-connected topologies.

Dynamic assignment strategies allow any interface to be assigned to any channel,

and interfaces can frequently switch from one channel to another. The benefit of

dynamic assignment is the ability to switch an interface to any channel, thereby

offering the potential to cover many channels with few interfaces. The key challenge

with dynamic switching strategies, however, is to coordinate the decisions of when

to switch interfaces as well as what channel to switch the interfaces to, among the

nodes in the network. Lastly, hybrid assignment strategies combine static and dy-

namic assignment strategies by applying a static assignment for some interfaces and

a dynamic assignment for other interfaces.

In this thesis, only the static channel-assignment schemes of CCA, VCA and

INSTC are considered. We note that the focus of this thesis is not the channel-

assignment problem, but the algorithmic routing aspects of the MLB problem. Also,

since the channel-assignment scheme influences unicast traffic as well, it has been

decided not to integrate channel-assignment into the MLB routing problem. Accord-

ingly, we focus on how to efficiently perform efficient minimum-latency broadcasting

for a given MR2-MC WMN with known channel-assignment. Furthermore, we as-

sume only static channel-assignment schemes in this thesis, and do not cater for

dynamic reassignment of channels in MR2-MC WMNs.

2.5 Summary

In this chapter, we have presented the related work to the problem of minimum-

latency broadcast (MLB) in multi-radio multi-channel multi-rate (MR2-MC) WMNs.

We have shown that limited work is available for broadcasting in such networks, and

existing work deals primarily with single-radio single-channel (SR-SC) single-rate

wireless networks. We have presented a detailed survey of broadcasting protocols

for SR-SC single-rate wireless networks. We show that routing research for multi-
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rate WMNs has primarily focused on unicast traffic, with very little work done on

multi-rate broadcast. We discuss some of these unicast multi-rate routing protocols

to gain general insights into routing for multi-rate WMNs. We also discuss the

limited research that has been proposed for broadcasting in MR2-MC WMNs.



Part I

Improving broadcast performance

of single-radio single-channel

(SR-SC) multi-rate WMNs

29



Chapter 3

Introduction to Minimum-Latency

Broadcasting in SR-SC

Multi-Rate WMNs

3.1 Overview

This chapter serves as an introduction to Part I, “Improving broadcast performance

of single-radio single-channel (SR-SC) multi-rate WMNs”. The specific broadcast-

ing problem addressed in this thesis is the “minimum latency broadcast” (MLB)

problem that was described in Section 1.2. Broadcasting in SR-SC single-rate wire-

less networks has earlier been discussed in Section 2.1. In this part of the thesis,

the MLB problem is considered for the case of SR-SC multi-rate WMNs in which all

the WMN nodes are equipped with only a single radio interface tuned to a common

radio channel.

3.2 Outline

An outline of the remaining chapters of this part of the thesis is as follows:

Chapter 4: Centralized MLB Solution for SR-SC Multi-rate WMNs

In this chapter, after formally defining the MLB problem for SR-SC multi-rate

WMNs and demonstrating its NP-hardness, it is shown that the multi-rate broadcast

problem is significantly different from the single-rate case; thereafter, a centralized

rate-aware heuristic called WCDS is proposed that exploits both the wireless broad-

cast advantage (WBA) and the multi-rate nature of the SR-SC multi-rate WMN.

It is then shown through detailed performance evaluation that WCDS substantially

improves (∼ 3 to 6 times) the performance of those algorithms that do not exploit

the rate-diversity offered in multi-rate WMNs. In addition, the significance of the
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product of a transmission’s rate and its coverage area is demonstrated as a general

rule-of-thumb that can predict the usefulness of a particular rate for broadcast in

multi-rate WMNs.

Chapter 5: Distributed MLB Solution for SR-SC Multi-rate WMNs

In this chapter, three decentralized and localized rate-aware heuristics are proposed

for the MLB problem in SR-SC multi-rate WMNs. We propose a connecting dom-

inating set (CDS) based broadcast routing approach which calculates the set of

forwarding nodes and the transmission rate at each forwarding node independent

of the broadcast source; the forwarding tree is thereafter constructed from the CDS

while taking into consideration the broadcast source. The performance comparisons

of our centralized MLB algorithms (Chapter 4) and our distributed MLB algorithms

(Chapter 5) point out a performance gap that is not large. It is demonstrated that

the distributed algorithms (like the centralized algorithms of Chapter 4) also greatly

improve performance by incorporating rate-awareness into its design.

Chapter 6: Alternative Framework for SR-SC Multi-rate WMN

In this chapter, an alternative framework for the MLB problem for SR-SC multi-

rate WMNs is provided, along with a broadcasting heuristic for this new framework.

Unlike the assumption made for the work presented in Chapters 4 and 5 of a “fully

multi-rate multicast” (FMM) framework in which nodes can adjust link-layer mul-

ticast transmission rate for each link-layer frame, another framework called “single

best-rate multicast” (SBM) is studied that exploits the link-layer rate-diversity by

enabling each WMN to decide, depending on its topological properties, a single

transmission rate for all its link-layer data multicasts. The findings of our research

show that although FMM returns impressive performance, employing SBM is at-

tractive since it can eliminate some undesirable features of practical multi-rate Me-

dia Access Control (MAC) protocols. In this chapter, methods to determine the

“best” link-layer transmission rate for the SBM framework are also proposed. Two

heuristic broadcast solutions that use the SBM framework are presented. Simula-

tion results indicate that SBM broadcast heuristics give comparable performance to

FMM broadcast heuristics especially in dense networks.

Chapter 7: Summary of Results

This chapter concludes Part I of this thesis by presenting its main results and find-

ings.



Chapter 4

Centralized MLB Solution for

SR-SC Multi-rate WMNs

4.1 Introduction

The minimum latency broadcast (MLB) problem, discussed previously in Section

1.2, is the problem of minimizing the ‘broadcast latency’ which is defined as the

maximum delay between the transmission of a packet by the source node and its

eventual reception by all the destinations. The MLB problem for single-radio single-

channel (SR-SC) single-rate wireless networks has been earlier studied by Gandhi

et al. [26]. According to the best of our knowledge, our work is the first study of

the MLB problem for multi-rate WMNs. Some of the unique challenges introduced

by multi-rate broadcast have earlier been mentioned in Section 1.3.

The main contributions of this chapter are detailed below:

1. We propose a novel broadcast framework called FMM (Fully Multi-rate Mul-

ticast) in which WMN nodes can adjust link-layer multicast transmission rate

for each link-layer frame.

2. We propose a FMM centralized MLB heuristic, which we call WCDS, for SR-

SC multi-rate WMNs. WCDS incorporates the rate-diversity of SR-SC multi-

rate WMNs into its design and improves the performance of the single-rate

broadcast scheme that always uses the lowest rate ∼ 3 - 6 fold.

3. We propose a general rule-of-thumb, which we call RAP, which can be used to

predict the broadcast efficiency of a particular rate.

Chapter Outline: The rest of the chapter is organized as follows. After intro-

ducing the network, the transmission, and the interference models in Section 4.2,

we describe the framework of our heuristic solution to the NP-hard MLB problem
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for SR-SC multi-rate WMNs in Section 4.3. We evaluate the performance of the

provided heuristic solution in Section 4.5 for an idealized MAC, which makes the

assumptions listed in Section 4.2.2, and for the practical 802.11b MAC, as simu-

lated in the Qualnet [1] simulator, in Section 4.6. In the end, we will propose some

fundamental design principles for multi-rate broadcast in Section 4.7. This chapter

is concluded thereafter in Section 4.8.

4.2 Network model

In this section, the network model used for the study presented in this chapter is

discussed. The transmission and interference models are presented in Section 4.2.1.

To tackle the complex MLB problem, some simplifying assumptions particularly

about the network’s Media Access Control (MAC) protocol, as discussed in Section

4.2.2, have been made.

4.2.1 Transmission and interference model

The IEEE 802.11 standards for multi-rate transmissions specify that a packet is re-

ceived correctly if the packet error rate (PER) for a 1000-byte frame is less than 10%.

This means that the signal-to-interference and noise (SINR) ratio at the receiver

must be greater than a threshold in order for a packet to be received correctly at a

particular transmission rate. The SINR threshold is different for different transmis-

sion rates; since higher-rate modulation schemes employ denser signal constellation,

the SINR threshold for a higher transmission rate is higher, and vice versa.

We consider a multi-rate system with b different rates r1 > ... > rb. The SINR

threshold for rate ri is σi with the property that σi > σj if ri > rj. We assume

that a constant transmission power Pt is used for all transmission rates. Further,

we assume that the receive power Pr at a distance d be given by the following

propagation model:

Pr = Pt
1

dθ
(4.1)

where θ is the path loss exponent which takes a value between 2 and 4. Following [75],

we define the interference-free transmission range d̄i of a transmission rate ri as the

maximum distance that a packet is received correctly in the absence of interference.

Let N denote the thermal noise power in the system. It can readily be shown that

d̄i =
1

σi
1
θ

(
Pt

N

) 1
θ

. (4.2)

This shows that the interference-free transmission range is a decreasing function of

transmission rate.
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Consider a situation where we have a transmitter, a receiver and an interferer.

Let d be the distance between the transmitter and receiver, and u be the distance

between the receiver and the interferer. In order for the receiver to receive a packet

correctly at rate ri, the distances d and u must satisfy

Pt

dθ

Pt

uθ + N
≥ σi (4.3)

⇒ u ≥
(

Pt

N

( d̄i

d
)θ − 1

) 1
θ

(4.4)

This shows that the amount of interference a receiver can tolerate is dependent on

distance between the transmitter and receiver. In particular, if the receiver is at

the interference-free transmission range d̄i and intends to receive at rate ri, then it

cannot tolerate any interference at all since u will be infinity. The above interference

model, which is similar to the physical model used in [76], has good spatial reuse

property but will not be easy to use to study the problem of minimum broadcast

latency in a multi-rate network.

For our work, we will use the packet reception model where a packet at rate ri

is received correctly if both of the following conditions are satisfied:

1. The distance between the transmitter and receiver is less than si where si is

the transmission range of transmission rate ri.

2. No transmitter within a (finite) distance ui from the receiver is transmitting

concurrently where ui is the interference range of transmission rate ri.

This model is similar to the receiver based model used by Jain et al. [76]. Since

our aim is to minimize the packet delivery latency from the source to all receivers,

a receiver based model will be able to tell us the best possible achievable latency.

Moreover, we expect that for a well designed broadcast scheme, the number of

concurrent transmissions in the same local area will be low and this will be confirmed

by simulation in Section 4.5. Thus, the one interferer model used earlier will be

applicable. In this case, the relationship between si and ui will be governed by

Equation (4.4). In order to improve spatial reuse, we require si to be strictly less

than d̄i so that ui is finite. A possible choice is to require that

si =
1

ξ
1
θ

d̄i (4.5)

where ξ > 1. The corresponding value of ui will then be

ui =

(
1

ξ

Pt

N

) 1
θ

(4.6)
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Note that for this particular choice, the interference radius is independent of the

transmission range. It is interesting to note that for ξ = 2, the interference radius

given above is equal to the maximum interference radius derived in [75] assuming

that the thermal noise term is negligible compared with the interference. The above

derivation therefore justifies the use of a constant interference radius in our reception

model. This is consistent with the fact that for a high transmission rate link, the

receiver is closer and therefore the signal strength is higher but at the same time a

higher SINR is required for correct packet reception, thus the amount of interference

that each transmission rate can tolerate is almost the same.

4.2.2 Modeling assumptions

The network model also assumes the following:

1. Each node in the network is equipped with one radio, with all radios tuned to

a common channel.

2. By adjusting the modulation scheme, a node can multicast at different data

rates, with the transmission range being a decreasing function of the data rate.

Let smax denote the maximum transmission range. Also, we use a disc model

for the transmission range1.

3. A node’s neighbors are all the nodes that can be reachable using the lowest

possible transmission rate.

4. Let n1, ..., nm be the neighbors of a node n, the maximum rates node n can use

to reach these nodes independently are r1, ..., rk respectively. If node n wants

to multicast to n1, ..., nm in one go, this can only be performed at a rate of

min(r1, ..., rk) or lower.

5. We assume a binary interference model, as follows: If while a node k is receiv-

ing a frame, a node j within a radius κsmax from node k transmits a frame,

then the frame that k is receiving is assumed to be corrupted and lost. We

assume that the interference range κsmax is a constant independent of the

transmission rate. We call κ the normalized inference range.

6. We assume an ideal MAC layer, as follows: Two nodes i and j can multicast

at the same time if and only if node i’s multicast does not interfere with the

intended recipients of node j’s multicast and vice versa.

1In addition to evaluating our proposed algorithm’s performance in Section 4.5 for the ideal-
ized MAC (the assumptions for which are presented in Section 4.2.2), we will also evaluate their
performance for the more realistic 802.11 MAC model of the Qualnet simulator [1] in Section 4.6.
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7. We assume a centralized entity which schedules these multicasts so that, under

the ideal MAC layer assumption, no two multicasts will interfere with each

other.

8. Each node can broadcast the same packet up to mmax times, clearly to dif-

ferent subsets of its neighbors. mmax = 1 corresponds to the conventional

use of broadcast trees, where each node reaches all its child nodes in a single

transmission.

We assume the FMM broadcasting framework in which WMN nodes can adjust

link-layer multicast transmission rate for each link-layer frame. This is in contrast

to conventional technique of always using the lowest link-layer rate for broadcasting.

We do not assume that all 1-hop neighbors of a transmitting node must be reached

in a single transmission. Resultantly, a transmitting node can perform multiple

link-layer multicasts, at distinct link-layer rates, to send the same packet to all its

1-hop neighbors (as was demonstrated in the motivating examples in Section 1.3).

This assumption stems from the fact that the 1-hop neighbors reachable at a higher

link-layer rate might be a subset of all the 1-hop neighbors. We note that all the

1-hop neighbors are necessarily reachable if we utilize lowest link-layer multicast

rate. We use the term “link-layer multicast” to denote a transmission where the

transmitting node can choose its transmission rate and intended recipients (subset

or all of the 1-hop neighbors). Subsequent reference to link-layer multicast should

be interpreted as the same as presented now.

We will now show that the MLB problem in a SR-SC multi-rate WMN is a

non-trivial problem by demonstrating its NP-hardness.

Theorem 1 The MLB problem with possibly multiple number of transmissions per

node in a SR-SC multi-rate WMN is NP-hard.

Proof 1 Gandhi et al. showed that the MLB problem for single-rate wireless net-

works is NP-hard and provided a polynomial-time approximation algorithmic solu-

tion. If it is assumed that each node can relay a packet at most once in a SR-SC

multi-rate WMN, then our considered problem becomes a generalization of the prob-

lem of Gandhi et al. [26] to the multi-rate case. The MLB problem for SR-SC

multi-rate WMNs, therefore, is at least NP-hard; this follows from the fact that the

MLB in a single-rate WMN where each node can transmit at most once, which is a

special case of this problem, is NP-hard.

The NP-hardness result for the single-rate case is given in the work of Gandhi

et al. [26]. The single-rate broadcast problem has been well studied, for other NP-

hardness results (e.g. inapproximability), refer to the work of Elkin et al. [77]. Since

the single-rate case is a special case of the multi-rate case, these results also apply.
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4.3 Heuristic MLB solution for SR-SC multi-rate

WMNs

As discussed in the previous section, since the MLB problem is NP-hard, determining

optimal MLB tree is expensive in terms of processing especially for large networks.

Therefore, we resort to heuristics to determine broadcast trees that return close to

optimal performance without requiring extensive calculations. Broadly speaking,

any heuristic algorithm for the MLB problem in SR-SC multi-rate WMNs must

make three important decisions. Firstly, it has to decide whether a node should

multicast. Secondly, the algorithm must decide the number of transmissions at each

transmitting node and determine the neighboring nodes covered in each of these

transmissions. Lastly, the multicast transmissions of all nodes must be scheduled

and their transmission time decided while taking radio interference into account. It

should be noted that these decisions are closely coupled, since a multicasting node

can only multicast after it has received the packet and radio interference dictates

that the multicasts be scheduled so that interfering multicasts do not take place at

the same time.

In this section, we will propose a heuristic solution to create ’efficient’ deliv-

ery trees for broadcast packets in a multi-rate mesh network. With the hardness

of the problem in mind, our heuristic solution is decomposed into three logically

independent steps that are discussed next.

1. Topology Construction: In this step, the aim is to compute a broadcast tree

(or a spanning tree) T . This step decides the make-up of the broadcast tree,

i.e. it identifies all nodes that would transmit and the children/parent relation

between different nodes. We assume that a node can transmit multiple times

at different rates regardless of the number of radio resources available at this

stage. The actual decision on the number of distinct-rate transmissions at

each node is deferred to the next step. The ‘topology construction’ algorithm

should take into account the multi-rate nature of our problem and must exploit

the wireless broadcast advantage (WBA) [78] afforded by the wireless medium.

2. Downstream Multicast Grouping : The tree construction stage proceeds by as-

suming that each node can perform multiple distinct-rate transmissions to

cover its children. The grouping algorithm can improve performance by sup-

pressing these extra transmissions unless these extra transmissions can actually

reduce delay while considering the resource constraints due to limited channel

and transceivers. The aim of the ‘multicast grouping’ algorithm is to precisely

determine the rates and number of distinct-rate transmissions that each node

should make. Intuitively, the rationale behind multiple transmissions is to

allow faster transmission to the more ‘critical’ child nodes (i.e., those nodes
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that have leaf nodes with larger delivery latencies) at the expense of larger

transmission latency to the other child nodes.

3. Transmission Scheduling : While the number of transmissions at each node and

the parent/child relationship amongst different nodes have been determined

in the first two steps, the exact timing of the various multicasts (especially

relative to different branches of the tree) still needs to be determined. The

‘transmission scheduling’ step schedules all transmissions taking into account

our problem’s precedence and interference constraints. These constraints mean

that a node can only multicast after receiving the packet, and interfering mul-

ticast transmissions cannot occur concurrently. We are conceptually assuming

a centralized scheduler in the description of our framework2.

Clearly, this decomposition of the overall optimization problem is not optimal.

For example, it is only after the ‘multicast grouping’ stage that the multicast trans-

mission sets are obtained, as well as the transmission rate associated with each

link-layer multicast. Similarly, the ‘multicast grouping’ choice would also depend on

the scheduling strategy. Ideally, the ‘topology construction’ and ‘multicast grouping’

stages should take place simultaneously. However, a joint optimization, as already

noted earlier, is computationally infeasible except for trivially small mesh topologies.

Section Outline: We will now outline the structure of the remainder of this

section. In the next subsection, we review prior related work done for the ‘topology

construction’ stage and then present WCDS, a centralized MLB heuristic for SR-SC

multi-rate WMNs, for the construction phase (in Section 4.3.1). This is followed

by the broad algorithmic approach for the grouping phase (in Section 4.3.2), which

conceptually takes a tree as input and determines the partitioning of child nodes

into different subsets, each corresponding to a separate link-layer multicast. In the

last subsection (Section 4.3.3), the scheduling heuristic is presented which takes into

account the conflict graph of the underlying tree topology irrespective of the choice

of algorithm for ‘topology construction’.

4.3.1 Topology Construction

The aim of the ‘topology construction’ stage is to compute a broadcast tree T

spanning all nodes in the network. The children/parent relation between different

nodes is determined in this stage after the transmitting nodes have been decided.

We will first introduce some mathematical notation. The entire WMN is repre-

sented as a graph (V,E), with the WMN nodes forming the vertices and the edges

representing the direct link between any two nodes. Accordingly, (i, j) ∈ E denotes

2The performance of our heuristics would also be examined using decentralized 802.11 MAC
using the Qualnet [1] simulator.
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the direct unicast link between nodes i and j. Based on the distance between such a

node pair, each link (i, j) can be associated with a transmission rate rij. Assuming

fixed transmission power, the transmission rate rij = 0 if i and j are not one-hop

neighbors, i.e. j cannot correctly receive a packet from i even if i transmits at the

slowest rate. There are a total of k link-layer transmission rates. The latency of

a link l(u, v) is the transmission latency of the quickest transmission rate that can

be supported between nodes u and v. The set L = {l1, l2, ..., lk} denotes the set of

transmission latencies of all possible k transmission rates.

Weighted connected dominating set (WCDS)

In this section, a ‘topology construction’ algorithm based on the concept of weighted

connected dominating set (WCDS) is proposed. In the proposed approach, the

heuristics proposed in literature for calculating minimum connected dominating set

(MCDS) are extended for a multi-rate setting. The CDS of the nodes of the network,

whose topology is represented by a graph G = (V, E), is a connected subgraph of G

spanned by the nodes of V ′ ⊆ V such that every node in the network is at most one

hop distant from a node in V ′. Among all CDSs of graph G, the one with minimum

cardinality is called a minimum CDS (MCDS).

Computing an MCDS in a unit graph is NP-hard [31]. The use of MCDS to

achieve optimal flooding in a single-rate multi-hop wireless networks has been ex-

plored by Lim et al. [36] who have shown that the size of the optimal flooding tree

(measured by the number of nodes performing broadcasts, not by broadcast latency)

differs from the size of the MCDS by at most one. However, MCDS performs poorly

in multi-rate mesh environments because it does not account for multi-rate links

in the tree construction. Ideally, the CDS nodes should decide their transmitting

rates in a smart manner such that the goal of exploiting WBA while maintain-

ing transmission rate as high as possible is achieved. Recall that assuming fixed

transmission power, higher transmission rates translate to reduced coverage thereby

limiting opportunities to exploit WBA.

To extend MCDS to our multi-rate setting, we assume there are k different rates

whose transmission latencies are given by l1, l2, ..., lk. Let N(x, li) denote the nodes

that are reachable from a node x ∈ V when it transmits using the link-layer rate

having latency li. We define the minimum WCDS problem whose aim is to find a

subset Y = {y1, y2, ...} in V and the broadcast latency li (which are chosen from

l1, l2, ..., lk) for node yi ∈ Y such that

1. Every element of V \Y is in ∪yi∈Y N(yi, li)

2. The set Y is connected.

3. The weighted sum
∑

yi∈Y li is minimal.
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Algorithm 1 The WCDS algorithm
1: Input: G, s,L = {l1, · · · , lk}
2: C = {s}, T = ∅
3: while (V \C 6= ∅) do

4: for (c ∈ C) do

5: for (l ∈ L) do

6: f(c, l) = |N(c, l)\C| × 1
l

7: end for

8: end for

9: (ĉ, l̂) = arg maxc∈C,l∈L f(c, l)
10: A ← N(ĉ, l̂)\C
11: C ← C ∪A

12: T ← T ∪ (∪a∈A{(ĉ, a)})
13: end while

Note that when there is only one transmission rate, the minimum WCDS is

equivalent to the MCDS. We expect the solution to the minimum WCDS problem

to be similar to optimal broadcast tree for the multi-rate scenario. We use a greedy

algorithm, depicted in Algorithm 1, to obtain an approximation of the minimum

WCDS. The algorithm starts by making the source node s eligible to transmit. It

does this by moving s to the set C which keeps track of the nodes which have received

the message already and are eligible to transmit. We say that a node is covered if

it has already received a packet and is in the set C. Also, the set R denotes the

set of all possible k transmission rates. For an eligible node c and rate l ∈ L, the

quantity |N(c, l)\C| is the number of “not-yet-covered nodes” that are reachable by

a broadcast by node c at latency l. Thus, in each round of the algorithm, we choose

the (c, l) combination that maximizes the rate of increase of not-yet-covered nodes,

as measured by |N(c, l)\C| × 1
l
. This metrics reflects our desire to both include as

many nodes as possible in a single transmission, yet keep the transmission rate high

(even though a higher transmission rate implies a smaller range, and thus, a smaller

set of covered nodes). The algorithm returns T which is the set of directed links in

the broadcast tree. At the end of ‘topology construction’ step, the tree constructed

might have some nodes performing multiple transmissions at different rates.

It is to be noted that our WCDS algorithm does not place any restrictions in this

stage (the ‘topology construction’ stage) to stem extra transmissions on any node,

and we choose any number of transmissions at a node which our greedy algorithm

deems fit. The limited resources available, i.e., the fact that we have only a single-

channel and single-transceiver (since we are considering SR-SC multi-rate WMNs)

is accounted for in the next two stages.

To demonstrate the working of WCDS, a simple example topology, shown in Fig.

4.1, is employed. The broadcast source is represented by a green square marker,



4. Centralized MLB Solution for SR-SC Multi-rate WMNs 41

Figure 4.1: The sample topology

and the remaining nodes (the broadcast recipients) are represented by blue circular

markers. The node number is written directly below the markers. The transmission

latency for the transmission rates of 11, 5.5, 2 and 1 Mbps is normalized as 1, 2, 4,

and 8, respectively. For our example topology, the choice of the (c, l) combination

at the end of each successive round is (1,1), (7,1), (7,2), (1,8) and (3,8) in the order

in which they are added. This illustrates that WCDS chooses, nodes 1, 7, 7, 1 and 8

and rates 11 Mbps, 11 Mbps, 5.5 Mbps, 1 Mbps and 1 Mbps in successive rounds in

this particular order. These combinations (c, l) are chosen because the metric f(c, l)

for these combinations (i.e., 1, 1, 1, 0.25 and 0.125 respectively) is the maximum at

the end of their respective round. The WCDS tree after the ‘topology construction’

is shown in Fig 4.2. The node numbers are written directly below the markers. The

line between two nodes represent a transmission, with the link’s latency written on

the middle of the line.

4.3.2 Multicast Grouping

We recall from the discussion at the beginning of this section that to find the topol-

ogy minimizing the broadcast latency, we must make a number of decisions includ-

ing: 1) which node is to multicast, 2) how many times must the nodes multicast,

3) who are the recipients of these multicasts, and 4) what are the timing of these

multicasts. The result of the ‘topology construction’ is a broadcast tree which spec-

ifies that the non-leaf nodes of the broadcast tree will multicast to its child nodes,

in possibly multiple transmissions. However, the number of times a transmitting

node (i.e. non-leaf node of the broadcast tree) will multicast and the recipients of

each multicast still have not been decided. In case where a node multicasts only
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Figure 4.2: WCDS after ‘topology construction’

once, then the recipients will be all its child nodes. For the case where a node is

to multicast more than once, a different subset of child nodes will be reached in

each multicast such that these subsets all together form the set of child nodes. The

aim of the ‘multicast grouping’ stage is to determine the number of multicasts to be

made and the recipients of each multicast.

We begin by defining the concept of valid transmission sequence at a transmitting

(i.e. non-leaf) node of the broadcast tree. Consider for example a transmitting node

n which has two child nodes c1 and c2, which can be reached using a minimum latency

of d1(= 1) and d2(= 2) time units respectively. Node n can reach these nodes in

a number of valid transmission sequences. For example, it can first multicast to

c1 (with latency 1) followed by another multicast to c2 (with latency 2). We will

denote this valid transmission sequence as (d1, d2). An alternative valid transmission

sequence for node n is (d2) which reaches both nodes in one multicast. These two

are the only two valid transmission sequences for this example. The sequence (d1) is

invalid because it does not reach all the child nodes. In addition, (d2, d1) is invalid

because the second transmission is unnecessary since both nodes are already reached

by transmission d2 whose coverage area is greater. In general, consider a transmitting

node n which has m child nodes c1, ..., cm that are reachable using minimum latency

of d1, .., dm respectively. Let k denote the number of distinct latencies in d1, .., dm and

let us denote these distinct latencies as L = {l1, ..., lk}. Without loss of generality,

we assume that lk ≥ ... ≥ l1. A valid transmission sequence is a r-tuple (1 ≤ r ≤ k)

whose entries are drawn from L such that:
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1. Each latency in L appears in the r-tuple at most once.

2. The latencies in the r-tuple appear in a strictly increasing order.

3. The last entry of the r-tuple must be lk.

Let TV (n) be the set of all valid transmission sequences for node n. Since node n

uses k distinct rates to reach its child nodes, TV contains 2k−1 valid transmission

sequences.

Since our goal is to minimize the broadcast latency, we are interested to find the

valid transmission sequence at all the transmitting nodes such that they together will

minimize the broadcast latency. For ease of reference, we will refer to the optimal

valid transmission sequence at a transmitting node as the Cardinal Sequence (CS).

Also, if a transmitting node n and all its descendants use their cardinal sequences

for transmission, the delay it takes a packet to reach all n’s descendants will be

called node n’s Cardinal Value (CV). The aim of the ‘multicast grouping’ stage is

to find the CS and CV at each transmitting node of the network.

Since the choice of CS and CV at a transmitting node n depends on the CS’s

and CV’s of all the transmitting nodes who are descendants of n, the grouping

algorithm should proceed from the leaf nodes of the broadcast tree back to the root.

For the rest of the description, we will show how the CS and CV of an arbitrary

transmitting node n can be determined. We assume that the CS’s and CV’s of

all the transmitting nodes who are descendants of n are already known. Also, for

initialization, we define the CV of all leaf nodes to be zero.

If we assume that node n uses k distinct transmission rates to reach its child

nodes, then the set of all valid transmission sequences at node n, denoted by TV (n),

has 2k−1 valid transmission sequences Sq (1 ≤ q ≤ 2k−1). The CS at node n is

determined by comparing the broadcast latency achieved by all possible Sq ∈ TV

and then choosing the Sq with the least broadcast latency as the CS. The CV of

the node is then the latency associated with the chosen CS. If node n uses the

transmission sequence Sq, let D(n)Sq denote the resulting latency required to reach

all the descendants of n, we can formally define CS and CV of node n as

CS(n) = arg min
Sq∈TV

(D(n)Sq) (4.7)

CV (n) = min
Sq∈TV

(D(n)Sq) (4.8)

We will now explain in detail how D(n)Sq can be computed. Let Sq be the r-

tuple (Sq,1, ..., Sq,x, ..., Sq,r). Since the coverage area of a higher latency transmission

is larger, thus with the transmission sequence S(q), some of the child nodes of n will

receive the same packet multiple times. In particular, let N(n)Sq,x denote the child

nodes of n that are reachable by a multicast of latency Sqx but are not reachable by



4. Centralized MLB Solution for SR-SC Multi-rate WMNs 44

Sq,x−1. In other words, the nodes in N(n)Sq,x receive their packets from n for the

first time via a multicast of latency Sq,x and will receive the same packet a total of

(r− x + 1) times. Note also that the sets N(n)Sq,x (x = 1, ..., r) effectively partition

the child nodes of n into r disjoint subsets. Let D(n)Sq,x denote the delay it takes

n to reach all the nodes in the set N(n)Sq,x and their descendants. Assuming that

the transmission of the descendants of N(n)Sq,x do not interfere with each other, we

have

D(n)Sq = max
1≤x≤r

D(n)Sq,x (4.9)

As mentioned a number of times before, the decisions we need to make are highly

coupled. Thus, by ignoring the inter-branch interference, we obtain an approxima-

tion which makes the problem tractable. The inter-branch interference will be taken

into account in the scheduling stage in Section 4.3.3.

We propose to compute D(n)Sq ,x using the following formula:

D(n)Sq,x =
x∑

i=1

Sq,i + max
i∈N(n)Sq,x

CV (i) +
x−1∑
i=1

SCDelay(Sq,i) (4.10)

This equation is obtained by assuming the following modus operandi: Node n

first transmits at latency Sq,1 reaching the nodes in N(n)Sq,1 . If some of the nodes

in N(n)Sq,1 are transmitting nodes, they will then begin their transmission to their

respective downstream neighbors in parallel. (Note that we are again ignoring inter-

branch interference). Note that node n does not begin transmitting at latency Sq,2

immediately after finishing transmitting at Sq,1. We assume that node n waits until

all the transmissions from N(n)Sq,1 and their descendants have proceeded sufficiently

so that the Sq,2-transmission of node n does not interfere with those of N(n)Sq,1 and

their descendants. This operation then repeats itself until all transmissions in Sq

have been made.

With this modus operandi in mind, we can now explain how Equation (4.10)

comes about. We begin with the case for x = 1 where we have D(n)Sq,1 = Sq,1 +

maxi∈N(n)Sq,1
CV (i). Recall that D(n)Sq,1 is the delay it takes to reach all the nodes

in N(n)Sq,1 and their descendants. The first term Sq,1 is simply the time it takes to

reach the nodes in N(n)Sq,1 . After the packets have been received by the nodes in

N(n)Sq,1 , we assume that the transmissions by the nodes in N(n)Sq,1 will proceed in

parallel, so the maximum time it takes all these transmissions to reach the end of

their branches is given by the second term. Note that this follows from our definition

of CV.

We now explain the derivation of Equation (4.10) for x > 1. The first two terms

of the equation bear similar meaning to what is explained in the last paragraph,

so we will focus on the third term only. Recall from our description of the modus

operandi that the Sq,x-transmission of node n will only begin after the downstream

transmissions caused by the Sq,x−1-transmission have proceeded sufficiently. The
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time gap between these two transmissions by node n is SCDelay(Sq,x−1). Here the

prefix ”SC” stands for single-channel as this delay is caused by the fact that we have

only one single-channel in the system.

Recall that the time SCDelay(Sq,x−1) is needed so that the Sq,x-transmission is not

interfered by the transmissions by the nodes in N(n)Sq,x−1 and their descendants. In

order to compute SCDelay(Sq,x−1), we will first need to identify those transmissions

which may interfere with the reception of the nodes in N(n)Sq,x . Let TSq,x−1 be all

transmitting nodes in N(n)Sq,x−1 . Let t̃ ∈ TSq,x−1 , the set N (t̃) consists of all nodes

ñ with the following properties: 1) ñ is a descendant of t̃, 2) the transmission of the

parent of ñ interferes with the reception of nodes in Sq,x, and 3) either ñ is a leaf

node or the transmission of ñ and its descendants do not interfere with the reception

of nodes Sq,x. In other words, the transmissions in N (t̃) are the first ones that do

not interfere with the Sq,x-reception. Thus, we have:

SCDelay(Sq,x−1) = max
t̃∈TSq,x−1

(CV (t̃)− min
ñ∈N (t̃)

CV (ñ)) (4.11)

The term in parenthesis in the above equation essentially estimates the time it takes

the transmissions due to t̃ and its descendants to clear the interference range of the

nodes in N(n)Sq,x .

Having examined how D(n)Sq,x (Equation (4.10)) was obtained, we can see how

equations (4.7), (4.8), (4.9), and (4.10) can be used together to obtain the CV at a

transmitting node. This process can be performed recursively starting from the leaf

nodes back to the root of the broadcast tree.

In addition to deciding on the transmission sequence at each transmitting node,

the results of the above computation will also be helpful in deciding the timing of

the transmissions in the scheduling stage. Recall that the CV of a transmitting node

n can be interpreted as the time required to reach all the descendants of node n.

Thus, when it comes to scheduling all the multicast transmissions that are to be

made, we can use the analogous concept of the CV of a transmission as a measure

of the urgency of the transmission. If Sqx is a transmission within the CS of node n

(i.e. Sqx is a chosen transmission), then the CV of Sqx is in fact given by Equation

(4.10).

Following on the example in Section 4.3.1 where we applied the WCDS ‘topology

construction’ algorithm to the example network shown in Figure 4.1. The result of

applying the ‘multicast grouping’ algorithm to the WCDS broadcast tree is showed

in Figure 4.3. It shows that Node 1 uses multiple transmission rates to reach its

child nodes.

We can compute the optimal ‘multicast grouping’ by using the well known branch

and bound technique; i.e., given that the parent-children relationship between var-

ious nodes has been decided in the ‘topology construction’ stage, we can use the

branch and bound technique to find out how many distinct-rate transmissions should
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Figure 4.3: WCDS after ‘multicast grouping’

a parent node use to reach all its children such that optimal broadcast latency results

(for that particular parent-children relationship decided in ‘topology construction’).

Figures 4.4 and 4.5 show the optimal tree for the cases where each node can transmit

the same packet at most, respectively, one and two times; these optimal trees have

been calculated using the integer programming formulation of the MLB optimiza-

tion problem for SR-SC multi-rate WMNs that can provide an optimal solution for

very small sized networks [79]. Incidentally, by comparing Figures 4.3 and 4.5, we

see that WCDS tree after ‘multicast grouping’ is the same as optimal tree (when

multiple transmission are allowed) for this example.

4.3.3 Transmission Scheduling

After the completion of ‘topology construction’ and ‘multicast grouping’ stages, the

transmitting nodes along with the number and rate of their distinct-rate transmis-

sions have all been decided. However, the exact timings of these transmissions is

decided in the ‘transmission scheduling’ stage. We approach the scheduling prob-

lem by formulating it with precedence constraints which enforces that a node can

only multicast after it has received the packet. The interference between different

transmissions is represented by a conflict graph. Let Vb = {b1, b2, ..., bk} be the set

of all the multicast transmissions decided by the ‘multicast grouping’ algorithm in

Section 4.3.2. Each multicast transmission bi have four attributes: (1) A sender

(which is a non-leaf node of the broadcast tree). (2) A group of recipients (which

is a subset of the child nodes of the sender). (3) The latency required by the trans-
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Figure 4.4: Optimal tree with single transmission/node
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Figure 4.5: Optimal tree with multiple transmission/node

mission, denoted by t(bi), which is the minimum latency it takes the sender to reach

all its designated recipients. (4) The CV value of a transmission as defined at the

end of Section 4.3.2. Since the CV value of transmission measures the time it takes

a packet to reach the end of the tree, it is viewed as an urgency measure by the

scheduling algorithm.

In addition, we define an undirected conflict graph Gc = (Vc, Ec) such that
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Vc = Vb and (bi, bj) ∈ Ec if and only if (1) The multicast of bi interferes with the

reception of the recipients in bj or vice versa; or, (2) Both multicasts bi and bj have

the same sender.

Formally, a schedule can be defined as a mapping τ : Vb → R which gives the

transmission starting time of bi ∈ Vb. A valid schedule is one which meets the

following constraints:

1. The source node multicasts at time zero.

2. A node can only multicast after it has received the packet: if the sender of bj

is a recipient of bi, then τ(bj) ≥ τ(bi) + t(bi)

3. For any edge (bi, bj) ∈ Gc, we have (τ(bi), τ(bi) + t(bi)) ∩ (τ(bj), τ(bj) + t(bj))

= φ. Note that (·, ·) here also denotes an open interval in R. Although the

same notation is used to denote both an open interval and an edge of a graph,

the usage should be clear from the context.

The scheduling algorithm is depicted in Algorithm 2. The input to the algorithm

is transmissions information (TX) which contains the attributes discussed earlier.

The aim of the scheduling algorithm is to find out the starting time (τ) and ending

time (δ) of all transmissions at each transmitting node.

Initially, time depicting current running time is initialized to zero and E de-

picting eligible transmissions is initialized with all transmissions of the source node.

A transmission is said to be eligible when the node performing this transmission

receives the multicast from its parent, all transmissions of the source node are el-

igible at time 0. The scheduling process starts by scheduling the lowest latency

transmission of the source node at time 0. This transmission is added to the set T

which contains all transmissions currently being performed. The starting time (τ)

and ending time (δ) of transmissions are decided as they are added to T or in other

words as they start transmitting. The minimum of δ(∀t ∈ T ) is the earliest any

transmission in T will finish and also the earliest a waiting eligible transmission can

be scheduled and is called the next-stop time.

At the next-stop time, since the channel becomes available again due to com-

pletion of some transmission, a new transmission must be slotted for transmission.

The transmission t ∈ E having the maximum transmission CV is determined, and

is assumed to be more ‘critical’ as it connects to sub-trees of higher broadcast delay.

Thereafter, it is checked that t does not interfere with any of the transmissions in

T . In case of no interference, t is added onto T and deleted from E. The starting

time τ(t) and ending time δ(t) for the transmission t is also decided at this time.

However in case t interferes with any existing transmissions in T , it is held back

until next-stop time. It is also ensured that a high-rate transmission does not follow

a low-rate transmission at the same node.
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After we have iterated through all eligible transmissions i.e. all t belonging to

E, the next-stop time is found out by determining which transmission is going to

finish the earliest. At the next-stop interval, the children nodes of the transmission

finishing at next-stop interval receive the message and thus are eligible for transmit-

ting. Thus at next-stop interval, the transmissions of these recently eligible nodes

are added to the eligible transmissions E alongside those transmissions which were

held back in the last round. We abide by the precedence constraint in this manner

i.e. by allowing a transmission to be added to E only after the transmission has

been enabled. A transmission is considered to be enabled when the node making

the transmission has received from its parent. At the next-stop interval, all trans-

missions which are finishing are deleted from T . The algorithm runs in rounds and

finishes when the starting time for all transmissions τ(∀t ∈ Vb) and ending time for

all transmissions δ(∀t ∈ Vb) have been decided.

4.4 Maximum end-to-end throughput

The above discussion of the tree construction and scheduling algorithms focused

on the case of a single packet, attempting to minimize the broadcast latency for

a single packet. This approach is clearly directly applicable when the data rate of

the broadcast stream is low enough (e.g., for control traffic), where one can safely

assume the absence of interference/scheduling conflicts among successive packets of

the same flow. For higher rate data flows, it is important to compute the maximum

achievable throughput of a broadcast tree, defined as the maximum data rate that

can be sustained without having any scheduling-related conflicts between packets of

the same flow.

The maximum achievable throughput can be computed from the packet trans-

mission schedule computed in Section 4.3.3. Using the same notation as in Section

4.3.3, the set of all multicast transmissions are Vb = {b1, b2, ..., bk} and the schedule

says that transmission bi will take place during the time interval [τ(bi), τ(bi)+ t(bi)].

Assuming that packets are generated by the source node at regular time at (m−1)∆

(for m = 1, 2, ...). Our goal is to maintain the same schedule computed earlier so

node bi is expected to multicast the m-th packet during [(m−1)∆+τ(bi), (m−1)∆+

τ(bi)+ t(bi)]. The maximum throughput is achieved by the smallest possible ∆ such

that there is no conflict between the scheduling of all the packets. By defining

I(m, bi) = ((m− 1)∆ + τ(bi), (m− 1)∆ + τ(bi) + t(bi)), (4.12)

we can formally express the above problem as:

min ∆ s.t. I(m1, bi) ∩ I(m2, bj) = φ ∀m1,m2 = 1, 2, ... if (bi, bj) ∈ Gc (4.13)
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Algorithm 2 Algorithm for the ‘Transmission Scheduling’ stage
1: Input: TX { TX contains information about the to-be-scheduled transmissions}
2: Set time = 0
3: Initialize E ← ∪TX.Node=ns{TX}
4: Initialize T = ∅
5: while (E 6= ∅ or T 6= ∅) do

6: while E 6= ∅ do

7: t = arg maxTX∈E TX.CV

8: E = {E\t}
9: if |T | >= 1 then

10: if TX(t).node and TX(∪t′∈T\t {t′}).node do not interfere then

11: T ← {T ∪ t};
12: Set τ(t) = time

13: Set δ((t) = time + TX(t).latency

14: else

15: ENext ← t

16: end if

17: else if |T | < 1 then

18: T ← {T ∪ t};
19: Set τ(t) = time

20: Set δ(t) = time + TX(t).latency

21: end if

22: end while

23: NextStop= min (δ(∪t∈T {t}))
24: NextTrans= {t} : (∀t) (δ(t)= NextStop)
25: E ← E ∪ tchildren of NextTrans

26: T = T −NextTrans

27: E = E −NextTrans

28: E = E ∪ EN

29: time ← NextStop

30: end while

31: Output: τ(t), δ(t) ∀(1≤t≤|TX|)

Note that Gc is the conflict graph defined in Section 4.3.3. Since the schedules repeat

themselves periodically, it is sufficient to examine possible conflicts in [0, Tmax] where

Tmax is the broadcast latency. Thus, we can simplify the problem to

min
∆∈[0,Tmax]

∆ s.t. I(1, bi) ∩ I(m, bj) = φ ∀m = 1, 2, ... if (bi, bj) ∈ Gc (4.14)

Assuming two transmissions bi and bj do interfere with each other, the constraints

in equation (4.14) can alternatively be expressed as:

(m− 1)∆ + τ(bj) /∈ (τ(bi)− t(bj), τ(bi) + t(bi)). (4.15)
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The left-hand-side of the above expression is the start transmission time of the m-

th packet by transmission bj and it must not lie in the time interval given on the

right-hand-side in order to avoid conflict. This expression also means that ∆ cannot

take certain values. Thus by identifying all the values that ∆ cannot take within

[0, Tmax], we can easily find the optimal value of ∆. This computation method is

similar to domain reduction in constraint logic programming [80]. This algorithm

can find the optimal ∆ in polynomial time.

4.5 Performance evaluation using idealized MAC

For all the results presented in this section, we are assuming an idealized MAC

(Section 4.2.2) along with the scheduler described in Section 4.3.3. The rate-range

relationship for 802.11b network from Qualnet simulator is assumed (Table 1.1). We

will compare the performance of our algorithm WCDS with three other heuristics.

All these four heuristics have the same structure, they initially perform ‘topology

construction’, and follow it by ‘multicast grouping’ (Section 4.3.2) and ‘transmission

scheduling’ (Section 4.3.3). These algorithms only differ in how the broadcast tree

is computed (i.e., only in the ‘topology construction’ stage). The algorithms that

we consider are:

1. Algorithm BIB: It uses an existing ‘topology construction’ heuristic for SR-SC

multi-rate WMNs called BIB that was presented by Chou et al. [81].

2. Algorithm WCDS: It uses WCDS (Section 4.3.1) during the ‘topology con-

struction’ stage to compute the broadcast tree.

3. Algorithm SPT: It uses the Dijkstra’s algorithm to calculate the broadcast

tree while assuming that there is only a single radio interface and channel.

4. Algorithm CDS: This heuristic assumes that all broadcasts are done at the

lowest transmission rate. The broadcast tree can be computed by using WCDS

in Section 4.3.1 with only the lowest rate allowed.

It has been observed that it is difficult to obtain an optimal solution for the MLB

problem in SR-SC multi-rate WMNs even for a network of 20 nodes [79]. There-

fore, to get a lower-bound of broadcast latency for a network, we use the broadcast

latency of Dijkstra’s tree, while assuming that the Dijkstra’s tree can utilize unlim-

ited number of radios and channels, and each node can perform unlimited number

of distinct-rate transmissions. We normalize the results of our heuristics with this

lower-bound. We note that the optimal tree for a SR-SC multi-rate WMN (that has

the lowest possible broadcast latency for that WMN) might not be able to match

the performance of Dijkstra’s tree since we have (unrealistically) assumed unlimited
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radio resources for the Dijkstra’s tree. Thus, the Dijkstra’s tree latency is not a

strict lower-bound, but an approximate of the optimal performance. We note that

the minimum possible value of normalized delay is unity.

We compare the broadcast performance of our algorithms using 100 topologies of

different network sizes (measured by the number of nodes) uniformly randomly dis-

tributed in an area of 10002 m2. We will use the geometric mean, over 100 network

instances of a fixed size, of the normalized delay and the throughput in our results.

We have assumed that the interference range is κ times the lowest transmission

rate’s transmission range (Section 4.2.2). We refer to κ as the normalized interfer-

ence range, and assume it to be 1.7 (as used by Xu et al. [75]) unless otherwise

specified. We have assumed a maximum of one link-layer transmission per node

for Sections 4.5.1, 4.5.2, 4.5.3, and 4.5.4. We demonstrate the possible improve-

ment in performance by exploiting the degree-of-freedom of multiple distinct-rate

transmissions per node in Section 4.5.5.

4.5.1 Broadcast latency and throughput performance

The broadcast latency and throughput performance results for our considered heuris-

tics (algorithms BIB, CDS, SPT, and WCDS) are shown in Figures 4.6(a) and 4.6(b)

for varying number of nodes. It turns out that good performance for delay also means

good performance for throughput and vice versa. It is seen that Algorithm CDS, in

which the all transmissions always take place at the lowest transmission rate, per-

forms the worst of our considered algorithms for both the latency and throughput

performance; this is due to the fact that although CDS exploits WBA, its per-

formance is significantly impaired since it does not exploit the link rate-diversity.

Interestingly, algorithm SPT, which exploits link rate-diversity but not the WBA,

performs better than CDS for both latency and throughput results; this seems to

indicate that although performance can benefit from exploiting both WBA and

link rate-diversity, returns from exploiting link rate-diversity are more impressive

compared to benefits of exploiting WBA. Not surprisingly, both algorithms BIB

and WCDS outperform CDS and SPT since both BIB and WCDS exploit the link

rate-diversity as well as the WBA. The latency and throughput performance of al-

gorithm WCDS is better than that of algorithm BIB, as shown in Figures 4.6(a)

and 4.6(b), which indicates that the WCDS algorithm is more adept at exploiting

the link rate-diversity and WBA.

4.5.2 Effect of increasing network node densities

The effect of varying network’s node density on the broadcast latency, the through-

put, and the number of transmissions for our considered heuristics can be seen in

Figures 4.6(a), 4.6(a), and 4.6(c) respectively. We have assumed a network area
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Figure 4.6: Performance of algorithms BIB, WCDS, SPT and CDS against varying
number of nodes

of size 10002 m2. It is seen that the performance of algorithms SPT, BIB is the

most sensitive to increasing network density; with increasing node density, the mean

broadcast latency and the number of total transmissions increase, while the mean

throughput decreases. It is observed for the CDS and the WCDS algorithms, both of

which are adept at exploiting WBA, that the mean number of transmissions remains
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Figure 4.6: (cont.) Performance of algorithms BIB, WCDS, SPT and CDS against
varying number of nodes

nearly constant for the whole of our considered range of 30 to 100 nodes per area

of 10002 m2. This demonstrates that the CDS and WCDS algorithms can maintain

broadcast latency performance for increasing number of nodes in a fixed network

area by exploiting the WBA and covering more nodes per transmission.

4.5.3 Total transmissions for different algorithms

It is observed that a trade-off exists between improved results for performance met-

rics like throughput and latency, and reduced number of transmissions. As can be ob-

served from Figure 4.6(c), the algorithm requiring the least number of transmissions

is CDS which also yields the worst broadcast latency and throughput performances

(see Figures 4.6(a) and 4.6(b)). Since CDS always utilizes the lowest transmission

rate, it employs lesser transmissions compared to algorithms that can employ higher

rates3. On the other end of the spectrum, the SPT algorithm typically performs the

most transmissions since it does not take the WBA into account. The algorithms

BIB and WCDS manage to reconcile high performance with limited number of trans-

missions. The WCDS algorithm, not only returns the best broadcast latency and

throughput performance of the compared algorithms, but also requires low number

of transmissions (second to the CDS algorithm as shown in Figure 4.6(c)).

3Typically, the range of a lower rate transmission is greater than for higher rate transmissions
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Figure 4.7: Impact of interference range on normalized broadcast latency (top) and
broadcast throughput (bottom) for BIB, WCDS, SPT and CDS for a network of 30
nodes

4.5.4 Effect of interference range on broadcast performance

We also study the sensitivity of the results to the value of interference range. We vary

the normalized interference range κ from 1 to 3 in steps of 0.2. Note that since the

nodes are distributed within a square of 1000 2 m2 and the maximum transmission
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range is 483 m (see Table 1.1), a κ value of 3 corresponds to infinite interference

range. Results for normalized broadcast latency and throughput for small networks

(comprising of 30 nodes) are showed in Figures 4.7(a) and 4.7(b). Similar results

have been obtained for larger networks (100 nodes) and are omitted. With increasing

interference range, these figures unsurprisingly show that broadcast latency increases

while throughout decreases. These figures also show that the interference range does

not effect the relative performance of the algorithms.

4.5.5 Degree-of-freedom of performing multiple transmis-

sions for same packet

We now consider the case when the nodes are allowed to transmit the same packet

multiple times but at different rates. We run our simulation by assuming that the

network consists of 30 nodes in varying network area4. We do not limit the number

of times a node can transmit the same packet. We find that, over 100 random

topologies of fixed number of nodes in a fixed area, multiple transmission do not

significantly reduce the broadcast latency. In Figure 4.8, we plot the percentage of

topologies that require multiple transmissions, and the percentage of reduction in

delay for topologies that do require multiple transmissions. It appears that multiple

transmission is only required by a fairly small number of topologies. If we consider

the WCDS algorithm, only 2 out of 100 topologies for a network area of 1 km2 require

multiple transmissions, with multiple transmissions resulting in a 10% reduction in

broadcast latency for these 2 topologies.

It appears that multiple transmission may not be required in the single-radio

single-channel (SR-SC) WMN scenario. However, multiple transmissions is likely

to be more useful in the multi-radio multi-channel environment since we know that

for the infinite-radio infinite-channel case, the best broadcast latency is achieved by

using the shortest path tree which requires multiple distinct-rate transmissions for

the same packet. From Figure 4.6(a), we see that the WCDS algorithm (constrained

to transmit the same packet only once) results in a normalized broadcast latency of

about 2. This means that the potential improvement offered by multi-radio multi-

channel for latency reduction is still large, and should be investigated further. This

investigation will be taken up in Part-II of this thesis.

4We have also conducted simulations for a network of 100 nodes, and the results are quantita-
tively similar.
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Figure 4.8: Percentage of topologies that require multiple transmission (top), and
reduction in delay through multiple transmission (bottom) for a given network area
and algorithm

4.6 Performance evaluation in Qualnet using 802.11

MAC

The results that have been presented up to now have used the idealized centralized

scheduler described in Section 4.3.3, while assuming the simplifying assumptions

presented in Section 4.2.2. We will now present results of our simulations using the
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Figure 4.9: Performance comparison of WCDS, SPT and CDS when a practical
MAC protocol (802.11b) is used in the Qualnet discrete-event simulator

Qualnet [1] simulator to analyze our heuristics’ performance when the scheduling

is done with decentralized practical MAC protocols. In our simulations, we assume

PHY 802.11b at the physical layer, which uses a pre-configured BER-based packet

reception model. The MAC 802.11 with Distributed Coordination Function (DCF)

was chosen as the medium access control protocol. All default parameters are as-

sumed unless stated otherwise. The simulation results are presented for average

results of 100 topologies of varying node density in an area of 10002 m2.

The broadcast latency performance of WCDS, BIB, SPT and CDS is presented

in Figure 4.9 for varying number of nodes. We observe that the relative performance

of our heuristics is qualitatively the same as the results that we have presented in

the previous section (i.e., Section 4.5). It is seen that the best performing heuris-

tic is WCDS, followed by BIB and SPT. CDS, which does not exploit the link

rate-diversity, is the worst performing heuristic. Therefore, the performance results

for our broadcast heuristics when assuming idealized centralized MAC scheduler or

alternatively practical decentralized scheduler return qualitatively similar results.

4.7 Fundamental design principles for multi-rate

broadcast

In Section 4.5, we have presented the performance evaluation of our heuristics us-

ing the transmission rate-transmission range characteristics (or rate-range curve for
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Transmission Max. transmission
rate (Mbps) range (m)

r0 d0

ρr0 γd0

ρ2r0 γ2d0

ρ3r0 γ3d0

Table 4.1: This table shows the relationship between the transmission rates and
transmission range for a hypothetical multi-rate system. The rate-range curves are
parameterized by γ ∈ (0, 1).

short) given in Table 1.1. The results show multi-rate multicast using BIB and

WCDS give a lower worst case latency compared with the multicasting using the

lowest rate only as given by CDS. In this section, we will study how sensitive this

result is to the choice of rate-range curves. The result of this investigation can help

us to answer a number of fundamental design questions for multi-rate systems, such

as: (1) Given a multi-rate given with n different rates, is it necessary to use all the

n different rates? (2) If not, which of the n different rates should we use and what

is an efficient method to decide that?

4.7.1 Transmission’s rate and coverage area product

In order to study the effect of rate-range curves on the broadcast performance, we use

a family of hypothetical rate-range curves as given in Table 4.1. Our hypothetical

system has a minimum transmission rate of r0 Mbps whose transmission range is

d0 m. Each subsequent transmission rate is a factor of ρ(> 1) greater but whose

transmission range is a factor of γ(< 1) smaller. Let us assume for the time being

γ = 1
2
. Consider the transmission of a frame of size p bits. If the lowest rate is used,

this packet will reach all nodes in the area of πd2
0 in a time of p

r0
. However, if this

is to be transmitted using the second lowest rate r1 = ρr0, then each transmission

will only cover an area of 1
4
πd2

0 requiring a shorter time of p
ρr0

for each transmission.

Therefore, four transmissions at rate r1 can cover the same area as one transmission

at rate r0. Furthermore, in the worst case where these four transmissions at rate r1

are within the interference range of each other, then they can only take place one

after the other and this will take a total time of 4 p
ρr0

to complete. Thus, if ρ > 4, it

will be always be more efficient to transmit at rate r1.

Generalizing the argument used in the last paragraph, we propose to use the

product of transmission rate and transmission coverage area (or rate-area product or

RAP for short) as a measure of efficiency of a certain transmission rate. Thus, with

the hypothetical system given in Table 4.1, it will be more efficient to use the higher

rate if γ2ρ > 1, otherwise the lowest rate should be used instead. Alternatively, a

transmission rate with a higher RAP is more efficient for broadcast. In order to
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% of times each transmission rate is used
γ Rate ρ3r0 Rate ρ2r0 Rate ρr0 Rate r0

0.9 100 0 0 0
0.8 96 4 0 0
0.7 70 18 6 6
0.6 41 27 12 20
0.5 14 28 21 37

Table 4.2: The table shows the average percentage of times each transmission rate
is used for different value of γ (the rates decrease from left to right since ρ = 2).

verify this conjecture, we perform a number of simulations using the same method

as in Section 4.5 except that the rate-range curve in Table 4.1 is used.

In the first set of simulations, we use ρ = 1.5, r0 = 1, and d = 500. Thus,

we expect that, if the above hypothesis holds, then it will be more efficient to use

the higher transmission rates if γ > 1√
ρ

= 0.82. Five different values of γ = 0.7,

0.75, 0.8, 0.85 and 0.9 are used. Only heuristics BIB, WCDS and CDS are used.

We normalized the delay and throughput by using those of CDS. The normalized

delay and throughput of WCDS are given in Figures 4.10(a) and 4.10(b). It shows

that WCDS gives a better latency and throughput than CDS for all values of γ.

For γ ≥ 0.8, WCDS exploits multi-rate and gives far better delay and throughput

than CDS; for γ < 0.8, WCDS still performs better than CDS but the results are

comparable. These observations therefore confirm our earlier conjecture.

We repeat the above experiment but this time we choose ρ = 2 which means that

it is more efficient to use the higher rate for γ > 1√
ρ

= 0.72. The results for WCDS

are plotted in Figures 4.11(a) and 4.11(b). These results again show that WCDS

performs better than CDS for all values of γ though the performance gap diminishes

for γ ≤ 0.7. We can understand this by examining the average percentage of times

that each transmission rate is used for each value of γ. The results are shown in

Table 4.2. It shows that if the rate-range curve is favorable (i.e., when γ > 0.7), then

the higher transmission rates are used most of the time. However, even when the

rate-range curve is less favorable (i.e., when γ < 0.7), the higher rate transmissions

are also used but less often.

We have also studied the sensitivity of the above results (regarding different

rate-range curves) to interference range. All the above simulations are conducted

with a normalized interference range κ, which is defined as the inference range to

the maximum transmission range, of 1.7. We have simulated with six different nor-

malized interference ranges: 1, 1.5, 2, 2.5, 3 and 5. Since the maximum transmission

range is 500 m, a normalized interference range of 3 or 5 means an infinite interfer-

ence range. Our results show that the interference range has negligible effect on the

normalized delay and the normalized throughput of WCDS for different rate-range

relationships.
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Figure 4.10: Performance of WCDS normalized to CDS over 100 randomly generated
topologies of different network size for ρ = 1.5 and γ = 0.7, 0.75, 0.8, 0.85 and 0.9

The results in this section show that whether one should try to exploit multi-rate

for network wide-broadcast depends on rate-area-product (RAP) of the transmission

rates. If the higher transmission rates have a higher RAP compared with the lowest

rate, then using multi-rate link layer broadcasts can result in significant reduction

in broadcast latency. Applying this rule-of-thumb to the rate-range characteristics
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Figure 4.11: Performance of WCDS normalized to CDS over 100 randomly generated
topologies of different network size for ρ = 2 and γ = 0.5, 0.6, 0.7, 0.8 and 0.9

in Table 1.1, it can easily verified that the rate-area product is higher for higher

transmission rates and this agrees with the results we have in Section 4.5.
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4.7.2 Channel capacity and multi-rate networks

In Section 4.7.1, we demonstrate that transmission rates with large RAP are good

for achieving low broadcast latency. With improvement in coding, wireless signal

processing etc., the achievable wireless transmission rate is pushing closer to the

Shannon capacity. An interesting question is to study the RAP if the transmission

rate at a distance is given by the Shannon capacity. We consider a system where

the bandwidth B = 10MHz, the SNR at distance d0 = 50m is 30dB5. Assuming

that the rate R at distance d is given by the Shannon capacity formula, as follows:

R = B log2(1 + SNR(
d0

d
)θ) (4.16)

Let θ denote the path loss exponent. Assuming that θ = 4, Figure 4.12 shows

R and RAP as a function of d. It shows that the RAP increases for small values

of d and decreases for large d. This is understandable since for small d, R ∼
log2(

1
d
) and for large d, R ∼ 1

dθ . It can be shown, via differentiating Rπd2, that the

transmission rate (whose corresponding spectral efficiency is ψ) that maximizes the

RAP is the solution to the equation ψ− θ log2 e
2

(1− 2−ψ) which says that the optimal

ψ is a function of the path loss exponent θ only and not of other parameters. For

θ = 4, the maximum RAP (indicated by the dashed lines in Figure 4.12) occurs

around a spectral efficiency of 2.3 bps/Hz. The lowest transmission rates for both

802.11a/b has a spectral efficiency far lower than this and therefore have poor RAP.

By adding higher transmission rates with better RAP to 802.11b (see Table 1.1),

the broadcast latency of 802.11b is improved as seen in Section 4.5. However, the

Shannon RAP predicts that RAP will eventually fall for higher transmission rates.

From the technical specifications of a commercial 802.11b/g product [2], we find that

the outdoor transmission ranges for rates 1, 6, 11, 18 and 54 Mbps are respectively

610, 396, 304, 183 and 76m, giving RAP of 1.2, 3.0, 3.2, 1.9 and 1.0 Mbps-km2 which

eventually falls for high transmission rates.

We assume a hypothetical multi-rate system by selecting five points from the

Shannon rate-range curve indicated by the diamonds in Figures 4.12. Since it is

likely that future wireless systems will have rates with efficiency above and below

2.3bps/Hz, the rate that gives the maximum RAP is selected as well as two points

on each side of it. Note also that the Shannon transmission rate can only be used if

no other nodes are transmitting, or in other words, the interference range is infinity.

Since we find that in the last section that the interference range has little impact

on the result, we keep the normalized interference range as 1.7 as before. We use

the same simulation set up as in Section 4.7.1 except that we use the following five

algorithms:

1. WCDS with all the five transmission rates

5We will see later that these parameter values will not affect the general discussion here.
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(a) Distance and Shannon capacity

(b) Corresponding Rate-Area-Product (RAP)

Figure 4.12: Relationship between distance and Shannon capacity, and correspond-
ing RAP

2. WCDS with only the lowest four transmission rates

3. WCDS with only the lowest three transmission rates
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Figure 4.13: Performance of WCDS relative to CDS using different number of dis-
tinct transmission rates

4. WCDS with only the lowest two transmission rates

5. CDS with the lowest transmission rate only

We normalize the results for the various WCDS algorithms with the results from

CDS. These normalized results are showed in Figure 4.13. It can be seen that
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the best results are given by WCDS using all the five rates, thus again confirming

that multi-rate is useful for reducing broadcast latency. Since the third rate has

the highest RAP, note that there is sizeable performance gap between using the

lowest 2 rates and the lowest 3 rates. These results also show that the efficiency

of a particular rate for network-wide broadcast can be predicted by the rate’s RAP

value. The RAP values of the multiple supported rates can also inform a protocol

designer regarding which rates should be employed if it is decided to use only a

subset of all rates for broadcast. We will see in the next chapter (Chapter 5) that if

it is decided that only one rate should be used for all broadcast (not necessarily the

lowest rate), then as a general rule-of-thumb, a rate that has a higher RAP value

performs better.

4.8 Conclusions

In this chapter, we have proposed a centralized heuristic called WCDS for the

minimum-latency-broadcast problem in SR-SC multi-rate WMNs. Our proposed

algorithm WCDS exploits the rate-diversity of a SR-SC multi-rate WMN by incor-

porating it in its design. It also exploits the network medium’s WBA, and at the

same time, it explores an extra degree-of-freedom of being able to perform multiple

transmissions, at distinct transmission rates, for the same packet.

Our simulation results for WCDS, using typical IEEE 802.11 parameters, show

∼ 3 to 6 fold reduction in the broadcast latency compared to the scheme of always

utilizing the lowest rate for broadcast. We have observed that broadcast latency per-

formance can be improved if we use the degree-of-freedom of being able to perform

multiple distinct-rate transmissions for the same packet; however, the performance

gain was not significant and infrequent, therefore, dropping this feature is justifiable

if its implementation is expensive.

We have also proposed a general rule-of-thumb, which we call the rate-area-

product (RAP), that can be used to predict the efficiency of a particular transmis-

sion rate for broadcast. Investigations of theoretical Shannon limit suggest that

the case for using at least a small subset of the available choice of rates for link-

layer broadcasts will become even more compelling as better modulation and coding

techniques are introduced.



Chapter 5

Distributed MLB Solution for

SR-SC Multi-rate WMNs

5.1 Introduction

Although the WCDS algorithm, proposed in Chapter 4 for the MLB problem in SR-

SC multi-rate WMNs, significantly improves performance of existing multi-rate un-

aware broadcast heuristics, its utility is hindered by its centralized operation. Since

centralized operations require global network information, implementation can be

quite expensive in terms of computation and communication costs. In addition, the

centralized WCDS algorithm is not robust to topology reconfiguration since small

changes in topology (for example, due to addition of new nodes) can result in recal-

culation of the entire forwarding tree. It is clearly desirable for scalable operations

to develop decentralized algorithms that require only localized information. In this

chapter, the focus is on building decentralized and localized MLB solutions, assum-

ing the FMM framework (Chapter 4), that can exploit the rate-diversity and WBA

offered by SR-SC multi-rate WMNs, and approach the performance of the central-

ized algorithms of Chapter 4. We recall that in a FMM broadcasting framework,

WMN nodes can adjust link-layer multicast transmission rate for each link-layer

frame.

The distributed algorithms that we shall present in this chapter are influenced

by the WCDS centralized algorithm presented in Chapter 4. The WCDS algorithm

utilized the concept of link-layer multi-rate multicast, in which a WMN node can

adapt its link-layer transmission rate for multicast/broadcast traffic. The WCDS

algorithm exploited two features that are present in multi-rate WMNs but not in a

single-rate WMN. Firstly, if a node has to perform a link-layer multicast to reach

a number of neighbors, then its transmission rate is limited by the smallest rate on

each individual link, e.g., if a node n is to multicast to two neighboring nodes m1

and m2, and if the maximum unicast rates from n to m1 and m2 are, respectively, r1

67
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and r2, then the maximum rate n can use is the minimum of r1 and r2. Secondly, for

a multi-rate WMN, the broadcast latency can be minimized by having some nodes

transmit the same packet more than once, but at a different rate to different subsets

of neighbors (called as ‘distinct-rate transmissions’). The WCDS algorithm utilized

these insights to heuristically solve the MLB problem in SR-SC multi-rate WMNs.

The WCDS algorithm considers the WBA and the multi-rate capability of the net-

work, and also incorporates the possibility of multiple distinct-rate transmissions by

a single node. In practice, however, multiple distinct-rate transmissions were rarely

used by any node1; therefore, we do not consider the possibility of having a node

perform multiple distinct-rate transmissions in this chapter.

Since the aim of this chapter is to build a distributed version of the WCDS

centralized algorithm (which is essentially a CDS technique), it is now in place to

study the various known methods of building a CDS distributively. We can utilize

some aspects of the existing distributed CDS construction techniques (designed for

single-rate networks) by supplementing them with techniques that can exploit the

rate-diversity of multi-rate WMNs. A survey of existing research on distributed

CDS-based broadcast algorithms was earlier presented in Section 2.1.2; we reproduce

the relevant details next for completeness.

The CDS calculation techniques for single-rate networks can be broadly divided

into two major classes. Algorithms of the first class (e.g. the algorithm of Wu

and Li [32] [47] and that of Adjih et al. [43]) initially compute a large CDS and

then attempt to prune away redundant nodes by means of local optimizations. The

second class of algorithms (e.g. the algorithm proposed in [45]) firstly calculate a

small dominating set and then connect it up. The CDS calculated by the second

class of algorithms is generally smaller than the CDS calculated by the first class of

algorithms; however, the smaller cardinality of the set of forwarding-nodes set comes

at the expense of increased complexity and reduced locality. In our work, we shall

see that the ability to exploit increased transmission rates is more important than

reduced CDS size (this assertion is discussed in detail in Section 5.4). Accordingly,

we only consider the first class of algorithms for modifications to be used in our

research of designing distributed multi-rate CDS algorithms.

We will modify two underlying (rate-diversity unaware) techniques that both

belong to the first class of algorithms discussed previously. The first technique,

called the Wu-Li algorithm [32], is a simple localized technique that uses only 2-

hop neighborhood information to compute a CDS as follows. Initially, all vertices

(nodes) are unmarked. The marking process uses the following simple rule: any

vertex having two unconnected neighbors (not connected directly) is marked as a

dominator. The set of marked vertices form a rather large CDS V ′. Two pruning

1Only a few (∼ 20%) simulation topologies used multiple distinct-rate transmissions at an
individual node.
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techniques are then used to reduce the CDS size. A node u can be removed from V ′

if there exists a higher-id node v ∈ V ′ such that the closed neighbor set2 of u is a

subset of the closed neighbor set of v. For the same reason, a node u will be deleted

from V ′ when two of its connected neighbors in V ′ with higher IDs can cover all of

u’s neighbors. This pruning idea is generalized to the following rule [32]: a node u

can be removed from S if there exist k connected neighbors with higher IDs in S that

can cover all u’s neighbors. The second technique to locally compute a CDS is called

“multi-point relaying” (MPR) [43]. The MPR technique allows each node u to first

elect a ‘multi-point relay set” (MRS ) [48] [33] from its one-hop neighbors to cover

its two-hop neighbors. Finding a MRS with minimum size is NP-Complete [33].

The CDS is calculated as follows [43]: each node first compute a MRS, a subset of

one-hop neighbors that can cover all its two-hop neighbors. After each node has

determined its MRS, a node decides that it is in the connected dominating set by

matching either Rule 1: the node is smaller than all its neighbors or Rule 2: it is

the multipoint relay of its smallest neighbor.

Although neither of these two relatively simple algorithms necessarily form the

smallest CDS, we shall use them in the ‘initial marking’ stage, since the subsequent

stage of ‘neighbor grouping’ and ‘rate maximization’ (which we introduce) turn out

to be much more important for multi-rate networks than the optimal computation

of the initial CDS itself. In particular, for multi-rate WMNs, a desirable CDS, apart

from a small sized forwarding set, has other characteristics such as high transmitting

rates at the chosen nodes (in the backbone) to ensure low broadcast latency. We note

that although maximization of transmission rates of the nodes in CDS is attempted

initially, the WBA is accounted for by choosing those nodes that maximize the

WBA, according to the RAP principle (Chapter 4), in the last phase (Section 5.3.3)

of our framework.

The main contributions of this chapter are highlighted below:

1. We propose three FMM localized and distributed MLB heuristics, called MDW,

MEW and MRRA, for SR-SC multi-rate WMNs. These heuristics improve the

performance of rate unaware broadcast heuristics, and the performance gap

between such distributed heuristics and the centralized heuristics of Chapter

4 is not large.

2. We demonstrate that existing backbone-based protocols that do not exploit rate-

diversity of SR-SC multi-rate WMNs perform poorly in such network. We

propose a heuristic solution composed of three stages, which we call ‘initial

marking ’, ‘neighbor grouping ’, and ‘rate maximization’, using which existing

backbone-based non-rate-diversity-aware protocols can be enhanced.

2Closed neighbor set is the union of the node itself and its neighbors.
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V Set of vertices (or, nodes)
E Set of edges (or, links)
Π Set of transmission-rate of links in E

Λ Set of channel of links in E

ρi ith highest transmission rate supported by MAC
N Total number of nodes in network (=|V |)

ρ(u) Current transmission-rate of u

ρ0 Rate of a non-transmitting interface
N(u) 1-hop neighbors that u is currently covering

Nρk
(u) 1-hop neighbors of u (on rate ρk)

r(u) Set of rates u having a “rate-limiting-node”
L Number of distinct rates supported by MAC

π(u, v) Highest transmission-rate link (u, v) can use
λ(u, v) Channels link (u, v) can use

m Number of marked-nodes
d maximum number of neighbors of a marked-node

Table 5.1: Index of mathematical symbols used in this chapter

Chapter Outline: We introduce our network model next in Section 5.2. We

present our three-staged distributed broadcast framework, and introduce three lo-

calized and distributed broadcast heuristics for this framework in Section 5.3. We

present performance evaluation of our heuristics in Section 5.4. We conclude this

chapter in Section 5.6.

5.2 Network model

We assume the FMM broadcasting framework (introduced in Chapter 4) in which

WMN nodes can adjust link-layer multicast transmission rate for each link-layer

frame. Our network and interference model is similar to that described in Chapter 4.

We will reproduce the relevant details here for completeness. We use an undirected

graph G = (V,E, Π) to model the given mesh network topology, where V is the set

of vertices, E is the set of edges and Π is the set of weights of edges in E. The

vertex v in V corresponds to a wireless node in the network with a known location.

An undirected edge (u, v), corresponding to a wireless link between u and v, is in

the set E if and only if d(u, v) ≤ r where d(u, v) is the Euclidean distance between u

and v and r is the range of the lowest-rate transmission. The transmission rate of a

link π(e) (e = (u, v) ∈ E) is the quickest transmission rate that can be supported on

link represented by e. The set Π contains the rates of all links in E. Let us assume

that each node has a choice of L different rates: ρ1, . . . , ρL, with ρ1 > ρ2 . . . > ρL.

Also, let ρ(u) denote the transmission rate of node u. Recall that π(u, v) denotes

the quickest-rate transmission supported between u and v. Nk(u) denotes all nodes

x such that π(u, x) = ρk; alternatively, Nk(u) : k = 1, ..., L denotes the set of

neighboring nodes that node u reaches at rate ρk (but cannot reach at any higher



5. Distributed MLB Solution for SR-SC Multi-rate WMNs 71

rate ρj : j > k). The mathematical symbols used in this chapter are tabulated in

Table 5.1.

5.3 Distributed Broadcasting Algorithm

Our proposed distributed and localized broadcast algorithm for multi-rate WMN

is composed of three stages. In the first stage named ‘initial marking’, we use any

of the existing broadcast algorithms for single-rate wireless networks to calculate a

sufficiently small-sized (which is unaware of rate-diversity, or ‘rate-unaware’) CDS;

all transmissions at the end of the first stage of ‘initial marking’ are assumed to be

taking place using the lowest possible rate. The second stage called the ‘neighbor-

grouping and rate-maximization’ stage is itself composed of two substages: the

decision of the neighboring nodes a particular node must cover is made during

‘neighbor grouping’ (NG) substage, whereas the Rate-Maximization substage at-

tempts to maximize transmission rates across all the marked nodes (recall that

nodes are marked during Stage 1). The third and last stage, called broadcast

‘tree-construction’ constructs a broadcast source-independent tree and eliminates

redundant transmissions that were retained during the earlier two stages.

In this section, three new distributed and localized broadcast algorithms are pre-

sented. The first two of these algorithms are based on the Wu-Li algorithm and differ

on how and when the pruning operation is performed; we name these two proto-

cols: ‘multi-rate expedited-pruning Wu-Li’ (MEW) and ‘multi-rate delayed-pruning

Wu-Li’ (MDW). The third algorithm is based on the concept of MPR and is called

‘multi-point rate-maximized relaying algorithm’ (MRRA). The mechanisms of these

algorithms are next explained during the three different stages of our framework.

5.3.1 Stage 1-Initial Marking

During Stage 1, we determine a rough measure of the forwarding set (or CDS) by

following a marking process using the lowest-rate transmission only. As different

transmission rates have different transmission ranges (see Table 1.1), different rates

have different neighbor sets. At the end of Stage 1, we have a forwarding set (or CDS)

and the transmission rate at each of these forwarders is set to be the lowest-rate.

The actual decision of rates (and attempts to increase them) is made in subsequent

stage of ‘neighbor grouping’ and ‘rate maximization’.

The MEW and MDW broadcast algorithms both employ the Wu-Li marking

process (explained in Section 5.1 earlier) in which a node is marked if it has two

neighbors that are not directly connected. A node u is considered a neighbor of

v if distance between u and v is less than or equal to the range of the lowest-rate

transmission i.e. d(u, v) ≤ r where r is the range of rate ρL. The MEW and MDW
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algorithms differ in their implementation of Wu-Li pruning rules as outlined in [47]

and discussed in Section 5.1 earlier. Whereas MEW (multi-rate ‘expedited-pruning’

Wu-Li) prunes away the redundant marked nodes expeditiously (during Stage 1)

by following Wu-Li pruning rules (Section 5.1), the MDW algorithm (multi-rate

‘delayed-pruning’ Wu-Li) does not perform the pruning as part of Stage 1. Thus,

in MDW, the pruning process is delayed and performed later, during a substage of

Stage 2 called ‘rate maximization’ (discussed later) and then again during Stage 3.

We shall enumerate the potential benefits of such delayed pruning when we reach

the discussion about ‘rate maximization’.

The MRRA algorithm, on the other hand, follows the approach suggested by

Adjih et al. [43] to determine the initial CDS. It employs the concept of multi-

point relaying to calculate, at each node, all its one-hop neighbors that should

forward to cover its two-hop neighborhood. We have adapted multipoint relaying to

include rate-diversity available in WMN. This is done by using the WCDS algorithm

(which is a rate-aware broadcast algorithm for SR-SC multi-rate WMNs presented in

Chapter 4) to generate the multi-point relay set (MRS) of each node i.e. each node

would execute the WCDS algorithm with itself as the source on its 2-hop subgraph

to determine the set of its one-hop neighbors that should act as the MRS to cover all

of its 2-hop neighbors. By utilizing rate-aware localized MRS decisions, we ensure

that the choice of the relay set at each node takes into consideration the inherent

rate-diversity available in the WMN. After each node has determined its MRS, a

node decides that it is in the connected dominating set if and only if either of the

following two rules is satisfied: Rule 1: the node is smaller than all its neighbors

or Rule 2: it is multipoint relay of its smallest neighbor. Note that at the end

of this marking process, only the initial forwarding set (or CDS) is calculated and

all marked nodes are assumed to forward at the lowest-rate. The actual rates of

transmission would be decided in the next stage.

Differences between our three algorithms are confined to those in Stage 1. Since,

the next two stages (Stage 2 and Stage 3) are common to all three of our proposed

algorithms (MEW, MDW and MRRA), we shall, therefore, give a general description

of these two stages, which should be assumed to apply to all our algorithms.

5.3.2 Stage 2-‘Neighbor Grouping’ and ‘Rate Maximization’

‘Neighbor Grouping’ (NG) substage

In the step of ‘neighbor grouping’, we decide the neighboring nodes a marked node

has to cover. The logic employed is straight-forward: a marked node should not

be reducing its rate to cover a node that can, alternatively, be ‘better’ covered by

another node. This step ensures that transmission rate at marked nodes is not

constrained to a lower-rate because it has to cover all its possible neighbors.
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The ‘neighbor grouping’ algorithm is explained in Algorithm 3. In the algorithm,

each node u searches to see if there exists a one-hop neighboring node v which can

be ‘better’ covered by w (another 1-hop neighbor of u; i.e. w ∈ N(u)). v is said to

be better covered by w if the aggregate throughput/rate of the path u → w → v

is better than the throughput of the path u → v. At the end of the algorithm, the

1-hop neighborhood of each marked node has been decided. Each marked node is

responsible for ensuring that its 1-hop neighborhood is covered (by itself, or through

another marked node, as we shall later see).

Algorithm 3 Algorithm for ‘Neighbor Grouping’ at a node u
1: for each one-hop neighbors v ∈ N(u) do

2: for each node w ∈ N(u)\{v} do

3: if 1/π(u, v) > 1/π(u,w) + 1/π(w, v) then

4: remove v from neighbor-list of u at rate π(u, v)
5: end if

6: end for

7: end for

Message Complexity: Assuming that 2-hop neighborhood information has

been established prior to the NG stage, no message needs to be exchanged during

the NG stage. Let us represent the maximum number of neighbors of a marked

node by d and the number of marked nodes by m. After the NG stage completes,

each marked node will broadcast a packet for a total maximum of m packets. The

maximum size of the sent packet is (1 + (L)d) times the bytes required to represent

a node-id since the packet sent by a marked node conveys the sending marked node’s

node-ID, its neighbors on different rates. We note that L is a small (constant) value

since typically limited rates are supported; the total message-complexity of the NG

stage, therefore, is O(md).

‘Rate Maximization (RM)’ substage

Before discussing the RM stage, we introduce the concept of “rate-limiting-nodes”.

We note that a lower-rate transmission can cover all nodes reachable at a higher-rate

but not vice-versa; this implies that the maximum rate a node u can use to reach all

its 1-hop neighbors N(u) collectively, is the minimum of the (maximum) rate u can

use to reach each individual node in N(u). To illustrate this concept, assuming a

single radio interface, refer to Figure 5.1 for an example topology. Although, u can

reach nodes v and w with rate of 54 Mbps, u is constrained to transmit at a lower

rate of 11 Mbps to reach nodes x, v and w collectively. Node x, for this topology,

is referred to as a rate-limiting-node of node u, for its presence limits u’s rate to 11

Mbps, with its absence the rate of u can be increased to 54 Mbps.
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Figure 5.1: Before the ‘rate maximization’ stage at node u

The objective of the RM sub-stage is to find, for a node u, neighboring forwarding

nodes to whom u’s rate-limiting-nodes can be ‘exported’. The utility of an export

can be determined using, in particular, the “rate-area-product” (RAP) maximization

principle described in Chapter 4. The export of rate-limiting-nodes, in general, will

increase an interface’s transmitting rate, with a node unmarking itself if all its

neighbors have been exported. The challenge faced by RM, due to the potential

danger of link asymmetry 3 that arises due to rate-diversity, is to maximize the

rates at a node’s interfaces while preserving the strong connectivity of the resulting

dominating set. Since our framework determines forwarders and rates irrespective of

the broadcast source (i.e., until Stage 3), it is important to ensure strong connectivity

irrespective of the broadcast source.

To illustrate the concepts employed by RM, we refer to Figure 5.1 for an example

topology comprising of three nodes. Node u can reach nodes {v, w} and {x} in a 54

Mbps and 11 Mbps transmission, respectively. Node w, however, can reach nodes

{v,u} and {x} in a 54 and 11 Mbps transmission. We will study RM sub-stage at

node u. Node u is constrained to use a lower rate (of 11 Mbps) if both neighbors of

u (v and x) are to be covered in a single transmission. The rate-limiting-node of u is

x. Node u will look for an higher-id marked node4 that can cover u’s rate-limiting-

node using its current rate and be reachable from u after u increases its rate; also,

3For example, it is possible for node u to reach v but not vice-versa (where ρ(u) < ρ(v)) due
to different ranges for different rates.

4The restrictive condition of only exporting to higher-ID neighbors is to avoid circular hand-offs.
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Figure 5.2: After the ‘rate maximization’ stage at node u

the sum of the uplink rates of u’s neighbors should improve after an export. We

check now if u’s rate-limiting-node x can be exported to w. Firstly, x is reachable

through w’s current transmission; secondly, w is reachable from u even after u’s rate

is increased to 54 Mbps; lastly, the sum of rates of u’s neighbor increases with this

transfer (54+11=65 instead of 11+11=22 before). Since all conditions are satisfied,

the export of x can take place increasing the transmitting rate of u to 54 Mbps as

shown in Figure 5.2.

The RM algorithm, for any node u, is mathematically described in Algorithm

4. Node u will attempt to increase its rate if it is currently a transmitting node

(i.e. it has some rate-limiting-nodes). The token continue is initially equal to 1

which indicates that rate-increase can be attempted; a token continue valued 0, on

the other hand, implies that the rate-limiting-nodes of the current rate are non-

exportable and further rate-increase must not be attempted. Initially, E (denoting

the rate gain for the exported nodes) is set to zero. We denote the rates on which

a node u has rate-limiting-nodes as r(u). The total rates in r(u) is not necessarily

equal to the total number of rates L and is specific to the node u. The rates

in r(u) are arranged in a descending order, i.e., r1(u) > r2(u) and so forth. For

mathematical compactness, r0(u) denotes the fact that u would not be transmitting

since a non-transmitting node has rate of zero.

The index of u’s current transmission rate, ρ(u), in r(u) is represented as k in

Algorithm 4. The rate-limiting-nodes (RLN) is calculated as the difference between

the neighbors of u at the current rate (Nrk(u)(u)) and the next higher rate in r(u)

(i.e., Nrk−1(u)(u), if rk−1(u) 6= r0(u)). For each node rln in RLN , it is checked for

every node h ∈ H where H comprises of higher-ID marked neighbors of u excluding

RLN if, firstly, rln is a neighbor of h (i.e., π(h, rln) ≥ ρ(h) and, secondly, if u is

a neighbor of h (to ensure strong-connectivity). The maximum uplink rate rln can

receive from a node h ∈ H fulfilling these conditions is stored in a variable called

rate new (that is initialized with -∞). The difference between the initial rate of rln
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Algorithm 4 Algorithm for ‘Rate Maximization’ at a node u
1: continue = 1
2: while continue and ρ(u) 6= 0 do
3: E = 0; continue = 0;
4: r(u) = rates at u sorted in descending order
5: k = index of ρ(u) in r(u)
6: if k = 1 then
7: RLN = Nrk(u)(u) ∪ u
8: else
9: RLN = Nrk(u)(u)\Nrk−1(u)(u)

10: end if
11: H= all higher-ID marked neighbors of u \ {RLN}
12: ————————————————-

{This part aims to find a neighbor to export nodes in RLN while satisfying RAP
condition}

13: ————————————————-
14: for m = 1 to |RLN | do
15: rln= RLN(m); rate new = −∞;
16: for n = 1 to |H| do
17: h = H(n)
18: if rln ∈ N(h) and u ∈ N(h) and ρ(h) > rate new then
19: rate new = ρ(h)
20: end if
21: end for
22: rate diff = rate new − rk(u)
23: E = E + rate diff
24: end for
25: ————————————————-
26: if E ≥ 0 then
27: continue = 1; ρ(u) = rk−1(u)
28: end if
29: end while

and the rate new is maintained in rate diff . The variable E contains the sum of

rate diff of all nodes in RLN . The nodes that cannot be exported have rate diff

of -∞. Thus, even for a single non exported rate-limiting-node at a particular rate,

the value of E would be -∞. For each interface, if E > 0, its rate is increased and

continue is set to 1; otherwise, if E < 0, continue is set to zero. The algorithm

completes when increase in rate is not possible either due to export of all nodes, or

due to continue token equal to zero.

Message Complexity: During the RM sub-stage, each time a marked node

u is successful in increasing its rate, it would broadcast its new rate ρ(u) to its

neighbors in a message. The maximum number of these messages exchanged is

((m− 1)× L) with the size of a these messages being the sum of the bytes used to

represent node-ID and rate-ID. Since L is a constant, total message-complexity of

RM is O(m).
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Algorithm 5 Algorithm for the ‘Tree Construction’ stage, broadcast source is s
1: Initially, label(v) = ∞, ∀v ∈ V
2: u = id(node)
3: if u = s then
4: Send RREQ with RREQ.label = 1

ρ(s)
5: end if
6: ————————————————-
7: if RREQRcvd.label < label(u) (non-duplicate) then
8: Parent(u) = RREQRcvd.sender
9: RREP.nexthop = RREQRcvd.sender

10: send(RREP ) to RREQRcvd.sender
11: RREQ.sender = u
12: RREQ.label = RREQRcvd.label + 1

ρ(u)

13: send(RREQ) to Nρ(u)(u)
14: end if
15: if received RREP and RREP.nexthop = u then
16: Activate Forwarder flag
17: RREP.nexthop = Parent(u)
18: send(RREP )
19: end if

5.3.3 Stage 3-Tree-Construction

The forwarding set (CDS) and the transmission rates calculated are independent

of the broadcast source, i.e., the same nodes (in the CDS) will forward at the same

decided rate in all cases. However, the tree (i.e., the parent/children relationship

among these nodes) will vary depending on the broadcast source. Redundant trans-

missions can be pruned (e.g. if a forwarding node can determine that all of its

neighbors can also receive from another node of higher-priority, then this node can

unmark itself). Thus, redundant transmission can be pruned away, based on the

broadcast source, in Stage 3. We present our Stage 3 of Tree-Construction mathe-

matically in Algorithm 3. Initially, the label of all nodes is equal to ∞. The source

node, represented by s, starts by sending out a RREQ message to its neighbors with

RREQ.label set to its transmission latency i.e. 1
ρ(s)

. Any node u that receives a

RREQ message will check if its label i.e. RREQ.label is less than its current label; if

so, then u will choose the sender of the RREQ (represented by RREQRcvd.sender

in the algorithm) as its parent, send a RREP back to it (setting RREP.nexthop

to RREQRcvd.sender) and modify its label to the received label. Furthermore, u

would generate a new RREQ message with itself in the RREQ.sender field and

increment its label with its transmission latency i.e. 1
ρ(u)

and transmit it to its

neighbors. When any node, represented by u again, receives a RREP message and

RREP.nexthop is equal to u, it would activate the Forwarder flag and set the

RREP.nexthop to its parent (Parent(u)) and re-send the RREP . In this manner,

the Forwarding or Non-Forwarding status of each node is determined. During the
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Transmission Transmission RAP
rate (Mbps) range (m) (Mbps-km2)

1 610 1.17
6 396 2.96
11 304 3.19
18 183 1.89
54 76 0.98

Table 5.2: The rate-range relationship and RAP of a commercial product [2]

actual data broadcast, each node that has its Forwarding flag activated will for-

ward the message forward at its predetermined rate. In the next section, we shall

see that most of the redundant transmissions (retained in CDS during Stage 2) are

eliminated during this Tree-Construction stage.

Message Complexity: The maximum number of RREQ messages sent in the

network is contingent on the number of marked nodes chosen in earlier steps. The

worst-case message complexity of the Tree-Construction stage is O(md).

5.4 Simulation using idealized scheduler

We utilize an idealized scheduler (Section 4.3.3), along with ideal MAC assumptions

(Section 4.2.2), for the results presented in this section. We compare the broadcast

latency performance of our algorithms using 100 topologies of different network sizes

(measured by the number of nodes) uniformly randomly distributed in an area of

10002 m2. We normalize the broadcast latency results with the delay of Dijkstra’s

tree which is the shortest delay possible when there is no limit to the number of

radios, channels and times a node can transmit a packet. Since determining the

actual optimal is NP-hard, we use the Dijkstra’s metric as a theoretical lower bound

on the optimal achievable latency. Thus the minimum value of normalized delay is

unity. The result that we will show is the average normalized broadcast latency over

100 network topologies. The transmission rate-range relationships depicted in Table

1.1 (obtained using Qualnet [1] for a 802.11b network) and Table 5.2 (obtained from

a commercial product’s [2] specifications) are assumed. The interference range is

assumed to be 1.7 times the lowest transmission rate’s range.

5.4.1 Rate-unaware vs. rate-aware distributed broadcast

We present the performance of our rate-aware distributed broadcast algorithm against

the performance of rate-unaware distributed broadcast algorithm in Figures 5.3 and

5.4. The Wu-Li algorithm is an algorithm that does not take multi-rate capability

into account during its operation, therefore, we would expect its performance to be

poorer than MEW, MDW, with and without ‘neighbor grouping’, and MRRA algo-

rithms, all of which are rate-aware algorithms. The performance results are shown
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Figure 5.3: Normalized broadcast latency against varying number of nodes N
(Area=1000 × 1000 m2) for 802.11b rate-range curve [Table 1.1]

in Figures 5.3 and 5.4 for the rate-range curves in Table 1.1 and 5.2, respectively.

It is observable that rate-aware broadcast algorithms have better performance than

rate-unaware broadcast algorithms across the range of number of nodes (N) and for

both rate-range curves. The performance of rate-unaware broadcasting is particu-

larly poor for higher values of N . We can conclude therefore that Stage 2 of our

broadcasting framework (i.e., the ‘neighbor grouping’ and ‘rate maximization’ stage)

enables our algorithms to perform better than rate-unaware algorithms by maximiz-

ing transmission rates at the forwarding nodes, after grouping the neighboring nodes

to minimize some redundancy.

5.4.2 Distributed versus centralized MLB algorithms

In this subsection, we compare the performance of our distributed MLB algorithms

against the centralized MLB algorithm’s (WCDS of Chapter 4) performance. The

results of this comparison can be observed in Figures 5.3 and 5.4. We observe that

the performance of WCDS, which is an example of a centralized multi-rate broadcast

algorithm, is quite close to the ‘optimal’ value (Dijkstra tree assuming unlimited

transmissions, and radio resources). As is to be expected, the performance of our

distributed algorithm cannot match the performance of the centralized algorithm.

The performance gap between WCDS and the MDW algorithm is, however, not

large. The performance of MDW, in terms of broadcast latency, is better than

MRRA’s performance.
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Figure 5.4: Normalized broadcast latency against varying number of nodes N
(Area=1000 × 1000 m2) for 802.11a rate-range curve [Table 5.2]
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5.4.3 Effects of ‘delayed pruning’ and ‘Neighbor Grouping’

It should be observed in Figures 5.3 and 5.4 that delayed-pruning and ‘neighbor

grouping’ substage improves the performance appreciably. Firstly, to see the effect

of delayed pruning, we note that the performance of MDW (multi-rate delayed-

pruning Wu-Li) with ‘neighbor grouping’ (NG) is better than the performance of

MEW (multi-rate expedited-pruning Wu-Li) with NG, across the range of N for both

the considered rate-range curves. Secondly, the effect of NG can be seen by seeing

the improvement in MDW with NG over MDW without NG across the range of N

for both the considered rate-range curves.

5.4.4 Number of marked nodes and forwarders

We make the distinction that marked nodes are the nodes marked for transmis-

sion before Stage 3, whereas, the nodes actually chosen to forward after Stage 3

are referred to as forwarders. The graph depicting number of marked nodes and

forwarders for the different algorithms is depicted in Figure 5.5. It is interesting to

note the effect of delayed-pruning on the number of marked nodes (or, the CDS set);

although, the delayed pruning produces better broadcast latency results, it does this

at the expense of a bigger CDS. Whereas MEW prunes away a substantial portion

of the CDS before invoking the ‘rate maximization’ process, MDW does not have

this explicit pruning step before ‘rate maximization’. This implies that relatively

few nodes are able to prune themselves completely during ‘rate maximization’ in

Stage 2. More importantly with delayed pruning (and a larger CDS), there are

more opportunities to increase transmission rates as a marked node has more neigh-

boring marked nodes to export nodes to. Note that the actual nodes that would

transmit for MDW are a lot lesser than the marked nodes (or, the size of CDS). This

is because Stage 3 will eliminate the redundancy in the transmissions and ensure

that the number of nodes that will actually forward is not large. The number of

forwarders (after Stage 3) of MDW is comparable, though still slightly higher, to

the number of forwarders for MEW.

5.5 Simulation in Qualnet using 802.11b MAC

In this section, we present results of our simulations using the Qualnet [1] simulator

to evaluate our algorithms’ performance when a practical MAC scheduler is being

used. We have used IEEE 802.11b as our MAC scheduler, and PHY 802.11b, which

uses a pre-configured BER-based packet reception model, at the physical layer. The

IEEE 802.11 MAC with Distributed Coordination Function (DCF) was chosen as

the medium access control protocol. All default parameters are assumed unless

stated otherwise.
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Figure 5.6: Normalized broadcast latency against varying number of nodes N
(Area=1000 × 1000 m2) using 802.11b simulation in Qualnet

5.5.1 Distributed versus centralized MLB algorithms

We have used MDW (with NG) as representative of our distributed MLB algorithm

and compare it against WCDS (a centralized MLB algorithm) and ODMRP (a dis-

tributed rate-diversity unaware algorithm). Note that ODMRP is neither a MLB

algorithm per se, nor is it a rate-diversity aware protocol (all its transmission are

assumed to be at the lowest rate of 1 Mbps), we have included it for comparison

nonetheless as a representative rate-diversity unaware distributed broadcast algo-

rithm. The broadcast latency results (in milliseconds) of the simulations are shown

in Figure 5.6. The results in Figure 5.6 are consistent with the results discussed

earlier; MDW improves the performance of ODMRP across all values of N but does

slightly worse than the centralized algorithm.

5.6 Conclusions

In this chapter, we have presented three localized algorithms to construct broadcast

trees in SR-SC multi-rate WMNs distributedly. These algorithms incorporate tech-

niques to exploit the rate-diversity of the underlying network, as well as the WBA

of SR-SC multi-rate WMNs. More importantly, we have demonstrated that the per-

formance gap between our distributed algorithms, which require limited topology

information, and centralized algorithms of Chapter 4, which incur large operational

overhead and require global topology information, is not large for practical purposes.



Chapter 6

Alternative MLB Framework for
SR-SC Multi-rate WMNs

6.1 Introduction

In Chapters 4 and 5, we have presented centralized and distributed algorithms for the

minimum-latency broadcast (MLB) problem in single-radio single-channel (SR-SC)

multi-rate WMNs. While presenting these algorithms, we had assumed a framework

where WMN nodes can adjust link-layer multicast transmission rate for each link-

layer frame. We refer to this framework as a “fully multi-rate multicast” (FMM)

framework. In this chapter, we proposed a new framework which we call the “sin-

gle best-rate multicast” (SBM) framework that exploits the link-layer rate-diversity

by enabling each WMN to decide, depending on its topological properties, a single

transmission rate for all its link-layer data multicasts. Although, algorithms like

WCDS and MDW (FMM broadcast heuristics proposed in Chapters 4 and 5 respec-

tively) return impressive performance, employing the alternative SBM framework

is attractive since it can eliminate some undesirable features of practical multi-rate

media-access-control (MAC) protocols. We shall propose techniques in this chapter

that a SBM framework can employ to determine the “best” link-layer transmission

rate for all link-layer multicasts. We will also propose a heuristic broadcast solution

which utilizes the SBM framework, and returns comparable performance to FMM

broadcast heuristics, especially for dense networks, by exploiting the rate-diversity

of SR-SC multi-rate WMNs.

The main contributions of this chapter are highlighted below:

1. We propose a novel broadcasting framework called SBM (Single Best-Rate Mul-

ticast) that exploits the link-layer rate-diversity of SR-SC multi-rate WMNs by

enabling each WMN to decide, based on its topological properties, a single

transmission rate to use for all its link-layer data multicasts.

2. We propose a SBM centralized MLB heuristic, called SCDS, for SR-SC multi-

83
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rate WMNs. We show through analysis that the SBM heuristic SCDS can

match the performance of the more expensive (implementation-wise) FMM

heuristic WCDS especially for dense networks.

3. We propose techniques that can be used to determine the ‘best’ rate that should

be used in such a SBM framework.

Chapter Outline: We provide motivations for providing a new broadcast

framework for MLB broadcast in SR-SC multi-rate WMNs in Section 6.2. We detail

our network and interference model in Section 6.3. We detail our three-staged SBM

broadcasting framework and also propose a heuristic that uses this framework in

Section 6.4. We provide a performance evaluation of our presented heuristic in Sec-

tion 6.5 and Section 6.6 for the cases of idealized and practical decentralized MAC

scheduler, respectively. We conclude this chapter in Section 6.7.

6.2 Motivation of a new framework

While using multi-rate multicast is desirable in an ideal case, it has been observed

in practical MACs like 802.11 that the choice of a low transmission rate, even by

an individual node, may substantially lower the total throughput achieved in that

region. This is due to the well-known paradigm of fairness in access attempts rather

than bandwidth [82] [83]. Hence, it is worth studying the impact of broadcasting, in

an ideal setting, using a single ‘best’ rate as opposed to the more powerful paradigm

of broadcast transmission by different nodes at different rates. In particular, if it

turns out that a single-rate broadcast strategy can provide latencies fairly close

to those provided by the multi-rate case, then an approach based on adopting a

single system-wide link-layer broadcast rate may become worthy of consideration.

Using the SBM framework can also simplify our broadcasting algorithms—e.g., the

‘multicast grouping’ stage of Chapter 4, which caters to the possibility of a trans-

mitting node covering its neighbors in multiple transmissions (at different rates), is

eliminated when SBM framework is used.

6.3 Network and interference model

We assume the SBM broadcasting framework in which each WMN decides, based

on its topological properties, a single link-layer rate to use for all broadcasts. Our

network model is similar to that described in Chapters 4 and 5 (except that we use

the SBM framework). We reproduce the relevant details here for completeness. Each

node in the network can transmit at multiple-rates. Using the Qualnet simulator [1]

as a reference (assuming a two-ray propagation model), we obtain the transmission

rate versus transmission range (rate-range) relationship (for 802.11b) shown in the
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first two columns of Table 1.1. We also employ an alterative rate-range relationship,

shown in the first two columns of Table 6.1, of a rate-range relationship for 802.11a

obtained from the Qualnet simulator to perform sensitivity analysis of the broadcast

performance with different rate-range relationships.

We use an undirected graph G = (V,E, L) to model the given mesh network

topology, where V is the set of vertices, E is the set of edges and L is the set

of weights of edges in E. The vertex v in V corresponds to a wireless node in

the network with a known location. An undirected edge (u, v), corresponding to

a wireless link between u and v, is in the set E if and only if d(u, v) ≤ r where

d(u, v) is the Euclidean distance between u and v and r is the range of the lowest-

rate transmission. The latency of a link l(u, v) is the transmission latency of the

quickest transmission rate that can be supported between nodes u and v. The set L

contains the latencies of all links in E. We use the same notation to refer to vertices

and nodes, to edges and links, and to weight of edges and latency of links without

confusion, the usage being clear from the context.

Interference Model: We use a generalized conflict graph based on transmissions to

model the effects of wireless interference between different multicast transmissions in

SR-SC multi-rate WMNs. The conflict graph indicates which transmissions mutually

interfere and hence cannot be active simultaneously. A transmission bi interferes

with a transmission bj if the receivers of transmission bi are within the interference

range of the transmitter of bj or vice-versa. The transmissions bi and bj do not

interfere otherwise.

6.4 Heuristic solution using the SBM Framework

In this section, we present heuristic algorithms that solve MLB problem, using the

SBM framework, in SR-SC multi-rate WMNs. Broadly speaking, such heuristic

algorithms must take three important decisions at each node. Firstly, it has to

determine the ‘best’ transmission rate to use for all link-layer broadcasts (this stems

from our design choice to have only one broadcast rate). Secondly, it has to decide

whether a node should transmit (i.e., be a non-leaf node in the broadcast tree) or not.

Lastly, each node’s transmissions must be scheduled, while ensuring simultaneous

transmissions (at different nodes) do not interfere, to minimize the broadcast delay.

These three logically independent stages are discussed in more detail next.

1) The ‘best’ link-layer multicast rate selection : Since we have taken

the design decision to use the SBM framework to simplify the broadcast heuristics

and their implementation, we need to determine the single ‘best’link-layer multicast

rate. This rate, to be used for all link-layer multicast, is determined by each WMN,

during the first stage of our solution, according to its topological properties.

2) Topology Construction : The aim of this stage is to compute a broad-
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cast tree (or a spanning tree of the given topology) T that exploits the WBA, the

multi-rate transmission capability and the plurality of radio interfaces and channels

available. The transmitting nodes and the children/parent relationships between

different nodes are all decided during this stage.

3) Transmission Scheduling : While the non-leaf nodes (transmitting nodes)

of the tree are determined during the ‘topology construction’ stage, the ‘transmis-

sion scheduling’ (or simply, scheduling), determines the exact timing of the various

transmissions. The scheduling of the transmissions is done according to the fol-

lowing constraints: firstly, a node must transmit only after receiving its parent’s

transmission and secondly, the interfering transmissions must not be scheduled si-

multaneously1.

We note that the ‘topology construction’ and ‘transmission scheduling’ stages

are essentially the same as those described in Chapter 4. The difference in the

‘topology construction’ stage is that now only the ‘best’ rate (decided in Stage 1)

can be chosen as the transmitting rate unlike Chapter 4’s ‘topology construction’

stage which could choose any rate. There is no difference between this chapter’s

‘transmission scheduling’ stage and that of Chapter 4, and the same scheduling

algorithm is assumed.

6.4.1 Determining the single ‘best’ link-layer multicast rate
and “RAP” formulation

We point out a key finding of Chapter 4 that a transmission rate’s broadcast effi-

ciency (in reducing broadcast latency) can be predicted reasonably by the product

of the transmission rate and its transmission coverage area (rate-area product or

RAP). We propose using a similar approach for predicting a particular transmission

rate’s broadcast efficiency when using the SBM framework. The RAP values for

different transmission rates of the rate-range relationship of 802.11b in Qualnet [1]

are provided in Table 1.1. Similarly, the RAP values for transmission rates of our

alternative rate-range relationship are provided in Table 6.1. As a general rule-of-

thumb, for the FMM framework, a transmission rate that has a higher RAP is more

broadcast-efficient (Chapter 4). We will now investigate if this conjecture still holds

for the SBM framework.

We propose two methods of determining the ‘best’ link-layer multicast rate. For

any given WMN, let R denote the set of transmission rates, which if used as the

link-layer rate for all multicast, returns a connected network. In the first method, we

use the highest link-layer multicast rate in R as the chosen ‘best’ rate. We call the

transmission rate calculated by this method as the “QC” (quickest-connected) rate.

1We are conceptually assuming a centralized idealized scheduler, as was the case in Chapter
4, for the ‘transmission scheduling’ stage. We will also use 802.11 MAC of Qualnet simulator for
comparison and validation of results (Section 6.6).
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In the second method, we use the transmission rate in R that has the highest RAP

value of all rates in R. We call the transmission rate calculated by this method

as the “HRC” (highest-RAP-valued connected) rate. We will present results and

analysis of these methods in Section 6.5.

6.4.2 Topology Construction

In this section, we present a heuristic algorithms for the ‘topology construction’. Our

presented algorithm is called “single-best-rate connected dominating set” (SCDS)

and is presented next in Section 6.4.2. The inputs to the SCDS algorithms is the

topology G = (V,E, L), broadcast source s in V , the ‘best’ broadcast transmission

rate l̂ (chosen as described in the previous section).

Single-best-rate Connected Dominating Set (SCDS)

The ‘topology construction’ for the SBM framework is greatly simplified compared

to FMM framework (Chapter 4, 5, 9 and 10). To illustrate this, we note that

the Weighted Connected Dominating Set (WCDS) problem (Chapter 4)—which

essentially is finding a connected dominating set that covers all nodes with minimum

(latency) weighted sum—reduces to a problem of finding the Minimum Connecting

Dominating Set (MCDS) when SBM framework is assumed. Unfortunately, MCDS

in general graphs is also an NP-hard problem [31]. However, by assuming SBM

framework, the extra processing of ‘multicast grouping’ stage as required by FMM

framework heuristics is not required as shall be explained later.

Algorithm 6 The SCDS algorithm

1: Input: [s, G = (V, E, L), l̂]
2: R← {s}
3: while (V \R 6= ∅) do
4: (n̂, l̂) = arg maxn∈R f(n, l̂)
5: (where f(n, l̂) = (|N(n, l̂)\R|))
6: let the transmission of n̂ be represented by t
7: A ← N(n̂, l̂)\R;
8: PSCDS(A) = n̂; LSCDS(A) = l̂;
9: R← R∪A

10: end while
11: Output: [PSCDS , LSCDS ]

We use a simple greedy heuristic called SCDS for constructing the broadcast

topology. The SCDS algorithm is the SBM framework adaptation of the WCDS

algorithm (which assumes FMM framework). The main difference between SCDS

and WCDS is that whereas WCDS could choose any transmission rate at a node

(Algorithm 1 in Chapter 4), SCDS is limited to using only the ‘best’ rate (l̂) decided

in Stage 1 as described in Section 6.4.1. The SCDS algorithm is shown in Algorithm
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6, The algorithm starts by making the source node s eligible to transmit. This is

done by moving s to the set R which keeps track of the eligible nodes (nodes that

have received the transmission already and are eligible to transmit). A transmission

(n, l̂) represents the transmission of node n (using the ‘best’ link-layer multicast

rate l̂). All eligible transmissions (∀n ∈ R) are given a ‘priority’ according to the

number of new nodes (that have not yet received the transmission: |N(n, l̂)\R| or A)

it covers. The algorithm works iteratively, and in each round finds the transmitting

node n̂ that can cover maximum number of nodes that have yet not received. The

algorithm completes its execution when all the nodes have been covered, i.e. when

V \R = ∅. The algorithm returns the sets PSCDS and LSCDS, where PSCDS(vi) is

the parent node of vi, and LSCDS(vi) is the latency of the link connecting vi and

PSCDS(vi). The SCDS tree can be constructed from these.

6.4.3 Transmission Scheduling

In the SBM framework, the transmitting nodes are determined during the ‘topol-

ogy construction’ stage (Stage 2) while the link-layer rate to use for all multicast

is determined during Stage 1. Since, in the SBM framework, each node transmits

only once using a pre-determined rate, there is no requirement for any transmit-

ting node to perform multiple distinct-rate transmissions for the same packet. This

eliminates the need of ‘multicast grouping’ stage of FMM framework heuristics and

greatly simplifies the operation of the ‘transmission scheduling’ stage. The ‘trans-

mission scheduling’ (Stage 3) of our SBM framework determines the exact timing

of the various transmissions. The scheduling of the transmissions must respect the

following constraints: firstly, a node must transmit only after receiving its parent’s

transmission and secondly, the interfering transmissions must not be scheduled si-

multaneously.

We have assumed the centralized scheduler proposed in Section 4.3.3 for ‘trans-

mission scheduling’ for the results presented in Section 6.5. We have also utilized

802.11 MAC of the Qualnet simulator [1] for the performance evaluation of our

algorithms which we present in Section 6.6.

6.5 Simulation using idealized scheduler

In this section, we present simulation results assuming the idealized scheduler of

Section 4.3.3, along with ideal MAC assumption (Section 4.2.2), to evaluate the

performance of our algorithms. We employ the rate-range relationships derived from

Qualnet for 802.11b (Table 1.1) and 802.11a (Table 6.1) in our study. The broadcast

latency of our heuristics are all shown by normalizing it against the broadcast latency
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Transmission Transmission RAP
rate (Mbps) range (m) (Mbps-km2)

6 424.3 3.393
12 357.0 4.805
24 252.7 4.826
48 79.6 0.955

Table 6.1: The rate-range relationship and RAP values for a 802.11a network using
the Qualnet simulator [1]

performance of the Dijkstra’s tree2 when the idealized scheduler of Section 4.3.3 is

used. When we employ the 802.11 MAC of Qualnet simulator [1] for scheduling (see

Section 6.6), we will provide absolute values of broadcast latency.

The results of broadcast latency are directly applicable to low throughput data

flows (e.g., control traffic) as the metric applies to a single packet. However, for

higher throughput data flows, an important metric is the maximum achievable end-

to-end throughput. We essentially employ a generalization of the method used in

Chapter 4 for throughput calculation in SR-SC multi-rate networks.

6.5.1 Performance of SCDS with increasing node density

Referring to Figures 6.1(a), 6.1(b) and 6.2(a), 6.2(b), which display latency and

throughput results for rate-range relationship of Table 1.1 and 6.1 respectively, we

note that our SBM heuristic, SCDS, performs comparably to our FMM heuristic

which presented in Chapter 4, WCDS, as node density increases. It is to be noted

that in sparse WMN, SCDS might be hindered by its design choice of SBM frame-

work of only employing a single link-layer multicast rate as the network might have

to decide a lower rate as the ‘best’ multicast rate to maintain connectivity. This

can lead to worse performance for SBM heuristics compared to FMM heuristics in

sparse networks. This is, however, not a problem for dense networks. Also, as we

shall see in the next subsection, the performance of SCDS is also affected by the

method use for calculation of the

6.5.2 Methods for calculating the “best” multicast rate

We now evaluate the viability of the methods, proposed in Section 6.4.1, for deter-

mining the ‘best’ link-layer multicast rate . Considering the rate-range relationship

shown in Table 1.1, since the RAP values are monotonically increasing with in-

creasing rate, both the ‘quickest’ and ‘HRC’ (highest RAP-valued connected) rate

methods give the same rate. Thus SCDS using either ‘HRC’ (highest RAP-valued

connected) rate or ‘QC’ (quickest connected) rate return identical performance.

2Since determining the actual optimal is NP-hard, we use Dijkstra tree’s performance as a
theoretical lower bound on the optimal achievable latency in a corresponding wired network.
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Figure 6.1: Broadcast latency and throughput results using 802.11b networks (rate-
range relationship of Table 1.1)
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Figure 6.2: Broadcast latency and throughput results using 802.11a networks (rate-
range relationship of Table 6.1)
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This can be observed in Figures 6.1(a) and 6.1(b) where the broadcast latency and

throughput performance are compared for varying number of nodes in an area of

10002 m2. When SCDS heuristics solely uses the lowest possible transmission rate

(same as algorithm CDS of Chapter 4), both the latency and throughput results

are significantly worse; this reinforces our assertion that rate-unaware broadcast is

non-optimal in multi-rate WMNs.

We now consider the rate-range relationship, shown in Table 6.1, which is inter-

esting since the RAP values do not monotonically increase with increasing rate; in

fact, the quickest rate of 48 Mbps has, amongst all rates, the lowest RAP value. For

our proposition of using RAP values of different rates for predicting broadcast per-

formance to be satisfied, the ‘HRC’ method should outperform the ‘QC’ method.

The broadcast latency and throughput results for 802.11a network (rate-range rela-

tionship of Table 6.1) are shown in Figures 6.2(a) and 6.2(b). The ‘HRC’ method

does indeed perform better than the ‘QC’ method especially for dense networks.

For low node density, ‘HRC’ rate is likely to be the same as the ‘QC’ rate accord-

ing to the connectivity data in Figure 6.3(b). It is seen in Figure 6.3(b) that it is

only for dense networks (N > 60 in an area of 5002 m2) that a connected network

results while using a rate higher than the ‘HRC’ rate. It can be seen in Figures

6.2(a) and 6.2(b) that in such cases the ‘HRC’ method of selecting rate is superior.

Interestingly, when the node density is sufficiently high, the ‘QC’ method (using the

quickest rate that returns a connected network) returns results that are even worse

than the method of always using the lowest rate.

We conclude on the basis of these experimental results that using the ‘HRC’ rate

method is an efficient way of selecting the ‘best’ rate to be used by SBM framework

broadcast heuristics.

6.5.3 Sensitivity of results to rate-range relationship

We present the sensitivity analysis of our broadcasting framework to the rate-range

relationship of the WMN using the rate-range relationships shown in Tables 1.1 and

6.1. We have observed that, for both considered rate-range relationships, the per-

formance of our SBM broadcast heuristic (SCDS) is comparable to the performance

of our sample FMM broadcast heuristic (WCDS) especially for dense WMN. For

the rate-range relationship as shown in Table 1.1, the broadcast latency, for varying

node density, is depicted in Figure 6.1(a) and the throughput results in Figure 6.1(b).

Similarly, for the rate-range relationship as shown in Table 6.1, the broadcast latency

result is shown in Figure 6.2(a), whereas the throughput result is shown in Figure

6.2(b). Both the latency and throughput results, for both rate-range relationships,

show a similar trend where the SBM broadcast heuristics perform comparably to

FMM broadcast heuristics, especially at high node densities.
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Figure 6.4: Performance of SCDS with different rates compared to WCDS

6.6 Simulation in Qualnet using 802.11b MAC

In this section, we have performed simulations on the Qualnet [1] simulator to see the

performance of SCDS algorithm, as compared with WCDS (Chapter 4) algorithm, for

different ‘best’ transmission rates assuming a practical decentralized MAC scheduler.

We implemented PHY 802.11b at the physical layer, which uses a pre-configured

BER-based packet reception model. The IEEE 802.11 MAC with Distributed Co-

ordination Function (DCF) was chosen as the medium access control protocol. All

default parameters are assumed unless stated otherwise.

To study the viability of using RAP as a rule-of-thumb for measuring the broad-

cast efficiency of different rates for the SBM framework, we simulate 100 random

70-node 802.11b network topologies in an area spanning 10002 m2 where each node

is equipped with a single radio interface. The rate-range relationship for a 802.11b

network assuming default parameters of Qualnet simulator is depicted in Table 1.1.

The results shown in Figure 6.4 must be observed together with Figure 6.3(a) which

displays the probability of having a connected network for different rates of 802.11b

when used (by themselves) for all broadcast traffic using a SBM framework. The

lowest rate (1 Mbps) has the maximum connectivity probability of 1 since we only

consider networks that are connected using the lowest rate. Figure 6.3(a) indicates

that connectivity probability, using a particular rate, decreases with increasing rates.

We note that the quicker rates (e.g., 11 Mbps in Figure 6.3(a)) have very low con-

nectivity probability. We compare WCDS with SCDS which uses the rate 1, 2,

5.5 and 11 Mbps (which are in Figure 6.4 called SCDS1, SCDS2, SCDS5.5 and
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SCDS11, respectively). To estimate the broadcast latency, we have used an interval

estimate with the confidence interval of 90%. It is observed that the higher-RAP

rates perform better with SCDS using the ‘best’ rate of 11 Mbps (SCDS11 in Figure

6.4) almost matching the broadcast latency performance of WCDS. The Qualnet

simulation results corroborate the idealized scheduler results (that were presented

in the previous section), and show that RAP is a good predictor of the efficiency

of a particular rate for broadcast; the results also indicate that SBM heuristics can

match the performance of FMM heuristics especially when the ‘best’ rate is chosen

sensibly.

6.7 Conclusions

In this chapter, we have proposed a new broadcast/multicast framework called SBM

that uses a single “best” link-layer rate for all multicast. We have proposed a

broadcast heuristic called SCDS for this framework. We have also detailed specific

techniques that can be used to select the “best” rate to be used for all multicast. Our

analysis of SBM framework shows that its performance in dense network settings

is comparable to the performance of the more powerful FMM framework that can

adapt the link-layer multicast rate of each frame.

Although the single layer-rate multicast approach appears attractive, there are

some important practical issues to be resolved: the SBM approach requires central-

ized knowledge of the entire topology; secondly, SBM framework requires improve-

ment to make it less vulnerable to dynamic topologies. These directions require

future work.



Chapter 7

Summary of Results

This chapter serves as a conclusion to Part I, “Improving broadcast performance

of single-radio single-channel multi-rate WMNs” of this thesis. We will revisit now

some of the research objectives discussed in Section 1.4 that are relevant to this part

of the thesis.

• Study the minimum-latency-broadcast (MLB) problem for multi-rate WMNs.

Provide specific MLB algorithms that can improve the broadcast latency per-

formance of single-rate broadcast algorithms proposed in literature.

In Chapter 4, it was shown that the MLB problem for multi-rate WMNs is NP-

hard, thus precluding the design of an optimal algorithm that can scale to large

networks. We proposed a centralized heuristic MLB solution called ‘WCDS’

for SR-SC multi-rate WMNs that exploits the network’s rate-diversity, the

wireless broadcast advantage (WBA), and also the degree-of-freedom of per-

forming multiple distinct-rate transmissions for the same broadcasted packet.

It was shown that by exploiting both multiple transmission rates and WBA,

significant reduction results in broadcast latency compared to the case of al-

ways using the lowest transmission rate. For example, based on simulations

using typical 802.11-based values, the use of our rate-aware WCDS heuris-

tic results in a ∼ 3-6 fold reduction in the broadcast latency compared to

the CDS algorithm that always performs link-layer broadcasts at the lowest

rate. It was observed, however, although performing multiple distinct-rate

transmissions for the same broadcasted packet can improve performance, the

performance gain was not frequent and significant; thus, dropping this feature

is justified if its implementation is expensive.

In Chapter 5, we proposed a distributed and localized MLB heuristic called

‘MDW’ for SR-SC multi-rate WMNs that exploits the network’s rate-diversity,

as well as its WBA. We ignored the degree-of-freedom of multiple distinct-rate

transmissions for the same broadcasted packet since its performance benefit

did not merit the complexity of its implementation. We have also proposed

96
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two other algorithms called ‘MEW’ and ‘MRRA’ in this chapter. All these

presented algorithms incorporate techniques to exploit the rate-diversity of the

underlying network as well as the WBA of SR-SC multi-rate WMNs. We have

demonstrated that the performance gap between our distributed algorithms,

which require limited topology information, and Chapter 4’s centralized algo-

rithms, which requires global topology information, is not large for practical

purposes.

In Chapter 6, we proposed a new broadcast framework called SBM that uses

a single ‘best’ link-layer rate for all broadcast unlike the more powerful FMM

framework that was used in Chapter 4 and 5 which allows any link-layer rate

to be used. We study the impact of broadcasting using a single ‘best’ rate as

opposed to the more powerful paradigm of broadcast transmission by different

nodes at different rates. In particular, if a single-rate broadcast strategy can

perform comparably with a fully multi-rate strategy, then adopting it becomes

worthy of consideration. We have a proposed a heuristic ‘SCDS’ for the SBM

framework in Chapter 5, along with simple techniques that can be used to se-

lect the “best” rate to be used for all multicast. Our analysis of SBM showed

that, in dense settings, its performance is comparable to the more powerful

FMM framework that can adapt the link-layer multicast rate of each frame.

Although the SCDS approach assuming the SBM framework appears attrac-

tive, there are some important practical issues to be resolved: the heuristic

requires centralized knowledge of the entire topology; secondly, SBM frame-

work requires improvement to make it less vulnerable to dynamic topologies.

These directions require future work.

• Provide general insights and rules that can enable improved broadcast per-

formance by helping a protocol designer exploit the inherent rate-diversity of

multi-rate WMNs.

In Chapter 4, we answered a number of fundamental design questions for

multi-rate systems, such as:

1. Given a multi-rate given with n different rates, is it necessary to use all

the n different rates?

2. If not, which of the n different rates should we use and what is an efficient

method to decide that?

We proposed the use of the product of transmission rate and transmission

coverage area (or rate-area product or RAP for short) as a measure of effi-

ciency of a certain transmission rate. An important conclusion was that a

higher rate is not necessarily preferable for broadcast. It was shown that a
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rate, notwithstanding how high it is, is broadcast efficient only if its RAP is

high. Consequently, high transmission rates that do not have high RAP values

should not be used for broadcast (see Figure 6.2(a) in Chapter 6). Thus, the

RAP values can serve as a general rule-of-thumb that can predict the efficiency

of a transmission rate for broadcast.

In Chapter 4, we also showed that although exploiting rate-diversity returns

impressive results, the benefit of the degree-of-freedom enabled by rate-diversity

of WMNs, which enables a node to reach its downstream nodes in distinct rate

transmissions, is reaped in very few topologies and can be discarded by pro-

tocol designers.



Part II

Improving broadcast performance
of multi-radio multi-channel

multi-rate (MR2-MC) WMNs
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Chapter 8

Introduction to Minimum-Latency
Broadcasting in MR2-MC WMNs

8.1 Overview

This chapter serves as introduction to Part II, “Improving broadcast performance

of multiple-radio multiple-channel multi-rate WMNs”. The specific broadcasting

problem addressed is the “minimum latency broadcast” (MLB) problem that was

described in Section 1.2. In this part of the thesis, we consider the MLB problem for

the case of multiple-radio multiple-channel multi-rate (MR2-MC) WMNs in which

each WMN node is equipped with multiple radio interfaces each tuned to different

channel.

8.2 Outline

An outline of the remaining chapters of this part of the thesis is as follows:

Chapter 9: Centralized MLB Solution for MR2-MC WMNs

In this chapter, we address the problem of minimizing the worst-case broadcast de-

lay in MR2-MC WMN using centralized algorithms with the assumption that global

network topology information is available. The problem of ‘efficient ’ broadcast in

MR2-MC WMNs is especially challenging due to the radio-and-channel-diversity,

that was discussed in Section 1.3.2, offered by such networks. The multi-rate trans-

mission capability of WMN nodes, interference between wireless transmissions, and

the hardness of optimal channel assignment add complexity to our problem. We

present four heuristic algorithms in this chapter to solve the MLB problem for such

settings and show that the best performing algorithms usually adapt themselves

to the available radio interfaces and channels. We also study the effect of channel

assignment on broadcast performance and show that channel assignment can affect

the broadcast performance substantially. More importantly, we show that a chan-

nel assignment that performs well for unicast does not necessarily perform well for
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broadcast/multicast. To the best of our knowledge, this work constitutes the first

contribution in the area of broadcast routing for MR2-MC WMN.

Chapter 10: Distributed MLB Solution for MR2-MC WMNs

We address the problem of minimizing the worst-case broadcast delay in MR2-MC

WMN in a distributed and localized fashion. Efficient broadcasting in such networks

is especially challenging due to the desirability of exploiting the wireless broadcast

advantage, the radio-and-channel-diversity, and the rate-diversity offered by these

networks. We propose a framework that calculates a set of forwarding nodes and

transmission rate at these forwarding nodes irrespective of the broadcast source.

Thereafter, a forwarding tree is constructed taking into consideration the source of

broadcast. Our broadcasting algorithms are distributed and utilize locally avail-

able information. To the best of our knowledge, this works constitutes the first

contribution in the area of distributed broadcast in multi-radio multi-rate wireless

mesh networks. We present a detailed performance evaluation of our distributed and

localized algorithm and demonstrate that our algorithm can greatly improve broad-

cast performance by exploiting the rate-diversity and radio-and-channel-diversity of

MR2-MC WMNs and match the performance of centralized algorithms proposed in

literature while utilizing only limited two-hop neighborhood information.

Chapter 11: Alternative MLB Framework for MR2-MC WMNs

In Chapters 4, 5, 9 and 10, we have assumed a “fully multi-rate multicast” (FMM)

framework in which nodes can adjust link-layer multicast transmission rate for each

link-layer frame. In this chapter, we utilize the “single best-rate multicast” (SBM)

framework (which was used earlier in Chapter 6) in which the link-layer rate-diversity

is exploited by enabling each WMN to decide, depending on its topological proper-

ties, a single transmission rate for all its link-layer data multicasts. As was discussed

in Chapter 6, although FMM framework returns impressive performance, employing

SBM is attractive since it can eliminate some undesirable features of practical multi-

rate Media Access Control (MAC) protocols. In this chapter, we propose methods

to determine the “best” link-layer transmission rate for the SBM framework. We

also propose two heuristic broadcast solutions, using the SBM framework, that can

realize low-latency broadcast by exploiting inherent radio-and-channel-diversity in

a multi-radio multi-channel WMN. Simulation results indicate that SBM broadcast

and FMM broadcast heuristics perform comparably for MR2-MC WMNs, especially

when the node density is high.

Chapter 12: Summary of Results

We conclude the Part II of our thesis in this chapter by presenting the main results

and findings of the research presented in Chapter 9 to 11.



Chapter 9

Centralized MLB Solution for
MR2-MC WMNs

9.1 Introduction

The work in this chapter builds upon our previous work on minimizing broadcast

latency in a SR-SC multi-rate WMN (Chapters 4, 5 and 6) in which the concept of

link-layer multi-rate broadcast was introduced through which a node can adjust its

link-layer broadcast transmission rate to its neighbors. It has been shown in Part I

of this thesis (Chapter 4) that broadcast in a multi-rate WMN has two features not

found in a single-rate WMN. Firstly, if a node has to perform a link-layer broadcast

to reach a number of neighbors, then its transmission rate is limited by the smallest

rate on each individual link, e.g., if a node n is to broadcast to two neighboring

nodes m1 and m2, and if the maximum unicast rates from n to m1 and m2 are,

respectively, r1 and r2, then the maximum rate n can use is the minimum of r1 and

r2. Secondly, for a multi-rate WMN, the broadcast latency can be minimized by

exploiting an extra degree-of-freedom where some nodes transmit the same packet

more than once, but at a different rate to different subsets of neighbors (called

as ‘distinct-rate transmissions’). Based on these insights, the WCDS algorithm was

presented in Chapter 4 as a centralized heuristic solution for the MLB problem in SR-

SC multi-rate WMNs; similarly, MDW was proposed in Chapter 5 as a distributed

heuristic solution for the MLB problem in SR-SC multi-rate WMNs using similar

concepts. Both these algorithms consider the WBA and the multi-rate capability of

the network. The WCDS algorithm, in addition, also incorporates the possibility of

multiple distinct-rate transmissions by a single node for the same packet.

It must be noted that SR-SC multi-rate WMNs is a special case of MR2-MC

WMNs that has no radio-and-channel-diversity, as SR-SC WMN nodes are equipped

with only a single radio interface. Clearly, the general MLB problem for MR2-MC

WMNs is more difficult due to the additional complexity of incorporating radio-and-

channel-diversity (also called interface-diversity) into algorithm design. We have

noted the NP-hardness of the MLB problem for SR-SC single-rate WMNs [26], and
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for SR-SC multi-rate WMNs (Chapter 4); therefore, by extension, the MLB problem

for MR2-MC is at least NP-hard. We will therefore focus on heuristics as we did for

SR-SC multi-rate WMNs in Part-I of this thesis. We note that any well-designed

MLB heuristic for MR2-MC WMNs should exploit such networks’ interface-diversity,

rate-diversity and WBA.

The main contributions of this chapter are highlighted below:

1. We present the implications of radio-and-channel-diversity on broadcast per-

formance, and demonstrate that the best performing heuristics for MR2-MC

WMNs generally adapt to the radio resources available and exploit the radio-

and-channel-diversity of such networks.

2. We propose four FMM centralized MLB heuristics for MR2-MC WMNs. The

best performing of our algorithms, PAMT, exploits radio-and-channel-diversity

of MR2-MC WMNs, and performs close to the approximation of the theoretical

optimal, resulting in latencies that are on average ∼ 10-20% higher.

Chapter Outline: The rest of the chapter is organized as follows. The net-

work and interference models are discussed in Section 9.2. Our heuristic solution to

the NP-hard MLB problem for MR2-MC WMNs, composed of the ‘topology con-

struction’, ‘multicast grouping’ and ‘transmission scheduling’ stages, is discussed

briefly in Section 9.3. We present an example network in Section 9.3.1 that we shall

use throughout this chapter to illustrate how different algorithms of our framework

work. We present the ‘topology construction’ stage in detail in Section 9.4, and also

present four heuristic algorithms for this stage. We discuss the ‘multicast grouping’

and the ‘transmission scheduling’ stages in detail in Sections 9.5 and 9.6. The perfor-

mance evaluation of our heuristic algorithms assuming an idealized MAC scheduler

is provided in Section 9.7; performance evaluation using practical 802.11 MAC, as

simulated in the Qualnet [1] network simulator, is presented in Section 9.8. We will

conclude this chapter in Section 9.10.

9.2 Network and interference model

We assume the FMM broadcasting framework (introduced in Chapter 4) in which

WMN nodes can adjust link-layer multicast transmission rate for each link-layer

frame. We follow the notation introduced by Tang et al. [74] to represent the chan-

nel assignment. We use a network model similar to that described by Raniwala et

al. [73]. We assume that each node in the network can transmit at multiple-rates.

There are totally C non-overlapping orthogonal frequency channels, and each node

is equipped with Q radio interfaces where Q ≤ C. The Q radio interfaces have

omni-directional antennas. In order to efficiently utilize the network resources, two
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radio interfaces at the same node are not tuned to the same channel. Using the

Qualnet simulator [1] as a reference, we obtain the transmission rate versus trans-

mission range relationship in Table 1.1 (Chapter 1), assuming a two-ray propagation

model. The interference range in Qualnet is assumed to be 520 m. Note that the

transmission range is a decreasing function of transmission rate as illustrated in

Table 1.1.

An undirected graph GT = (V,ET , LT ) is used to model the given mesh network

topology before channel assignment, where V is the set of vertices, ET is the set of

edges and LT is the set of weights of edges in ET . The vertex v in V corresponds to

a wireless node in the network with a known location. An undirected edge (u, v),

corresponding to a wireless link between u and v, is in the set ET if and only if

d(u, v) ≤ r where d(u, v) is the Euclidean distance between u and v and r is the

range of the lowest-rate transmission. The latency of a link l(u, v) is the latency of

the ‘fastest’ transmission rate that can be supported between nodes u and v. The

set LT contains the latencies of all links in E.

Channel assignment : A channel assignment A assigns each vertex v in V , Q

different channels denoted by the set: A(v) = {a1(v), a2(v), . . . , aQ(v) : ai(v) 6=
aj(v),∀i 6= j; ai(v) ∈ C, ∀i} where ai(v) represents the channel assigned to ith radio

interface at node v. The topology defined by A is represented by G = (V, E, L, Λ)

in the following natural way: There is an edge e = (u, v, k) on channel λ(e) = k

between nodes u and v in G if and only if d(u, v) ≤ r (i.e. edge(u, v) ∈ ET ) and

k ∈ A(u)
⋂A(v). The latency of the edge e is the latency of the fastest transmission

rate supported on e. The set L contains the latency of each edge in E; similarly

the set Λ contains the channel used on each edge in E. Note that G may be a

multi-graph, with multiple edges between the same pair of nodes, when the node

pair shares two or more channels. We use the same notation to refer to vertices

and nodes, to edges and links, and to weight of edges and latency of links without

confusion, the usage being clear from the context.

It is assumed that the channel assignment is done independently from our broad-

casting framework. This design decision reflects the practical reality that the channel

assignment strategy will likely be dictated by other factors, including the presence of

unicast traffic on the WMN. We have used the following three static channel assign-

ment strategies in our current work: CCA [14], VCA [73] and INSTC [74]. All these

algorithms have earlier been discussed in Section 2.4. For CCA, dedicated interfaces

are allocated for the same Q channels at every node, therefore only Q channels are

used in the network when using CCA. In VCA, an interface at all nodes is allo-

cated the same channel to ensure a connected network; for the remaining (Q − 1)

interfaces, channels are chosen randomly from the remaining C − 1 channels. The

last channel assignment scheme used is INSTC, which we use to construct at least

a 1-connected topology (i.e. a connected topology).
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Interference Model: A generalized conflict graph based on transmissions is used

to model the effects of wireless interference between different broadcast transmissions

in MR2-MC meshes. The conflict graph indicates which transmissions mutually

interfere and hence cannot be active simultaneously. A transmission bi interferes

with a transmission bj, if both transmissions bi and bj are taking place on the same

channel, and the receivers of the transmission bi are within the interference range

of the transmitting node of bj or vice-versa. The transmissions bi and bj do not

interfere otherwise.

9.3 Heuristic MLB solution for MR2-MC WMN

In this section, we present heuristic algorithms to create minimized latency broadcast

trees for MR2-MC WMNs. Since the channel-assignment is performed independently

of our framework, the topology defined by the channel-assignment process A is an

input to our framework. Broadly speaking, any heuristic algorithm designed to solve

the MLB tree in MR2-MC meshes must make three important decisions at each node.

Firstly, it has to decide whether a node should transmit (i.e., be a non-leaf node in

the broadcast tree) or not, and if so, whether the transmission should occur over

all or some of its radio interfaces. Secondly, the number of transmissions the node

will actually make must be determined according to the number of radio interfaces

and channels available, alongside the nodes covered in each of these transmissions.

Lastly, the transmissions at each node must be scheduled to minimize the broadcast

delay after due consideration of radio interference and the number of interfaces

available.

The MLB problem is a combination of many closely inter-related hard subprob-

lems e.g. minimum latency tree construction, interference free transmission schedul-

ing and the choice of rate and interface to use for transmissions are all intertwined

sub-problems of the overall MLB problem. With the complexity of the problem in

mind, we have decomposed our solution into three logically independent steps:

1) Topology Construction: The aim of this step is to compute a broadcast tree (or

a spanning tree) T of the given topology that exploits the WBA, the multi-rate trans-

mission capability and the plurality of radio interfaces and channels available. The

transmitting nodes, their interfaces used for transmissions and the children/parent

relationships between different nodes are all decided in this stage. We have assumed

that each node will transmit only once on a particular channel, i.e., it will not per-

form multiple distinct-rate transmissions on the same channel. This follows from

the finding of Chapter 4 which showed that the performance improvement using

multiple distinct-rate transmissions is not significant.

2) Downstream Multicast Grouping : The aim of the ‘multicast grouping’ algo-

rithm is to take the spanning tree constructed during the ‘topology construction’
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stage and determine both the rates and number of distinct-rate transmissions that

each interface should perform. Intuitively, the rationale behind multiple transmis-

sions is to allow faster transmission to the more critical child nodes (those nodes that

have leaf nodes with larger delivery latencies) at the expense of larger transmission

latency to the other child nodes.

3) Transmission Scheduling : While the number of transmissions at each non-leaf

node of the tree is determined after ‘topology construction’ and ‘multicast grouping’,

the exact timing of the various transmissions especially relative to different branches

of the tree still needs to be determined. The final step schedules all transmissions

while taking into account that a node can only transmit after it has received the

packet and interfering transmissions cannot occur concurrently. We are conceptually

assuming a centralized scheduler in our current work. We will, however, also verify

our results using the 802.11 MAC in Qualnet simulations [1].

This decomposition of the overall problem is not optimal as was noted earlier for

a similar approach in Chapter 4. For example, we obtain the multicast transmission

sets and the transmission rate associated with each link layer multicast only after the

‘multicast grouping’. We note however that a joint optimization is computationally

infeasible except for trivially small topologies.

The outline for the details of our heuristic MLB solution for MR2-MC WMN is

as follows. In the next subsection, we present an example network topology that

we shall use throughout this chapter to explain our algorithms. We present four

heuristic algorithms for the ‘topology construction’ stage next; the first (Section

9.4.1) does not exploit the WBA, the second (Section 9.4.2) exploits WBA but not

the availability of multiple interfaces on the same node, while the other two (Sections

9.4.3 and 9.4.4) differ in how they exploit both WBA and the radio-and-channel-

diversity on individual nodes. We follow the ‘topology construction’ stage with a

broad algorithmic approach for the ‘multicast grouping’ stage in Section 9.5. We

finally present the algorithm for the ‘transmission scheduling’ stage in Section 9.6.

All four of our heuristic MLB algorithm (Sections 9.4.1, 9.4.2, 9.4.3, 9.4.4) share

common ’multicast grouping’ and ‘transmission scheduling’ stages, and differ only

in the ‘topology construction’ stage in the manner the broadcast tree is built.

9.3.1 Example topology

To provide an intuitive understanding of our algorithms, we will use, throughout

this chapter, a simple example MR2-MC WMN of 10 nodes in an area of 8002 m2.

It is assumed that Q (the number of interfaces) is equal to 2 and C (the number

of channels) is equal to 4. The positioning of the nodes is as shown in the Figure

9.1(a). As mentioned earlier, the input topology to our algorithms depends on

the channel-assignment scheme. The CCA, INSTC and VCA channel-assignment

schemes are presented for our example MR2-MC WMN in Figures 9.1(a), 9.1(b)
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and 9.1(c). The source-node of the broadcast is represented by a green square

marker, and the receiver nodes are represented by blue circular markers. The node

ID (or number) is represented below the node marker. We denote the channels

assigned to the interfaces at a node (recall Q=2) in square brackets above the node

marker; therefore, as an example [1 2] above the node marker would mean that

the radio interfaces of this node are tuned to channels 1 and 2, respectively. As

shown in Figures 9.1(a), 9.1(b) and 9.1(c), CCA scheme allocates the same set

of channels at each node, whereas VCA scheme allocates one common-channel to

all nodes, with the remaining channels allocated randomly. The INSTC scheme,

in a bid to minimize interference, performs channel-assignment without enforcing a

common-channel to be used amongst all nodes in the network while also maintaining

a connected network.

9.4 Topology Construction

The common input to each of our ‘topology construction’ heuristic algorithm is the

channel-assignment defined input topology G = (V,E, L, Λ), broadcast source s in

V , the set L = {l1, l2, ..., lk} denoting set of latencies of all possible k transmission

rates, and the channel-assignments to all interfaces at each node A. We will next

discuss our four ‘topology construction’ algorithms in separate subsections.

9.4.1 Multi-Radio, Multi-Channel, Shortest-Path Tree (MSPT)

The MSPT algorithm (see Algorithm 7) is used to construct the SPT for MR2-MC

WMNs. The MSPT algorithm, similarly to the greedy Dijkstra algorithm, works

on the principle of edge relaxation. The MSPT algorithm differs from the general

Dijkstra’s algorithm in that it also has to choose appropriate channels for each link

it chooses for the MSPT (since a node pair can have multiple links on distinct

channels). The broadcast performance results (presented in Section 9.7) greatly

depends on the channel selections made during the ‘topology construction’ stage.

We note that channel selection if performed poorly (without due consideration of

radio interference) can result in dramatically degraded performance even for the

same spanning tree.

Algorithm : The MSPT algorithm starts by initializing the ‘labels’ of all nodes

to ∞. The label of any node represents the ‘cost ’ of its current shortest path to the

source s; with a label of∞ indicating the absence of a path. The set R (representing

the nodes, whose shortest paths to s have not been finalized yet) is initialized to

contain all nodes in V . The algorithm starts by putting d (the node relaxed at

the next iteration) equal to s for the initial round. The basic operation of MSPT

algorithm is edge relaxation: if there is an edge from u to v, then the shortest known

path from s to u (having cost label(u)) can be extended to a path from s to v by
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Figure 9.1: Topology defined by different channel-assignment schemes
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Algorithm 7 The MSPT algorithm
1: Input: [s, G = (V, E, L, λ),L = {l1 · · · lk}]
2: Initialize label(vi) = ∞, ∀vi ∈ V ;
3: R = [1 · · · |V |]; d = s; R = R\{s};
4: while (V \R 6= ∅) do
5: N = connecting nodes of d;
6: labelnew = label;
7: labelnew(N) =
8: min((label(d) + cost(d,N)), (label(N)));
9: I ← nodes s.t. labelnew(nodes) < label(nodes)

10: PMSPT (I) = d;
11: for u = 1 to |unique-latency-transmissions| at d do
12: find all nodes Ilu s.t. Ilu ∈ I and l(d, Ilu) = lu ∈ L
13: ΛMSPT (Ilu)) = least-used channel in the

conflict graph of the transmission Ilu

14: end for
15: if d transmitting with latency l̃ on channel chosen then
16: LMSPT (edge(d, I)) = max(l(d, I), l̃));
17: else
18: LMSPT (edge(d, I)) = l(d, I);
19: end if
20: label = labelnew; d = arg min(label(R));
21: R = R\{d}
22: end while
23: Output: [PMSPT , LMSPT , ΛMSPT , label]

adding edge (u, v) at the end. This path will have length label(u) + l(u, v) where

l(u, v) is the latency of link between vertices u and v. If this is less than the current

label(v), we can replace the current value of label(v) with the new value.

After edge relaxation in each round, the set of nodes whose labels are reduced

from their former values are referred to as I. Amongst the nodes in I, those con-

necting to d on the same latency transmission lu ∈ L are denoted by Ilu, and are

assigned a single channel if sharing a common channel. The channel chosen is the

‘least-used’ in the conflict graph of this transmission. Thus, MSPT is based on the

Dijsktra algorithm and does not explicitly consider the WBA; it only considers using

a less contended channel among available channels between a candidate node pair.

Edge relaxation is applied until all values label(v) represent the cost of the shortest

path from s to v. MSPT is mathematically described in Algorithm 7. After |V | − 1

rounds, the shortest path from each vertex v ∈ V to s is determined.

MSPT for the example network shown in Section 9.3.1: We now refer

back to our example network, shown in Section 9.3.1, to explain the working of

MSPT. The MSPT algorithm constructed trees are depicted in Figures 9.2(a), 9.2(b)

and 9.2(c) for CCA, INSTC and VCA channel-assignment schemes, respectively.

The broadcast source and receiver nodes are represented by green square marker,

and blue circular markers, respectively, with the node’s ID written below its marker.
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Figure 9.2: The MSPT tree for different channel-assignment schemes
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For every link decided for the tree, the latency and channel it uses is represented in

the format: l, [λ], where l represents the latency of the link, and λ the channel it

uses. Therefore, the values: 1, [2] pointing to a link would indicate that the link’s

latency is 1 unit, and the link’s used channel is 2.

The tree construction is similar to the tree construction of Dijkstra’s algorithm.

We will focus more on how appropriate channels are chosen for MSPT links. Recall

that during the tree-construction, the channel used for a transmission is the least-

used channel in the conflict-graph of that particular transmission. Initially, for all

our considered channel-assignment schemes, the source node 1 has transmissions at

latency 1 and 2. Since both these transmissions interfere with each other, they are

assigned different channels. The nodes 2, 4 and 8 also transmit at latencies 1, 2

and 1, respectively. It is preferred that different channels be chosen for these three

transmissions, as all of them interfere with each other. Since, CCA only utilizes

Q ≤ C number of channels, in our example, we can only use channels 1 and 2,

as Q=2. Although INSTC and VCA generally use more channels than CCA, their

connectivity and WBA exploitation generally reduces due to their greater channel-

diversity as the probability of two nodes sharing a common channel is minimized

with increasing channel-diversity. The path from the source-node to each node has

the lowest possible cost in the MSPT (i.e., without considering interference, MSPT

is the best MLB tree). It shall be seen in Table 9.1 (page 125) that MSPT, despite

being the shortest-path-tree, is not necessarily the best tree with respect to broadcast

latency after accounting for wireless interference. The performance of MSPT with

CCA, INSTC and VCA channel-assignment schemes, for our particular example, is

4, 4 and 7, respectively.

Complexity: The outer loop of the relaxation step takes O(N) time to com-

plete, since each node is extracted once. With linear storage, it would take time

O(N) to find the cheapest node, which results in a total cost of time O(N2). Im-

provements can be made on this time by using a Fibonacci heap to store the nodes,

which allows extraction of the cheapest node in time O(log(N)). Choosing the

latency and channel during each (of the N − 1) rounds is of O(|L| + |C|). The

complexity of MSPT, therefore, is O(N(N + |L|+ |C|)).

9.4.2 Multi-Radio, Multi-Channel, Weighted Connected Dom-
inating Set Tree (MWT)

The MWT algorithm (see Algorithm 8) is an extension to the WCDS algorithm,

which is designed for the MLB problem for SR-SC multi-rate networks (Chapter 4).

In SR-SC multi-rate WMNs, WCDS performs creditably against other low-latency

broadcast heuristics, because WCDS considers both: the multi-rate nature of the

network and the WBA of the underlying wireless medium. The MWT, like WCDS, is
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Algorithm 8 The MWT algorithm
1: Input: [s, A, C, G = (V, E,L,Λ),L = {l1 · · · lk}]
2: R← {s}
3: while (V \R 6= ∅) do
4: (n̂, l̂, ĉ) = arg maxn∈R,l∈L,c∈A(n) f(n, l, c)
5: (where f(n, l, c) = (|N(n, l, c)\R| ÷ l))
6: {if multiple (n̂, l̂, ĉ) with max f , choose whose
7: ĉ is least used in the conflict graph of (n̂, l̂, ĉ) }
8: A ← N(n̂, l̂, ĉ)\R;
9: PMWT (A) = n̂;

10: ΛMWT (A) = ĉ;
11: if n̂ already transmitting on ĉ (with latency l̃) then
12: LMWT (A) = max(l̂, l̃);
13: else
14: LMWT (A) = l̂;
15: end if
16: R← R∪A
17: end while
18: Output: [PMWT , LMWT , ΛMWT ]

a greedy heuristic algorithm that decides the ‘best ’ transmission in each round, from

a set of eligible transmissions. However, as we shall see, MWT does not consider the

availability of multiple interfaces on each node, and thus fails to exploit the potential

advantage of parallel transmissions at any intermediate node.

Algorithm : The algorithm starts by making the source node s eligible to trans-

mit. This is done by moving s to the set R which keeps track of the eligible-nodes

(nodes that have received the transmission already and are eligible to transmit). We

say that a node is covered and is eligible for transmission if it is in the set R. We

refer to (n, l, c) as a ‘combination’ or as a ‘transmission combination’, and define

it as the transmission by an eligible node n ∈ R, with latency l ∈ L, on channel

c ∈ A(n). We use the term N(n, l, c) to refer to all neighbors of the n which are

reachable by the transmission combination (n, l, c). For any transmission combina-

tion (n, l, c)—the quantity |N(n, l, c)\R| (also represented as A in Algorithm 8) is

the number of “not-yet-covered nodes” reachable by this transmission combination.

All eligible combinations (∀n ∈ R, ∀l ∈ L, ∀c ∈ A(n)) are given a ‘priority’ mea-

sure defined as the product of “not-yet-covered nodes” and the rate of transmission

i.e. 1
l
, or as |N(n, l, c)\R| ÷ l. The priority is defined such to reflect the desire

to both include as many nodes as possible in a single transmission, yet keep the

transmission rate high (even though a higher transmission rate implies a smaller

range, and thus, a smaller set of covered nodes).

In each round of the algorithm, the node with maximum ‘priority’ is selected.

In case of multiple combinations (n, l, c) having the same priority, the combination

transmitting on the channel ĉ, which is the least-loaded channel within the conflict

graph of the transmission as explained in Section 9.4.1, is chosen. The algorithm
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Figure 9.3: The MWT tree for different channel-assignment schemes

completes its execution when all the nodes have been covered, i.e. when V \R = ∅.
The algorithm returns the sets PMWT , LMWT and ΛMWT , where PMWT (vi) is the

parent node of vi, LMWT (vi) is the latency of the link connecting vi and PMWT (vi),

and λMWT (vi) is the channel used on the link connecting vi and PMWT (vi), ∀vi ∈ V .
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The MWT is now readily constructed using these sets.

MWT for the example network shown in Section 9.3.1: We refer to

the example network in Section 9.3.1 to illustrate the working of the MWT algo-

rithm. The trees constructed by the MWT algorithm for the channel-assignment

schemes of CCA, INSTC and VCA are depicted in Figures 9.3(a), 9.3(b), and 9.3(c),

respectively.

Referring to the case of MWT using CCA (Figure 9.3(a)), the choice of the

(n, l, c) combination at the end of each successive round is (1,1,1), (2,1,2), (8,1,1),

and (6,1,1), respectively. These combinations (n,l,c) are drafted to the tree because

their metric f(n, l, c)—i.e., 5, 2, 1 and 1 respectively—is the maximum during their

respective rounds. The MWT for INSTC and VCA channel-assignment schemes is

constructed similarly by adding the highest-priority transmission to the tree at the

completion of each round. After the ‘transmission scheduling’ stage, discussed in

Section 9.6, the results obtained for MWT using CCA, INSTC and VCA are 3, 4,

and 4, respectively, as shown in Table 9.1 (page 125).

Complexity: Since the MWT algorithm operates in N − 1 rounds, in each of

which finding (n̂, l̂, ĉ) requires computations of the order of |R| × |L̂| × |C|; |R| is

equal to N − 1 in the first round, and in each subsequent round, |R| is one less than

the preceding round. The total computational complexity of MWT is, therefore,

calculated to be O(N(N−1)
2

× |L̂| × |C|).

9.4.3 Locally Parallelized, Multi-Radio, Multi-Channel, WCDS
Tree (LMT)

The development of LMT algorithm, which we discuss in this section, is motivated

by the observation that MWT, while taking into account the WBA and multi-rate

nature of the underlying medium, does not as readily exploit the radio-and-channel-

diversity on individual nodes. This observation can be explained more intuitively

by noting that MWT is inherently biased, by its priority metric, to include trans-

missions that cover greater number of uncovered nodes. This metric tends to work

well when the number of radio interfaces and channels is small. However, it fails

to exploit the increased opportunities for parallel ‘faster’ transmissions (on different

orthogonal channels) when the number of interfaces are higher.

Accordingly, the LMT algorithm is based on the observation that a node m

covered by a transmission combination (n, l, c) may also be covered by combination

(n, l̂, ĉ) where l > l̂ and c 6= ĉ. Thus we may be able to cover node m for free on an

orthogonal channel ĉ without paying penalty on delay. This is done by considering

node m as a covered node of (n, l̂, ĉ) but not (n, l, c).

Algorithm : The LMT algorithm is identical to MWT, except in the calcula-

tion of the priorities of eligible transmissions at each round. In MWT, the ‘best ’
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Algorithm 9 The LMT algorithm
1: Input: [s, A, C, G = (V, E,L,Λ),L = {l1 · · · lk}]
2: R = {s}
3: while (V \R 6= ∅) do
4: (n̂, l̂, ĉ) = arg maxn∈R,l∈L,c∈C f(n, l, c)
5: {where f(n, l, c) = (|N(n, l, c)\{R⋃

RN(n,l,c)}| ÷ l)
6: and RN(n,l,c) = ∪∀(li∈L)<l,∀(ci∈(A(n)\{c}))N(n, li, ci)}
7: {if multiple (n̂, l̂, ĉ) with max f , choose whose
8: ĉ is least used in conflict graph of (n̂, l̂, ĉ)}
9: Ncovered = N(n̂, l̂, ĉ)\{R ∪RN(n̂,l̂,ĉ)}

10: A ← Ncovered;
11: R← R∪A
12: PLMT (A) = n̂;
13: ΛLMT (A) = ĉ
14: if n̂ already transmitting on ĉ (with latency l̃) then
15: LLMT (A) = max(l̂, l̃);
16: else
17: LLMT (A) = l̂;
18: end if
19: end while
20: Output: [PLMT , LLMT , ΛLMT ]

transmission in any particular round is the transmission (n, l, c) with maximum

f(n, l, c) = (|neigh covered| ÷ l) where ‘neigh covered’ is (N(n, l, c)\R). In LMT,

the term ‘neigh covered’ is redefined to be N(n, l, c)\{R ∪ RN(n,l,c)} where the set

RN(n,l,c) contains all nodes that n can cover in parallel, at a lower latency than l, on

a channel different than c of the (n, l, c) combination.

The nodes covered in each round are added to R, which contains nodes eligible

to transmit during the next round. Unlike MWT, where all non-covered neighboring

nodes N(n̂, l̂, ĉ)\R of the chosen transmission (n̂, l̂, ĉ) are added to R; in LMT, only

the nodes in N(n̂, l̂, ĉ)\{R ∪RN(n̂,l̂,ĉ)} are added.

The algorithm completes its execution when all the nodes have been covered,

i.e. when V \R = ∅. The algorithm returns the sets PLMT , LLMT and ΛLMT , where

PLMT (vi) is the parent node of vi, LLMT (vi) is the latency of the link connecting

vi and PLMT (vi), and ΛLMT (vi) is the channel used on the link connecting vi and

PLMT (vi), ∀vi ∈ V . LMT can now be readily constructed from these sets.

LMT for the example network shown in Section 9.3.1: We refer to the

example network in Section 9.3.1 to illustrate the working of the LMT algorithm.

The trees constructed by the LMT algorithm for the channel-assignment schemes of

CCA, INSTC and VCA are depicted in Figures 9.4(a), 9.4(b), and 9.4(c), respec-

tively.

For ease of exposition, we have intentionally chosen a very small network i.e., a

network of only 10 nodes. In a network of this size, the opportunities to parallelize

transmissions are limited. The trees constructed using LMT algorithm for CCA, IN-
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Figure 9.4: The LMT tree for different channel-assignment schemes
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STC and VCA channel-assignment schemes are identical to those constructed using

the MWT algorithm for these schemes; as in our example scenario, the transmis-

sions (included in the MWT) are already at the ‘quickest’ rates, and parallelizing

to ‘quicker ’ rates on alternative channel is not possible. After the ‘transmission

scheduling’, discussed in Section 9.6, the results obtained for LMT using CCA, IN-

STC and VCA are 3, 4, and 4, respectively, as shown in Table 9.1 (page 125).

Complexity: Since the LMT algorithm operates in N − 1 rounds, in each of

which finding (n̂, l̂, ĉ) requires computations of the order of |R| × |L̂| × |C|; |R| is

equal to N − 1 in the first round, and in each subsequent round, |R| is one less than

the preceding round. The total computational complexity of LMT is, therefore,

calculated to be O(N(N−1)
2

× |L̂| × |C|).

9.4.4 Parallelized, Approximate-Shortest, Multi-Radio, Multi-
Channel, WCDS Tree (PAMT)

The PAMT algorithm, like the LMT algorithm, is adapted from the MWT algo-

rithm, and is designed to be adaptive to number of radio interfaces and channels

available. The PAMT algorithm is intended as an improvement over the LMT al-

gorithm. The LMT algorithm, during any particular round, might decide to cover

some nodes with a transmission that has a longer latency path to s (the source node)

compared to other eligible transmissions (by currently unused interfaces on other

intermediate nodes) that can possibly take place on an alternative, non-interfering

channel in parallel. Such a decision is possible despite the fact that in LMT, nodes

always attempt to use ‘fastest’ possible transmitting rates to connect to its neigh-

bors. The following simple example illustrates this idea.

First of all, let us define as the total cost (latency) of the path from a node n

to source s as label of n. Let us assume that node n can reach a set of nodes Y

by transmitting on channel c with latency l1. The labels of all nodes in Y would

then be label(n) + l1. Let us assume further that Y ′ ⊂ Y can also be covered by

a transmission of some other node n′ (assume label(n′) < label(n)) on channel c′,

with same latency l1. If covered by transmission of n′, nodes in Y ′ ⊂ Y have a label

of label(n′) + l1. Since Y ′ ⊂ Y , LMT would prefer the transmission of n to that of

n′ (as it covers more nodes) and therefore would cover all the nodes in Y with n’s

transmission; this is despite the fact that nodes in Y ′ ⊂ Y can be covered with a

smaller path cost to s, if n′ transmits in parallel on an alternative channel c′.

Algorithm : The PAMT algorithm is also adapted from the MWT algorithm,

like the LMT algorithm. PAMT works in a greedy manner, similar to the method

of MWT and LMT, to choose the ‘best’ transmission in each round. The priority

metric f(n, l, c) for each transmission (n, l, c), however is calculated differently for

PAMT. The PAMT algorithm maintains an extra parameter called label for each
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Algorithm 10 The PAMT algorithm
1: Input: [s, A, C, G = (V, E,L,Λ),L = {l1 · · · lk}]
2: R = {s}; label(s) = 0
3: while (V \R 6= ∅) do
4: (n̂, l̂, ĉ) = arg maxn∈R,l∈L,c∈A(n) f(n, l, c)
5: {if multiple (n̂, l̂, ĉ) with max f , choose whose
6: ĉ is least used in conflict graph of (n̂, l̂, ĉ)}

7: where f(n, l, c) is calculated as:
8: X = Y(n,l,c) = N(n, l, c)\R
9: labeltrans = label(n) + l;

10: if X 6= ∅ then
11: nodestmp = ∪(∀ctmp∈A(n)\{c},∀l∈L) N(n, l, ctmp)
12: nodesp = nodestmp ∩R
13: for x = 1 to |X| do
14: for y = 1 to |nodesp| do
15: latencynode(y) = l(nodesp(y), X(x))
16: labelnode(y) = label(nodesp(y))
17: labelround(y) = latencynode(y) + labelnode(y)
18: if labelround(y) < labeltrans then
19: Y(n,l,c) = Y(n,l,c)\{X(x)}; break
20: end if
21: end for
22: end for
23: end if
24: X = Y(n,l,c)

25: f(n, l, c) = |X| ÷ l

26: A ← Y(n̂,l̂,ĉ)
27: R← R∪A
28: label(A) = label(n̂) + l̂
29: PPAMT (A) = n̂;
30: ΛPAMT (A) = ĉ
31: if n̂ already transmitting on ĉ (with latency l̃) then
32: LPAMT (A) = max(l̂, l̃);
33: else
34: LPAMT (A) = l̂;
35: end if
36: end while
37: Output: [PPAMT , LPAMT , ΛPAMT ]

node, denoting the cost of its path to s (source node). The algorithm begins by

adding node s to R, which is the set of nodes that are eligible to transmit during

the next-round. The label of s is set to 0, and the label for all other nodes is set to

∞. During the execution of each round, PAMT tries to find out which transmission

(or edge(s)) should be added to the tree. The set Y(n,l,c) = N(n, l, c)\R contains all

hitherto ‘uncovered nodes’ that can be covered by this transmission (n, l, c). The

label of this transmission denoted by labeltrans is equal to label(n) + l.
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During the calculation of priority for each transmission (n, l, c), X contains the

neighboring nodes Y(n,l,c) of the transmission (n, l, c). For each node in X, neigh-

boring nodes are searched (nodesp in Algorithm 10) to find out if they can offer a

lower-cost path to s, on an alternative channel to c. If such a path is found, then this

node should not be covered in the transmission (n, l, c). This node, therefore, is not

considered a covered-node of (n, l, c) and is deleted from Y(n,l,c). After all nodes in X

are checked in a similar manner, Y(n,l,c) contains the actual number of nodes that will

be covered by the transmission (n, l, c). The priority of the transmission (n, l, c) is

then calculated by dividing Y(n,l,c) by l. In case of multiple transmissions having the

same priority, the transmission whose channel ĉ is least-used in the conflict graph

of that transmission, is chosen. After completion of each round, covered-nodes are

added to R. The algorithm completes its execution when all the nodes have been

covered, i.e. when V \R = ∅. The algorithm returns the sets PPAMT , LPAMT and

ΛPAMT , where PPAMT (vi) is the parent node of vi, LPAMT (vi) is the latency of the

link connecting vi and PPAMT (vi), and ΛPAMT (vi) is the channel used on the link

connecting vi and PPAMT (vi), ∀vi ∈ V . The PAMT is constructed from these sets.

It can be shown that the method of LMT of not considering a node as a covered-

node of combination (n, l, c), if a higher-rate transmission (n, l′, c′) of n with l′ < l

and c′ ∈ A(n)\{c} can cover it, is a special case of PAMT. In PAMT, a node

is not considered a covered-node of combination (n, l, c), if there exists an eligible

transmission (n′, l′, c′) on an alternative channel c′ with latency l′, using which would

result in a shorter label for the covered node. Due to the fact that higher-rate

transmissions of the same node have lower-latency, another transmission on a higher-

rate on an alternative channel would always result in a lower-label. Therefore,

PAMT is more general than LMT.

PAMT for the example network shown in Section 9.3.1: We refer to

the example network in Section 9.3.1 to illustrate the working of the PAMT algo-

rithm. The trees constructed by the PAMT algorithm for the channel-assignment

schemes of CCA, INSTC and VCA are depicted in Figures 9.5(a), 9.5(b), and 9.5(c),

respectively.

The PAMT for CCA scheme is identical to MWT for CCA scheme, as the chosen

transmissions in the tree already are the ‘quickest ’ and the reached nodes have

the shortest paths to the source-node. However, the PAMT for INSTC scheme is

different to the MWT and LMT for INSTC scheme; this is because node 8 can

be reached by a transmission by the source-node on an alternate-channel (i.e., on

channel 2, the channel used earlier by the source-node was 3). The choice of the

(n, l, c) combination at the end of each successive round, for PAMT using INSTC,

is (1,1,3), (2,1,1), (1,1,2), (8,1,2) and (6,1,3) in the order of their addition. These

combinations (n, l, c) are drafted to the tree because the metric f(n, l, c) for these

combinations (i.e. 4, 2, 1, 1 and 1 respectively) is the maximum at the end of their
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respective round. This improves the broadcast latency performance of PAMT for

INSTC—from 4 to 3, as shown in Table 9.1 (page 125). The results for PAMT using

CCA and VCA (identical to MWT and LMT results) are 3, and 4, respectively, as

shown in Table 9.1.

Complexity: Since the PAMT algorithm operates in N − 1 rounds, in each of

which finding (n̂, l̂, ĉ) requires computations of the order of |R|×d2×|L̂|×|C| where

d is the maximum number of neighbors of a node on any latency and channel; |R| is
equal to N − 1 in the first round, and in each subsequent round, |R| is one less than

the preceding round. The total computational complexity of PAMT is, therefore,

calculated to be O(N(N−1)
2

× d2 × |L̂| × |C|).

9.5 Multicast Grouping

The output of the ‘topology construction’ stage is a directed broadcast tree with the

non-leaf nodes representing the transmitting nodes. A non-leaf node can have pos-

sibly multiple outgoing edges with different weights. This translates in a ‘physical’

sense into multiple link layer multicasts. These link-layer multicasts with different

transmission rates can take place simultaneously, if and only if, these transmissions

take place on orthogonal channels (multiple outgoing edges at a node having the

same latency weight correspond to a single transmission due to WBA). In the case

of different-latency transmissions on the same channel, a decision has to be made

to either retain or discard the lower latency transmission(s). The function of the

‘multicast grouping’ stage is to make this very decision.

The decision is made, while keeping in mind that a ‘slower’ transmission has

a wider ‘reach’ and vice versa. This implies that the ‘slowest’ transmission can

cover all neighboring nodes, albeit at the cost of increased latency. This trade-

off has earlier been studied for the case of SR-SC multi-rate WMNs in Chapter

4. The case of SR-SC multi-rate WMNs, where all transmissions take place on

the same channel, requires grouping decisions whenever there are multiple different-

latency transmissions at a node. For the case of MR2-MC WMN, a grouping decision

needs to be made only when the different-latency transmissions are on the same

channel; with no restriction on simultaneous transmissions on different channels.

Our ‘multicast grouping’ algorithm for MR2-MC is very similar to the grouping

algorithm for the case of SR-SC multi-rate WMN described in Chapter 4, the only

difference being that the grouping algorithm in MR2-MC WMN is invoked only

for the case of different-latency transmissions on the same channel (and not on a

different orthogonal channel) at a node.

In order to find the topology which minimizes the broadcast latency, we must

make a number of decisions, including which node is to multicast, and if so, how

many times it is to multicast, whom the recipients are and its timing. As stated
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Figure 9.5: The PAMT tree for different channel-assignment schemes
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earlier, the result of the ‘topology construction’ stage is a broadcast tree which

specifies that the non-leaf nodes of the broadcast tree will multicast to its child nodes,

in possibly multiple transmissions. However, the number of times a transmitting

node (i.e. a non-leaf node of the broadcast tree) will multicast and the recipients of

each multicast still have not yet been decided. In case where a node multicasts only

once, then the recipients will be all its child nodes. For the case where a node is to

multicast more than once, a different subset of child nodes will be reached in each

multicast such that these subsets all together form the set of child nodes. The aim

of the ‘multicast grouping’ stage is to determine precisely the number of multicasts

that must be made and the recipients of these multicasts.

The “multicast grouping” algorithm for our framework for MR2-MC WMNs is

similar to the grouping algorithm of our framework for SR-SC multi-rate WMNs

that was described in Section 4.3.2. However, the grouping and the choice of trans-

mission rates for the grouping algorithm of MR2-MC WMNs, is performed at each

node for each interface independently, and the downstream latency (called Cardinal

Value in Chapter 4) of the node is subsequently determined by the maximum of the

downstream latency across all interfaces.

9.6 Transmission Scheduling

The ‘transmission scheduling ’ algorithm tries to schedule the transmissions to min-

imize the broadcast delay whilst ensuring that interfering transmissions are not

scheduled simultaneously. Our ‘transmission scheduling’ algorithm is very similar

to the scheduling algorithm for the case of SR-SC multi-rate WMNs presented in

Section 4.3.3. We modify the algorithm presented in Section 4.3.3 according to the

interference model described in Section 9.2. These modifications are required to

ensure that transmissions on orthogonal channels can be scheduled together.

The broadcast tree generated after the ‘multicast grouping’ stage can be modeled

by a directed tree T = (V,E, L, Λ). The transmitting nodes are represented by

branching vertices (i.e. non-leaf nodes) in the tree T . Let us denote the number of

transmitting nodes in the network by k, the set of transmitting nodes denoted by

Vb = {b1, b2 · · · bk}. Let us denote the set of w different-latency transmissions at any

arbitrary node bi by L̂bi = {bi1 · · · biw}. The set B contains all the transmissions

in the network, B = {bij}, ∀bi ∈ Vb,∀j ∈ L̂bi
. We model the interference between

transmissions in an MR2-MC WMN by using a conflict graph for each channel. The

conflict graph Gci = (B,Eci) models the interference, on channel i ∈ C, between

the set of transmissions B. The set of conflicting edges Eci contains an edge (bij, bkl)

only and only if both transmissions are on the same channel i, and the transmitter

of bij interferes with the receivers of the transmission bkl or vice versa.

Formally, the transmission schedule is the mapping τ : bij → R,∀bij ∈ B which
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gives the starting time of bij. The transmission schedule must obey the following

constraints:

1. The source node s must transmit at least once at time zero.

2. All nodes must follow precedence constraint, i.e a node can only transmit after

receiving the packet from its parent.

3. Two arbitrary transmissions bij and bkl can be scheduled together on an arbi-

trary channel i, only and only if the edge (bij, bkl) /∈ Gci.

4. At most one transmission can take place at a time on one interface of any

node.

Algorithm: The algorithm for ‘transmission scheduling’ stage is mathemati-

cally described in Algorithm 11. The set of transmissions B = {bij}, ∀bi ∈ Vb,∀j ∈
L̂bi

, the channel used λ(bij) by ∀bij ∈ B, and the latency l(bij) of ∀bij ∈ B, is given as

the input to our scheduling algorithm. The current time time is initialized to zero,

and the set E, containing eligible-transmissions, is initialized with different-latency

transmissions of the source-node s. The set T containing ongoing transmissions is

initialized as an empty set.

The algorithm then finds the transmission with the maximum ‘Cardinal Value’

(CV) amongst all eligible transmissions (depicted as ∀bE ∈ E in Algorithm 11). The

CV of a node is defined as the worst-case ‘latency distance’ to any of its downstream

nodes. Our scheduling algorithm gives priority to transmissions which are more

‘critical’ or have higher CV values. The transmission with the maximum CV (let us

denote this transmission by bij) is then deleted from the set of eligible transmissions

E. It is then confirmed that the selected transmission bij does not interfere with

any ongoing transmission, represented as bT , on the channel used by bij (represented

by λ(bij)). The number of ongoing transmissions p of the node transmitting bij (i.e.

bi) is then determined. If p is less than the number of radio interfaces Q, then

bij is added to the set of transmissions taking place and its starting time τ(bij)

is decided as the current time time. The ending time of transmission bij is also

decided as time+ l(bij). However, if p is more than Q, it implies that node bi has no

free interface and all its interfaces are busy in transmitting. The transmission bij,

therefore, has to be held-back until the next-round; the transmission bij is added to

ENext which is the set of eligible-transmissions for next-round.

Thereafter, NextStop is calculated as the earliest finishing time of any trans-

mission in T . The transmission(s) NextTrans have the earliest finishing time of all

transmissions in T . The transmissions enabled by the transmissions NextTrans and

the transmissions held-back during the current-round ENext, are now added to E, as

these transmissions are eligible for next-round. The transmission(s) NextTrans are
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Algorithm 11 Transmission scheduling with multiple radios and channels
1: Input: ∀bij ∈ B (all j trans. at transmitting node bi(1 ≤ i ≤ k)
2: Input: λ(bij) (channel bij transmits at chi)
3: Input: l(bij)
4: Set time = 0
5: Initialize E ← ∪∀j{bsj}
6: Initialize T = ∅
7: while (E 6= ∅ or T 6= ∅) do
8: while E 6= ∅ do
9: bij = arg max bE .CV (∀bE ∈ E)

10: E = {E\bij}
11: p = |transmissions of bi ∈ T |
12: if (bij , bT ) /∈ Ec(λ(bij)) in Gc(λ(bij) ∀bT ∈ T then
13: if p < Radios then
14: T ← {T ∪ bij};
15: Set τ(bij) = time
16: Set δ((bij) = time + l(bij)
17: else
18: ENext ← bij

19: end if
20: end if
21: end while
22: NextStop= min δ(bT ) ∀bT ∈ T
23: NextTrans= {bN} : (∀bN δ(bN ) = NextStop)
24: E ← E ∪ bchildren of NextTrans
25: T = T −NextTrans
26: E = E −NextTrans
27: E = E ∪ ENext

28: time ← NextStop
29: end while
30: Output: τ(b), δ(b) ∀(1≤b≤|b|)

then deleted from T and E. The round finishes by adjusting the time to NextStop.

The rounds continue until all transmissions have been scheduled and the start-time

of each transmission has been calculated.

Transmission Scheduling for the example network shown in Section

9.3.1: We refer to the example network in Section 9.3.1 to illustrate the working

of our ‘transmission scheduling’ algorithm. The output of ‘transmission scheduling’

for the CCA channel-assignment scheme is depicted in Figures 9.6(a), 9.6(b), 9.6(c)

and 9.6(d) for the MSPT, MWT, LMT and PAMT algorithms, respectively. The

node ID of the transmitting nodes is depicted on the vertical axis, while time is

shown on the vertical axis. The red horizontal lines depict the time spent by a node

transmitting, while the channel of transmission is depicted in blue on this horizontal

line. The ‘children nodes ’ reached are shown below the line in black (or above the

line in certain cases for readability).

Referring to the Figure 9.6(a), which contains the MSPT for CCA (Figure
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Heuristic CCA INSTC VCA
MSPT 4 4 7
MWT 3 4 4
LMT 3 4 4

PAMT 3 3 4

Table 9.1: Performance of the heuristics for the example topology in Sec. 9.3.1
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Figure 9.6: Transmission scheduling for CCA channel-assignment scheme

9.2(a)), we examine how the transmissions are scheduled. The source-node 1 starts

with two transmissions, with latency 1 and 2, on channel 2 and 1, respectively. The

nodes reached by the transmission (or the children nodes) with latency 1, are 2, 3, 4,

5 and 8. Node 8 then starts transmitting in parallel with the ongoing transmission

(with latency 2) of node 1. It should be noted that, at any given time, interfering

transmissions cannot coexist on the same channel. All transmissions interfere with

each other for our example network due to its small size. Therefore, for any given

channel, only a single transmission can take place at one time. The MSPT for CCA

finishes transmitting to all nodes with a broadcast latency of 4.

We will now discuss the ‘transmission scheduling’ stage for the MWT, LMT and

PAMT algorithms, with INSTC as the channel-assignment. These trees are shown

in Figures 9.3(b), 9.4(b), and 9.5(b), and their transmission schedules are shown in

Figures 9.7(b), 9.7(c), and 9.7(d), respectively. For the MWT algorithm, the source-
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Figure 9.7: Transmission scheduling for INSTC channel-assignment scheme

node starts with a transmission with latency 1, on channel 3, and reaches nodes 2,

3, 4 and 5. The node 2 then transmits at time 1, on channel 1 with latency 1, to

reach nodes 8, 9 and 10. The nodes 8 and 6 follow with transmissions of latency

1 on channels 2 and 3, at time 2 and 3, respectively. The broadcast latency of the

MWT algorithm using INSTC is 4 units. The scheduling of the LMT algorithm

is identical to MWT’s scheduling, since both trees are identical. The PAMT for

INSTC, however, improves performance by parallelizing the transmissions of node

1 with latency 1, on channels 2 and 3. The node 8, rather than being covered by

the transmission of node 2 as was the case in MWT and LMT, is now covered by

a transmission by the source-node. The node 8 can now start transmitting at time

1, and enable the transmission at node 6 to start and complete its transmission at

time 2 and 3, respectively. This improves the performance of both MWT and LMT.

The scheduling for other trees and channel-assignments schemes is done similarly,

and is shown in Figures 9.6(a) to 9.8(d). The broadcast latency of the trees and

channel-assignment schemes are shown in Table 9.1.
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Figure 9.8: Transmission scheduling for VCA channel-assignment scheme

9.7 Simulation results using idealized scheduler

In this section, we present results that have assumed an idealized scheduler (Section

9.6), along with ideal MAC assumptions (Section 4.2.2). We have assumed static

WMNs composed of N nodes randomly located in an area of 12002 m2. The trans-

mission rate-range relationship depicted in Table 1.1 is assumed. The interference

range is assumed to be 821 m. We have considered three channel-assignment schemes

in our current work: CCA, VCA and INSTC (discussed earlier in Section 9.2). We

will observe the effect of the number of network nodes, the number of radio inter-

faces at each node, and the channel-assignment strategy on the broadcast latency

performance of our algorithms. For the results presented, CCA channel-assignment

scheme must be assumed unless stated otherwise.

The outline of the remainder of this section is: We study the effect of varying

node density, and varying radio interfaces on the broadcast performance of our

heuristics in Sections 9.7.1 and 9.7.2, respectively. The performance of our four

proposed heuristics relative to each other is shown in Section 9.7.3. The effect of

the choice of channel-assignment scheme on broadcast latency is then explored in

Section 9.7.4.
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9.7.1 Effect of node density

The effect of network’s node density on the performance of our heuristics can be

seen in Figures 9.9(a) and 9.9(b) for the case of Q and C being 1 and 8, respectively.

The vertical axis shows the broadcast latency of our heuristics normalized against

the broadcast latency of the Dijkstra’s tree with infinite number of Q and C. Since

determining the actual optimal is NP-hard, we will approximate the optimal perfor-

mance by the broadcast latency of Dijkstra’s tree, while assuming unlimited number

of radios and channels, and that there is no limit to the number of distinct-rate trans-

missions a node can make. It is observed that the PAMT algorithm performs the

best of all algorithms for the range of network node density (10 to 70 nodes in an

area of 12002 m2). The performance of LMT, although it uses parallelization like

PAMT, is not as good as PAMT’s (Figures 9.9(a) and 9.9(b)) but nonetheless is

better than MWT and MSPT. The performance of MSPT, expectedly, is poor and

worsens as the network node density is increased.

9.7.2 Effect of number of radio interfaces

The performance of our heuristic algorithms for the case of a SR-SC multi-rate

WMN is presented in Figure 9.9(a). MWT, LMT and PAMT perform identically

for the specific case of a SR-SC multi-rate WMN (i.e., when Q = C = 1), with

MSPT performing considerably worse (Figure 9.9(a)). These results are similar to

those shown in Chapter 4. MWT performs better than MSPT since it considers

both the WBA and the multi-rate nature of the mesh (Figure 9.9(a)). The LMT

and PAMT algorithms, both adapted from MWT, can only match and not improve

the performance of MWT (Figure 9.9(a)) in SR-SC multi-rate scenarios, since both

cannot find alternative channel paths to ‘parallelize’ transmissions on. Thus for a

SR-SC multi-rate WMN, the performance of LMT and PAMT is exactly the same

as MWT.

For the cases of MR2-MC multi-rate meshes where Q > 1, all of our proposed

heuristics improve their performance. This is true both for small networks (N=10,

Figure 9.10(a)) and for large networks (N=70, Figure 9.10(b)). The Figures 9.10(a)

and 9.10(b) display representative performance of different heuristics for MR2-MC

WMNs across the range of radio interfaces from Q= 2 to Q=8.

The improvement seen in MR2-MC performance can be attributed to two main

reasons: Firstly, the usage of MR2-MC minimizes the interference in the network and

allows interfering transmissions to be transmitted simultaneously using orthogonal

channels. This improvement factor called ‘interference reduction factor ’ is general

and applies to all our proposed heuristics. The ‘interference reduction factor ’ sub-

stantially improves performance when the heuristic constructed tree involves many

transmissions (e.g. as in MSPT). Secondly, a heuristic broadcasting algorithm that



9. Centralized MLB Solution for MR2-MC WMNs 129

10 20 30 40 50 60 70
1

2

3

4

5

6

Number of nodes (N)

N
or

m
al

iz
ed

 b
ro

ad
ca

st
 la

te
nc

y

Q=1, C=1, Area=1200*1200 m2

MSPT
MWT
LMT
PAMT

(a) Q = C = 1

10 20 30 40 50 60 70
1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

Number of nodes (N)

N
or

m
al

iz
ed

 b
ro

ad
ca

st
 la

te
nc

y

Q=8, C=8, Area=1200*1200 m2

MSPT
MWT
LMT
PAMT

(b) Q = C = 8

Figure 9.9: Normalized broadcast latency against varying number of nodes



9. Centralized MLB Solution for MR2-MC WMNs 130

1 2 3 4 5 6 7 8
1

1.05

1.1

1.15

1.2

1.25

Number of interfaces (Q) and channels (C)

N
or

m
al

iz
ed

 b
ro

ad
ca

st
 la

te
nc

y

N=10, Area=1200*1200 m2

MSPT
MWT
PAMT
LMT

(a) N = 10

1 2 3 4 5 6 7 8
1

2

3

4

5

6

Number of interfaces (Q) and channels (C)

N
or

m
al

iz
ed

 b
ro

ad
ca

st
 la

te
nc

y

N=70, Area=1200*1200 m2

MSPT
MWT
PAMT
LMT

(b) N = 70

Figure 9.10: Normalized broadcast latency against varying number of radio inter-
faces (Q = C)



9. Centralized MLB Solution for MR2-MC WMNs 131

2 4 6 8 10 12
1

1.5

2

2.5

3

3.5

Number of channels (C)

N
or

m
al

iz
ed

 b
ro

ad
ca

st
 la

te
nc

y

Q=2; N=30; Area = 1000 x 1000 m2

MSPT using CCA
MSPT using INSTC
MSPT using VCA
MWT using CCA
MWT using INSTC
MWT using VCA

(a) MSPT and MWT

2 4 6 8 10 12
0.9

1

1.1

1.2

1.3

1.4

1.5

1.6

Number of channels (C)

N
or

m
al

iz
ed

 b
ro

ad
ca

st
 la

te
nc

y

Q=2; N=30; Area= 1000 x 1000 m2

LMT using CCA
LMT using INSTC
LMT using VCA
PAMT using CCA
PAMT using INSTC
PAMT using VCA

(b) LMT and PAMT

Figure 9.11: The impact of channel-assignment for Q= 2, N= 30 and Area=1000
× 1000 m2)



9. Centralized MLB Solution for MR2-MC WMNs 132

parallelizes its transmission, according to the number of available interfaces and

channels, reaps extra benefits by efficient usage of the resources available. This

improvement factor called the ‘radio adaptation factor’ is specific to broadcasting

algorithms such as LMT and PAMT.

Finally, we point out the performance gain due to multiple radio interfaces in

MR2-MC meshes over SR-SC multi-rate meshes. Referring to Figures 9.10(a) and

9.10(b), we see that for Q as less as 3 or 4, the broadcast latency decreases by about

30 - 40% compared to the scenario where well-designed heuristics are used and by

as much as 80% when poorly designed heuristics (e.g. MSPT) are used for Q=1.

9.7.3 Comparison of MSPT, MWT, LMT and PAMT

We will now discuss the performance of each of our heuristic in MR2MC wireless

meshes with increasing Q and C. The performance of MSPT improves with increas-

ing radio resources due to ‘interference reduction factor ’—however, in our considered

range of nodes (10 to 70) and interfaces (1 to 8), its performance compared to other

proposed heuristics is modest (Figures 9.10(a) and 9.10(b)). MSPT’s poor perfor-

mance is explained by its lack of accounting for WBA during its construction, which

in turn implies that too many transmissions are involved in a MSPT. Another rea-

son is its lack of adaptation to the available radio resources. It must be pointed

out that although MSPT’s performance is poor in the practical range of values of

Q, its performance with the non-practical value of Q = ∞ corresponds to optimal

achievable performance.

The performance of MWT can be seen in the Figures 9.10(a), 9.10(b), and 9.9(b).

It is worth noting that the performance of MWT improves with increasing Q, till a

point, beyond which increasing Q does not produce any noticeable gain. Note in the

Figures 9.10(a) and 9.10(b), that although good gains are achieved when increasing

the Q from 1 to 3, increasing Q further does not produce any gain. This is because

MWT does not parallelize its transmission by adapting to increasing number of

interfaces unlike LMT and PAMT. Thus for MWT, like MSPT, only ‘interference

reduction factor ’ is relevant and the ‘radio adaptation factor ’ does not apply.

It is interesting that both LMT and PAMT improve upon MWT’s performance

when Q and C are increased, as depicted in the Figures 9.10(a), 9.10(b), and 9.9(b).

This implies that both these algorithms are adaptive to the available radio resources,

and can therefore benefit from both the ‘interference reduction factor ’ and the ‘radio

adaptation factor ’. The LMT algorithm is the best performing heuristic for Q = 2

and N = 70 (Figure 9.10(b)). In such large networks with limited resources (in the

considered case, Q = 2), the effect of interference is dominant and the trees that

transmit less generally perform better. Since LMT is more conservative than PAMT

in adding parallel links, it performs slightly better than PAMT in this case.

PAMT is generally the most adaptive of our algorithms to the available Q and
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C. The broadcast performance of PAMT is very close to optimal for small networks

and/or large Q (Figure 9.10(a)). PAMT also performs consistently well across all

ranges of Q and N . Interestingly, PAMT can approach the performance of MSPT

with Q = ∞ with relatively few radio interfaces in most instances.

9.7.4 Effect of channel-assignment scheme

The graphs of the performance of different channel-assignment schemes (CCA, VCA

and INSTC) are shown in Figures 9.11(a) and 9.11(b) for the cases of Q= 2. The

results shown are representative of similar results seen across different values of

Q. The vertical axis in the graphs show broadcast latency of the algorithm nor-

malized against the MWT algorithm with channels assigned through CCA. All the

channel-assignment schemes considered have different connectivity and interference

characteristics. As noted earlier, the topology given as input to our heuristics

greatly affects the broadcast performance; with the input topology being defined

by the channel-assignment scheme, broadcast performance is closely affected by the

channel-assignment scheme chosen.

In CCA, a set of common channels are shared amongst all nodes; hence both

the connectivity and interference are maximum. In VCA, although connectivity is

ensured by tuning one interface at all nodes to a common channel, the remaining

interfaces are assigned channels randomly from the remaining channels in C, the

connectivity, therefore, can suffer at the cost of reduced interference. In INSTC,

much like VCA, network interference is reduced by increasing channel diversity;

however, this is at the cost of reduced connectivity which can possibly mitigate the

WBA. An ideal channel-assignment algorithm has to balance the two conflicting

requirements of low interference and high connectivity. In the presence of low in-

terference, more transmissions can be scheduled simultaneously resulting in reduced

broadcast latency. Similarly, with large connectivity there are increased opportuni-

ties of availing the WBA.

From Figures 9.11(a) and 9.11(b), it can be seen that for values of C only slightly

larger than Q, VCA and INSTC can sometimes outperform CCA. This is because

in such a scenario, the effect of reduced interference outweighs any reduction in

connectivity. However, with further increase in C, the reduced connectivity can ad-

versely affect the broadcast latency of the heuristics by neutralizing the WBA. This

leads to generally more transmissions (not availing the WBA), and higher broadcast

latencies. The characteristic of reduced interference in VCA and INSTC schemes

have a more pronounced effect on the performance of MSPT, LMT and PAMT than

on MWT, since these algorithms generally involve more transmissions (on possibly

interfering channels). As we can see from Figures 9.11(a) and 9.11(b), the best per-

forming channel-assignment scheme for broadcast generally is CCA (which performs

poorly for unicast flows [28]). Although the channel-assignment scheme INSTC gives
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improved performance for unicast traffic, it is not necessarily the best performing

channel-assignment scheme for broadcast. Thus, we make an important observa-

tion that a channel-assignment scheme designed for unicast flows may sometimes

perform poorly for broadcast/multicast flows.

9.8 Simulation results using Qualnet’s 802.11 MAC

In this section, we present the results of our simulations using the Qualnet [1] sim-

ulator to evaluate our algorithms’ performance with a decentralized MAC scheduler.

We have used both 802.11a and 802.11b as our MAC scheduler with PHY 802.11a

and PHY 802.11b, respectively, at the physical layer which use a pre-configured

BER-based packet reception model. The IEEE 802.11 MAC with Distributed Co-

ordination Function (DCF) was chosen as the medium access control protocol. All

default parameters are assumed unless stated otherwise. For the presented results,

an interval estimate with the confidence interval of 90 is used. The ticks in the

graphs represent 5th and 95th percentiles over 100 uniformly distributed random

topologies. We will now proceed to discuss the results in the next few subsections.

9.8.1 Effect of node density

The effect of network’s node density on the performance of our heuristics can be

seen in Figures 9.12(a) and 9.13(a) for 802.11b and 802.11a networks, respectively.

It is observed that the PAMT algorithm performs the best of all algorithms for

the range of network node density (20 to 100 nodes in an area of 10002 m2). The

performance of LMT, although it uses parallelization like PAMT, is not as good as

PAMT’s (Figures 9.12(a) and 9.13(a)) as in the idealized MAC case where LMT

performed better than MWT but worse than PAMT. The performance of MSPT,

expectedly, is poor and worsens as the network node density is increased.

9.8.2 Effect of number of radio interfaces

The effect of varying number of radio interfaces Q on the performance of our algo-

rithms can be seen in Figures 9.12(b) and 9.13(b) for 802.11b and 802.11a networks,

respectively. It is observed that, for values of Q as low as 2 or 3, PAMT outper-

forms all other algorithms. It is also seen that MSPT’s performance improves with

increasing values of Q; MSPT performs comparably to MWT and LMT for values of

Q as low as 4 and 3 (Figure 9.12(b) and 9.13(b)) for 802.11b and 802.11a networks,

respectively. However, MSPT requires a very high value of Q (Q = 8 for 802.11b and

Q = 4 for 802.11a) to match PAMT’s performance. It must be pointed out here that

MSPT is the ideal solution to the MLB problem if we can assume (impractically)

that there are infinite number of Q.
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Figure 9.12: Normalized broadcast latency for varying nodes and radio resources in
an area of 1000 × 1000 m2 for 802.11a or 802.11b networks using Qualnet simulator

9.8.3 Effect of channel-assignment scheme

The performance of MSPT, MWT, LMT and PAMT for different channel-assignment

schemes is shown in Figures 9.14(a), 9.14(b), 9.15(a) and 9.15(b), respectively. We

note that the algorithms that incorporate WBA in their design (i.e., MWT, LMT
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Figure 9.13: Normalized broadcast latency for varying nodes and radio resources in
an area of 1000 × 1000 m2 for 802.11a or 802.11b networks using Qualnet simulator

and PAMT) can benefit from increased ‘connectivity’, present in schemes like CCA,

which presents more opportunities for exploiting WBA. These results are similar to

those presented in Section 9.7.4 where an idealized MAC scheduler was used. Inter-

estingly, MSPT algorithm, which does not take WBA into account, behaves like a

typical unicast protocol wherein INSTC presents better results than CCA or VCA.
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Figure 9.14: Normalized broadcast latency for different channel-assignment tech-
niques for varying C (Q=2, Area= 1000 × 1000 m2) for 802.11b networks using
Qualnet simulation

9.9 Simulation results in Qualnet for a stream of

broadcast packets

We have noted in Sections 9.7 and 9.8 that PAMT improves the performance of

MWT and LMT through increased parallelization. These results are directly rel-
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Figure 9.15: Normalized broadcast latency for different channel-assignment tech-
niques for varying C (Q=2, Area= 1000 × 1000 m2) for 802.11b networks using
Qualnet simulation

evant to the case of a single broadcasted packet. Since most broadcast comprises

of a stream of transmitted packets, we are also interested in knowing our proto-

col’s broadcast performance for a stream of packets. Towards this end, we have

programmed the Qualnet simulator to simulate the broadcast of a stream of 100
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packets where each packet comprises of 1500 bytes. We assume that successive

packets of the broadcast stream are separated in time by an interval called the

‘interpacket delay interval’.

We will compare our algorithms for a stream of broadcast packets using two

metrics: 1) the ‘total broadcast latency’, and 2) the ‘broadcast delivery percentage’.

The ‘total broadcast latency’ is defined as the time taken from the transmission of

the first packet till the time the 100th packet of the broadcast stream is received
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Figure 9.16: Broadcast delay and delivery percentage for varying interpacket delays
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at all nodes. We note that successive packets of the broadcast stream is delayed

by the interpacket delay interval. If we do not place the condition that the 100th

packet be received at all recipient nodes, then comparing our algorithms by stamp-

ing the time all the nodes have received its last packet can provide skewed results.

However, with the condition that 100th packet must be received, packets lost earlier

do not make a big difference, since the 100th packet, which is received at all nodes,

started at a fixed time (dictated by the interpacket delay interval); thus with the

condition enforced that the 100th packet is received at all nodes, a more consistent

comparison can be made between our different algorithms. The ‘broadcast delivery

percentage’, on the other hand, is defined as the average (over all network nodes) of

the average number of packets received at a network node amongst the 100 packets

of broadcast stream. The ‘total broadcast latency’ results are displayed in Figures

9.16(a), 9.16(c) and 9.16(e) for different interpacket delay intervals of 10, 7.5, and 5

ms, respectively; similarly, ‘broadcast delivery percentage’ results for these respec-

tive interpacket delay intervals are displayed in Figures 9.16(b), 9.16(d) and 9.16(f).

These results assume the CCA channel-assignment.

The simulation results present interesting results. Whereas for a single broad-

casted packet, PAMT returned significant broadcast latency performance improve-

ment over MWT and LMT (due to increased parallelization), we see that for a

stream of broadcasted packets, the ‘total broadcast latency’ performance of MWT,

LMT and PAMT is similar (shown in Figures 9.16(a), 9.16(c) and 9.16(e)). In fact,

with decreasing interpacket delay interval (e.g., with 5 ms, Figure 9.16(e)), we see

that the ‘total broadcast latency’ performance of MWT and LMT is better than

that of PAMT. This results from the fact that PAMT’s increased parallelization, as

it utilizes more radio resources, is not helpful to pipelined transfer of broadcasted

packets. This is unlike the case of MWT and LMT algorithms where the paralleliza-

tion is more conservative, and pipelined transfer of broadcast packets is not impeded

as much. The ‘total broadcast latency’ performance of MSPT, on the other hand,

is quite poor compared to the other three algorithms for all considered interpacket

broadcast packet intervals.

The other results that we have studied measure the ‘broadcast delivery percent-

age’. This is calculated by taking the average percentage delivery of all the broadcast

receiving nodes. For our presented results, we have placed the restriction that the

last packet (the 100th packet) be received at all the broadcast receiving nodes; how-

ever, other packets might be lost and are duly recorded by the broadcast delivery

percentage. The results show that the delivery percentage is inversely proportional

to the broadcast latency results, i.e., for a given interpacket broadcast interval, the

higher the broadcast latency, the better the delivery ratio. This, probably, results

from the fact that a interpacket broadcast interval similar to the broadcast latency

results in large queues at the transmitting nodes and causes a larger loss probabil-
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ity. On the other hand, when the broadcast latency is larger than the interpacket

broadcast interval, the queues at the transmitting nodes are not as loaded resulting

in fewer losses. We note, therefore, in our results that the delivery percentage per-

formance of MSPT and PAMT is better than the performance of MWT and LMT,

especially when the interpacket broadcast interval is reduced as seen in Figures

9.16(a), 9.16(c) and 9.16(e).

9.10 Conclusions

In this chapter, we have studied the problem of MLB problem for MR2-MC WMNs.

We have proposed four centralized MLB heuristics which exploit the rate-diversity

of MR2-MC WMNs. The first of our algorithm (MSPT) does not exploit the ‘wire-

less broadcast advantage’ (WBA), the second (MWT) exploits WBA but not the

availability of multiple interfaces on the same node, while the other two (LMT and

PAMT) differ in how they exploit both WBA and the radio-and-channel-diversity

on individual nodes.

We study the performance of our algorithms through detailed simulations using

both 1) an idealized scheduler (with idealized MAC assumptions) and 2) a practical

IEEE 802.11 MAC based scheduler. We show that the PAMT outperforms all of our

other algorithms showing the benefit of exploiting the rate-diversity, the radio-and-

channel-diversity, the WBA of MR2-MC WMNs. It also demonstrates the benefit of

increased parallelization of transmissions in time, such that multiple transmissions

simultaneously take place on different interfaces (of the same or different node).

The simulation results and performance studies (for both the idealized and

802.11-based scheduler) also show the impact of channel-assignment strategies on

broadcast latency, due to the conflict between greater connectivity and lower chan-

nel contention. Perhaps a more important observation is that a channel-assignment

scheme designed for unicast flows may sometimes perform poorly for broadcast/

multicast flows. In our simulations for both the idealized and 802.11-based sched-

uler, the performance of CCA (which generally performs poorly for unicast flows) is

generally better than both VCA and INSTC.



Chapter 10

Distributed MLB Solution for
MR2-MC WMNs

10.1 Introduction

In Chapter 9, centralized heuristics were presented for the MLB problem in MR2-MC

WMNs that exploit such networks’ rate-diversity and radio-and-channel-diversity.

Although these centralized algorithms do significantly lower the broadcast latency,

they incur large communication overheads due to their requirement of global in-

formation. The focus of this chapter is on the design and performance evaluation

of localized and distributed rate-diversity aware tree construction techniques that

require only 2-hop topology information and can function even when the global net-

work topology is unavailable. Our objective is to perform distributed broadcast such

that the resulting broadcast latency is fairly close to that achieved by centralized

heuristics.

We will now briefly survey the four centralized heuristic MLB algorithms which

were proposed in Chapter 9 for MR2-MC WMNs that exploit MR2-MC WMN’s rate-

diversity and radio-and-channel-diversity. The MWT, ‘multi-radio WCDS tree’, is

a direct extension of the WCDS algorithm. WCDS performs well in SR-SC WMN

since it considers both the multi-rate nature of the network and the WBA of the

underlying wireless medium. However, MWT, as WCDS, does not utilize multiple

interfaces on each WMN node to exploit the advantage of parallel transmissions.

This drawback of MWT motivated the development of LMT, ‘locally parallelized,

multi-radio WCDS tree’, algorithm which parallelizes transmissions locally on a

node’s different interfaces (tuned to orthogonal channels) to have multiple over-

lapped transmissions. The PAMT, ‘parallelized approximately-shortest multi-radio

WCDS tree’ algorithm, also adapted from the MWT algorithm like the LMT algo-

rithm, improves LMT’s performance by extending the parallelization scope to also

include interfaces on other nodes. The PAMT tree also adapts to the number of

radio resources available by resembling a WCDS tree for a SR-SC WMN, and a

‘shortest path tree’ (SPT ) for a MR-MC WMNs with infinite radio interfaces and

144
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channels.

Since, our centralized MLB algorithms for MR2-MC WMNs are essentially ‘con-

nected dominating set’ (CDS) based algorithms, we will now examine the existing

literature for building CDS backbones distributively. Although there is a variety of

distributed data-broadcasting algorithms [32–34, 45] which compute a set of ‘back-

bone’ nodes, these algorithms are directly applicable only to the more primitive case

of ‘single-radio, single-channel’ (SR-SC) single-rate WMNs. The existing CDS based

algorithms fail to consider that data forwarding in MR2-MC WMNs must make more

effective use of the network’s rate-diversity and radio-and-channel-diversity. These

backbone-based CDS algorithms have already been discussed in Section 2.1.2. The

heuristics that will be presented in this chapter are based on significant modifi-

cations to two underlying (rate-diversity unaware) techniques that both calculate

a ‘small’ CDS by first computing a large CDS and then pruning away redundant

transmissions. Both these algorithms (Wu-Li algorithm [32], and the ‘multi-point

relaying’ (MPR) algorithm [43]) have been discussed in detail in Sections 2.1.2 and

5.1. We will briefly reintroduce the relevant details below for completeness.

The first of these algorithms, called the Wu-Li algorithm [32], is a simple lo-

calized technique (using only 2-hop neighborhood information) which computes a

CDS in two phases: 1) the marking phase, and 2) the pruning phase. Initially, all

vertices (nodes) are unmarked. The marking process uses the following simple rule:

any vertex having two unconnected neighbors (not connected directly) is marked as

a dominator. The set of marked vertices form a rather large CDS V ′. Two pruning

techniques are then used to reduce the CDS size. A node u can be removed from

V ′ if there exists a node v with higher ID such that the closed neighbor set1 of u

is a subset of the closed neighbor set of v. For the same reason, a node u will be

deleted from V ′ when two of its connected neighbors in V ′ with higher IDs can cover

all of u’s neighbors. This pruning idea is generalized to the following rule [32]: a

node u can be removed from S if there exist k connected neighbors with higher IDs

in S that can cover all u’s neighbors. The second algorithm that we consider, the

MPR technique [43], also computes a CDS using localized information. The MPR

technique allows each node u to first elect a ‘multi-point relay set’ (MRS) [48] [33]

from its one-hop neighbors to cover its two-hop neighbors. The CDS is calculated

as follows [43]: each node first computes a MRS, a subset of one-hop neighbors that

can cover all its two-hop neighbors. After each node has determined its MRS, a node

decides that it is in the connected dominating set by matching either Rule 1: the

node is smaller than all its neighbors or Rule 2: it is multipoint relay of its smallest

neighbor. Although neither of these two relatively simple algorithms necessarily

form the smallest CDS, we shall use them as candidates in our tree-formation pro-

cess, as the subsequent steps of rate and channel diversity maximization (which we

1Closed neighbor set is the union of the node itself and its neighbors.
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introduce in Section 10.3.3) turn out to be more important for MR2-MC networks

than the computation of a small sized initial CDS.

Not much research attention has focussed on building distributed multi-rate

broadcasting protocols. From the little work done, most have focussed on SR-SC

multi-rate WMNs. The “rate-adaptive multicast” (RAM) algorithm was proposed

for SR-SC multi-rate MANETs in [84] based on the “on-demand multicast rout-

ing protocol” (ODMRP) [37]. We have proposed the ‘Multi-radio delayed-pruning

Wu-Li’ (MDW) algorithm in Chapter 5 for SR-SC multi-rate WMNs. Lastly, a

‘Distributed Rate-First’ algorithm has recently been proposed for use in SR-SC

multi-rate WMNs [70]. All these three algorithms do not utilize the radio-and-

channel-diversity available in a MR2-MC WMN. Although Song et al. have recently

proposed a distributed broadcast algorithm for multi-channel multi-rate WMN [68],

this algorithm assumes that each channel can only use a particular rate. In other

words, for the work of Song et al. [68], once a node has decided to use a particu-

lar channel, the link-layer transmission rate to be used by that node cannot vary.

However, our setting is completely general where any transmission rate can be used

with any channel

The main contributions of this chapter are highlighted below:

1. We propose a 4-staged FMM localized and distributed MLB heuristic solution,

called MRDT, for MR2-MC WMNs. MRDT can match the performance of the

centralized heuristics of Chapter 9 especially for large networks while utilizing

only localized network information in a distributed manner.

2. It analytically determines the complexity of the presented heuristics and demon-

strates that our heuristics can scale to large networks.

Chapter Outline: The rest of this chapter is organized as follows. We intro-

duce our network model in Section 10.2. We describe MRDT, our distributed broad-

casting framework comprising of four distinct stages, in Section 10.3. We present

performance results of MRDT assuming a practical decentralized MAC scheduler

(IEEE 802.11 MAC) in Section 10.4. We conclude our work in Section 10.5.

10.2 Network model

We assume the FMM broadcasting framework (introduced in Chapter 4) in which

WMN nodes can adjust link-layer multicast transmission rate for each link-layer

frame. Our network and interference model is similar to that described in Chapter

9. We will reproduce the relevant details here for completeness. We assume that

there are C orthogonal channels in the system with each node equipped with Q
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V Set of vertices (or, nodes)
E Set of edges (or, links)
Π Set of transmission-rate of links in E

Λ Set of channel of links in E

Q Number of radio interfaces at each node
C Total number of orthogonal radio channels
C(u) Set of channels node u’s Q interfaces use
N Total number of nodes in network (=|V |)
ui ith interface of node u

ρi ith highest transmission rate supported by MAC
ρ(ui) Current transmission-rate of ui

ρ0 Rate of a non-transmitting interface
L Number of distinct rates supported by MAC

C(ui) Channel interface ui is tuned to
N(ui) 1-hop neighbors that ui is currently covering

Nρk
(ui) 1-hop neighbors of ui (on rate ρk)

r(ui) Set of rates ui having a ‘rate-limiting-node’
r0(ui) Rate of ui when it is not transmitting
bini Set of neighbors of a node’s ith interface

ρ(bini) transmission-rate of a node’s ith interface
π(u, v) Highest transmission-rate link (u, v) can use
λ(u, v) Channels link (u, v) can use

m Number of marked-nodes
d maximum number of neighbors of a marked-node

Table 10.1: Index of mathematical symbols used in this chapter

interfaces where Q ≤ C. We assume that two radio interfaces at the same node are

not tuned to the same channel.

We represent the nodes in the network by V . The total number of nodes (|V |)
in the network is represented by N . A channel assignment C assigns each vertex

v ∈ V , Q different channels denoted by the set: C(v) = {C(v1), C(v2), . . . , C(vQ) :

C(vi) 6= C(vj),∀i 6= j} where C(vi) denotes the channel assigned to interface i of v.

The topology defined by C is represented by G = (V, E, Π, Λ) where V , E, Π, Λ are

the set of nodes, links, rates of links and channel of links, respectively. The quickest-

rate transmission supported between u and v is denoted by π(u, v). The channels

shared between two nodes u and v is denoted by λ(u, v). The network topology

is represented by G in the following natural way: an edge e = (u, v) between two

nodes u and v on channel k (λ(e) = k) is in G, if and only if, d(u, v) ≤ r and

λ(e) ∈ C(u)
⋂ C(v). The rate of the edge e is the fastest transmission rate supported

on e. The set Π contains the rate of each edge in E; similarly the set Λ contains

the channel used on each edge in E. Note that G may be a multi-graph, with

multiple edges between the same pair of nodes, when the node pair shares two or

more channels. We assume that there are L different transmission rates supported

by the MAC layer which are represented by ρ1, . . . , ρL where ρ1 > ρ2 > . . . > ρL. For
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mathematical compactness, we denote the transmission rate of a non-transmitting

interface as ρ0. The interface i at node u is represented by ui, and its transmitting

rate by ρ(ui). Nρk
(ui) refers to the neighbors of ui that share a channel with ui and

can use a maximum rate of ρk to connect to ui.

We assume that channel assignment is performed independently of our broadcast-

ing framework. Further, we assume that each node knows its neighbors as well as the

interfaces and rates it can use to reach them. The rate-adaptation, for example, can

be performed using any of the frame-error based adaptation [85], throughput-based

adaptation [86], or the SNR-based adaptation [18] techniques. In order to maintain

bidirectional connectivity, the rate that nodes u and v can use to reach each other

is the minimum rate that can be used in the two directions. We assume that both

broadcast and unicast traffic will coexist on the network; accordingly, the ‘current

rate’ of a particular link between any two nodes can actually be inferred from the

rates to which the unicast flows converge. The two-hop topology information can be

built by having each node broadcast a packet containing information about sending

node’s node-ID, neighbors on different rates and neighbors on different channels.

10.3 The MRDT Framework

We will now propose a distributed and localized framework, called ‘multi-radio dis-

tributed tree’ (MRDT ), that calculates low latency trees for broadcast in MR2-MC

WMNs in four logically independent stages. Firstly, the ‘initial marking’ stage,

which is unaware of rate-diversity and radio-and-channel-diversity of the network,

initially approximates the forwarding-node set and forms a CDS. Secondly, the

‘neighbor grouping’ (NG) stage, which is also rate-diversity and radio-and-channel-

diversity unaware, decides the neighboring nodes a marked node has to cover.

Thirdly, the ‘rate maximization’ (RM) stage, comprising of two sub-stages, max-

imizes the transmission rates at all the marked nodes; the first sub-stage, called

‘local rate maximization’ (LRM ), attempts rate maximization locally at a marked

node by parallelizing its transmissions over its interfaces, while the second sub-stage

called ‘external rate maximization’ (ERM ) attempts rate maximization at a node by

‘exporting’ its neighbors, that are limiting its rate, to other marked nodes. Lastly,

the ‘tree construction’ stage constructs a source-specific broadcast tree that takes

into account WBA and prunes redundant transmissions retained in earlier stages.

The stages of our broadcasting framework, and specific algorithms used during them,

are covered in more detail in the following subsections.

10.3.1 Stage 0—Initial Marking:

This stage can initially approximate the forwarding set (also called the CDS) by

using three methods. Firstly, Wu-Li marking process (see Section 10.1) can be used
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in which a node is marked if it has two neighbors (at the lowest rate) that are not

directly connected. Secondly, MPR based marking process (see Section 10.1) can

be used in which a rate-diversity aware algorithm like WCDS (Chapter 4) is used

to generate the MRS of each node i.e., each node executes WCDS algorithm with

itself as the source on its 2-hop neighborhood subgraph to determine the set of

its one-hop neighbors to cover its entire 2-hop neighborhood. Lastly, all the nodes

can be marked as eligible forwarders; whereas such an approach results in a large

CDS, we shall see in Section 10.4 that this approach returns good results as the

rate-maximization steps (in following stages) can exploit the larger CDS.

10.3.2 Stage 1—Neighbor Grouping (NG)

We decide the neighboring nodes a marked node has to cover in the NG stage.

The intuition is straight-forward, a marked node’s transmission rate should not be

constrained to a lower rate to cover a node that can be, alternatively, be ‘better’

covered by another marked node. This stage exploits the redundancy available in

wireless networks where a node is potentially covered by many transmitters.

Algorithm 12 Algorithm for ‘Neighborhood Grouping’ at a marked node u
1: NρL(u) = ∪i=1,...,Q NρL(ui)
2: for each one-hop neighbors v ∈ NρL(u) do
3: for each marked node w ∈ NρL(u)\{v} do
4: if 1/π(u, v) > 1/π(u,w) + 1/π(w, v) then
5: remove v from neighbor-list of u at rate π(u, v)
6: end if
7: end for
8: end for

In the NG stage, explained in Algorithm 12, at each node u, it is searched if

there exists a 1-hop neighboring node v that can be ‘better’ covered by w (a 1-hop

marked neighbor of u). The node v is said to be better covered by w if the aggregate

throughput/rate of the path u → w → v is better than the throughput of the path

u → v. The 1-hop neighborhood of each marked node is decided at the completion

of this stage; each marked node is now responsible for ensuring coverage, by itself or

through another connected marked node, of its 1-hop neighborhood. We illustrate the

NG stage using a simple example. Let us assume node u can reach v and w using 1

Mbps and 11 Mbps link, respectively. Let us also assume that node v can be covered

by w using a 11 Mbps link. Since the condition 1/π(u, v) > 1/π(u,w) + 1/π(w, v)

of Algorithm 12 is satisfied (as 1
1

> 1
11

+ 1
11

), v is removed from the neighbor-list of

u at the rate of 1 Mbps.

Theorem 2 The computational complexity of the NG stage at a marked node u is
O(d2) where d represents the maximum degree of a marked node.
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Proof 2 The computational complexity of the NG stage is O(d(d− 1)) = O(d2) at
the marked node with maximum neighbors d that has all its neighbors marked. The
total computational complexity for the network is O(md2) where m is the number of
marked nodes.

Message Complexity: Assuming that 2-hop neighborhood information has been

established prior to the NG stage, no message needs to be exchanged during the NG

stage. After the NG stage finishes, each marked node will broadcast a NEIGHBOR

packet for a total of m NEIGHBOR packets—the maximum size of which is (1 +

(Q + L)d) times the bytes required to represent a node-id—to convey the sending

node’s node-ID, neighbors on different channels and rates, to all its neighbors. We

note that Q and L are small (constant) values since typically limited interfaces and

rates are supported; the total message-complexity of the NG stage, therefore, is

O(md).

10.3.3 Stage 2—Rate Maximization (RM)

Before discussing the RM stage, we introduce the concept of ‘rate-limiting-nodes ’.

We note that a lower-rate transmission can cover all nodes reachable at a higher-rate

but not vice-versa; this implies that the maximum rate, a node u can use to reach

all its 1-hop neighbors N(u) collectively, is the minimum of the (maximum) rate u

can use to reach each individual node in N(u). To illustrate this concept, assuming

a single radio interface, refer to Figure 10.1 for an example topology. Although, u

can reach nodes w, x and y with a rate of 5.5, 11 and 54 Mbps, respectively, u is

constrained to transmit at a lowest-rate of 2 Mbps to reach node v. Node v, for this

topology, is referred to as a rate-limiting-node since its presence limits the rate of u

to 2 Mbps and its absence can increase the rate of u to 5.5 Mbps.

The two sub-stages of Stage 2, i.e. LRM and ERM, differ in how they deal

with rate-limiting-nodes. LRM exploits interface-diversity at each marked node to

‘export’ the rate-limiting-node to a different interface on the same node, thereby

increasing the original interface’s rate; with this export, LRM also exploits the

channel-diversity since different interfaces on a node are tuned to orthogonal chan-

nels. As the ‘export’ scope of rate-limiting-nodes in LRM is confined to local inter-

faces on the same node, LRM is similar to the LMT algorithm which parallelizes

transmissions locally over the node’s interfaces. ERM, on the other hand, extends

the scope of exporting rate-limiting-nodes to include interfaces at other nodes (sub-

ject to a few conditions) like the PAMT algorithm in which an attempt is made

to parallelize a node’s transmissions in its neighborhood. The details of LRM and

ERM follow next.
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Figure 10.1: Before ’Local-Rate-Maximization’ at node u

Step bin1 bin2 bin3 ρ(u1) ρ(u2) ρ(u3) δ(sum)
0 ∅ ∅ ∅ 0 0 0 0
1 {y} ∅ ∅ 54 0 0 54
2 {y} {x} ∅ 54 11 0 11
3 {y} {x} {w} 54 11 5.5 5.5
4 {y} {x} {w,v} 54 11 2 -1.5

Table 10.2: The steps of LRM at u of Figure 10.1

Local Rate Maximization (LRM)

We illustrate the working of LRM for a simple topology shown in Figure 10.1 in

which each node has 3 interfaces. The channel to which ui (the ith interface of u)

is tuned to is represented by C(ui); also, C(u) represents the channel set of u, i.e.,

C(u) = ∪Q
i=1C(ui). In Figure 10.1, C(u) = {1, 2, 3}, C(v) = {1, 2, 3}, C(w) = {1, 2, 3},

C(x) = {2, 4, 5} and C(y) = {1, 4, 5}. Initially, the value of sum is equal to 0 as

depicted in Table 10.2 since none of the interface is transmitting (i.e., ∀i, ρ(ui) = 0).

Node u connects to 4 neighbors; the interface neighbor set for first interface N(u1)

= {v, w, y}, similarly, N(u2) = {v, w, x} and N(u3) = {v, w}. Furthermore, u can

connect to {y}, {x}, {w} and {v} on 54 Mbps, 11 Mbps, 5.5 Mbps and 2 Mbps,

respectively. The current rate ρ(ui) at bini is then determined as the minimum of

the rates to individual nodes in bini where bini denotes the set of nodes assigned

to the ith interface of u. During each step, the node and bin combination that

maximizes δ(sum) is chosen. During step 1, y is added to bin1 which gives sum = 54

(54× 1 + 0 + 0) at the end of step 1 for maximum δ(sum) of 54. Similarly, for step

2, x is added to bin2 with sum = 65 (54 × 1 + 11 × 1 + 0) for maximum δ(sum) of

11. During the following step (step 3 in Table 10.2), w can be added to bin1, bin2

or bin3 since w belongs to each of N(u1), N(u2) and N(u3). However, adding w

to bin1 and bin2 would cause δ(sum) to be -43 and 0, whereas adding w to δ(sum)

would make δ(sum) equal to 5.5. To maximize the incremental δ(sum), we assign w

to bin3. Similarly, in step 4, v can be assigned to bin1, bin2 or bin3 with δ(sum) for
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Figure 10.2: After ’Local-Rate-Maximization’ at node u

each assignment being -50, -7 and -1.5 respectively. The assignment of v to bin3 is

chosen since it maximizes the step δ(sum). The final value of bini and ρ(ui), for all

values of i from 1 to Q, is shown in Table 10.2. As seen in the last step, δ(sum) can

be negative; since when a bin is non-empty, addition of new nodes can never increase

the bin rate as increase of rate will imply disconnection of the nodes in the bin. On

the other hand, when a node is added to an empty bin (i.e., when the interface’s

rate is zero), the δ(sum) will always be positive.

The LRM stage distributes the neighbors of a node over its interfaces in a manner

such that the rate-diversity and the radio-and-channel-diversity of the WMN is

exploited. We define ρ(ui) as the current transmission rate of an interface ui and

N(ui) as the neighbors of ui (that share a channel with C(ui)) that ui is currently

covering at its transmission rate ρ(ui). During the stage of LRM at any node u,

we assign u’s neighbors to u’s interfaces such that u maximizes the sum, taken over

all of u’s interfaces, of the product of its interface’s rate and neighbors on that

interface (i.e., the metric
∑Q

i=1 ρ(ui)×|N(ui)| denoted by ‘sum’ is maximized); if u’s

jth interface is unused, its transmission rate is zero (i.e., if there is no transmission on

uj, ρ(uj) = 0). By maximizing sum, we ensure that nodes are covered in maximum

rate transmissions that are parallelized. The LRM sub-stage, analogously to the

function performed by the centralized LMT algorithm (Chapter 4), performs local

parallelization to utilize the radio-and-channel-diversity available at the node.

The LRM algorithm, for any node u, is mathematically described in Algorithm

13. Initially, the transmitting rate at all the interfaces of all nodes is 0; for this

reason, all the interface bins at all nodes are also empty. U , denoting a set of

unassigned (to any bin) neighbors, is initialized with all the neighbors of u. Our

algorithm then, in each round, determines an unassigned node (U(ĵ) in Algorithm

13) that can be placed in an interface bin to cause maximum increase in sum. We

define as f(j, i) (the δ(sum) in Table 10.2) as the change in sum after the jth element

of U has been added to the ith interface bin. Since in the stage of LRM, our aim

is to exploit interface-diversity and WBA simultaneously; a node should suppress
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a transmission on rate ρi on a non-transmitting interface to cover a node that is

in range of an already transmitting interface whose rate is ρi. Accordingly, the

metric f(j, i) is set to -∞, if bini is currently empty and U(j) can be placed in a

non-empty interface bin of u whose current rate is exactly π(U(j), u), to eliminate

a redundant transmission. After placing a node U(j) in bini, the rate for that

bin (represented by rate(j, i)) is calculated as the minimum of the (max) rate to

an individual node in the interface bin. In case of an empty bin, this is equal to

maximum rate U(j) can support, i.e. π(U(j), u), while in the case of a non-empty

bin, the rate is min(π(U(j), u), ρ(ui)). Since rate(j, i) can be less than ρ(ui), nodes

already assigned to bini can transfer to alternate bins (represented by set O in

Algorithm 13) whose current rate is more than rate(j, i) in case of a shared common

channel to increase rate. The set of these nodes is called E and the sum of the

new rates for each node in E is represented by EG. The f(j, i) metric, defining

the desirability of assigning Uj to bini, is now calculated as ((1 + |bini(u)| − |E|) ×
rate(j, i) + EG - (|bini(u)| × ρ(ui)). An unassigned node U(ĵ) and the interface

binî can be decided according to highest f value. If rate(ĵ, î) is lower than ρ(uî), all

nodes assigned to binî check if they can migrate to an interface in set O(ĵ, î) which

comprises of interfaces whose rate range from rate(ĵ, î) to ρ(uî). N , denoting nodes

that can migrate to an interface uo in O, is then added to bino and subtracted from

binî. U(ĵ) can now be added to binî and taken out from the set of unassigned nodes

U . The algorithm completes when U becomes an ∅ when all neighbors of u have

been assigned to an interface bin.

Theorem 3 The LRM algorithm, at any marked node, is a polynomial-time algo-
rithm of O(d2Q).

Proof 3 Assuming that node u has d neighbors, the LRM algorithm would, for
O(d) rounds, perform O(Q) operations on O(d) nodes to determine the f metric,
in addition to another O(Q) operations for O(d) nodes in the decided bin to decide
if they should ‘migrate’. The LRM algorithm at any marked node is, therefore,
O(2d2Q) = O(d2Q). Since the value of Q is a small constant; therefore, the LRM
algorithm at any marked node is also O(d2). The total computational complexity of
LRM at all nodes is O(md2).

Message Complexity: No message needs to be exchanged during the LRM sub-

stage. However, after the LRM sub-stage completes, each marked node broadcasts a

NEIGHBOR packet—the maximum size of which is (1+dQ) times the bytes required

to represent a node-ID—to convey the sender’s node-ID and the neighbors it can

cover on each of its interface. Each marked node also broadcasts a RATE packet

which advertises the transmission rate of each of its Q interfaces; the size of RATE

packet is sum of the bytes required to represent a node-ID and a rate-ID. The total

number of message exchanged by LRM is 2m and thus the message-complexity of

LRM is O(m).
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Algorithm 13 Algorithm for ‘Local Rate Maximization’ at node u
1: ρ(uq) = 0 and binq = ∅, ∀q = 1 to Q
2: for q = 1 to Q do
3: while U 6= ∅ do
4: f(j, q) and rate(j, q)=−∞, ∀j = 1 to |U |, ∀q = 1 to Q {Finds the assignment of

a node in U to an interface on u that maximizes δ(sum)}
5: for j = 1 to |U | do
6: C̃= C(U(j)) ∩ C(u)
7: for k = 1 to |C̃| do
8: i = interface of u tuned to C̃(k);
9: Ĉ = C\C̃(k); I =

⋃
u’s interfaces tuned to a channel in Ĉ

10: if ∃ ρI(x)(u) = π(U(j), i), ∀ x = 1 to |I| then
11: f(j, i) = −∞; binI(x) = binI(x) ∪ U(j)
12: else
13: if ρ(ui) 6= 0 then
14: rate(j, i) = min(π(U(j), u), ρ(ui))
15: else
16: rate(j, i) = π(U(j), u)
17: end if
18: O =

⋃
∀uo 6=ui

uo s.t. ρ(ui) > ρ(uo) > rate(j, i)
19: E = ∪n ∈ bini s.t. for any uo ∈ O, π(n, uo) > rate(j, i)
20: EG =

∑
∀n∈E max∀uo∈O π(n, uo)

21: f(j, i) = (1 + |bini(u)| − |E|) × rate(j, i) + EG - (|bini(u)| × ρ(ui));
22: O(j, i) = O
23: end if
24: end for
25: end for
26: [̂j, î] = arg max(f)
27: if max(f) 6= −∞ then
28: {if assigned nodes should change bin to increase δ(sum)}
29: if rate(ĵ, î) < ρ(uî) then
30: O = O(ĵ, î)
31: while O 6= ∅ do
32: um= arg max∀uo∈O ρ(uo)
33: N =

⋃
n ∈ binî s.t. C(n) ∩ C(um) 6= ∅

34: bino = bino ∪N ; binî = binî \ N ; O = O\{um}
35: end while
36: end if
37: ρ(uî) = rate(ĵ, î); binî = binî ∪ U(ĵ);
38: end if
39: U = U\U(ĵ)
40: end while
41: end for
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Theorem 4 The LRM algorithm returns an optimal solution to the problem of al-
locating neighbors to node’s interfaces to maximize

∑Q
i=1 ρ(ui)× |N(ui)|.

Proof 4 We prove the algorithm’s optimality by contradiction. Let us assume that
a node n is assigned to a wrong bin (bin1) by the LRM algorithm, i.e., if n was
placed in another bin (let us say bin2), the value of δ(sum) would increase. This
could be true in two cases: firstly, n was added to bin1 while bin2’s rate was higher,
or secondly, the rate of bin1 was reduced below bin2’s rate after n’s assignment to
bin1 by a latter addition of a lower-rate node. The first case is impossible since
if ρ(bin2) > ρ(bin1), the metric f(n, 2) is greater than f(n, 1), and bin1 can not
be chosen. The second case is impossible since each time a bin’s rate is reduced,
nodes assigned to that bin that can go into multiple bins migrate to the bin that is
at the higher rate. Since both conditions are false, the algorithm returns an optimal
interface neighbor allocation that maximizes sum.

External Rate Maximization (ERM)

The objective of the ERM sub-stage is to find, for an interface ui, neighboring for-

warders to whom ui’s rate-limiting-nodes can be ‘exported’. The utility of an export

can be determined using, in particular, the ‘rate-area-product’ (RAP) maximization

principle described in Chapter 4. The export of rate-limiting-nodes, in general, will

increase an interface’s transmitting rate, with a node unmarking itself if all its neigh-

bors have been exported and the rate of all its interfaces has become ρ0. Whereas,

in the LRM sub-stage, rate-limiting-nodes were exported to another interface on

the same node; the export, in ERM, is to an interface on a neighboring marked

node. The challenge faced by ERM, due to the potential danger of rate-diversity

making links asymmetric2, is maximizing rates at node’s interfaces while preserving

strong connectivity of the resulting dominating set. Since our framework determines

forwarders and rates irrespective of the broadcast source (i.e., until Stage 4), it is

important to ensure strong connectivity irrespective of the broadcast source.

To illustrate the concepts employed by ERM, we refer to Figure 10.3 for an

example topology consisting of three nodes, each fitted with 3 interfaces. Node u

can reach nodes {v, w} and {x} in a 54 Mbps and 11 Mbps transmission, respectively.

However, since u shares channel 1 only with node v and x, only nodes {v, x} are

reached with the transmission of u1 (u’s interface 1 which is tuned to channel 1);

for u to reach w, it must transmit on its interface 2 (tuned to the channel shared

with node w). Node w, however, can reach nodes {v,u} and {x} on a single channel

(channel 2) in a 54 and 11 Mbps transmission. We will study ERM sub-stage at

node u. Interface u1 is constrained to use a lower rate (of 11 Mbps) if both neighbors

of u1 (v and x) are to be covered in a single transmission. The rate-limiting-node

of u1 is x. Interface u1 will look for an interface on a higher-id marked node3

2For example, it is possible for node u to reach v but not vice-versa (where ρ(u) < ρ(v)) due
to different ranges for different rates.

3The restrictive condition of only exporting to higher-ID neighbors is to avoid circular hand-offs.
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Figure 10.3: Before ’External-Rate-Maximization’ at node u

that can cover u1’s rate-limiting-node using its current rate and be reachable from

u1 after u1 increases its rate; also, the sum of the uplink rates of u1’s neighbors

should improve after an export. We check now if u1’s rate-limiting-node x can be

exported to w. Firstly, x is reachable through w1’s current transmission; secondly,

w is reachable from u even after u1’s rate is increased to 54 Mbps through u2 (which

shares a channel with w1); lastly, the sum of rates of u’s neighbor increases with this

transfer (54+11=65 instead of 11+11=22 before). Since all conditions are satisfied,

the export of x can take place increasing the rate of u1 to 54 Mbps as shown in

Figure 10.4.
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Figure 10.4: After ’External-Rate-Maximization’ at node u

The ERM algorithm, for any node u, is mathematically described in Algorithm

14. Node u will attempt to increase the rate of its transmitting interfaces if it is
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Algorithm 14 Algorithm for ‘External Rate Maximization’ at node u
1: for i = 1 to Q do
2: continue = 1
3: while continue and ρ(ui) 6= 0 do
4: E = 0; continue = 0;
5: r(ui) = rates at ui sorted in descending order
6: k = index of ρ(ui) in r(ui)
7: if k = 1 then
8: RLN = Nrk(ui)(ui) ∪ u
9: else

10: RLN = Nrk(ui)(ui)\Nrk−1(ui)(ui)
11: end if
12: H= all higher-ID marked neighbors of u (on any interface i= 1 to Q) \ {RLN}
13: ————————————————-

{This part aims to find a neighbor’s interface to export nodes in RLN while
satisfying RAP condition}

14: ————————————————-
15: for m = 1 to |RLN | do
16: rln= RLN(m); rate new = −∞;
17: for n = 1 to |H| do
18: h = H(n)
19: for q = 1 to Q do
20: if rln ∈ N(hq) and u ∈ ∪i=1,...,Q N(hi) and ρ(hq) > rate new then
21: rate new = ρ(hq)
22: end if
23: end for
24: end for
25: rate diff = rate new − rk(ui)
26: E = E + rate diff
27: end for
28: ————————————————-
29: if E ≥ 0 then
30: continue = 1; ρ(ui) = rk−1(ui)
31: end if
32: end while
33: end for

currently a transmitting node (i.e. it has some rate-limiting-nodes). The token

continue is initially equal to 1 which indicates that rate-increase can be attempted;

a token continue valued 0, on the other hand, implies that the rate-limiting-nodes of

the current rate are non-exportable and further rate-increase must not be attempted.

Initially, E (denoting the rate gain for the exported nodes) is set to zero. We denote

the rates on which an interface ui has rate-limiting-nodes as r(ui). The total rates

in r(ui) is not necessarily equal to the total number of rates L and is specific to each

ui. The rates in r(ui) are arranged in a descending order, i.e., r1(ui) > r2(ui) and so

forth. For mathematical compactness, r0(ui) denotes the fact that ui would not be

transmitting since a non-transmitting interface has rate of zero. The index of ui’s

current transmission rate, ρ(ui), in r(ui) is represented as k in Algorithm 14. The
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rate-limiting-nodes (RLN) is calculated as the difference between the neighbors of ui

at the current rate (Nrk(ui)(ui)) and the next higher rate in r(ui) (i.e., Nrk−1(ui)(ui),

if rk−1(ui) 6= r0(ui)). For each node rln in RLN , it is checked for every node h ∈ H

where H comprises of higher-ID marked neighbors of u excluding RLN if, firstly,

rln is a neighbor of h (i.e., π(h, rln) ≥ ρq(h) for some interface hq where hq and rln

share a common channel) and, secondly, if u is a neighbor of h (to ensure strong-

connectivity). The maximum uplink rate rln can receive from a node h ∈ H fulfilling

these conditions is stored in a variable called rate new (that is initialized with -∞).

The difference between the initial rate of rln and the rate new is maintained in

rate diff . The variable E contains the sum of rate diff of all nodes in RLN . The

nodes that cannot be exported have rate diff of -∞. Thus, even for a single non

exported rate-limiting-node at a particular rate, the value of E would be -∞. For

each interface, if E > 0, its rate is increased and continue is set to 1; otherwise, if

E < 0, continue is set to zero. The algorithm completes when increase in rate is not

possible either due to export of all nodes, or due to continue token equal to zero.

Message Complexity: During the ERM sub-stage, each time an interface ui of

a marked node u is successful in increasing its rate, it would broadcast its new

rate ρ(ui) to its neighbors in a RATE message. The maximum number of RATE

messages exchanged is ((m− 1)×Q×L) and the size of a RATE packet is the sum

of the bytes used to represent node-ID and rate-ID. Since Q and L are constants,

total message-complexity of ERM is O(m).

Theorem 5 The ERM algorithm at a marked node is a polynomial-time algorithm
of O(d2Q)

Proof 5 The number of ‘rounds’ in ERM stage is equal to the number of distinct-
rate rate-limiting nodes (RLN) on ui. Since, distinct-rates corresponding to RLN
at ui is represented by r(ui), and r(ui) ≤ L, we conclude that this is a small constant
value. An attempt is made, for each rate in r(ui), to export the RLN nodes for this
rate to any interface of a marked-node in H (subject to RAP improvement). As
both RLN and H depend on the size of ui’s neighbors, the algorithm is of O(d2Q)
at any marked-node. Also, since ERM is run after receiving a RATE packet, total
computation complexity of the algorithm in the network is (m−1)×Q×L × O(d2×Q)
= O(md2).

10.3.4 Stage 3—Tree Construction:

The calculation of the forwarding interfaces (CDS) and their rates, till Stage 3 of our

framework, is performed independent of the broadcast source. During this stage,

tree relationship spanning all nodes is built and many redundant transmissions (re-

tained during earlier stages) are eliminated. The decisions in this stage is restricted

to the choice of the interfaces amongst the ‘candidate’ forwarding interfaces chosen

earlier (along with their rates). The explicit aim of Stage 3 is to calculate a high
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performance tree that minimizes broadcast latency. Topology construction algo-

rithms, for this objective, must incorporate WBA and rate-diversity since the use of

WBA reduces the number of transmissions to mitigate the adverse effects of interfer-

ence in a wireless network, while the usage of rate-diversity can improve broadcast

performance by employing higher rate links.

Algorithm 15 Algorithm for distributed ‘Tree construction’ for MR2-MC WMNs
1: Let label for all nodes in V = ∞ and u = id(node)
2: if u is the broadcast source s then
3: ————————————————-
4: for i = 1 to Q and ρ(si) 6= 0 do
5: RREQ.source = s;
6: RREQ.sender = s; RREQ.interface = i
7: RREQ.label = 1/ρ(si)× 1/N(si)
8: RREQ.neighbors = N(si)
9: send(RREQ) on interface i

10: end for
11: end if
12: ————————————————-
13: if non-duplicate RREQ received on an interface î then
14: Let ˜RREQ = the received RREQ
15: if ˜RREQ.label < label(u) then
16: P (u) = ˜RREQ.sender
17: PI(u) = ˜RREQ.interface
18: S(u) = ˜RREQ.neighbors
19: if RREPACK from RREQ.sender not received yet then
20: RREP.nexthop = ˜RREQ.sender
21: send (RREP ) on interface î to ˜RREQ.sender
22: end if
23: end if
24: ————————————————-
25: if u is a marked-node that has not forwarded RREQ for ˜RREQ.source before

then
26: for i = 1 to Q and ρ(ui) 6= 0 do
27: RREQ.sender = u;
28: RREQ.interface = i; RREQ.neighbors = N(ui)
29: l̂(ui) = 1/ρ(ui)× 1/(N(ui)\S(u))
30: RREQ.label = ˜RREQ.label + l̂(ui)
31: send (RREQ) on interface i
32: end for
33: end if
34: ————————————————-
35: if received RREP and RREP.nexthop = u then
36: Activate Forwarder flag for u
37: RREP.nexthop = P (u)
38: send (RREP ) on interface PI(u)
39: end if
40: end if

The tree construction (Stage 3) is mathematically described in Algorithm 15.
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Initially, the label of all nodes is equal to ∞. The source node s initially broadcasts

a RREQ message on each of its (transmitting) interface after setting RREQ.source

and RREQ.sender, RREQ.interface and RREQ.neighbors to s, the interface’s id,

and the neighbor set of s on that interface, respectively. The RREQ.label for an

interface si is set to its ‘weighted latency’, l̂(si), which is calculated as 1/ρ(si) ×
1/N(si). The weighted-latency metric l̂ is based on the RAP concept presented

in Chapter 4 which states that the efficiency of a rate (for broadcast latency) can

be reasonably predicted from the product of the rate and its transmission range.

As a special case of the RAP principle, the efficiency of a rate is proportional to

the product of that rate’s transmission latency and the number of receivers (that

have not received previously) in this rate’s transmission area. Firstly, any node u

that receives a non-duplicate ˜RREQ message on its interface î will determine if
˜RREQ.label is less than label(u); if so, u will choose the sender of the ˜RREQ as its

parent (P (u)) and î as the interface to connect to its parent (PI(u)). The neighbors

of P (u) (contained in ˜RREQ.neighbors) are referred to as sibling nodes of u and

are denoted by S(u). Node u, if it knows that its parent ˜RREQ.sender is currently

not a forwarder (we shall see later how), will send a RREP to it on interface î after

setting RREP.nexthop to ˜RREQ.sender. Secondly, if node u receives a RREP

message with the RREP.nexthop set to u’s ID, it will activate its Forwarder flag

and broadcast a RREPACK message to announce to its neighbors that it is a

forwarding node as well as send a RREP back to its parent. After a node u has

broadcasted a RREPACK, u’s neighbors would not send a RREP to it knowing

that u is already a forwarder. Thirdly, a marked-node u will forward a RREQ

message for a particular broadcast source RREQ.source only once. Note that only

marked-nodes can forward RREQs. If after forwarding a RREQ once, a RREQ

with a better label (than the node’s current label) is received, the node will modify

its P , PI and S; the node will, however, not rebroadcast RREQ another time after

broadcasting RREQ for a particular RREQ.source before4. Lastly, when marked-

node u does broadcast a RREQ, it will generate a RREQ message for each of its

interface with u’s ID in RREQ.sender and RREQ.label modified to the sum of

label(u) and the weighted latency l̂ of the interface. Similarly, RREQ.interface

and RREQ.neighbors is set to i and N(ui), respectively, for the case when interface

ui is used. The weighted-latency l̂ for interface ui is calculated as the product of

ui’s rate and the new receivers on ui with the new receivers on ui approximated by

subtracting S(u) from N(ui). The tree construction is complete when each marked-

node has relayed the RREQ once. The nodes that have the Forwarder flag activated

will forward the broadcast data at pre-determined rates (decided prior to this stage).

Theorem 6 The message complexity of our tree construction algorithm is O(mQ).

4This enables our algorithm to minimize its message complexity.
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Protocol Type Radio-and-channel-diversity and Rate-diversity
MRDT distributed ! !

PAMT (Chapter 9) centralized ! !
MDW (Chapter 5) distributed 5 !

ODMRP [37] distributed 5 5

Table 10.3: Comparison of different broadcast protocols

Proof 6 The maximum number of RREQ messages sent in the network can be
(m + 1)Q if the marked nodes and the source node send RREQ on all interfaces.
Similarly, the maximum number of RREPACK and RREP packets that can be
exchanged is m + 1(Q) and m, respectively. Therefore, the worst-case message-
complexity of the tree construction algorithm is O(2(m + 1)Q + mQ) = O(mQ).

10.4 Simulation results using Qualnet simulator

In this section, we will present performance evaluation results for our algorithms

using the Qualnet [1] simulator with a decentralized MAC scheduler (we have used

802.11 as our MAC scheduler). We implemented PHY 802.11a and 802.11b at the

physical layer, which uses a pre-configured BER-based packet reception model. The

IEEE 802.11 MAC with Distributed Coordination Function (DCF) was chosen as

the medium access control protocol. All default parameters are assumed unless

stated otherwise. The simulations are performed using random topologies assuming

a network of area 1× 1 km2.

10.4.1 Analysis of MRDT’s performance

To evaluate the performance of our distributed framework MRDT, we compare it

against the performance the centralized PAMT (Chapter 9), the distributed MDW

(Chapter 5), and the distributed ODMRP [37] algorithms. The characteristics of

these protocols are tabulated in Table 10.3. We use three static channel assignment

strategies in our experiment. Firstly, the ‘common channel approach’ (CCA) ( [14]),

in which all nodes are assigned a common set of channels. Secondly, ‘varying channel

approach’ (VCA), interfaces of different nodes may be assigned to a different set of

channels ( [73]). Thirdly, we have used the ‘interference survivable topology control’

(INSTC) [74] in which channels are assigned to reduce the interference in the induced

network topology. Unless stated otherwise, CCA scheme with Q and C = 3 should

be assumed for our results. For the presented results, an interval estimate with the

confidence interval of 90 is used. The ticks in the graphs represent 5th and 95th

percentiles over 100 uniformly distributed random topologies. We will now proceed

to discuss the results in the next few subsections.
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Figure 10.5: Broadcast latency for varying number of nodes (N) in a 802.11a network
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Figure 10.13: Forwarding interfaces in tree constructed by Stage 3
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10.4.2 Comparative performance and variation with node
density

The effect of network’s node density on MRDT’s performance can be seen in Figures

10.5 and 10.6 for 802.11a and 802.11b networks, respectively. It is observed that

distributed MRDT algorithm performs as well as the centralized PAMT algorithm

as seen in Figures 10.5 and 10.6 (where the results of MRDT sit on top of PAMT’s

results for the range of N considered). It is also observed that MRDT improves the

performance of MDW (another distributed multi-rate algorithm) by incorporating

radio-and-channel-diversity in its calculations. The ODMRP algorithm is included

in our results as an example protocol that does not utilize the rate-diversity or the

radio-and-channel-diversity. The performance gain of MRDT over ODMRP and

MDW algorithms is ∼ 10 times and ∼ 2 times, respectively (Figure 10.5).

10.4.3 The effect of number of radio interfaces

The effect of varying number of radio interfaces Q on MRDT’s performance can be

seen in Figures 10.7 and 10.8 for 802.11a and 802.11b networks, respectively. It is

observed that, for values of Q as low as 2 or 3, MRDT matches the performance of

PAMT algorithm. This improvement is possible since MRDT exploits the radio-and-

channel-diversity by employing parallel transmissions on non-interfering interfaces.

The difference in the performance of MRDT and MDW in Figure 10.8 demonstrates

that MRDT, like PAMT and unlike MDW, is an adaptive algorithm that adapts to

the number of radio resources available. The performance gap, between MRDT and

MDW, widens as the number of radio interfaces is increased clearly demonstrating

the benefit obtained by exploiting radio-and-channel-diversity.

10.4.4 Evaluation of different stages of MRDT

Among the different stages of MRDT, the LRM sub-stage offers the most improve-

ment in broadcast-latency performance across the range of Q excepting the case

when Q = 1 (since LRM clearly cannot parallelize transmissions when no alterna-

tive interface is available). Without the LRM substage, MRDT does not remain

adaptive to the available radio resources and cannot exploit the radio-and-channel-

diversity. The improvement due to LRM is clearly evident in Figure 10.9. The

Neighbor-Grouping also improves the performance markedly across the range of Q

and especially for Q = 1, as shown in Figure 10.9. The use of ERM substage (of

Stage 2), however, has limited benefits vis-a-vis broadcast latency reduction; its

main impact, as we shall see later, is in reducing overhead during the stage of Tree-

Construction (Stage 3). The different marking schemes (of Stage 0) also affect the

broadcast latency performance as shown in Figure 10.10 which shows that marking

by MPR, or marking all nodes in Stage 1 gives better results than marking by the
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Wu-Li method.

10.4.5 The overhead of Tree Construction (Stage 3)

The message overhead during Tree Construction (Stage 3) depends upon the mark-

ing scheme used in Stage 0. Recall that the message-complexity of Stage 3 is O(m);

therefore, the message overhead for marking schemes that return a smaller set of

marked nodes m is lower. We show the total number of messages exchanged during

Tree Construction (Stage 3) in Figures 10.11 and 10.12 for varying number of N and

Q. We see that fewer messages need to be exchanged when Wu-Li or MPR marking

technique is used in Stage 0 as compared to when all nodes are marked. The benefit

in overhead reduction due to ERM is evident in both Figures 10.11 and 10.12. We

note that the overhead using all-node-marking scheme (especially without ERM)

is particularly large. However, after the tree has been constructed by Stage 3, the

forwarding interfaces are nearly the same regardless of the marking used in Stage 0

as shown in Figure 10.13.

10.4.6 Average latency vs. the ‘broadcast latency’

We have compared the average-case and worst-case latency performance for MRDT

and PAMT algorithms. This comparison is depicted in Figure 10.15 which displays

the probability of nodes receiving the packet in given broadcast latency (in mil-

liseconds). We see that the average-latency performance can also benefit from the

increased parallelization of MRDT, as MRDT’s performance is marginally better

than the performance of PAMT.

10.4.7 Successful delivery probability results

The probability of successful delivery for our evaluated algorithms is shown in Fig-

ure 10.14. We see that MRDT’s performance is marginally better than the other

algorithms. We note here that the delivery probability shown is for a single packet,

i.e. for a single broadcasted packet for 100 topologies of network with N nodes, it

shows the probability that all N nodes in the network receive this packet.

10.4.8 The effect of channel-assignment

The performance of MRDT with different channel-assignment schemes is shown in

Figure 10.16. We note that MRDT can benefit from increased ‘connectivity’ present

in schemes like CCA which presents more opportunities of exploiting WBA. These

results, however, are not specific to MRDT as PAMT presented similar features

when different channels-assignment schemes were used (Chapter 9).
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10.4.9 The effect of transmission rate-range curve

For sensitivity analysis, we have performed our experiments in Qualnet for both

802.11a and 802.11b networks, both of which have different rate-range characteris-

tics. Our results, Figures 10.5, 10.6, 10.7 and 10.8, seem to indicate that MRDT is

relatively insensitive to the rate-range curve as it performs well in both 802.11a and

802.1b networks.

10.5 Conclusions

In this chapter, we have proposed a four-stage completely distributed and local-

ized broadcast heuristic that exploits the ‘wireless broadcast advantage’ the rate-

diversity, and the radio-and-channel-diversity of a multi-radio multi-rate multi-

channel (MR2-MC) WMN. These algorithms all operate by initially constructing

a basic source-independent CDS and pruning it to increase the rate of individ-

ual transmissions, and subsequently by constructing a source-specific tree over this

‘pruned CDS”.

Simulation-based experimental studies show that the MRDT decentralized al-

gorithm can provide low broadcast latencies close to that of the best-performing,

centralized PAMT heuristic, especially for practical environments where the num-

ber of interfaces (Q) is relatively low (2 − 3). Moreover, the studies show that the

performance gains of MRDT are relatively insensitive to the choice of the initial

CDS computation (Wu-Li vs. MPR), but benefit significantly from the ‘rate maxi-

mization’ stages (LRM and ERM) which exploit the radio-and-channel-diversity of

WMN nodes and the redundancy of wireless broadcast. Moreover, the distributed

nature of MRDT implies that the signaling overhead remains fairly low, especially

when initial CDS is computed through Wu-Li or MPR, even as the size of the WMN

increases.



Chapter 11

Alternative MLB Framework for
MR2-MC WMNs

11.1 Introduction

In Chapters 4, 5, 9 and 10, we have assumed a “fully multi-rate multicast” (FMM)

framework in which nodes can adjust link-layer multicast transmission rate for each

link-layer frame. In this chapter, a new framework called SBM, that was described

earlier in Chapter 6, is utilized. The SBM framework exploits link-layer rate-

diversity by enabling each WMN to decide, depending on its topological properties, a

single transmission rate for all its link-layer data multicasts. Although, FMM frame-

work returns impressive performance, employing SBM is attractive (as explained in

Chapter 6) since it can eliminate some undesirable features of practical multi-rate

Media Access Control (MAC) protocols. In this chapter, we propose a heuristic

SBM solution that can realize low-latency broadcast by exploiting a multi-radio

multi-channel multi-rate (MR2-MC) WMNs’ rate and radio-and-channel-diversity.

We also propose methods to determine the “best” link-layer transmission rate for

the SBM framework. Simulation results indicate that SBM broadcast heuristics

perform comparably to FMM broadcast heuristics especially for dense networks.

While using multi-rate broadcast is desirable in an ideal case, it has been observed

in practical MACs (such as 802.11) that the choice of a low transmission rate, even

by an individual node, may substantially lower the total throughput achieved in that

region (due to the well-known paradigm of fairness in access attempts rather than

bandwidth) [82] [83]. Hence, it is worth studying the impact of broadcasting, in an

ideal setting, using a single ‘best’ rate, as opposed to the more powerful paradigm

of broadcast transmission by different nodes at different rates. In particular, if it

turns out that a single-rate broadcast strategy can provide latencies fairly close to

those provided by the multi-rate case, then an approach based on adopting a single

system-wide link-layer broadcast rate may become worthy of consideration. Using

the SBM framework can simplify the broadcasting algorithms—e.g., the ‘multicast

grouping’ stage in broadcasting heuristics of Chapter 9 and 10, that cater to the

171
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possibility of a transmitting node covering its neighbors in multiple transmissions

(at different rates), is eliminated when SBM framework is used.

The main contributions of this chapter are detailed below:

1. We present a heuristic SBM broadcast solution to the MLB problem in MR2-

MC WMNs.

2. We demonstrate that for MR2-MC WMNs (like for SR-SC multi-rate WMNs),

the transmission rates having higher RAP values are more efficient for broad-

cast as a general rule-of-thumb.

3. We propose two techniques to calculate the ‘best’ link-layer transmission rate

to use, given a MR2-MC WMN that supports n different rates, for the SBM

framework’. We show that the highest RAP-valued transmission rate, which

ensures a connected network when that rate is exclusively used, is a good choice

for use as the ‘best’ rate for the SBM framework when the CCA channel-

assignment is used.

Chapter Outline: The rest of the chapter is organized as follows. We detail

our network and interference model in Section 11.2. Our MLB broadcasting solution

for the SBM framework in MR2-MC WMNs, composed of the “calculation of ‘best’

rate”, “topology construction”, and “interface grouping and transmission schedul-

ing” stages, is discussed briefly in Section 11.3. The “calculation of ‘best’ rate”

stage is discussed in Section 11.4 where we propose two techniques to calculate the

‘best’ rate. We present the “topology construction” stage in detail in Section 11.5,

and also present a heuristic algorithm called PCDS for this stage. We discuss the

“interface grouping and transmission scheduling” stages in detail in Section 11.6.

The performance evaluation of our heuristic algorithm is provided for an idealized

scheduler and a practical decentralized 802.11 MAC based scheduler in Sections 11.7

and 11.8, respectively. We will conclude this chapter in Section 11.9.

11.2 Network and interference model

We assume the SBM broadcasting framework in which each WMN decides, based

on its topological properties, a single link-layer rate to use for all broadcasts. Our

network and interference model is similar to that described in Chapters 9 and 10

(except that we use the SBM framework). We will reproduce the relevant details here

for completeness. We use a network model similar to that described by Raniwala

et al. [73]. We will use the notation introduced by Tang et al. [74] to represent our

channel-assignment. Each node in the network can transmit at multiple-rates. We

assume the SBM broadcasting framework in which each WMN decides, based on

its topological properties, a single link-layer rate to use for all broadcasts. There
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are totally C non-overlapping orthogonal frequency channels in the system and each

node is equipped with Q radio interfaces where Q ≤ C. The Q radio interfaces

have omni-directional antennas. In order to efficiently utilize the network resources,

two radio interfaces, at the same node, are not tuned to the same channel. Using

the Qualnet simulator [1] as a reference (assuming a two-ray propagation model),

we obtain the transmission rate versus transmission range (rate-range) relationship

(for 802.11b) shown in the first two columns of Table 11.1. We also employ an

alterative rate-range relationship, shown in the first two columns of Table 11.2, of

a commercial IEEE 802.11a/b/g product [2] to perform sensitivity analysis of the

broadcast performance with different rate-range relationships.

We use an undirected graph GT = (V,ET , LT ) to model the given mesh network

topology before channel assignment, where V is the set of vertices, ET is the set of

edges and LT is the set of weights of edges in ET . The vertex v in V corresponds to

a wireless node in the network with a known location. An undirected edge (u, v),

corresponding to a wireless link between u and v, is in the set ET if and only if

d(u, v) ≤ r where d(u, v) is the Euclidean distance between u and v and r is the

range of the lowest-rate transmission. The latency of a link l(u, v) is the latency of

the ‘quickest ’ transmission rate that can be supported between nodes u and v. The

set LT contains the latencies of all links in E.

Channel assignment : A channel assignment A assigns each vertex v in V , Q

different channels denoted by the set: A(v) = {a1(v), a2(v), . . . , aQ(v) : ai(v) 6=
aj(v),∀i 6= j; ai(v) ∈ C, ∀i} where ai(v) represents the channel assigned to ith radio

interface at node v. The topology defined by A is represented by G = (V, E, L, Λ)

in the following natural way: There is an edge e = (u, v, k) on channel λ(e) =

k between nodes u and v in G if and only if d(u, v) ≤ r (i.e. edge(u, v) ∈ ET )

and λ(e) ∈ A(u)
⋂A(v). The latency of the edge e is the latency of the fastest

transmission rate supported on e. The set L contains the latency of each edge in

E; similarly the set Λ contains the channel used on each edge in E. Note that G

may be a multi-graph, with multiple edges between the same pair of nodes, when

the node pair shares two or more channels. We use the same notation to refer

to vertices and nodes, to edges and links, and to weight of edges and latency of

links without confusion, the usage being clear from the context. For the work in

this chapter, we have only used the ‘common channel approach’ (CCA) channel-

assignment scheme [14] [28] (Section 2.4).

Interference Model: We use a generalized conflict graph based on transmissions

to model the effects of wireless interference between different multicast transmissions

in MR2-MC meshes. The conflict graph indicates which transmissions mutually

interfere and hence cannot be active simultaneously. A transmission bi interferes

with a transmission bj, if both transmissions bi and bj are taking place on the same

channel, and the receivers of the transmission bi are within the interference range
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of the transmitting node of bj or vice-versa. The transmissions bi and bj do not

interfere otherwise.

11.3 Heuristic solution to MLB problem

In this section, we present heuristic algorithms that solve MLB problem, using the

SBM framework, in MR2-MC WMNs. Broadly speaking, such heuristic algorithms

must take four important decisions at each node. Firstly, it has to determine the

‘best’ transmission rate to use for all link-layer broadcasts (this stems from our de-

sign choice to have only one broadcast rate). Secondly, it has to decide whether a

node should transmit (i.e., be a non-leaf node in the broadcast tree) or not. Thirdly,

the ‘interface grouping’ decision must be made to decide the interface (or alterna-

tively the channel, since each interface is tuned to a distinct channel) a transmitting

node will use for its transmission. Lastly, each node’s transmissions must be sched-

uled, while ensuring simultaneous transmissions (at different nodes) do not interfere,

to minimize the broadcast delay.

The MLB problem for MR2-MC WMNs, as discussed in Chapter 9, is at least

NP-hard and is composed of many inter-related hard subproblems. With the com-

plexity of the problem in mind, we have decomposed our solution into three logically

independent stages:

1) The ‘best’ link-layer multicast rate selection : Since we have adopted

the design choice of using the SBM framework so that the implementation of broad-

cast heuristics can be simplified, we need to determine the single ‘best’ link-layer

multicast rate. This rate, to be used for all link-layer multicast, is determined

by each WMN, during the first stage of our solution, according to its topological

properties.

2) Topology Construction : The aim of this stage is to compute a broad-

cast tree (or a spanning tree of the given topology) T that exploits the WBA, the

multi-rate transmission capability and the plurality of radio interfaces and channels

available. The transmitting nodes and the children/parent relationships between

different nodes are all decided during this stage.

3) Interface Grouping and Transmission Scheduling : While the non-

leaf nodes (transmitting nodes) of the tree are determined during the ‘topology

construction’ stage, the interface used for transmission at these non-leaf nodes is

only decided during the interface grouping substage of the joint ‘interface grouping

and transmission scheduling’ stage. The interface grouping (or simply, grouping)

substage must ensure that the interface chosen, at any transmitting node, shares

its channel with the children node(s) of the transmitting node. The transmission

scheduling (or simply, scheduling) substage, on the other hand, determines the exact

timing of the various transmissions. The scheduling of the transmissions is done
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according to the following constraints: firstly, a node must transmit only after re-

ceiving its parent’s transmission and secondly, the interfering transmissions must

not be scheduled simultaneously. By having a joint ‘grouping and scheduling ’ stage,

the radio-and-channel-diversity of the network can be utilized more efficiently.

11.4 Determining the single ‘best’ link-layer mul-
ticast rate and “RAP” formulation

We point out a key finding of Chapter 4 that a transmission rate’s broadcast effi-

ciency in reducing broadcast latency, for SR-SC multi-rate WMN, can be predicted

reasonably by the product of the transmission rate and its transmission coverage

area (rate-area product or RAP). We propose using a similar approach for predict-

ing a particular transmission rate’s broadcast efficiency in MR2-MC WMN. The

RAP values for different transmission rates of the rate-range relationship of 802.11b

in Qualnet [1] are provided in Table 11.1. Similarly, the RAP values for trans-

mission rates of our alternative rate-range relationship, as obtained from a 802.11a

commercial product [2], are provided in Table 11.2. As a general rule-of-thumb, a

transmission rate that has a higher RAP is more broadcast-efficient for SR-SC multi-

rate WMNs (Chapter 6). We investigate if this conjecture still holds for MR2-MC

WMNs.

We propose two methods of determining the ‘best’ link-layer multicast rate. For

any given WMN, let R denote the set of transmission rates, which if used as the

link-layer rate for all multicast, returns a connected network. In the first method, we

use the highest link-layer multicast rate in R as the chosen ‘best’ rate. We call the

transmission rate calculated by this method as the “quickest” rate. In the second

method, we use the transmission rate in R that has the highest RAP value of all

rates in R. We call the transmission rate calculated by this method as the “HRC”

(highest-RAP-valued connected) rate.

We will present results and analysis of these methods in Section 11.7.

11.5 Topology Construction in MR2-MC WMN
using a single link-layer broadcast rate:

In this section, we will present a heuristic algorithm, called Parallelized Connected

Dominating Set (PCDS), for the ‘topology construction’ stage which exploits both

the WBA and the interface (or, the radio-and-channel) diversity offered by MR2-

MC WMNs. The input to our algorithm is the channel assignment defined input

topology G = (V,E, L, Λ), broadcast source s in V , the ‘best’ broadcast transmission

rate l̂ (chosen as described in the previous section), and the channel assignments to

all interfaces at each node A.



11. Alternative MLB Framework for MR2-MC WMNs 176

We have observed in Chapter 9 that the best performing trees in MR2-MC

WMNs, generally, adapt to the radio resources (i.e., radio interfaces (Q) and chan-

nels (C)) available. It is desirable to construct similar adaptive trees when we use

the SBM framework. The PCDS algorithm (depicted in Algorithm 16) is adapted

from the PAMT algorithm (Chapter 9) that assumed a FMM framework. Like the

PAMT algorithm that improves WCDS algorithm (Chapter 4) for FMM broadcast

in SR-SC multi-rate WMNs, the PCDS algorithm improves the SCDS algorithm

(Chapter 6) for SBM broadcast by parallelizing transmissions through exploitation

of MR2-MC WMNs’ radio-and-channel-diversity.

The PCDS algorithm differs from the SCDS algorithm in the calculation of each

transmission’s priority f . In an attempt to modify SCDS to contain more parallel

transmissions (when multiple radio interfaces are available), PCDS does not include

downstream neighbors in a transmission that can be reached by any other eligible

node, on an alternative channel, with a better path. The PCDS algorithm uses

an extra parameter called label for each node, found using Dijkstra’s algorithm, to

represent the distance of this node to the source node (alternatively, instead of using

label, the depth of the node can be used, since all nodes use the same rate).

PCDS begins by adding node s to the set R which contains nodes that are

eligible to transmit during the next-round. The set Y(n,l̂,c) = N(n, l̂, c)\R contains

all hitherto ‘uncovered nodes’ that can be covered by a transmission (n, l̂, c). The

label of this transmission (label trans) is label(n) + l. During the calculation of priority

of each transmission (n, l̂, c), all the yet not-reached neighboring nodes Y(n,l̂,c) of

transmitting node n are contained in X. We search the neighborhood of each node

in X to find if there are other eligible (to transmit) nodes in its vicinity that can

cover this node on a channel different to that used by n. Such nodes are referred to

as nodesp in the algorithm. If the depth of any node in nodesp is less than the depth

of node n, then the considered node in X should be covered by this node instead

of n. We, therefore, do not count this node as a covered-node for n. This node is

deleted from the nodes that n shall cover: Y(n,l̂,c). After all nodes in X are checked

in a similar manner, Y(n,l̂,c) contains the priority of the transmission (n, l̂, c). In

case the transmitting node n can choose multiple interfaces to reach all downstream

nodes A, then the channels of these possible interfaces are stored in B. We represent

the eligible channels for a transmission t by c(t).

After completion of each round, covered-nodes A are added to R. The algorithm

completes its execution when all the nodes have been covered, i.e. when V \R = ∅.
The algorithm returns the sets PPCDS, LPCDS and ΛPCDS, where PPCDS(vi) is the

parent node of vi, LPCDS(vi) is the latency of the link connecting vi and PPCDS(vi),

and ΛPCDS(vi) is the channel used on the link connecting vi and PPCDS(vi), ∀vi ∈ V .

The PCDS tree can be constructed from these.
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Algorithm 16 The PCDS algorithm

1: Input: [s, A, C, G = (V, E,L,Λ), l̂]
2: {label} = Dijkstra’s algorithm (G)
3: R = {s}
4: while (V \R 6= ∅) do
5: (n̂, l̂, ĉ) = arg maxn∈R,c∈A(n) f(n, l̂, c)

6: where f(n, l̂, c) is calculated as:
7: X = Y(n,l̂,c) = N(n, l̂, c)\R
8: labeltrans = label(n) + l̂;
9: if X 6= ∅ then

10: for x = 1 to |X| do
11: nodestmp = ∪(∀ctmp∈A(n)\{c})N(X(x), l̂, ctmp)
12: nodesp = nodestmp ∩R
13: for y = 1 to |nodesp| do
14: labelround(y) = label(nodesp(y)) + l̂
15: if labelround(y) < labeltrans then
16: Y(n,l̂,c) = Y(n,l̂,c)\{X(x)}; break
17: end if
18: end for
19: end for
20: end if
21: f(n, l̂, c) = |Y(n,l̂,c)|

22: A ← Y(n̂,l̂,ĉ) (Y computed in f)
23: let the transmission of n̂ be represented by t
24: if n̂ can connect to A, using latency l̂, on any of
25: multiple channels (contained in set B)
26: then c(t) = B
27: R← R∪A
28: PPCDS(A) = n̂; LPCDS(A) = l̂; ΛPCDS(A) = ĉ
29: end while
30: Output: [PPCDS , LPCDS ,ΛPCDS ]

11.6 ‘Interface Grouping and Transmission Schedul-
ing’ joint stage

The broadcast performance of MR2-MC WMN can be improved by combining inter-

face grouping and transmission scheduling sub-stages into a joint stage. By delaying

the choice of the interface to use till the scheduling stage, the WMN can maximally

exploit the radio-and-channel-diversity in the system. This is done by either choos-

ing an interface (for a transmission) that is tuned to a currently unused channel

or alternatively to a channel on which the transmission can take place alongside

existing transmissions due to lack of interference. Clearly, having disjoint stages of

grouping and scheduling can easily lead to a non-optimal choice of the interface to

use causing broadcast performance deterioration.

For joint grouping and scheduling, the ‘topology construction’ stage instead of

deciding the single interface it will use (alternatively, the channel it will use) picks
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all candidate interfaces and postpones the actual decision about the interface to

use until scheduling. During scheduling, an appropriate choice of the interface to

use, depending on the other transmissions at that time, is made to fully exploit

the radio-and-channel-diversity available. This substantially improves performance

especially for large number of radio interfaces Q (and channels C).

Algorithm 17 Algorithm for ‘Interface grouping and Transmission Scheduling’
1: time = 0;
2: E= all transmissions of s;
3: while E = ∅ or U = ∅ do
4: E= descending-sort (height(E))
5: T selround = ∅;
6: for x = 1 to |E| do
7: t = E(x);
8: c(t) = The channels t can use to transmit to its neighbors
9: C = c(t)

10: for j = 1 to |C| do
11: c = jth element of C;
12: if c 6∈ U or (c ∈ U and if (t and Tc) do not interfere) then
13: λ(t) = c; Tc = Tc ∪ t; U = U ∪ c;
14: τ(t) = time; δ(t) = time + l;
15: T sel round = T sel round ∪ t;
16: end if
17: end for
18: end for
19: T decided = T decided ∪ T sel round;
20: E = E\{T sel round};
21: T not finished = {t} : δ(t) > time ;
22: NextStop = min(δ(T not finished));
23: NextTrans = {t} : δ(t) = NextStop,∀t;
24: for v = 1 to |NextTrans| do
25: ĉ = λ(NextTrans(v))
26: Tĉ = Tĉ\{NextTrans(v)}
27: if Tĉ = ∅ then
28: U = U\{ĉ};
29: end if
30: end for
31: Enext = transmissions enabled by NextTrans;
32: E = E ∪ Enext;
33: E = E\{T decided};
34: time = NextStop;
35: end while

The joint grouping and scheduling algorithm is shown in Algorithm 17. The

algorithm’s aim is to find the start-time (τ) and end-time (δ) of each transmitting

node. The algorithm works iteratively in rounds. The algorithm begins by initial-

izing time, depicting current time, to zero and E, depicting eligible transmissions,

to contain source node’s transmission. In each round, the eligible transmissions (E)

are descending-order sorted according to the height of respective transmitting nodes.

The height of a node n is the length of the path from the node n to its furthest leaf.

For all eligible transmissions t ∈ E, the function c(t) represents the possible chan-
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nels (channels on eligible interfaces) for this transmission. These values are available

from the ‘topology construction’ stage. The set C contains eligible channels for the

current eligible-transmission being checked (t). The choice of channel (or interface)

to be used for a particular transmission is dictated by our desire to include as many

parallel transmissions as possible. A channel c is found amongst the eligible chan-

nels (C) that is either not currently being used (i.e., it is not in the set of used

channels U) or is being used by some transmission(s), but these transmission(s) do

not interfere with t. The channel decided for a transmission t is denoted by λ(t).

If it is decided that transmission t is to use channel c, t is added to the set Tc that

contains ongoing transmissions on c. The channel c is then added to U containing

channels currently being used. As soon as the channel (and interface) of the trans-

mission has been decided, we can schedule the transmission at the current time

time. The start-time of t, denoted by τ(t), is set to time; while the end-time of t,

denoted by δ(t), is set to time + l. T sel round contains the transmissions selected

in the current round; while T decided contains all transmissions whose start-time

and end-time have already been determined.

After each round, the transmissions selected during that round (T sel round)

are added to decided transmissions (T decided) and deleted from eligible transmis-

sions (E). T not finished contains all yet unfinished transmissions. The earliest

finishing time for transmissions in T not finished is called NextStop; all transmis-

sions completing at NextStop are called NextTrans. Let ĉ be the channel used by

a transmission in NextTrans. This transmission (in NextTrans) must be removed

from Tĉ as the transmission is going to finish. If Tĉ becomes empty after removing

this transmission, then ĉ can be removed from U . We represent the transmissions

of nodes reached by the finishing transmissions as Enext. These transmissions are

eligible now, and thus they are added to E. The time is then set equal to NextStop.

The algorithm schedules all transmissions similarly, and completes execution when

E = ∅ (i.e., there is no eligible transmission ) and U = ∅ (i.e, there is no ongoing

transmission).

11.7 Simulation using an idealized scheduler

In this section, we present simulation results to evaluate the performance of PCDS

assuming the idealized scheduler described in Section 11.6 and an ideal MAC as

described in Section 4.2.2. We consider a static WMN having nodes located in a

square of 10002 m2 using a uniform random distribution. We employ the rate-range

relationships derived from Qualnet for a 802.11b network (Table 11.1) and from the

specifications of a commercial product (Table 11.2) in our study. We have assumed

the CCA channel-assignment scheme. We will compare the PCDS algorithm with the

WCDS algorithm (Chapter 4; FMM framework), the SCDS algorithm (Chapter 6;
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SBM framework), and the PAMT algorithm (Chapter 9; FMM framework). We note

that the WCDS and SCDS algorithms are designed for SR-SC multi-rate WMNs;

therefore, all transmissions of these algorithms always use the same channel (say

Channel 1). The other algorithms, i.e., PCDS and PAMT, can both use the available

radio-and-channel-diversity of MR2-MC WMNs and use any of the available radio

interface and channel.

11.7.1 Performance of topology construction algorithms

In this subsection, we will discuss the performance of the PCDS heuristic. We will

initially discuss the broadcast latency results, and will follow it up with broadcast

throughput results. We will consider both the effect of changing node density and

changing radio resources on broadcast latency and throughput performance.

Broadcast latency performance

The broadcast latency of our heuristics are all shown by normalizing it against the

broadcast latency performance of the Dijkstra’s tree while assuming that there is no

bounds on the number of radio interfaces and channels, or the number of transmis-

sions a node can make for the same packet at different rates. Since determining the

actual optimal is NP-hard, we have used Dijkstra tree’s performance (as in earlier

chapters) as the theoretical lower bound or as the approximation of the optimal

achievable latency.

a) Effect of changing node density:

Referring to Figure 11.1, the performance of PCDS, our SBM heuristic for MR2-MC

WMNs, becomes comparable to the performance of PAMT, our FMM heuristic for

MR2-MC WMNs, with increasing node density. We are presenting the results for

the case of Q = C = 4. We note that for sparse WMN, the SBM heuristics might be

hindered by its design choice of only employing a single link-layer broadcast rate (for

all broadcast) as the network might have to decide a lower rate as the ‘best’ broadcast

rate to maintain connectivity. This can lead to lower performance for SBM heuristics

compared to FMM heuristics in sparse networks. This is, however, not a problem

for dense networks. The improvement of PCDS, and PAMT over SR-SC multi-rate

WMN heuristics such as SCDS and WCDS due to exploitation of radio-and-channel-

diversity through parallelization of transmissions over transmitting node’s multiple

interfaces is also visible in Figure 11.1.

b) Effect of changing radio resources:

We observe that the performance of PCDS and PAMT is identical to the performance

of SCDS and WCDS, respectively, for SR-SC WMNs, since PCDS and PAMT can

improve performance of CDS and WCDS, respectively, only when multiple radio
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Figure 11.1: The normalized broadcast latency (with Q = C = 4) for varying nodes
in area= 1000 × 1000 m2 assuming 802.11b having the rate-range relationship of
Table 11.1

interfaces are available by parallelizing transmissions. This can be observed (for

Q = 1) in Figures 11.2(a) and 11.2(b) for both sparse networks (N=10) and for

dense networks (N=70). For the MR2-MC WMN scenario (i.e., for Q > 1 in Figures

11.2(a) and 11.2(b)), PCDS and PAMT improve the performance of SCDS and

WCDS, respectively, by parallelizing their transmissions. It is seen that for dense

networks (Figure 11.2(b)), PCDS exactly matches the performance of PAMT.

Maximum end-to-end throughput

The results of broadcast latency are directly applicable to low throughput data

flows (e.g., control traffic) as the metric applies to a single packet. However, for

higher throughput data flows, an important metric is the maximum achievable end-

to-end throughput. We essentially employ a generalization of the method used in

Chapter 4, for throughput calculation in SR-SC multi-rate networks, to determine

the throughput of MR2-MC wireless mesh. An important distinction between SR-

SC multi-rate WMN and MR2-MC WMN is that interfering transmissions can take

place simultaneously (on orthogonal channels) in MR2-MC WMN. The algorithm for

throughput calculation in Chapter 4 is modified to adapt to our interference model

(presented in Section 11.2). The throughput results for our heuristic algorithms are

provided next both for varying node density and for varying radio resources.
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Figure 11.2: Normalized broadcast latency against varying Q (and C) for N = 10
and 70, respectively, in network area= 1000 × 1000 m2 assuming a 802.11b network
having the rate-range relationship of Table 11.1

a) Effect of changing node density:

We see the broadcast throughput result for the varying number of nodes in an area of

1000 × 1000 m2 (assuming Q = C = 4) in Figure 11.3(a). It can be seen that as the

network node density increases, the SBM heuristics, PCDS and SCDS, approach the



11. Alternative MLB Framework for MR2-MC WMNs 183

10 20 30 40 50 60 70
0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
Q=4, C=4, Area=1000*1000 m2

Number of Nodes (N))

T
hr

ou
gh

pu
t (

M
bp

s)

SCDS (using ’best’ rate only)
PCDS (using ’best’ rate only)
WCDS (using all rates)
PAMT (using all rates)

(a) Varying nodes; 802.11b network (Table 11.1)

1 2 3 4 5 6 7 8
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

N=10, Area=1000*1000 m2

Number of Radio Q (and channels C)

T
hr

ou
gh

pu
t (

M
bp

s)

SCDS (using ’best’ rate only)
PCDS (using ’best’ rate only)
WCDS (using all rates)
PAMT (using all rates)

(b) Varying radio interfaces and channels; 802.11b networks (Table 11.1)

performance of the FMM heuristics, PAMT and WCDS, respectively, for the reasons

stated earlier. We see that the throughput and broadcast latency results are similar,

and there does not seem to be a tradeoff between them when the idealized scheduler

of Section 11.6 is assumed.

b) Effect of changing radio resources:

We see broadcast throughput results for the varying radio resources (assuming N
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Figure 11.3: Throughput (in Mbps) for varying nodes in area= 1000 × 1000 m2

assuming a 802.11b network having the rate-range relationship as in Table 11.1

= 10 and 70, respectively) in Figures 11.3(b) and 11.3(c). It is seen that the SBM

heuristics, PCDS and SCDS, can match the performance of the FMM heuristics,

PAMT and WCDS, especially for dense networks.

11.7.2 Methods for calculating the “best” multicast rate

To study the viability of using RAP as a rule-of-thumb for measuring the broadcast

efficiency of different rates for the SBM framework, we have performed simulations

to calculate the PCDS algorithm’s broadcast latency—for varying number of nodes

in an area of 10002 m2 using the rate-range relationship shown in Table 11.1 and

Table 11.2. The data in Table 11.1 and 11.2 is to be observed together with Figure

11.5(a) and 11.5(b), respectively, which displays the probability of having a con-

nected network (calculated using 1500 sample topologies), for shown rates. The

lowest rate (1 Mbps in Table 11.1 and 11.2) has the maximum connectivity proba-

bility of 1—since we only consider networks that are connected using the lowest rate.

Figures 11.5(a) and 11.5(b) indicate that connectivity probability, using a particular

rate, decreases with increasing rates. We note that the quicker rates (e.g., 18 Mbps

and 54 Mbps in Figure 11.5(b)) have very low connectivity probability. The average

broadcast latency (geometric mean of the normalized broadcast latency of 50 ran-

dom topologies) of PCDS, using the CCA channel-assignment and SBM framework

(Q and C = 2), is displayed for different rates and node densities in Table 11.1 and

Table 11.2 for different rate-range relationships. A N/A value describes the case
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Trans. Trans. 20 30 40 50 60 70 80 RAP
rate range nodes nodes nodes nodes nodes nodes nodes (Mbps-

(Mbps) (m) km2)
1 483 3.7527 4.9654 6.0404 6.0581 6.8685 7.2944 7.6121 0.73
2 370 3.1943 3.8988 4.2859 4.4506 4.9467 5.0476 5.0275 0.86

5.5 351 1.7585 2.146 2.2224 2.4239 2.6947 2.8111 2.8019 2.13
11 283 1.3572 1.4739 1.5991 1.6652 1.8205 1.8615 2.0036 2.77

Table 11.1: Broadcast latency of PCDS, (for Q=2, C=2, Area= 1000 × 1000 m2),
using SBM framework, CCA channel-assignment and the rate-range relationship of
802.11b from Qualnet [1], also see probability of a connected network for this table
in Fig 11.5(a)

Trans. Trans. 20 30 40 50 60 70 80 RAP
rate range nodes nodes nodes nodes nodes nodes nodes (Mbps-

(Mbps) (m) km2)
1 610 4.559 6.591 7.5292 7.3821 7.8563 8.0737 8.2701 1.17
6 396 1.7714 2.0259 2.1964 2.2626 2.3385 2.3496 2.4012 2.96
11 304 1.4436 1.6392 1.7638 1.9037 1.9563 2.0248 2.0773 3.19
18 183 N/A N/A N/A 2.5746 2.6788 2.7648 2.7033 1.89
54 76 N/A N/A N/A N/A N/A N/A N/A 0.98

Table 11.2: Broadcast latency of PCDS, (Q=2, C=2, Area= 1000 × 1000 m2),
using SBM framework, CCA channel-assignment, and the rate-range relationship of
a commercial 802.11a product [2], also see probability of a connected network in Fig
11.5(b)

where a rate does not return a connected network. It is seen from that the highest

RAP-value transmission rate (11 Mbps for both Table 11.1 and 11.2) has the best

average broadcast latency.

We now evaluate the viability of the methods, proposed in Section 11.4, for deter-

mining the ‘best’ link-layer multicast rate . Considering the range-rate relationship

shown in Table 11.1, since the RAP values are monotonically increasing with in-

creasing rate, both the ‘quickest’ and ‘HRC’ (highest RAP-valued connected) rate

methods give the same rate. We refer to this rate as the ‘best’ rate in Figures 11.1,

11.2(b), and 11.3(c). The normalized broadcast latency and throughput for vary-

ing number of Q (and C) with N = 70 are shown in Figures 11.2(b) and 11.3(c),

respectively. Similarly, for varying number of nodes (using Q and C = 4), results

are displayed in Figure 11.1. For the range-rate relationship shown in Table 11.2,

Figure 11.4(b)—displaying the normalized broadcast latency for varying number of

nodes (using Q and C = 4) in 10002 m2 area—shows that the ‘quickest’ rate and

the ‘HRC’ rate methods perform comparably for low node densities. For low node

density, ‘HRC’ rate is likely to be the same as the ‘quickest’ rate according to the

connectivity data in Table 11.1 (for N ≤ 40).

For higher node densities, however, ‘HRC’ rate method performs much better
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than the ‘quickest’ rate method as shown in Figure 11.4(b) (for N more than 40).

Figure 11.4(a) and Figure 11.4(c) also show that latency and throughput perfor-

mance of our heuristics—for N = 70 in 10002 m2 area—using ‘HRC’ rate method

is much better than ’quickest’ rate method across the range of Q and C. This is

also illustrated in Table 11.2 for Q and C = 2 for varying number of nodes. Hence

on the basis of these experimental results, we can conclude that, assuming CCA

channel-assignment, the ‘HRC’ rate method is an efficient way of selecting the ‘best’
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Figure 11.4: Broadcast throughput, assuming 802.11a network having the rate-range
relationship of Table 11.2, against varying Q (and C) for N=70 and Area= 1000 ×
1000 m2

rate to be used in a SBM framework network.

11.7.3 Sensitivity of results to rate-range relationship

We present the sensitivity analysis of our broadcasting framework to the rate-range

relationship of the WMN using the rate-range relationships shown in Table 11.1

and 11.2. We have observed that, for both considered rate-range relationships, the

performance of SBM broadcast heuristics (CDS and PCDS) is comparable to per-

formance of FMM broadcast heuristics (WCDS and PAMT), especially for dense

WMNs. For the rate-range relationship as shown in Table 11.1, the broadcast la-

tency, for varying Q (and C), is depicted in Figure 11.2(b) and the throughput results

in Figure 11.3(c). Similarly, for the rate-range relationship as shown in Table 11.2,

the broadcast latency result is shown in Figure 11.4(a), whereas the throughput

result is shown in Figure 11.4(c). Both the latency and throughput results, for both

rate-range relationships, show a similar trend where the SBM broadcast heuristics

perform comparably to FMM broadcast heuristics, especially at high node densities.

11.8 Simulation in Qualnet using 802.11b MAC

In this section, we present results of Qualnet [1] simulations that we performed to

compare the PCDS algorithm with PAMT (Chapter 9) algorithm for different ‘best’
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transmission rates assuming a practical decentralized MAC scheduler. We assume

IEEE PHY 802.11b at the physical layer, which uses a pre-configured BER-based

packet reception model. The IEEE 802.11 MAC with Distributed Coordination

Function (DCF) was chosen as the medium access control protocol. All default

parameters are assumed unless stated otherwise.
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Figure 11.6: Performance of PCDS with different rates compared to PAMT

To study the viability of using RAP as a rule-of-thumb for measuring the broad-

cast efficiency of different rates for the SBM framework, we simulate 100 random

70-node 802.11b network topologies in an area spanning 5002 m2 where each node is

equipped with 4 radio interfaces. We assume that Q = C = 4 and assume that the

CCA channel-assignment scheme is used. The rate-range relationship for a 802.11b

network assuming default parameters of Qualnet simulator is depicted in Table 11.1.

Our results are displayed in Figure 11.6. We have only assumed those topologies

for our simulation for which the network is connected for all possible rates, i.e., we

only assume networks that are connected even when the quickest rate is used as the

‘best’ rate for the SBM framework. We compare PAMT with PCDS which uses the

rate 1,2,5.5 and 11 Mbps (which are in Figure 11.6 called PCDS1, PCDS2, PCDS5.5

and PCDS11, respectively). It is observed that the higher-RAP rates perform bet-

ter with PCDS using the ‘best’ rate of 11 Mbps (PCDS11 in Figure 11.6) almost

matches the performance of PAMT. The Qualnet simulation results corroborate the

idealized scheduler results (presented in the previous section), and show that RAP

is a good predictor of the efficiency of a particular rate for broadcast; the results

also indicate that SBM heuristics can match the performance of FMM heuristics

especially when the ‘best’ rate is chosen sensibly.
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11.9 Conclusions

In this chapter, we proposed a centralized heuristic called PCDS that utilizes the

SBM broadcast framework which dictates that a single “best” link-layer rate be used

for all multicast. We have also proposed techniques that can be used to select the

“best” rate to be used with our SBM framework. Our analysis of SBM showed that,

in dense settings, its performance is comparable to the more powerful FMM frame-

work that can adapt the link-layer multicast rate of each frame. We have seen that

the SBM heuristic PCDS matches the performance of the the more powerful FMM

heuristic PAMT. We have also observed that PCDS, like PAMT, adapts to the radio

resources available by exploiting the radio-and-channel-diversity by parallelizing its

transmission over the various interfaces on transmitting nodes.



Chapter 12

Summary of Results

This chapter serves as a conclusion to Part II, “Improving broadcast performance

of multi-radio multi-channel multi-rate WMNs” of this thesis. We will enlist some

of the research objectives discussed in Section 1.4 that are relevant to this part of

the thesis.

• Study the MLB problem for MR2-MC WMNs and provide algorithms that im-

prove the performance of single-radio single-rate broadcast techniques. Quan-

tify the extent of improvement by comparing with radio-and-channel-diversity

and rate-diversity unaware broadcast techniques.

In Chapter 9, we proposed four centralized MLB heuristics for MR2-MC

WMNs; the first (MSPT) does not exploit the ‘wireless broadcast advan-

tage’ (WBA) offered in WMNs, the second (MWT) exploits WBA but not

the availability of multiple interfaces on the same node, while the other two

(LMT and PAMT) differ in how they exploit both WBA and the radio-and-

channel-diversity on individual nodes. Interestingly, both PAMT and LMT

perform fairly close to the theoretical optimal, resulting in latencies that are

on average only ∼ 10− 20% higher.

In Chapter 10, we have proposed a distributed and localized broadcast heuris-

tic that exploits the “wireless broadcast advantage”, the rate-diversity, and

the radio-and-channel diversity of a MR2-MC WMN. These algorithms all

operate by initially constructing a basic source-independent CDS and prun-

ing it to increase the rate of individual transmissions, and subsequently by

constructing a source-specific tree over this “pruned CDS”. Simulation-based

experimental studies show that the MRDT decentralized algorithm can pro-

vide low broadcast latencies close to that of the best-performing, centralized

PAMT heuristic, especially for practical environments where the number of

interfaces (Q) is relatively low (2− 3).

In Chapter 11, we proposed a centralized heuristic called PCDS that utilizes

the SBM broadcast framework which dictates that a single “best” link-layer

191
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rate be used for all multicast. We have also proposed techniques that can

be used to select the “best” rate to be used with our SBM framework. Our

analysis of SBM showed that, in dense settings, its performance is comparable

to the more powerful FMM framework that can adapt the link-layer multicast

rate of each frame. We have seen that PCDS matches the performance of the

PAMT algorithm that utilizes the more powerful FMM framework. We have

also observed that PCDS, like PAMT, adapts to the radio resources available

by exploiting the radio-and-channel-diversity by parallelizing its transmission

over the various interfaces on transmitting nodes.

• Provide general insight and identify rules that can enable multi-rate WMN

protocol designers for MR2-MC WMNs to decide how to exploit radio-and-

channel and rate-diversity for improving broadcast performance.

In Chapters 4,5, and 6 of Part I of this thesis, we had shown the utility of

the product of transmission rate and transmission coverage area (or rate-area

product or RAP for short) as a measure of efficiency of a certain transmission

rate for SR-SC multi-rate WMNs. An important conclusion was that a higher

rate is not necessarily preferable for broadcast. It was shown that a rate,

notwithstanding how high it is, is broadcast efficient only if its RAP is high.

We have corroborated this proposition for MR2-MC WMNs in this part of the

thesis, and have shown in Chapter 11 that RAP is a good predictor of broadcast

efficiency of a particular rate even for MR2-MC WMNs. Consequently, high

transmission rates that do not have high RAP values can be disregarded for

broadcast (see Figure 11.4(a) in Chapter 11).

In Chapters 9, 10 and 11, we have identified that a well-designed broadcast

algorithm for MR2-MC WMNs must exploit the interface-diversity (or, the

radio-and-channel-diversity) such network offers. We have observed that the

best performing algorithms, such as PAMT (Chapter 9), MRDT (Chapter 10),

and PCDS (Chapter 11), generally adapt to the radio resources available and

parallelizes transmission over multiple interfaces when available.

In Chapter 9, we made an important observation: we showed that broadcast

performance is impacted by the channel-assignment strategy used, due to the

inherent conflict for a channel-assignment scheme between greater connectiv-

ity and lower channel contention. We observed that a channel-assignment

scheme designed for unicast flows may sometimes perform poorly for broad-

cast/multicast flows. In our simulations, the performance of CCA (which gen-

erally performs poorly for unicast flows) is generally better than both VCA

and INSTC.



Part III

Future work
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Chapter 13

Open Research Questions

Our goal in this thesis has not been the development of practical protocols, but

rather the use of algorithmic techniques to establish some principles. In particular,

we wanted to demonstrate the potential benefits that broadcast traffic can reap

from rate diversity and multi-channel, multi-radio WMN architectures. A lot of

additional research questions will need to be solved to provide effective practical

support for point-to-multipoint traffic in WMNs. Some of these are:

• Variable link quality (i.e., the link loss rate) is a challenge in real WMN en-

vironments. In this thesis, we have assumed that if a particular link can use

a particular transmission rate at one time, then that rate can be utilized by

that link at all times. In practice, however, the link quality in multihop wire-

less networks is time variant. The impact of lossy links in wireless networks

is particularly important, since wireless standards (e.g., IEEE 802.11) usually

do not provide retransmission-based link-layer reliability for broadcast traffic.

Thus, we need to analyze: How do we incorporate reliability into the design of

our broadcast algorithms keeping in view the potentially time-varying quality

of links to different neighbors?

• Our studies have demonstrated the fact that existing unicast-oriented channel-

allocation schemes do not work uniformly well for both broadcast and unicast

traffic. Since real WMNs will have a mixture of both traffic types, another

important question is: How do we design channel-allocation mechanisms for

multi-radio multi-channel WMNs that perform equally well for both unicast

and broadcast traffic, and are relatively insensitive to variations in the relative

proportion of broadcast and unicast flows?

• While in this thesis we have utilized the broadcast latency of Dijkstra’s tree

(assuming that the Dijkstra’s tree can utilize unlimited number of radios and

channels, and each node can perform unlimited number of distinct-rate trans-

missions) as the approximate bound on broadcast latency performance (since

it is non-trivial to calculate the optimal performance bound for multi-radio

194



13. Open Research Questions 195

multi-channel multi-rate WMNs), an interesting future work direction is to

develop theoretical bounds on the optimal broadcast latency performance for

a general multi-radio multi-rate WMN.

• There are open questions for the SBM framework. More specifically, a question

requiring further attention is: “How does the connecting and disconnecting of

new nodes affect the choice of the ‘best’ rate to be used in a SBM framework”.

For the SBM framework to be practical, it is important that the ‘best’ rate

determined does not continuously change with every addition and deletion of

nodes in the WMN. Also, the method used to determine the ‘best’ rate must

also appropriately consider the variable nature of the link quality in multi-rate

WMNs in its choice.

• While multi-radio WMN architecture is promising in principle, there are prac-

tical concerns in building a multi-radio WMN [87]. For one, limitations arise

due to increased interference between radio interfaces co-existing on the same

node, even when they are tuned to mutually orthogonal channels. Since, we

have analyzed the performance of our broadcast algorithms using simulations

assuming idealized and non-idealized MAC, an important pending work is to

study: How this increased crosstalk and interference between radio interfaces,

co-located on the same mesh node, affects the performance of our broadcast

algorithms in practical multi-radio WMNs?.
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