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Abstract

With the rapid development of various geospatial technologies including remote sensing, mobile devices, and Global
Position System (GPS), spatio-temporal data are abundantly available nowadays. Extracting valuable knowledge from
spatio-temporal data is of crucial importance for many real-world applications such as intelligent transportation, social
services, and intelligent distribution. With the fast increase of the amount and resolution of spatio-temporal data,
traditional data mining methods are becoming obsolete. In recent years, deep learning models such as Convolutional
Neural Network (CNN) and Recurrent Neural Network (RNN) have made promising achievements in many fields based
on the strong ability in automated feature extraction and have been broadly used in different spatio-temporal data mining
tasks. Many methods have been developed, and more diverse data were collected in recent decades, however, the existing
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limitations of traditional data mining methods.

This study investigates spatio-temporal data mining from four different perspectives. Firstly, a multi-elemental geoloca-
tion inference method is proposed to predict the location of tweets without geo-tags. Secondly, an optimization model is
proposed to detect multiple Areas-of-Interest (AOIs) simultaneously and solve the multi-AOIs detection problem. Thirdly,
a multi-task Res-U-Net model with attention mechanism is developed for the extraction of the building roofs and the
whole building shapes from remote sensing images, then an offset vector method is used to detect the footprints of
the high-rise buildings based on the boundaries of the corresponding building roofs and shapes. Lastly, a novel decoder
fusion model is introduced to extract interior road network from remote sensing images and GPS trajectory data. And
this method is effective for multi-source data mining.
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tial information from multi-source geospatial data can improve the detection accuracy in comparison with single-source
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Abstract

With the rapid development of various geospatial technologies including remote

sensing, mobile devices, and Global Position System (GPS), spatio-temporal data

are abundantly available nowadays. Extracting valuable knowledge from spatio-

temporal data is of crucial importance for many real-world applications such as

intelligent transportation, social services, and intelligent distribution. With the fast

increase of the amount and resolution of spatio-temporal data, traditional data min-

ing methods are becoming obsolete. In recent years, deep learning models such as

Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) have

made promising achievements in many fields based on the strong ability in auto-

mated feature extraction and have been broadly used in different spatio-temporal

data mining tasks. Many methods have been developed, and more diverse data were

collected in recent decades, however, the existing methods have faced challenges from

multi-source geospatial data. This thesis investigates four efficient techniques in dif-

ferent scenarios for spatio-temporal data mining that take advantage of multi-source

geospatial data to overcome the limitations of traditional data mining methods.

Firstly, we developed a method of geolocation inference based on the whole potential

location-related metadata of tweets. A crude form of geographic coordinate infor-

mation can be obtained from every tweet’s bounding box, while location-related

information can be mined from the textual content, user location, and place labels

via Named Entity Recognition (NER) techniques. Three coordinate datasets of the
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United States counties were built and used as the coordinate references.

Secondly, a novel approach is proposed to detect multiple Areas-of-Interest (AOIs)

simultaneously and solve the multi-AOIs detection problem. In this approach, we

first applied the existing single-AOI detection algorithms to generate candidate spa-

tial boundaries for AOIs in a neighborhood, and then developed a Binary Integer

Linear Programming (BILP) model to determine the best candidate spatial bound-

aries for these AOIs while accounting for their spatial dependency.

Thirdly, a multi-task Res-U-Net model with attention mechanism is developed for

the extraction of the building roofs and the whole building shapes from remote

sensing images, then an offset vector method is used to detect the footprints of the

high-rise buildings based on the boundaries of the corresponding building roofs and

shapes. The OFD data were also applied to parse the POI name of every building

footprint.

Fourthly, we developed a decoder fusion model based on the dilated Res-U-Net (DF-

DRUNet) which fuses the remote sensing images and GPS trajectories in a more

efficient way to extract the interior road network. The DF-DRUNet model is built

on two components: Firstly, two independent dilated Res-U-Net models with each

taking remote sensing images and GPS trajectories as input modalities respectively.

Then, we fused the decoders from two modalities based on a dual fusion module,

which can help to learn the modality selection from these two modalities.

The proposed four methods use different techniques for spatio-temporal data mining

to improve the detection performance. This study demonstrates that exploiting

spatial information from multi-source geospatial data can improve the detection

accuracy in comparison with single-source geospatial data. Our experiments show

that these techniques developed in this thesis can detect ground features efficiently

and effectively, and overcome the limitations of conventional algorithms.
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Chapter 1

Introduction

1.1 Background

Nowadays, huge amounts of data are recorded from different sources, such as public

transportation [1], social media [2], and online food delivery platforms [3]. However,

with the rapid development of different techniques including remote sensing, mobile

devices, and GPS, spatio-temporal data have become progressively available [4].

This sheer scale of spatio-temporal data provides a great opportunity for researchers

to discover valuable knowledge [5].

Discovering valuable knowledge using spatio-temporal data is extremely important

for some real-world applications, such as social services, smart transportation, urban

planning, and intelligent distribution [6]. With the fast increase of the amount,

capacity, and resolution of spatio-temporal data, traditional data mining methods,

especially those based on statistics, are becoming increasingly difficult to deal with

those data [4]. In recent years, deep learning models such as CNN and RNN have

made remarkable achievements in many fields due to the powerful automatic learning
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and feature representation capabilities [5]. These models are also widely used in

various Spatio-Temporal Data Mining (STDM) applications such as self-driving cars

[7], ground targets classification [8], epidemic disease forecasting [9], and traffic

management [10].

The rapid development of deep learning can be attributed to three major develop-

ments: a large amount of data, high-performance computing, and algorithm im-

provement. (1) Data: With the growth of the Internet, huge amounts of data are

being generated by various sensors every day. (2) Computing: With the develop-

ment of cloud computing and Graphics Processing Units (GPUs), the computing

power of machines is becoming very powerful. (3) Algorithms: Researchers have

proposed some of the most efficient methods of training deep learning models by

algorithm improvements [11].

In this thesis, four spatio-temporal data mining techniques are investigated from dif-

ferent perspectives. Firstly, a multi-elemental geolocation inference method is pro-

posed to predict the location of tweets without geo-tags. Secondly, an optimization

model is proposed to detect multi-AOIs simultaneously and solve the multi-AOIs

detection problem. Thirdly, a multi-task Res-U-Net model with an attention mech-

anism and an offset vector method are developed for the extraction of the building

footprints. Lastly, a novel decoder fusion model is introduced to extract interior

road network from remote sensing images and GPS trajectory data. These four

data mining techniques can improve the feature detection performance of advanced

geospatial applications. This study demonstrates that exploiting spatial information

from multi-source geospatial data can improve the detection accuracy in comparison

with single-source geospatial data. Our experiments show that these four techniques

can detect ground features efficiently and effectively, and overcome the limitations

of conventional algorithms.
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1.2 Motivations

In this section, we present the motivations of four research topics that are useful in

many spatio-temporal data mining applications such as geolocation inference and

ground targets extraction.

1.2.1 Geolocation Inference Using Twitter Data

Over the past decade, the Internet has helped revolutionize every aspect of people’s

lives, and it is not only a source to get information, but also a platform to disseminate

personal information [12,13]. In addition, the development of mobile devices makes

it easier to send digital information. At the same time, social media platforms

have experienced a tremendous and profound reform. Twitter and Facebook mainly

provide basic services, but other types of social media are being used to connect

online for different reasons, such as location-based services, media sharing services,

as well as other types of services. Users can establish online friendships based on

mutual interests and share their everyday life with each other.

Supported by previous studies [14–16], Twitter outshines other platforms in regard

to social network analysis and event detection because of not only its excellent de-

sign, but also its vast user base of different age groups. The large quantity of user-

generated contents is employed for data mining in various research areas [12]. Tweets

with accurate geographic information can provide significant benefits to event re-

sponse and monitoring, hence those without geographic information become useless

unless geolocation inference is applicable. Accurate prediction of tweets’ geolocation

can effectively benefit the response and rescue in emergency events [17].

The development of GPS-enabled mobile devices enables users to share and track

their locations with accurate geographical coordinates. However, due to the opera-
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tional complexity and privacy concerns, most users do not turn this function on [18].

As Laylavi et al. [19] illustrated, the percentage of tweets with geo-tags accounts for

only 2%, which severely limits the development of associated applications. There-

fore, accurate geolocation inference of tweets has become an urgent problem in this

research field.

Nowadays, disease-related information is increasingly shared in real time through

Twitter, while timely data with spatial and temporal information play a significant

role in surveillance of an epidemic disease [20, 21]. Every single tweet has its own

metadata, which includes its creation time, but under most circumstances, does not

contain its created geographical coordinates, hence geolocation inference of tweets

is still a critical issue. Real-time data without any geographic information can be

almost meaningless for emergency response and surveillance of an epidemic disease.

Thus, this study aims to develop novel methods to predict the geolocation of non-

geotagged tweets based on their own metadata.

In this study, models based on multiple attributes of the tweet’s metadata are built

to predict the non-geotagged tweets’ geolocation. Attributes of textual content,

user location, place labels, and bounding box are fully used during the modelling

process. The dataset used in this study was collected between the 10th and 30th of

June 2020. During this time, the United States (US) was suffering a severe effect

of the COVID-19 pandemic. The development of technologies, including Natural

Language Processing (NLP) and Named Entity Recognition (NER) make it easier

to extract location entities from textual data.

1.2.2 Detection of Multi-AOIs by OFD Data

With the development of mobile Internet, OFD services have become increasingly

popular in our daily lives [22]. According to Stock Apps, in 2020, the global OFD
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market reached $136.4 billion in revenue, an increase of 27% year-over-year, and

the number of users reached 1.46 billion, a 25% increase from 2019 [23]. China is

leading the way in terms of market size and has achieved great success [24]. Take

Meituan, one of the world’s largest food delivery platforms as an example. In 2020,

total revenues reached 114.8 billion yuan, an increase of about 18% year-over-year,

and the number of users reached around 460 million, a 13% increase from 2018 [25].

OFD platforms rely heavily on accurate Areas-of-Interest (AOIs) information in

their operations. An AOI, also known as a Region-of-Interest (ROI), refers to a

polygon selection in a map that someone may find useful or interesting, for example,

a residential complex, a public park or a shopping mall [26,27]. OFD platforms are

concerned with two key properties associated with an AOI, that is, its name and

spatial boundary. Spatial boundaries of AOIs are stored as vector formats, which

can be easily used in geospatial analysis and improve service efficiency of the OFD

industry.

In this study, we investigate how to detect AOIs using the geospatial data collected

from OFD platforms. The AOI detection problem involves identifying the name

and the boundary of an underlying AOI. Although there has been a proliferation

of studies that investigate the AOI detection problem, existing approaches all focus

on the single-AOI detection problem, that is, they detect AOIs one at a time. In

fact, some noisy GPS points locate in the wrong locations, therefore, they may con-

struct spatial boundaries of different AOIs with overlaps. Among existing studies,

multiple geospatial data sources are applied into the single-AOI detection problem,

including social media data (e.g., geo-tagged Flicker photos [28–30] and geo-tagged

tweets [31–33]), remote sensing data [33], and delivery data [3]. Since single AOI

detection algorithms detect AOIs independently of each other, they tend to produce

inconsistent results and cannot fully leverage GPS data available for the adjacent

AOIs.
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In this study, we aim to address the challenge faced by single-AOI detection models

through simultaneously detecting multiple AOIs. In our approach, we first apply

existing single-AOI detection algorithms to generate candidate spatial boundaries

for AOIs in a neighborhood, we then develop a Binary Integer Linear Programming

(BILP) model to determine the best candidate spatial boundaries for these AOIs

while accounting for their spatial dependency. We conducted numerical experiments

using real data from Meituan, the largest OFD platform in China. Results show

that our model not only produces consistent AOI boundaries but also improves

the average F1-score. We improve the accuracy and preserve the details of the

boundaries of detected AOIs by applying a Hidden Markov Model (HMM) to the

road network dataset.

1.2.3 POI Detection Using Remote Sensing Images

OFD platforms rely heavily on accurate Points-of-Interest (POIs) information in

their operations. A POI is defined as a specific point location that may be useful

or interesting for people [31], e.g., a residential building footprint. OFD platforms

are concerned with two key properties associated with a POI, that is, its name

and spatial boundary. ROI mining techniques are designed to detect boundaries of

POIs. Generally, the boundary of a POI is defined as a cluster, which is given by a

geographically shaped convex polygon using the convex hull of the geotagged records

that include a given textual description such as a POI name within a circle to be

optimized [2]. These existing methods highly rely on the accurate GPS coordinates,

while the accuracy of indoor GPS satellite signals is relatively low, and high-rise

buildings can also block or degrade GPS satellite signals of mobile devices, which

may cause users to locate wrong locations. Therefore, these methods cannot extract

POI boundaries accurately.
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As remote sensing technologies mature, the capability to detect the physical bound-

aries of ground objects has been enhanced significantly. Thus, remote sensing tech-

nologies are seen as conventional and even important methods for detecting building

footprints [34], which are also regarded as boundaries of POIs. In this study, we

extract spatial boundaries of POIs based on remote sensing images. For example,

different buildings are located in a residential complex, and every one of them can

be recognized as a specific POI, and we aim to identify the spatial boundary and

the name of each specific POI based on buildings from remote sensing images and

OFD data.

For most existing studies, remote sensing data focus on low-rise buildings, and

therefore building footprints can be generally extracted from the “footprint” of the

roof [35–37]. However, for high-rise buildings, due to the different view angles of

remote sensing sensors, the distance between the polygons of the building roof and

the building footprint on remote sensing images can be very large and changes with

time. In this case, the polygon of the building roof cannot be regarded as the

polygon of the building footprint. Besides building footprints cannot be extracted

directly, because most of them are covered by building roofs and building surfaces

on remote sensing images. Based on data analysis and calculation, we found that,

in most cases, the building footprint has the same shape as the building roof, except

for a certain offset in position.

In this study, we propose a multi-task Res-U-Net model with attention mechanism to

extract the boundaries of building roofs and shapes simultaneously, and then use an

offset vector method to detect the actual spatial boundaries of the building footprints

based on the spatial boundaries of the building roofs and shapes. After detecting the

spatial boundaries of the building footprints, parsing of POI names is processed by

the OFD dataset. We conducted numerical experiments using remote sensing data

from Google Earth and the OFD dataset from Meituan platform. Experimental
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results indicate that the proposed method successfully extracts the boundaries of

the building roofs and shapes, and achieves the best performance of F1-score and IoU

for both the building roof segmentation and the whole building shape segmentation

among baseline models.

1.2.4 Road Extraction Using Multi-Source Data

Roads within the residential complexes play a very important role in route planning

of OFD services. If there is no interior road network within an AOI, the OFD

platform can only direct the deliverers to the location of the gate area, and then the

deliverers have to find the customer’s place all by their familiarity with the place,

which is inefficient and a waste of time. If the road network is completed for both

the outside and the inside of the AOI, then a more efficient route to the customer’s

destination can be planned by the OFD platform.

In the past few years, a wide range of methods have been developed in the research

area of road extraction from GPS trajectories. Although substantial progress has

been achieved [38, 39], this research field still faces great challenges. For existing

studies, a wide range of approaches have been proposed for road extraction using

remote sensing images. Early studies mostly extracted hand-made features such

as textures and contours, and used shallow models to identify road areas. In re-

cent years, deep learning methods are becoming the mainstream of this research

area because of their powerful automatic representation learning ability, and have

made remarkable success. However, it still remains a very difficult issue to extract

road regions using remote sensing images due to the issues of occlusion and similar

appearance with other ground targets [1].

Due to the problem of information loss, it is still challenging to extract interior

road regions based on a single data source. As remote sensing images and GPS
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trajectories can provide different types of information, these can complement each

other for interior road extraction. Remote sensing image-base approaches and GPS

trajectory-based approaches have their own advantages and disadvantages. That is,

the fusion of these two complementary data sources can provide an efficient way

to take advantage of information for robust interior road extraction. However, the

number of related studies [40, 41] that use the two modalities is very limited. In

addition, most of these studies directly fuse the input layer with remote sensing

images and GPS trajectory feature maps, which is not an ideal strategy for multi-

modal fusion methods.

In this study, we propose a decoder fusion model named DF-DRUNet, which fuses

remote sensing images and GPS trajectories in a more efficient way for extracting

interior road network. The DF-DRUNet model is built on two components. First,

two independent dilated Res-U-Net models with each taking remote sensing images

and GPS trajectories as input modalities respectively. Second, we fuse decoders

from two modalities based on a dual fusion module (DFM), which can help to

learn the modality selection from these two modalities. Numerical experiments have

been conducted based on the DF-DRUNet model and baseline models from the real

dataset of remote sensing images and GPS trajectories.

1.3 Contributions

In this section, the main contributions of this thesis are summarized based on four

spatio-temporal data mining tasks, which are described as follows.

(1) Geolocation Inference Using Twitter Data

• Exploring potential location-related attributes of the tweet’s metadata and
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extracting location entities via NER techniques.

• Three geographic coordinate datasets of counties are used to predict geolo-

cation and the proposed models are built according to different priorities of

location-related attributes.

• When the area threshold of the bounding box is set to 10,000 km2, the best

model can successfully predict the geolocation of 90.8% of COVID-19 related

tweets with the mean error distance of 4.824 km and the median error distance

of 3.233 km.

• The proposed method enhances the granularity of geographic information of

tweets and makes the surveillance of COVID-19 effective and efficient.

(2) Simultaneous Detection of Multi-AOIs Using OFD Data

• By accounting for the spatial dependency among neighbouring AOIs, we en-

sured that our approach can produce AOI boundaries that are consistent with

each other.

• We formulated the problem as a Binary Integer Linear Programming (BILP)

model, which can be efficiently solved by standard branch-and-bound proce-

dures.

• Using the optimization model in the dataset collected from Meituan platform,

results show that our model identifies multi-AOIs and improves the average

F1-score from 0.847 to 0.894 and achieves the best average F1-score among all

single-AOI detection methods.

(3) POI Detection of High-Rise Buildings Using Remote Sensing Images
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• We proposed a novel multi-task Res-U-Net model with attention mechanism

for semantic segmentation of the building roofs and shapes. Using the pro-

posed model, the building roofs and the whole building shapes are extracted

simultaneously. Even compared with the best performing baseline model, the

proposed model improves the total F1-score by 1.78% and IoU by 0.49% in

terms of the building roof segmentation, and the total F1-score by 3.31% and

IoU by 3.03% for the whole building shape segmentation.

• Most of existing studies extract building roofs as building footprints, while

in our study, we introduced an offset vector method to extract the building

footprints based on boundaries of the building roofs and the whole building

shapes for high-rise buildings.

• Instead of detecting spatial boundaries of the building footprints, our research

also parses POI names based on the OFD dataset.

(4) Interior Road Extraction Using Multi-Source Data

• We propose a novel decoder fusion model with the DFM unit based on two in-

dependent dilated Res-U-Net models for semantic segmentation of the interior

road from both remote sensing images and GPS trajectories. The DF-DRUNet

model achieves the best performance of F1-score and IoU among all baseline

models.

• A novel DFM unit is designed to help to learn the modality selection from

both the two modalities of remote sensing images and GPS trajectories.

• Most of existing studies extract road network outside residential complexes,

while our study concentrates on interior road network extraction within resi-

dential complexes from multi-source data.
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1.4 Thesis Structure

This thesis contains seven chapters. The main objective of each chapter is described

below.

Chapter 1 presents an introduction of geolocation inference using twitter data, simul-

taneous detection of multiple AOIs using online food delivery data, POI detection of

high-rise buildings using remote sensing images, and interior road extraction using

multi-source data.

Chapter 2 describes a detailed literature review on the latest advances in geolocation

inference using twitter data, simultaneous detection of multiple AOIs using online

food delivery data, POI detection of high-rise buildings using remote sensing images,

and interior road extraction using multi-source data.

Chapter 3 introduces a method of geolocation inference based on the whole potential

location-related metadata of tweets. A crude form of geographic coordinate infor-

mation can be obtained from every tweet’s bounding box, while location-related

information can be mined from the textual content, user location and place labels

via NER techniques. Three coordinate datasets of the United States counties are

built and used as the coordinate references. Models with different data sources have

been employed to predict the geolocations of the tweets related to COVID-19 in the

contiguous United States.

Chapter 4 proposes a new approach to detect multiple AOIs simultaneously and

solves the multi-AOIs detection problem. In our approach, we first apply the existing

single-AOI detection algorithms to generate candidate spatial boundaries for AOIs

in a neighborhood, and then develop a BILP model to determine the best candidate

spatial boundaries for these AOIs while accounting for their spatial dependency.

We conduct numerical experiments using real data from Meituan, the largest OFD
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platform in China.

Chapter 5 proposes a multi-task Res-U-Net model with attention mechanism for

the extraction of the building roofs and the whole building shapes from remote

sensing images, then use an offset vector method to detect the footprints of the

high-rise buildings based on the boundaries of the corresponding building roofs and

shapes. We also apply the OFD data to parse the POI name of every building

footprint. Several strategies are also developed in combination with the proposed

model, including data augmentation and post-processing. We conduct numerical

experiments using real data of remote sensing images and OFD historical order

data.

Chapter 6 develops a novel decoder fusion model based on dilated Res-U-Net which

fuses the remote sensing images and GPS trajectories in a more efficient way to ex-

tract the interior road network. The DF-DRUNet model is built on two components:

First, two independent dilated Res-U-Net models with each taking remote sensing

images and GPS trajectories, respectively, are used as input modalities. Second, we

fuse the decoders from two modalities based on a dual fusion module, which can

help to learn the modality selection from these two modalities. Numerical experi-

ments were conducted using the DF-DRUNet model and baseline models from the

real dataset of remote sensing images and GPS trajectories.

Finally, Chapter 7 concludes the whole work of this thesis and suggests some poten-

tial directions for future research.
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Chapter 2

Spatio-Temporal Data Mining

Using Multi-Source Geospatial

Data

Spatio-temporal data mining is playing a vital role in the big data era with in-

creasing availability and importance of large spatio-temporal datasets such as social

media data, remote sensing images and GPS trajectories. As mentioned in Chapter

1, there are also different types of methodological approaches for spatio-temporal

data mining. As this research field has been developed rapidly over the past few

years, this thesis attempts to systematically review the latest advances specifically

with respect to our four research topics. In this chapter, we give an overview of

the related work for spatio-temporal data mining problems studied in this thesis.

We first describe the related work of geolocation inference using Twitter data in

Section 2.1. Then the related work of simultaneous detection of multi-AOIs using

online food delivery data are described in Section 2.2. In Section 2.3, we show the

related work for POI detection of high-rise buildings using remote sensing images.
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Finally, the related work of interior road extraction using multi-source data is illus-

trated in Section 2.4. These four research topics focus on the extractions of spatial

objects, which are digital representations of the real world, but are exploited from

four different perspectives. These four components constitute the whole research of

spatio-temporal data mining using multi-source geospatial data.

2.1 Geolocation Inference Using Twitter Data

Social media applications are considered as an important part of people’s everyday

lives and people are more likely to move their interactions to the virtual platforms

(e.g., Twitter, Instagram, Tiktok, and Facebook). As a result, social media applica-

tions have been considered to be one of the most effective and influential implications

that have been gradually engaged in most aspects of individuals’ lives [42]. Among

these social media platforms, Twitter outshines others regarding social network anal-

ysis and event detection due to its vast user base of different age groups [14–16].

According to the most up-to-date Twitter statistics for 2022, its daily active users

are around 211 million, which accounts for 23% of the Internet population, and

about 500 million tweets are posted every single day [43].

Users sometimes add geo-information in their tweets, but in most cases, it is still

neither complete nor accurate. Therefore, various methods and algorithms from

other fields are being used in the field of geolocation inference. With the development

of technologies such as machine learning, deep learning, NLP as well as Geographic

Information Systems (GIS), much more methods have made breakthroughs in this

research field [44]. However, different from formal articles which are well written

and grammatically correct, social media messages always contain informal elements,

e.g., acronyms, emojis, hashtags, and even typos, which is often attributed to the

limit of character count and the use of mobile devices.
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In the past few years, many studies of geolocation inference based on Twitter data

have been published [44]. Ajao et al. [17] reviewed previous research related to

geolocation inference of tweets, and summarized relevant methods and evaluation

metrics. In the work of Cheng et al. [45], they discovered merely 20% of Twitter users

in the US prefer to show cities where they live in their user profiles, and only 5% of

them provide geographical coordinates information. The study of Hecht et al. [46]

illustrated that even though self-described addresses are shown in their profiles,

some of them are not accurate or valid, and geo-tagged tweets account for merely

0.77% of the whole. From the study of Ryoo et al. [47], the percentage of tweets

with geographic information is only about 0.4%. Priedhorsky et al. [48] showed

the similar percentages in their studies. More importantly, geolocation inference

of social media data is the basis of other relevant studies. Consequently, further

research in this area is needed.

When tweets are posted, some places information in the textual content enables

us to understand them better. Textual content is used to predict the geolocation

of tweets in the studies of Cheng et al. [49], Chandra et al. [50] as well as Chang

et al. [51]. However, Ikawa et al. [52] described that some users always mention

places that are not exactly where they are. In the study of Abrol et al. [53], they

researched the social network relationships among their online friends. Backstrom

et al. [54] and Bouillot et al. [55] described that geolocation inference of tweets can

be achieved by the user profile in their studies.

NLP techniques enable various methods and algorithms of this field to be used in

information extraction and geolocation inference. Techniques of NER and part-of-

speech tagging (POS) have been introduced in the research of Lingad et al. [56]. Li

et al. [57] introduced methods of machine learning and probabilistic to geolocation

inference. Takhteyev et al. [58] used gazetteers and location databases in their

research. In the study of Huang et al. [18], deep learning models are used to predict

16



2.2. DETECTION OF MULTI-AOIS USING OFD DATA

geolocation of Twitter data. Previous studies have obtained a great achievement

in this field and have the potential to pursue more accurate results of geolocation

prediction [59].

Most studies conducted on geolocation inference of tweets focus on either textual

content or other location-related attributes. The research gap of the above related

studies is the geolocation inference using all the potential sources of location informa-

tion of the Twitter dataset. And every data source can contribute to the geolocation

inference. Therefore, this research aims to implement all feasible combinations of

potential attributes related to location to predict the geolocation of tweets.

By following the literature review for data mining of Twitter dataset, data mining

for a new data source of OFD data is introduced in the next chapter. Then the

literature review of Area-Of-Interest (AOI) detection is described in detail.

2.2 Detection of Multi-AOIs Using OFD Data

With the development of mobile devices, volunteered geographic information (VGI)

is another source of data for numerous spatial applications [60,61]. In addition, OFD

information is a new type of geographic data generated by millions of customers and

riders. Although the absence of quality control, some data have been demonstrated

the same quality of the authoritative data [62]. Most of the existing studies are

based on VGI data, such as geo-tagged Flicker photos, tweets, and other social

media data [63–65].

Existing approaches for single-AOI detection can be broadly divided into three

groups: pre-defined shapes, density-based clustering, and grid-based aggregation.

And some other novel approaches are also introduced in this field.
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Pre-defined shapes. In [29], the authors use circle with fixed radius to extract

popular tourist routes based on geo-tagged Flickr photos. In particular, circles are

used to represent a trajectory of coordinates into a series of AOIs. In [66], the

authors use rectangular AOIs to represent stadiums in a study of trajectory pattern

mining. Specifically, a stadium’s AOI is the minimum rectangle of its area. Due

to the lack of ability to construct complex polygons, this approach has significant

limitations in practical application.

Density-based clustering. In [67], the authors apply the algorithm of Mean

Shift [68] to cluster the locations based on a group of geo-tagged Flicker photos.

Rather than setting the number of clusters, this algorithm needs to specify a value

to determine the density radius, which is difficult to accurately discover proper

number for different areas. Density-Based Spatial Clustering of Applications with

Noise (DBSCAN) is a widely used algorithm of density-based clustering for geospa-

tial data [69]. In [28], the authors apply DBSCAN clustering algorithm to identify

urban AOIs based on Flickr geo-tagged photos. In [3], the authors make use of

DBSCAN algorithm to identify clusters based on delivery addresses. Compared to

above clustering algorithms, DBSCAN is very robust against outliers, and there are

no constraints on the boundaries of clusters. Furthermore, a number of studies have

proposed improvements of clustering approaches based on DBSCAN. In [64], the

authors apply the algorithm of P-DBSCAN [70] to eliminate noises of geographic

coordinates and investigate the tourists’ behaviors in Hong Kong. In [71], the au-

thors introduce the algorithm of C-DBSCAN, which defines the constraints based on

the background knowledge. In [32], the authors propose M-DBSCAN to reduce the

uncertainty of detecting clusters by DBSCAN based on different density and cluster

size scales. H-DBSCAN [72] is introduced by improving and integrating DBSCAN

and OPTICS [73]. In [74], the authors apply H-DBSCAN algorithm to identify

AOIs and interest patterns of tourists from Flickr geo-tagged photos in Vienna.

Other clustering methods are also applied to discover clusters of AOIs. In [75], the
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authors devise a clustering method for discovering AOIs from image densities and

enhanced by the secondary densities of sites adjacent to the images. In [30], the

authors propose an adaptive urban clustering method to discover points of interest

(POIs) based on different granularities.

Grid-based aggregation. In [76], the authors map coordinates into a grid cell and

defined temporal constraints to discover AOIs. In [77], the authors collect geo-tagged

photos with location names and conduct clustering by Delaunay triangulation, then

POI was recognized as the average coordinates located in the cluster. In [78], the au-

thors propose a grid-based algorithm to solve the problem of discovering geometries

of interest (GOIs) of moving objects based on GPS trajectories.

Besides above three groups of approaches, we also have reviewed other single-AOI

detection algorithms. In [79], the authors introduce a grid-based Integer Linear Pro-

gramming (ILP) model to discover AOIs. In [31], the authors propose an algorithm

of G-ROI for discovering ROIs on multiple social media datasets. The G-ROI con-

tains two steps of reduction and selection, and achieves higher F1 score compared

with other methods.

The boundary of a cluster is often constructed by a convex hull [80]. Given a set

of points on a Cartesian plane, the convex hull of these points is represented by

the external polygon on them [65]. In order to match boundaries better and reduce

blank parts for polygon construction, the alpha-shape [81] and other approaches of

building concave hull are widely used [78]. The algorithm of alpha-shape is built

on the base of Delaunay triangulation and can be used to construct polygons with

different shapes flexibly. In [82], the authors propose an algorithm of chi-shape

to construct a concave hull, and [28] use this method to construct AOIs based on

geo-tagged Flicker photos.

For existing studies related to AOI detection, they focused on detecting one partic-
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ular AOI. And the research gap is that these studies detect AOIs one at a time and

ignore their spatial dependency. This would end up with inconsistent results, e.g.,

AOIs with overlapping spatial boundaries. To address this issue, a new approach is

proposed to detect multiple AOIs simultaneously and solve the multi-AOIs detec-

tion problem. In summary, our study is different from earlier research in two ways.

First, our approach fully utilizes mutual exclusion of different AOIs and combines

multiple single-AOI detection algorithms together; Second, instead of focusing on

detecting one particular AOI, we propose an optimization model which can detects

multi-AOIs simultaneously.

By following the literature review of multi-AOIs using OFD data, data mining of

building footprints within AOIs is described in the next section. A series of deep

learning-based approaches using remote sensing images are described in detail.

2.3 POI Detection Using Remote Sensing Images

Over the past few decades with the growth of remote sensing sensors, remote sensing

data painted a detailed picture of the urban environment and made the classification

and extraction of buildings and other artificial objects possible [83].

Buildings represent an important part of the city. Automatic and accurate extraction

of building boundaries can benefit urbanization planning, disaster management,

and environmental management, and has been extensively researched over decades

[36,37,84,85]. It is seen as the issue of detecting and extracting building areas from

images based on techniques of image processing and computer vision [35,86].

Many studies of building extraction are on the base of traditional image processing

methods. In [87], the authors proposed and compared the supervised and unsuper-

vised methods of segmentation in combination with the algorithm of random forest
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for extracting buildings from remote sensing data. In [88], the authors proposed the

indices of edge patterns and shadow lines as candidates using segmentation mod-

els, and different classifiers of machine learning are employed to identify buildings.

In [89], the authors developed a new method of fuzzy landscape generation, which

is used to detect the building’s directional space relation and shade for automatic

building extraction.

The term Deep Learning (DL) or Deep Neural Network (DNN) refers to Artificial

Neural Networks (ANN) with multi layers. Over the past few years, it has been

considered to be one of the most powerful tools, and has become very popular in

different research fields due to its capability of dealing with a huge amount of data.

Deep Learning has also been broadly used in different remote sensing applications,

e.g., object detection [90, 91], scene classification [92], land use mapping [93], etc.

Deep learning is a specific branch of Machine Learning (ML), which uses a multiple

layer structure to progressively extract higher-level features from raw inputs [94].

And DNN combines operations of linear and non-linear for encoding deep features

of inputs [36].

One of the most popular DNNs is the Convolutional Neural Network (CNN). CNN

is a class of DNN with multiple connected layers (convolutional layer, non-linearity

layer, pooling layer and fully connected layer) for feature extraction with different

levels [95]. CNN is able to achieve better performance, particularly in the field of

image processing [96]. As deep learning technology develops, many novel technolo-

gies of semantic segmentation are developed. CNN’s structure with multiple layers

is able to learn image features from different levels automatically, which is useful

to classify images and promote the growth of semantic segmentation. However, im-

age classification of most CNN models is the patch-based method, and pixels are

classified by analyzing the area surrounding each pixel. This method is relatively

inefficient since patches are overlapping [97].
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In [98], the authors proposed a Fully Convolutional Network (FCN) to address the

problem of semantic image segmentation, which can categorize each pixel based on

abstract features. In comparison to CNN, FCN is able to deal with images of multiple

sizes and improve processing efficiency. Based on the better performance, varieties

of methods were developed on the base of FCN. In [97], the authors proposed an

FCN-based U-Net structure, which achieves high performance on medical image

segmentation. In [99], the authors proposed the structure of DeepLab, which utilizes

operations of deconvolution and up-sampling, and expands deep CNN. These two

methods focus on the improvement of FCN to obtain a better segmentation.

Then, more models with the structure of encoder-decoder are proposed, which en-

hance the up-sampling part [100]. Noh et al. [101] proposed the structure of Decon-

vNet, which converts the process of up-sampling to a deconvolution process. CEDN,

proposed by Yang et al. [102], is developed on the base of encoder-decoder architec-

ture and used for the detection of edges. Badrinarayanan et al. [103] proposed the

structure of SegNet, which deletes layers with fully connection and uses max-pooling

up-sampling. In SegNet, every pooling layer can output two feature maps, namely,

the following layer and the decoder of up-sampling. In Marmanis et al. [104], the

authors applied FCN and SegNet to detect boundaries by semantic image segmenta-

tion, and this model achieves high performance of the segmentation. Shi et al. [105]

developed a novel change detection network, DSAMNet, which integrates the convo-

lutional block attention module for more discriminative features on both spatial-wise

and channel wise to achieve fine-grained bitemporal change detection. He et al. [106]

developed an urban tree specific sub-pixel mapping architecture with deep learning

approach to generate 2m fine-scale urban tree cover products from 10m Sentinel-2

images. Deep learning models can achieve better performance than basic machine

learning models, therefore, recent studies on semantic image segmentation mostly

focus on deep learning networks, and following with some optimization operations

to achieve good outcomes [107,108].
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According to recent studies, deep learning-based semantic segmentation models are

also used to extract buildings based on remote sensing images [36,37,109,110]. For

instance, Maggiori et al. [111] used FCN models to achieve the semantic segmen-

tation of buildings from multispectral remote sensing data. In [112], the authors

proposed a building extraction model on the base of Res-U-Net structure in combi-

nation with guided filters. Sahu et al. [110] adopted the standard U-Net architecture

with batch normalization layers to extract buildings from remote sensing images.

The results are then fed into a post-processing pipeline to separate the connected

buildings and convert them into vector formats. In [109], the authors proposed a

multi-loss neural network with an attention block based on U-Net, which can ex-

tract buildings with high accuracy. And the attention block shows clear advantages

in extracting features and detecting edges of images. Chen et al. [113] developed

a shifted windows transformer as a backbone for building extraction from satellite

remote sensing images. These studies show the excellent performance of semantic

segmentation models of building extraction.

For extensive studies of building footprint extraction, they recognize the building

roofs as the building footprints, which can lead to errors for high-rise buildings due

to different sensor view angles of the satellites. Our study can solve this issue which

has been ignored in those studies and our method is different from them in various

aspects. First, instead of detecting POI boundaries by VGI data, our approach

tries to extract building footprints to represent POI boundaries and parse POI

names from OFD dataset; Second, most of existing studies extract building roofs

as building footprints, while in our study, we introduce an offset vector method to

extract building footprints based on the boundaries of the building roofs and the

whole building shapes; Third, existing public datasets only label building footprints,

while in this research, we labelled both the building roofs and the whole building

shapes based on remote sensing images to meet our research objective; Fourth,

an end-to-end deep CNN, that is, a multi-task Res-U-Net model with attention
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mechanism, is proposed for high-rise building footprint segmentation at pixel level

with remote sensing images; Finally, in the proposed model, the attention mechanism

shows obvious advantages in extracting features and detecting edges of images, the

multi-task strategy helps to extract the building roofs and the whole building shapes

together, and the encoder is shared by both the decoders.

By following the literature review for the extraction of building footprints using

remote sensing images, data mining of a road network within residential complexes

is described in the next section. Different approaches of road extraction are reviewed

based on multi-source geospatial data.

2.4 Road Extraction Using Multi-Source Data

Automatic road extraction is an important basis of intelligent transportation system

and has been extensively studied in the past few years [114]. According to the input

data modality, we divide the existing methods into four main categories and describe

the related work of each category.

2.4.1 Remote Sensing Image-based Road Extraction

The rapid evolution of remote sensing technologies enables researchers to easily ac-

cess huge amounts of high-quality remote sensing data [1, 10]. For existing studies,

various approaches were developed to extract road network by using remote sensing

data. Previous studies often used traditional machine learning methods to detect

road regions based on hand-crafted features including colour and texture [115–117].

While most of them can only be applied into the specific scenarios. Recently, with

the better performance of deep learning models in computer vision field, more and
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more models have also been utilized for extracting traffic roads from remote sensing

images [1]. In [118], the authors developed a new encoder-decoder deep learning

model, named CasNet, which is utilized for extracting roads and center lines simul-

taneously using remote sensing images. Zhang et al. [119] developed a road region

extraction method by integrating residual learning and U-Net using remote sensing

images. This method achieved the best performance among all comparing methods.

In [114], the authors developed a novel encoder-decoder deep learning model called

D-LinkNet for semantic segmentation. The proposed method uses strategies of di-

lated convolution and pre-trained encoder to extract road network. And this method

achieved the best performance of IoU in the road extraction of CVPR DeepGlobe

2018. In [120], the authors developed a model with the encoder-decoder structure

for road extraction, which consists of residual blocks and skip connections for the

encoder, and convolutional layers for the decoder. The proposed model performed

the best among other state-of-the-art models. In [121], the authors developed a

novel network named DRR Net for semantic segmentation using remote sensing im-

ages. The proposed model consists of several DRR modules for extracting diverse

roads to alleviate the problem of class imbalance. Zhang et al. [122] developed

an approach to extract road network on the base of Fully Convolutional Networks

(FCNs) with an integration strategy to address the uneven distribution of roads and

backgrounds of remote sensing images. Even though considerable progress has been

achieved in the field of road extraction, complicated scenarios still do not perform

well, particularly for the extreme occlusion. It is not easy to deal with road ex-

traction perfectly only based on colour information of remote sensing data. Hence,

additional supplementary information would have to be extraction from multiple

data sources.
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2.4.2 Trajectory-based Road Extraction

In general, a geographic area with large amounts of vehicle trajectory information

is more likely to be a road. Therefore, more and more studies tried to extract road

network using crowd-sourced trajectories. Due to the GPS noises of trajectory data,

previous studies mainly concentrated on how to remove these noises and uncertain-

ties. For existing studies, we divide these approaches into four broad categories. (1)

Clustering-based approach. For this approach, a cluster of road ends is generated

based on directional similarity and geographic spatial distance, then road ends are

connected into road segments from GPS traces [123–125]. In [124], the authors de-

veloped a framework that uses the rich knowledge gathered from GPS trajectories

to generate up-to-date maps. In comparison with the best performing approaches,

this method can generate maps efficiently at the city level. Stanojevic et al. [125]

proposed two efficient algorithms (online algorithm and offline algorithm) for gen-

erating maps based on GPS trajectories. (2) Trace-merging based approach. For

this approach, all GPS trajectories are first scanned in sequence, and for every one

of them, either merges it with an existing road link or constructs an extra road link

otherwise [126,127]. In [126], the authors developed an approach for converting the

original GPS trajectory data of everyday vehicles into the connected road network

automatically. Niehoefer et al. [127] developed an approach that can generate maps

automatically, and the working mechanism is based on GPS tracking contributions

from random individuals. (3) Kernel Density Estimation (KDE) based approach.

For this approach, KDE is applied to the GPS data and then a map can be generated

by image processing techniques [38,128]. Biagioni et al. [38] proposed a novel hybrid

map inference approach, which combined several novel innovation points from the

existing algorithms. And the proposed method performed the best among all base-

line models. Based on the topological idea of the Morse theory, Wang et al. [128]

developed a new approach to reconstruct maps. Using the topological simplification
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and Morse theory enables them to address noise and non-homogeneous sampling

problems. (4) Deep learning-based approach. For this approach, Features are first

extracted from GPS trajectories, and then rendered as image layers and fed into deep

neural networks. In [39], the authors developed a new method for map generation

on the base of deep learning methods. In this framework, features are extracted

from GPS trajectories into spatial and transition views, and road centerlines are

predicted from a convolutional deep neural network called T2RNet. Despite the use

of various techniques, the problem of GPS noise remains and the performance of

road extraction is not good enough because of the information limitations of crowd

sourced trajectories.

2.4.3 LiDAR-based Road Extraction

Light Detection and Ranging (LiDAR) is a kind of remote sensing technology, which

can generate accurate digital 3D model by capturing point cloud data. While dif-

ferent from remote sensing images, LiDAR data contains distance information and

different objects have different laser reflectivity. Due to advantages of LiDAR, roads

are generally recognized as the flatness from the aerial viewpoint, which can be used

to differentiate roads from trees and buildings [1]. For existing studies [129–131],

various approaches were used to detect road network by using LiDAR data. For in-

stance, Zhang et al. [131] developed a method to detect road and road-edge with fast

processing speed and reliable performance. The proposed method has been verified

by a public dataset to show its robustness and efficiency. In [132], the authors devel-

oped a road centerline detection approach on the base of the multi-feature strategy.

For this method, the main idea is to detect possible road centerlines and delete joined

non-road components from roads. In [130], the authors proposed an approach for

extracting road centerlines by LiDAR data. The proposed method contains three

core algorithms, and was proved to be efficient for the road centerline extraction.
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Even though there has been considerable progress, LiDAR-based road extraction

still exists some challenging problems such as the intensity of reflection and data

noise. Because of the sparsity of LiDAR data and noisy points, the performance of

existing methods is relatively poor in complex scenarios [133].

2.4.4 Multi-Sourced Data Road Extraction

As described above, every data source has its own advantages and disadvantages,

therefore, it is reasonable to combine multi-sourced data for efficient road extrac-

tion. For existing studies, the researchers have proposed numerous approaches for

road extraction using both LiDAR and remote sensing images [1]. For instance, Hu

et al. [134] proposed an approach of semantic segmentation and image analysis to

detect the roads and background targets based on fusing both remote sensing im-

ages and LiDAR data. And multiple strategies for fusing LiDAR data and images

have been applied to this method. However, both LiDAR data and remote sensing

images cannot provide enough information for road extraction with heavy occlusion

of trees, therefore, more and more studies incorporated remote sensing data and

crowd sourced trajectories to extract road network. In [40], the authors developed

an approach for improving the road extraction using both remote sensing data and

GPS trajectories. A novel strategy of 1D transpose convolution has been applied

to the proposed approach, and its effectiveness is verified to improve the model

performance. In [41], the authors developed a novel transfer learning approach for

constructing road map intersections and links using GPS trajectories and remote

sensing data. In [135], the authors developed a new network of DeepDualMap-

per on the base of CNN, which integrates remote sensing data and GPS traces for

road extraction. In this study, the authors designed a gated fusion module for fur-

ther improving the accuracy of road extraction. In [136], the authors developed a

multi-modal road extraction approach to boost the performance of pixel-level ex-
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traction using crowd-sourced GPS trajectories and aerial images. In [1], the authors

developed a network of CMMPNet to take advantage of the complementarities of

remote sensing images and GPS traces for road extraction. Even though progress

has been made through fusion approaches, this does not take fully advantage of the

complementarities of multiple sourced data and require more efficient models to ex-

tract road network [1]. For existing studies, they either connected different features

directly or averaged the predictions of multiple models for data fusion, therefore,

multiple sourced data were not fully utilized [135].

For extensive studies of road extraction, they focus on traffic roads and most of the

GPS trajectories are collected by taxi. While for interior roads, most of them are

within gated residential complexes in Chinese cities, and taxis are not allowed to

enter in some gated residential complexes. For OFD services, deliverers can enter

the gated residential complexes and deliver food to customers’ doorsteps. Therefore,

GPS trajectories generated by riders can be used to supplement data sources for

interior road extraction.
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Chapter 3

Geolocation Inference Using

Twitter Data

1This chapter presents a method of geolocation inference based on the potential

location-related metadata of tweets. A crude form of geographic coordinate infor-

mation can be obtained from every tweet’s bounding box, while location-related

information can be extracted from the textual content, user location, and place la-

bels via NER techniques. Three coordinate datasets of the United States counties

are built and used as the coordinate references. Models with different data sources

have been employed to predict the geolocations of the tweets related to COVID-19 in

the contiguous United States. Results show that the models with four data sources

perform better than other models.

1Parts of this chapter have been published in Li, B., Chen, Z., and Lim, S.
(2021). Geolocation Inference Using Twitter Data: A Case Study of COVID-19
in the Contiguous United States. Communications in Computer and Information
Science, vol 1411. Springer, Cham. https://doi.org/10.1007/978-3-030-76374-9_8.
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3.1. INTRODUCTION

3.1 Introduction

In December 2019, the initial cases of pneumonia associated with a novel coronavirus

occurred in Wuhan City, China [137]. However, measures to control the spread of

the virus were not implemented effectively to keep its spread within China [138].

Since then, the coronavirus disease 2019 (COVID-19) has been rapidly spreading

around the world, causing tens of millions of cases around the world [137]. As of

July 15th, 2022, almost 566 million (565,606,477) cases have been recorded, includ-

ing 6,382,616 deaths where 14.27% (91,060,225) of those cases occurred within the

United States, including 1,048,232 deaths according to the worldometer coronavirus

pandemic tracker [139]. Therefore, an overarching objective of this chapter is to con-

tribute to the identification of spatio-temporal patterns of the COVID-19 pandemic

with a particular interest in the United States.

Over the past decade, the Internet has helped revolutionize every aspect of people’s

lives, and it is not only a source to get information, but also a platform to disseminate

personal information [12, 13]. In addition, the development of mobile devices made

it easier to send digital information (e.g., texts, location labels, and pictures). At

the same time, social media platforms have experienced a tremendous and profound

reform. Twitter and Facebook mainly provide basic services, but other types of

social media are being used to connect online for different reasons, such as location-

based services (e.g., Foursquare and Whrrl), media sharing services (e.g., Instagram,

Snapchat, and Flickr), as well as other types of services (e.g., Quora, Medium, and

LinkedIn). Users can establish online friendships based on mutual interests and

share their everyday life with each other.

Supported by previous studies [14–16], Twitter outshines other platforms regarding

social network analysis and event detection because of not only its excellent design,

but also its vast user base of different age groups. According to the most up-
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to-date Twitter statistics for 2022, its daily active users are around 211 million,

which accounts for 23% of the Internet population, and about 500 million tweets

are posted every single day [43]. Compared with Instagram and Snapchat regarding

the demographics, Twitter is widely used by people of different ages and nearly

63% of them age between 35 and 65 [140]. The large quantity of user-generated

contents is employed for data mining in various research areas [12]. Tweets with

accurate geographic information can provide significant benefits to event response

and monitoring, hence those without geographic information become useless unless

geolocation inference is applicable. Accurate prediction of tweets’ geolocation can

effectively benefit the response and rescue in emergency events [17].

The development of GPS-enabled mobile devices enables users to share and track

their locations with accurate geographical coordinates. However, due to the opera-

tional complexity and privacy concerns, most users do not turn this function on [18].

As Laylavi et al. [19] illustrated, the percentage of tweets with geo-tags accounts for

only 2%, which severely limits the development of associated applications. There-

fore, accurate geolocation inference of tweets has become an urgent problem in this

research field.

Nowadays, disease-related information is increasingly shared in real time through

Twitter, while timely data with spatial and temporal information play a significant

role in surveillance of an epidemic disease [20, 21]. Every single tweet has its own

metadata, which includes its creation time, but under most circumstances, does not

contain its created geographical coordinates, hence geolocation inference of tweets

is still a critical issue. Real-time data without any geographic information can be

almost meaningless for emergency response and surveillance of an epidemic disease.

Thus, this chapter aims to develop novel methods to predict the geolocation of

non-geotagged tweets based on their own metadata.

In this chapter, models based on multiple attributes of the tweet’s metadata are
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built to predict the non-geotagged tweets’ geolocation. Attributes of textual content,

user location, place labels, and bounding box are fully used during the modelling

process. The dataset used in this chapter was collected between the 10th and 30th of

June 2020. During this time, the US was suffering a severe effect of the COVID-19

pandemic. The development of technologies, including NLP and NER make it easier

to extract location entities from textual data.

The main contributions of this chapter are summed up as follows.

• Exploring potential location-related attributes of the tweet’s metadata and

extracting location entities via NER techniques.

• Three geographic coordinate datasets of counties are used to predict geolo-

cation and the proposed models are built according to different priorities of

location-related attributes.

• When the area threshold of the bounding box is set to 10,000 km2, the best

model can successfully predict the geolocation of 90.8% of COVID-19 related

tweets with the mean error distance of 4.824 km and the median error distance

of 3.233 km.

• The proposed method enhances the granularity of geographic information of

tweets and makes the surveillance of COVID-19 effective and efficient.

The rest of this chapter is organized as follows. Section 3.2 presents a brief intro-

duction of Twitter data’s structure. Detailed explanation of the proposed method is

described in Section 3.3. A case study of the COVID-19 in the contiguous US based

on the proposed method is illustrated in Section 3.4. The summary of this chapter

is provided in Section 3.5.
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3.2 Structure of Twitter Data

Twitter was released in March 2006 and now has about 330 million active users per

month. Tweets can be posted by users via this platform. In its early days, every

tweet can contain up to 140 characters, but the length of it was doubled in 2017

[141]. This increase provided users more space to express their ideas and saved more

time of text compression than before. Every tweet’s metadata contains a wealth of

information about itself, while it is only visible to developers, not common users.

Twitter data can be collected based on Twitter application programming interfaces

(APIs) and stored with the format of JavaScript Object Notation (JSON). JSON

format is lightweight and easy for both human beings and machines to understand

and use. A JSON object contains a key/value pair and is normally enclosed in a

pair of curly braces [142]. The structure of Twitter data consists of several objects,

including tweet object, user object, coordinates object, place object, and bounding

box object, which are all encoded in JSON format. For every tweet, the metadata

can tell us its username, textual content, unique identification (ID), created time,

and occasionally geographic details of where it was posted. In general, every tweet’s

metadata contains more than 150 attributes, while only spatio-temporal information

related attributes are taken into consideration in our research.

Figure 3.1 shows the spatio-temporal information related attributes in a tweet’s

metadata. The attribute of “location” is an element of the user object and is defined

by user himself/herself, therefore, it can be a location that does not exist in the real

world or cannot be recognized by computers. Another one is “geo_enabled”, which

means if the current user can attach geographic data or not. This attribute is very

important for location-related studies, although it does not contain any essential

geographic information.

Both attributes of “coordinates” and “geo” represent the specific longitude and
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Figure 3.1: Spatio-temporal attributes of a tweet’s metadata.

latitude of the tweet’s location, as a collection in the form [longitude, latitude].

However, “geo” has been deprecated according to the twitter official document, hence

we used the attribute of “coordinates” to acquire accurate geographic coordinates

of tweets.

Place object contains various location-related attributes. The attribute “place_type”

represents the type of location of this place and it has five values to choose from. Ta-

ble 3.1 shows five values of attribute of “place_type” and statistics of our research

dataset. For POI, it represents the specific location of a place, e.g., Washington

Square Park, while the other four values stand for a certain area. Due to the large
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Table 3.1: Typical values and statistics of “place_type” attribute.

Category Amount Percentage Example

POI 119,655 0.96% Washington Square Park
neighborhood 25,183 0.20% Downtown Jacksonville, FL
city 10,301,683 82.98% Los Angeles, CA
admin 1,942,596 15.65% California, USA
country 26,105 0.21% Canada

regional extent of city, admin, and country, we used data from only POI and neigh-

borhood. Attributes of “name” and “full_name” are two ways to describe the

place’s names. While “country_code” and “country” provide the short code and

exact name of the country of the place. The attribute of “bounding_box” is four

lon/lat pairs of each corner of a box that contains the place.

3.3 Methodology

Figure 3.2 plots the workflow to illustrate the architecture of the proposed method

of this research. This method is generally divided into three modules. In the first

module, real time tweets within a bounding box are collected. Tweets data are

initially stored into text files and then read based on JSON format. Then the data

enters the preprocessing and geotagging stage, after which a dataset with geo-tagged

tweets is created. In the second module, location entities are extracted from textual

content, user location and place labels via NER techniques. Combining geometric

properties of the place’s bounding box, as well as coordinate datasets of gazetteers

and digital boundaries of the US, all these data are fed into 16 models to predict

tweets’ geolocation. Finally, predicted results are evaluated by mean error distance

(MED) and median error distance (MDED).
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Figure 3.2: Workflow of geolocation inference of tweets [143].

3.3.1 Data Collection

Twitter data can be gathered from both business companies and Twitter API which

is available free of charge. As for commercial purchases, the companies can provide

both historical and real time tweets from all over the world, but the price is very

high. Twitter API can help collect tweets freely, but only real time tweets within

the specific bounding box can be collected. Therefore, it normally takes several

months to collect the whole research data using Twitter API. In this chapter, data

collection was done via Twitter API, and it was implemented by the tweepy library

of python [19, 144]. The data were collected from June 10th to June 30th, 2020 in

the contiguous US during the COVID-19 pandemic. During this period, 12,408,538
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unduplicated tweets were collected and stored into local text files. Only tweets

located in the area of longitudes from 66°W to 125°W and latitudes from 24°N to

49°N are collected, as shown in Figure 3.3. While within the bounding box, some

tweets from Canada, Mexico, and the Bahamas were also included, but excluded in

this research.

Figure 3.3: Area of data collection.

3.3.2 Data Preprocessing

3.3.2.1 Data Cleaning

In the textual content of every tweet, it often contains noises, including hashtags,

mentions, emojis and Uniform Resource Locator (URL) links, hence preprocessing

operation is necessary. In this step, we used regular expressions to process textual

data. A regular expression is a pattern that attempts to match with input text and

can be implemented by python re library [145]. URL links started with “https://”

and “http://” were removed from the textual content since they do not contain any
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location related information. We replaced unnecessary punctuation marks into a

space, and consecutive spaces into one. Marks of user mentions, hashtags, non-

English letters as well as stop words were all deleted [144]. As for the user location,

it can be modified by users at will, thus the information was processed in the same

manner.

3.3.2.2 Data Sampling

A workflow was plotted to illustrate how useless tweets are filtered out and generated

a new dataset. The dataset was mainly processed via the python pandas library.

Firstly, the method of “drop_duplicate” is employed to delete duplicated tweets

from the dataset. The attribute of “lang” indicates the language used by every

tweet, and only English tweets are kept in our study. As noted above, tweets posted

outside the contiguous US are also removed from the dataset.

Another problem is that many tweets are meaningless to this chapter, such as those

posted by advertisers or spambots. This kind of tweets is mainly posted by comput-

ers, therefore, only tweets posted by mobile devices (e.g., iPhone, Android, iPad,

and Instagram) are kept, and the attribute of “source” was used to implement

this function [19, 144]. Then tweets without geo-tags were filtered out and im-

plemented by the “coordinates” attribute. Finally, the COVID-19 related tweets

were extracted by using the keywords to match the “text” attribute of every tweet.

We introduced Term Frequency-Inverse Document Frequency (TF-IDF) to get key-

words from news articles about the COVID-19 pandemic in the US, and TF-IDF

score helped us extract keywords from the related articles [146]. Supported by re-

cent studies [137,147,148] and TF-IDF techniques, we used the following keywords:

“corona”, “coronavirus”, “covid”, “covid-19”, “ncov”, “sarscov2”, “ncov2019” and

“2019ncov” to extract COVID-19 related tweets. Through data sampling, 3,600

corresponding tweets were retrieved from the Twitter dataset. Figure 3.4 shows the
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whole data sampling process.
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Figure 3.4: Flowchart of data sampling [143].

3.3.3 Location Information Extraction

3.3.3.1 Named Entity Recognition

NER can be used to recognize and classify different types of entities (e.g., location

names, person names, and organizations) from unstructured texts. It has been

extensively studied in the last few years in machine learning and NLP. While it

does not work well on informal texts like tweets since it is usually built on the

basis of formal texts [56]. As for this technique, it can help to answer many real-

world questions, such as: “Does a tweet contain the name of a person or does the

tweet provide a person’s current location?” In this chapter, we use NER to identify

locations from textual content, user location, and place labels of tweets on spaCy.
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3.3.3.2 Bounding Box

The bounding box is a specified 4-sided geographic area and matching the tweet’s

location falling into the area. Unlike other location related geographical metadata,

the bounding box contains the accurate lon-lat coordinates of the four points enclos-

ing the place. Due to different types of places, bounding box has different areas. For

instance, four points of a bounding box are Point1 = (λ1, φ1), Point2 = (λ2, φ1),

Point3 = (λ2, φ2) and Point4 = (λ1, φ2), then Equation (3.1) can be used to

calculate the area of this bounding box.

S = R2 · |(λ2 − λ1) · (sinφ2 − sinφ1)|, (3.1)

where R refers to the earth radius. λ1 and λ2 represent the longitudes of the bound-

ing box, and φ1 and φ2 refer to the latitudes of the bounding box. Equation (3.1)

can be used to calculate the size of the bounding box. The bounding box’s centroid

can be reckoned as the predicted location of a tweet, therefore, if the bounding box’s

area is smaller, it can provide a relatively more accurate prediction. For city, admin

and country, the bounding box is too large to be used to predict the geolocation.

3.3.4 Modelling

The location-related information is obtained from the four sources: textual content,

location of user profile, place labels, and bounding box. Three coordinate datasets

of counties are constructed based on gazetteers and digital boundaries of the US.
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Table 3.2: Data fields of US gazetteers.

Field Description

USPS United States Postal Service state abbreviation.
GEOID Unique geographic identifier for each feature.
NAME Name of the feature.
INTPTLAT Latitude of the feature in decimal degrees.
INTPTLON Longitude of the feature in decimal degrees.

3.3.4.1 United States Gazetteers

The national gazetteers of the US were used as the data source and called GA in

this chapter. It is a dataset including county’s names and information related to

geography in the US. This data is provided by the United States Census Bureau,

and researchers can download it for free [149]. There are totally ten fields in the

dataset, and some of them are displayed in Table 3.2. The field of “NAME” can

provide duplicate names, but they locate in different states which means they have

different values of “USPS”. Fields of “INTPTLAT” and “INTPTLON”, respectively,

refer to latitude and longitude of the specific county.

3.3.4.2 Digital Boundaries of the United States

Digital boundaries of the US are in the format of Environmental Systems Research

Institute (ESRI) lpk. This group layer can be freely downloaded from the website

of ESRI and presents counties of the US in the 50 states, the District of Columbia,

and Puerto Rico. The detailed datasets are represented as polygons with over 40

fields [150].

In this chapter, we only used digital boundaries of US counties due to the coarse

granularity of location inference based on the city and state level. In order to obtain
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geographic coordinates of each county, we developed two ways to compute them and

named them Digital Boundary’s Centroid (DBC) and Digital Boundary’s Average

(DBA). DBC is calculated based on geometric properties of every county’s polygon,

and the value can be calculated by the centroid of the polygon. On the other hand,

DBA is calculated by tweets falling into the county’s polygon and the value can be

calculated by their average latitude and longitude. For instance, suppose there are

m counties in the contiguous US which are County1, · · · , Countyj, · · · , Countym

and P_tweet1 = (λ1, φ1), · · · , P_tweeti = (λi, φi), · · · , P_tweetn = (λn, φn) are

geographic coordinates of n tweets located in Countyj, then the predicted coordi-

nates of Countyj(P_countyj) can be calculated by Equation (3.2). This method

can help compute the average longitude and latitude of geotagged tweets falling into

the county’s polygon.

P_countyj =
(
λ̄, φ̄

)
=
(∑n

i=1 λi

n
,

∑n
i=1 φi

n

)
. (3.2)

After calculating all polygons’ coordinates based on DBA and DBC, Figure 3.5 shows

the distribution of distances between DBA and DBC of counties in the contiguous

US. This figure illustrates that the distance difference is less than 20 km in most

countries, especially for the smaller ones, while for some larger counties in the west

and northeast corner, the difference is about 40 km or more. Smaller distance

difference means two predicted methods are close to each other. When the distance

difference is larger, the better method of coordinates prediction can achieve a better

performance.

3.3.4.3 Modelling

As demonstrated in Figure 3.2, the model is on the basis of four location-related

attributes of the tweet’s metadata: textual content (T), user location (U), place
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Figure 3.5: Distribution of distance difference of counties in the contiguous US.

label (P) and bounding box (B). Location entities are extracted from T, U, and P

by NER techniques, and then query them through coordinate datasets of GA, DBC,

and DBA. Equation (3.3) illustrates how the three predicted matrices are computed.
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, (3.3)

where Texti, UserLoci, and Placei are respectively textual content, user location,

and place label of a tweet. TGAi
, UGAi

, and PGAi
are predicted coordinates corre-

sponding to Texti, UserLoci, and Placei, respectively, based on GA. TDBCi
, UDBCi

,

and PDBCi
are predicted coordinates corresponding to Texti, UserLoci, and Placei,

respectively, based on DBC. TDBAi
, UDBAi

, and PDBAi
are predicted coordinates

corresponding to Texti, UserLoci, and Placei, respectively, based on DBA.

In Equation (3.3), the value will be stored as “null” if there is no county found based

on NER. When we use NER to query the specific county’s name, sometimes several

results will be found since there are duplicate names of different counties. Therefore,

the distance between the predicted point and centroid of the tweet’s bounding box

should be computed first, if it is within the specific threshold range, the predicted
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point can be reckoned as a valid result, otherwise will be discarded.

TGAi
, UGAi

, and PGAi
can be “null” if corresponding counties are not found in GA.

TDBCi
, UDBCi

, and UDBCi
can be “null” if corresponding counties are not found

in DBC. TDBAi
, UDBAi

, and UDBAi
can be “null” if corresponding counties are not

found in DBC. Equation (3.4) shows how the area and centroid’s coordinates are

computed by the tweet’s bounding box.



BBox1
...

BBoxi

...

BBoxn


area, centroid−−−−−−−−→



BAREA1 BCEN1

... ...

BAREAi
BCENi

... ...

BAREAn BCENn


, (3.4)

where BBoxi is the tweet’s bounding box. BAREAi
and BCEN i

are the area and

centroid’s lon-lat coordinates of BBoxi, respectively.

Because every tweet has the attribute of bounding box, every model in our study

contains this attribute and is placed in the last position. UPTB is one model and

designed according to the order of U, P, T, and B. Figure 3.6 illustrates a flow

diagram of how UPTB works based on GA.

As shown in this flow chart, n elements are traversed in the outermost. Then, if TGAi

is not “null”, it is passed directly to the UPTB dataset, otherwise indicated by UGAi
.

If UGAi
is not “null”, it is passed directly to the UPTB dataset, otherwise indicated

by PGAi
. If PGAi

is not “null”, it is passed directly to the UPTB dataset, otherwise

indicated by BAREAi
. If the value of BAREAi

is not more than the Area_Threshold,

BCEN i
is passed to the UPTB dataset and then a new loop starts, otherwise a new

loop starts directly and the final result will be set as “null”. When the predicted

result is “null”, it means geo coordinates of this tweet cannot be predicted based on
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Figure 3.6: Working principle of UPTB based on GA.

this model.

The other models are implemented with the same mechanism. That is, six models

(i.e., TUPB, TPUB, UTPB, UPTB, PUTB, and PTUB) contain four parameters,

six models (i.e., TUB, TPB, UTB, UPB, PTB, and PUB) contains three parameters,

three models (i.e., TB, UB, and PB) contain two parameters and one model (i.e.,

B) contains merely one parameter. A total of 16 models are implemented in this

chapter.

3.4 Experiments

We applied models mentioned in Section 3.3 to the sample dataset and evaluated

their performance based on different metrics.
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Table 3.3: Statistical information about Twitter dataset.

Item Content

Database size 61.0 GB
Date of data gathering 2020.06.10−2020.06.30
Total number of tweets 12,415,222 tweets
Total number of unique tweets 12,408,538 tweets
Total number of tweets from mobile devices 11,475,982 tweets
Total number of tweets from Instagram 401,610 (3.24%)
Total number of English tweets 10,056,767 tweets
Number of geo-tagged tweets 758,946 tweets (6.11%)
Number of geo-tagged tweets related to COVID-19 3,600 tweets (0.03%)

3.4.1 Research Data

Table 3.3 shows the Twitter dataset that we used in this chapter. We collected these

tweets from 10th to 30th of June 2020 in the contiguous US during the COVID-19

pandemic spreading around the world. The total number of collected tweets are

around 12.42 million and tweets with geo-tags account for 6.11%. Only geo-tagged

tweets related to COVID-19 are applied to the models described in Section 3.3, and

the number is 3,600.

As shown in Table 3.3, geo-tagged tweets account for 6.11% of the total Twitter

dataset. These tweets were extracted, then plotted with digital boundaries of the

contiguous US. Figure 3.7(a) [149] shows the population distribution of the con-

tiguous US counties (i.e., people per square kilometer of 2018), and Figure 3.7(b)

shows the geo-tagged tweets distribution based on the contiguous US counties (i.e.,

geotagged tweets per 1,000 square kilometers between June 10th and June 30th,

2020).

In statistics, the Pearson’s Correlation Coefficient (PCC) is a statistic that measures
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(a) Population distribution in the contiguous US.

(b) Tweets distribution in the contiguous US.

Figure 3.7: Population and tweets distribution in the contiguous US.

linear correlation between two variables. The value range of PCC is between -1 and

1, and the higher the value, the better the positive linear correction. Equation (3.5)

shows how to calculate PCC from two paired data (x1, y1), · · · , (xi, yi), · · · , (xn, yn)

consisting of n pairs.
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rxy =
∑n

i=1 (xi − x̄)(yi − ȳ)√∑n
i=1 (xi − x̄)2

√∑n
i=1 (yi − ȳ)2

, (3.5)

In this chapter, xi means people per square kilometer in every county, and yi means

tweets per 1,000 square kilometers in every county. PCC of the two variables in this

chapter is 0.88, which indicates a strong positive correlation. Figure 3.7 also shows

that population distribution and tweets distribution have a high correlation, hence

we can detect real world events based on geo-tagged tweets or tweets with predicted

geolocation.

3.4.2 Evaluation Metrics

Models’ performance can be evaluated by the distance between the predicated geolo-

cation and the real geolocation of a tweet. The actual distance between two points

on the earth’s surface can be calculated by the great circle distance. For instance,

the great circle distance of two points, p1 = (λ1, φ1) and p2 = (λ2, φ2), can be

calculated by Equation (3.6).

Dist(p1, p2)

= 2 ·R · arcsin

√√√√sin2

(
φ2 − φ1

2

)
+ cos(φ1) · cos(φ2) · sin2

(
λ2 − λ1

2

), (3.6)

where R is the earth radius. λ1 and λ2 refer to the longitudes of points, and φ1 and

φ2 refer to the latitudes of points.

Mean error distance (MED) and median error distance (MDED) are two metrics to

evaluate models in our research, and are implemented by Equations (3.7) and (3.8),

respectively.
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MED = 1
ntweets

ntweets∑
i=1

Dist (p̂i, pi) , (3.7)

MDED = medianntweets
i=1 Dist (p̂i, pi) , (3.8)

where p̂i represents the predicted geolocation and pi refers to the real geolocation of

a tweet.

The tweet’s metadata indicates that the value of bounding box is always not null,

therefore, it can be used to predict the geo coordinates of the tweet. But its area

varies a lot among different tweets and the error distance can be affected dramati-

cally. Figure 3.8 shows the variation of MED and its percentage based on different

area thresholds of the bounding box. For example, if the area threshold is set to

1,000,000 km2, almost 100% of tweets can predict the geo coordinates, but the MED

is almost 25 km. When the area threshold is set to 5,000 km2, almost 90% of tweets

can be valid to predict, and the MED improves to 5 km. As shown in Figure 3.8,

when the area threshold is set to 5,000 km2 and 10,000 km2, the MED and percent-

age can achieve a relatively better performance, thus the following experiments were

conducted by these two values.

Sometimes users mention some other location names rather than the place where

tweets are posted. But in most cases, users are more likely to be within or around

the place. In addition to this, there often exist duplicate names of different counties

in the datasets of GA, DBC, and DBA. Therefore, sometimes several counties were

extracted by NER from a tweet. To resolve this issue, we only focus on the predicted

location in the bounding box and the distance between it and the bounding box’s

centroid is within the specific range. In this chapter, we chose the distance threshold

from 1 km to 10 km. For example, when the distance threshold is set to 6 km, only

the first result with distance of predicted point and bounding box’s centroid no
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Figure 3.8: MED and percentage of different area thresholds.

more than 6 km has been kept. Figure 3.9 shows MED of TUPB in three datasets

with different distance thresholds, when the area threshold is set to 5,000 km2. As

illustrated in this figure, the distance threshold has no obvious effect on datasets

of DBC and GA, but it has a significant impact on DBA. When distance is set to

6 km, the MED is lowest, hence we chose 6 km as the distance threshold in this

chapter.

3.4.3 Results

Combining models mentioned in Section 3.3, three coordinate datasets of counties of

the US and Equation (3.6), MED (BAREAi
≤ 5, 000 km2 and BAREAi

≤ 10, 000 km2)

can be computed and shown in Table 3.4 and Figure 3.10. When the area threshold

is set to 5,000 km2, about 88.9% of sample tweets are successfully predicted, and

the percentage has improved to 90.8% when the area threshold is set to 10,000 km2.

From Figure 3.10(a), we can see that GA has a relatively steady performance for all

models, and all values of MED are around 4.62 km. DBC has a similar performance

to GA, but the models with four sources have relatively worse performances com-
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Figure 3.9: MED based on different distance thresholds.

pared to other models. While DBA has a clear trend of variation based on different

models, the models with three or four sources have better performances than other

models. Figure 3.10(b) shows MED’s variation with respect to DBC, GA, and DBA

based on 16 models when the area threshold of the bounding box is set to 10,000

km2. We can see that three lines from Figure 3.10(b) have similar trend patterns as

those from Figure 3.10(a).

There often exist some abnormal values in the dataset, and these values can pose a

significant impact on the mean value, hence the median value can reduce the impact

of abnormal values. Table 3.5 and Figure 3.11 show the median error distance with

the bounding box’s area of 5,000 km2 and 10,000 km2.

From Figure 3.11(a), we can see that the line of GA is almost straight, and all values

are around 3.25 km. DBC shows a similar performance to GA, but three models of

DBC performed relatively better. While DBA performs vary depending on different

models, especially the models with four sources show better performances than other

models. Figure 3.11(b) shows MDED’s trend of DBC, GA, and DBA based on 16

models when the area threshold of the bounding box is set to 10,000 km2. We can

see that the models with four sources have the same performance regardless of DBC,
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Table 3.4: MED of models based on two area thresholds.

Models
MED (BAREAi

≤ 5, 000 km2) MED (BAREAi
≤ 10, 000 km2)

DBC DBA GA DBC DBA GA

TUPB 4.660 4.545 4.620 4.936 4.824 4.897
TPUB 4.660 4.545 4.620 4.936 4.824 4.897
UTPB 4.660 4.545 4.620 4.936 4.824 4.897
UPTB 4.660 4.545 4.620 4.936 4.824 4.897
PUTB 4.660 4.545 4.620 4.936 4.824 4.897
PTUB 4.660 4.545 4.620 4.936 4.824 4.897
TUB 4.654 4.572 4.627 4.930 4.850 4.904
TPB 4.660 4.545 4.620 4.936 4.824 4.897
UTB 4.654 4.572 4.627 4.930 4.850 4.904
UPB 4.631 4.583 4.612 4.908 4.860 4.890
PTB 4.660 4.545 4.620 4.936 4.824 4.897
PUB 4.631 4.583 4.612 4.908 4.860 4.890
TB 4.654 4.572 4.627 4.930 4.850 4.904
UB 4.619 4.619 4.619 4.896 4.896 4.896
PB 4.631 4.583 4.612 4.908 4.860 4.890
B 4.619 4.619 4.619 4.896 4.896 4.896

GA, and DBA. But the values of MDED change a lot when less than four sources

are used.

From Figure 3.10 (MED of the models) and Figure 3.11 (MDED of the models), it

shows that DBA has the best performance in all cases, GA performs better in MED,

and DBC performs better in MDED. Compared with MED, MDED have smaller

error distances for all models.
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Table 3.5: MDED of models based on two area thresholds.

Models
MDED (BAREAi

≤ 5, 000 km2) MDED (BAREAi
≤ 10, 000 km2)

DBC DBA GA DBC DBA GA

TUPB 3.239 3.095 3.245 3.327 3.233 3.373
TPUB 3.239 3.095 3.245 3.327 3.233 3.373
UTPB 3.239 3.095 3.245 3.327 3.233 3.373
UPTB 3.239 3.095 3.245 3.327 3.233 3.373
PUTB 3.239 3.095 3.245 3.327 3.233 3.373
PTUB 3.239 3.095 3.245 3.327 3.233 3.373
TUB 3.183 3.135 3.244 3.280 3.243 3.367
TPB 3.239 3.095 3.245 3.327 3.233 3.373
UTB 3.183 3.135 3.244 3.280 3.243 3.367
UPB 3.239 3.195 3.239 3.324 3.239 3.259
PTB 3.239 3.095 3.245 3.327 3.233 3.373
PUB 3.239 3.195 3.239 3.324 3.239 3.259
TB 3.183 3.135 3.244 3.280 3.243 3.367
UB 3.239 3.239 3.239 3.255 3.255 3.255
PB 3.239 3.195 3.239 3.324 3.239 3.259
B 3.239 3.239 3.239 3.255 3.255 3.255
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(a) BAREAi ≤ 5, 000 km2

(b) BAREAi ≤ 10, 000 km2

Figure 3.10: MED of models based on two area thresholds.

3.5 Chapter Summary

Twitter has demonstrated its importance for gathering and publishing up-to-date

information during a real-world event. Geographic information plays an important

role in emergency response and event monitoring. However, only 2% of tweets are

with geo-tags, hence geolocation inference of tweets is still a major challenge. In this

chapter, we proposed various models to predict geolocation of tweets, as organized as

follows: (1) Twitter data collection, (2) data cleaning and extract geo-tagged tweets
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(a) BAREAi ≤ 5, 000 km2

(b) BAREAi ≤ 10, 000 km2

Figure 3.11: MDED of models based on two area thresholds.

related to COVID-19, (3) location entity extraction from location-related metadata

of tweets based on NER, (4) construction of three coordinate datasets on the basis

of gazetteers and digital boundaries of the US, (5) model implementation based on

different area thresholds of bounding box, and (6) model evaluation.

The proposed method has fully used all potential location-related attributes to pre-

dict tweets’ geolocation. When the area threshold of the bounding box is set to

10,000 km2, the best model can successfully predict the geolocation of 90.8% of

COVID-19 related tweets with the mean error distance of 4.824 km and the me-
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dian error distance of 3.233 km. This method has achieved the best performance

compared with previous methods.

There still exist some deficiencies in this chapter. Firstly, the library of NER is

limited and does not contain every county’s name, which results in some useful

information being filtered out. Secondly, even though the distance threshold is in-

troduced to reduce the interference caused by duplicate county names, there still

exist counties with the same name located in the same bounding box. Thirdly, sev-

eral location entities can be extracted based on NER in some cases, but only the first

location entity that meets the criteria is chosen in this chapter, even though there

is a possibility that the real location-related information does not always appear in

the first place. Our future work will focus on these limitations.

By following the data mining of Twitter dataset, a new data source of OFD data

is introduced in the next chapter. This dataset can provide GPS coordinates and

address information of every user, which is similar to the Twitter dataset. But we in-

tend to extract the boundaries of Areas-Of-Interest (AOIs) based on an optimization

model using OFD data.
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Chapter 4

Simultaneous Detection of

Multi-AOIs Using OFD Data

2In this chapter, a novel approach is proposed to detect multiple AOIs simultaneously

and solve the multi-AOIs detection problem. In this approach, we first apply the

existing single-AOI detection algorithms to generate candidate spatial boundaries

for AOIs in a neighborhood, and then develop a Binary Integer Linear Programming

(BILP) model to determine the best candidate spatial boundaries for these AOIs

while accounting for their spatial dependency. We conduct numerical experiments

using real data from Meituan, the largest OFD platform in China. Results show

that our model not only produces consistent AOI boundaries but also improves the

accuracy of multi-AOIs detection.

2Parts of this chapter have been published in Li, B., Chen, L., Xiong, D.,
Chen, S., He, R., Sun, Z., Lim, S., and Jiang, H. (2022). Simultaneous Detec-
tion of Multiple Areas-of-Interest Using Geospatial Data from an Online Food
Delivery Platform. ACM SIGSPATIAL ’22: Proceedings of the 30th Interna-
tional Conference on Advances in Geographic Information Systems, pp. 1-10.
https://doi.org/10.1145/3557915.3561014.
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4.1 Introduction

OFD platforms rely heavily on accurate AOIs information in their operations. An

AOI, also known as a ROI, refers to a polygon selection in a map that someone

may find useful or interesting, for example, a residential complex, a public park

or a shopping mall [26, 27]. OFD platforms are concerned with two key properties

associated with an AOI, that is, its name and spatial boundary. Spatial boundaries

of AOIs are stored as vector formats, which can be easily used in geospatial analysis

and improve service efficiency of the OFD industry. In Figure 4.1, we give an

example of an AOI, whose name is Yishashi Garden Apartments, and the spatial

boundary is coloured in blue. It is a gated apartment complex, and all 10 buildings

of it are within the spatial boundary.

Figure 4.1: An example of an AOI.

An OFD platform uses AOI information in many ways, for example: (1) When a

customer places an order, the OFD platform relies on AOI information to resolve the

delivery address. Based on the GPS coordinates of customers and the boundaries

of nearby AOIs, the platform would suggest possible AOI names to assist customers

to pinpoint their exact locations, which is critical to ensure timely delivery. (2)

On an OFD platform, a restaurant, say a McDonald’s, is often asked to specify its
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service area as a list of AOIs. The OFD platform then uses the GPS location of the

customer together with the spatial boundaries of the AOIs to determine whether

to show this McDonald’s to the customer. If the OFD platform does not have

the accurate spatial boundary for an AOI, for example, if the spatial boundary of

Yishashi Garden Apartments is incorrect and Building #10 is erroneously excluded,

the OFD platform would not allow residents living in Building #10 to order from

this McDonald’s, although residents living in other bulidings of this complex can.

This would create inconsistent experience among residents living in the same gated

complex.

OFD platforms have spent considerable efforts to improve the accuracy of their AOIs.

Recently, they started to tap into the vast amount of geospatial data generated

during the ordering process which is illustrated in Figure 4.2. When a customer

takes out the phone to order, the OFD platform typically performs the following

procedures.

• In Step 1, the OFD platform gets the GPS coordinates of the customer’s location

from the GPS chip of the phone, and by using the boundaries of known AOIs,

it suggests possible AOI names as delivery addresses.

• In Step 2, if the customer does not modify the suggested AOI name, the AOI

is proved to be accurate, otherwise, the modified address and GPS coordinates

are sent to the geospatial database for potential AOIs.

• In Step 3, if the customer is not located in a known AOI, he/she is asked to

type the address manually, which together with the GPS coordinates become

the geospatial data that can be used to detect AOIs for potential AOIs.

In this chapter, we investigate how to detect AOIs from the geospatial data collected

in the above process (see the red rectangle in Figure 4.2). The AOI detection
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Figure 4.2: How AOI information is used in ordering process.

problem involves identifying the name and the boundary of an underlying AOI.

Although there has been a proliferation of studies that investigate the AOI detection

problem, existing approaches all focus on the single-AOI detection problem, that is,

they detect AOIs one at a time. In fact, some noisy GPS points locate in the

wrong locations, therefore, they may construct spatial boundaries of different AOIs

with overlaps. Among existing studies, multiple geospatial data sources are applied

into the single-AOI detection problem, including social media data (e.g., geo-tagged

Flicker photos [28–30] and geo-tagged tweets [31–33]), remote sensing data [33], and

delivery data [3].

Since single AOI detection algorithms detect AOIs independently of each other,

they tend to produce inconsistent results. Take Figure 4.3 as an example. In Figure

4.3(a), there are two AOIs whose names are A and B. The blue dots are GPS

locations located in AOI A, while the red dots are those located in AOI B. These

GPS locations are generated directly from customers’ mobile devices and collected
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from the OFD platform. Existing studies would first use the blue dots to identify

the spatial boundary of AOI A, which is shown in Figure 4.3(b), and then use the

red dots to identify the spatial boundary of AOI B, which is shown in Figure 4.3(c).

When we overlay the spatial boundaries of these two AOIs in Figure 4.3(d), they

overlap with each other, which is inconsistent. In summary, different approaches of

single-AOI detection tend to generate inconsistent results and cannot fully leverage

GPS data in adjacent AOIs.

(a) (b)

(c) (d)

Figure 4.3: Existing studies detect AOIs independently of each other and may pro-
duce AOIs with overlaps. (a) shows the GPS locations for customers located in AOIs
A and B. (b) and (c) illustrate the estimated spatial boundaries of AOIs A and B,
respectively. (d) shows the spatial boundaries of AOIs A and B overlap, which is
not acceptable.

In this chapter, we aim to address the challenge faced by single-AOI detection mod-
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els through simultaneously detecting multiple AOIs. We propose to detect multiple

AOIs simultaneously, that is, to solve the multi-AOIs detection problem. In our

approach, we first apply existing single-AOI detection algorithms to generate candi-

date spatial boundaries for AOIs in a neighborhood, we then develop a BILP model

to determine the best candidate spatial boundaries for these AOIs while accounting

for their spatial dependency. We conduct numerical experiments using real data

from Meituan, the largest OFD platform in China. Results show that our model

not only produces consistent AOI boundaries but also improves the average F1-score

by 4.7%. We improve the accuracy and preserve the details of the boundaries of

detected AOIs by applying a Hidden Markov Model (HMM) to the road network

dataset.

The contributions of this chapter can be summarized as follows.

• By accounting for the spatial dependency among neighbouring AOIs, we ensure

that our approach can produce AOI boundaries that are consistent with each

other.

• We formulate the problem as a BILP model, which can be efficiently solved

by standard branch-and-bound procedures.

• Using the optimization model in the dataset collected from Meituan platform,

results show that our model identifies Multi-AOIs and improves the average

F1-score from 0.847 to 0.894 and achieves the best average F1-score among all

single-AOI detection methods.

The rest of this chapter is organized as follows. Section 4.2 describes in detail of the

optimization model. In Section 4.3, we perform numerical experiments to evaluate

the benefits of our optimization model. Finally, we make a conclusion and describe

the possible future expectations in Section 4.4.

64



4.2. METHODOLOGY

4.2 Methodology

We develop an optimization model for the simultaneous detection of multi-AOIs

in this section. Inputs to this model include GPS points and multiple candidate

spatial boundaries constructed by single-AOI detection models. The optimization

model then outputs the optimal spatial boundaries of AOIs. We first use an example

to illustrate how the model works, and then detail the optimization model. Finally,

we refine the model by introducing the geohash technique.

4.2.1 The General Idea

For readers to understand our approach better, before diving into the details, we

describe how the model works. We continue using the example mentioned in Section

4.1 to explain the working strategy of the optimization model. Figure 4.3(d) shows

candidate spatial boundaries of AOIs A and B by a single-AOI detection algorithm.

If we change the algorithms and their parameter values, different candidate spatial

boundaries can be generated. For AOIs A and B, two sets of candidate sptial

boundaries are generated as ΨA = {A1, A2, · · · , An} and ΨB = {B1, B2, · · · , Bn}

by n single-AOI detection models. Then these data are fed into the optimization

model.

Based on the mutual exclusion of different AOIs, the optimization model helps us

discover the optimal spatial boundaries of AOIs A and B from ΨA and ΨB simulta-

neously. In this chapter, the definition of optimal spatial boundaries of AOIs is that

spatial boundaries contain the corresponding GPS points as many as possible and

there is no overlaps between any two of these spatial boundaries. Figure 4.4 illus-

trates the process of our proposed approach. In Figure 4.4(a), the blue and red lines

represent candidate spatial boundaries of ΨA and ΨB, respectively. In Figure 4.4(b),
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(a) Candidate spatial boundaries (b) Optimal spatial boundaries

Figure 4.4: Visualization of the proposed approach.

the optimal spatial boundaries of AOIs A and B are represented as the thick blue

and red boundaries, and other candidate spatial boundaries are coloured in gray.

The optimal spatial boundaries have no overlaps between each other and represent

major regions of AOIs A and B.

Then the framework of the proposed approach is illustrated in Figure 4.5. First,

geospatial data as inputs are fed into different single-AOI detection models, which

are based on algorithms of G-ROI (detailed in Section 4.3.3.1), and DBSCAN (de-

tailed in Section 4.3.3.2). Then different parameter values are assigned to single-AOI

detection models to construct n models, which are labelled as Model-1, Model-2, · · · ,

Model-n. Then these models are used to construct n candidate spatial boundaries

of every AOI. Suppose there are m AOIs in the research region, and they are rep-

resented as AOI A, AOI B, · · · , AOI M . From figure 4.5, we can see that m × n

candidate spatial boundaries are constructed by different models. To make it easier

to understand, we use different fill colours to represent candidate spatial boundaries

constructed by different models. For example, candidate spatial boundaries created

by Model-1 (i.e., A1, B1, · · · ,M1) are filled with blue. And candidate spatial bound-

aries created by Model-2 and Model-n are filled with pink and green, respectively.
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Then all of these candidate spatial boundaries are fed into the multi-AOIs detection

model. After the process of the optimization model, finally, a set of optimized spa-

tial boundaries of AOIs are discovered. For optimized spatial boundaries, different

colours of AOIs are corresponded to different single AOI detection models.

Output

Input

Geospatial
Data

Multi-AOIs
Detection

Model

Optimized AOI 

names and spatial 

boundaries

Model-1

Single-AOI

Detection

Models

Model-2

Model-n

..
.

Candidate spatial boundaries of every AOI

AOI  A

..
.

AOI  

..
.

AOI  

..
.

...

...

...

...

MB

n
A

2A

1A 1B

2B

n
B

n
M

2M

1B1 1M

2A22 2B2

n
A

n
B

2M 2

n
M

Figure 4.5: The Framework of the proposed approach.

4.2.2 Optimization Model

4.2.2.1 Notation and Terminology

Suppose Ai is one of the AOIs in our research area, where i ∈ I, and Ci,j is one of

the candidate spatial boundaries of Ai, where j ∈ J . Suppose Pk is one of the GPS

points, where k ∈ K. And whether the GPS point Pk is located in Ci,j or not is

denoted by a binary variable δi,j,k:

δi,j,k =


1, if the GPS point Pk is located in Ci,j;

0, otherwise.
(4.1)
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Then we use a binary variable γk,i to indicate whether the corresponding AOI name

of Pk is Ai, if the answer is yes, then γk,i = 1, otherwise, γk,i = 0. That is,

γk,i =


1, if Pk’s corresponding AOI name is Ai;

0, otherwise.
(4.2)

If the candidate spatial boundary Ci,j is chosen as the optimal spatial boundary of

Ai by the optimization model, then xi,j = 1, otherwise, xi,j = 0. That is,

xi,j =


1, if Ci,j is chosen as the optimal boundary;

0, otherwise.
(4.3)

4.2.2.2 The Constraints

For any GPS point Pk and all candidate spatial boundaries containing it, at most

one candidate spatial boundary can be chosen as the optimal spatial boundary. We

apply this requirement by the following constraint:

∑
i∈I

∑
j∈J

δi,j,k · xi,j ≤ 1, ∀k ∈ K. (4.4)

For any AOI Ai, only one of the candidate spatial boundaries can be chosen as the

optimal spatial boundary. This is achieved through the following constraints:

∑
j∈J

xi,j = 1, ∀i ∈ I. (4.5)

xi,j ∈ {0, 1}, ∀i ∈ I, j ∈ J. (4.6)
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4.2.2.3 Model Formulation

The objective of this chapter can be regarded as a maximization problem. Thus,

this problem is formulated as a BILP model, which is shown as follows:

max
∑
i∈I

∑
j∈J

∑
k∈K

δi,j,k · γk,i · xi,j, (4.7)

subject to constrains (4.4) through (4.6).

At last, the optimization model selects the optimal spatial boundaries for AOIs

simultaneously.

4.2.3 Use Geohash to Improve Computational Performance

In Section 4.2.2, we have to set variables δi,j,k and γk,i based on every GPS point Pk,

but in fact many GPS points are located in the very close or even the same location.

This fact can directly result in many GPS points being computed repeatedly and

reducing computational efficiency in the optimization model. Therefore, we can

make a grid with equal sized rectangular shaped cells with fine granularity, and every

grid cell represents the whole GPS points located in it. For easier implementation

of the grid, geohash technique is introduced in our study.

Geohash is a method of encoding geographic points into strings representing cells on

the map. The size of a geohash cell is determined by a non-negative integer precision

factor. In this research, we choose the precision factor with 9 and it can create

square cells with 4.8m×4.8m. Then all GPS points located in the same geohash

cells and with the same parsed AOI names are merged together, and represented as

one geohash cell. And we also count the whole orders located in every geohash cell
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as a weighted value. Finally, we use geohash cells to refine the modelling strategy.

Instead of setting variable δi,j,k based on Pk, we introduce Gl as one of the geohash

cells, where l ∈ L. The centroid of a geohash cell means the geometric center of

the cell. And whether the centroid of the geohash cell Gl is located in Ci,j or not is

denoted by a binary variable δi,j,l:

δi,j,l =


1, if the centroid of Gl is located in Ci,j;

0, otherwise.
(4.8)

For the geohash cell Gl, we also count the total number of orders located in it as a

weighted value wl. This is denoted by a non-negative integer variable βi,j,l:

βi,j,l =


wl, if the centorid of Gl is located in Ci,j;

0, otherwise.
(4.9)

Then we define a binary variable γl,i to determine whether the corresponding AOI

name of Gl is Ai, if the answer is yes, then γl,i = 1, otherwise, γl,i = 0. That is,

γl,i =


1, if Gl’s corresponding AOI name is Ai;

0, otherwise.
(4.10)

For any geohash cell Gl and all candidate spatial boundaries containing it, at most

one candidate spatial boundary can be chosen as the optimal spatial boundary. We

apply this requirement by the following constraint:

∑
i∈I

∑
j∈J

δi,j,l · xi,j ≤ 1, ∀l ∈ L. (4.11)
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The definition of xi,j and constraints (4.5) and (4.6) remain unchanged. And the

objective function is changed as follows:

max
∑
i∈I

∑
j∈J

∑
l∈L

δi,j,l · βi,j,l · γl,i · xi,j, (4.12)

subject to constrains (4.5), (4.6) and (4.11).

4.2.4 Illustrative Example

For readers to understand the optimization model better, before diving into model

details, we describe how the model works by an actual example. We chose a region

in Shanghai with a boundary partitioned by the relatively higher road network.

We collected delivery dataset with coordinates located in this region, and we got a

dataset with 13,017 records.

For these records, they contain different kinds of noises. For example, they may

contain some records of AOIs from the adjacent regions, and information of small

POIs, like barber shops or restaurants, which should be filtered out from the dataset.

In this chapter, we removed the useless records by the absolute quantity and density

of orders. As for the absolute quantity of orders, we counted the number of orders

corresponding to different AOI names, and deleted records with the number smaller

than 80. Through this process, 563 records are deleted from the dataset.

For the rest of the records, actually, many of them are located in the very close

place, which can increase the computational pressure of our model dramatically.

Therefore, we introduce the geohash technique to cluster points that located in the

close region as one bounding box. After using geohash to integrate coordinates

located in the same cells, totally we got 1,525 geohash cells in this region. With
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regard to the density of orders, we calculated the total number of orders located in

every geohash cell, and deleted geohash cells with number of orders lower than 30.

After this process, 88 geohash cells were deleted, then only 1,437 valid geohash cells

were retained, which are represented as {G0, G1, . . . , G1,436}. And polygons were

created by the valid geohash cells based on different parsed AOI names.

After data cleaning, we merged polygons of the same AOI. Generally, as for a spe-

cific AOI, it has different alias names and different forms of writing. For example,

numbers can be typed into Chinese characters or Arabic numbers by customers.

The other case is that customers may typed wrong Chinese characters. For these

cases, we merged similar polygons based on rules as follows: (1) Text transforma-

tion: numbers of Chinese characters are converted into Arabic numbers. (2) Spatial

similarity: detect alias names by the geometric properties of construed polygons,

which is describe in Algorithm 1. After getting alias names, AOIs with alias names

can be merged together. Through this process, we got 5 AOIs and set them as

{A0, A1, A2, A3, A4}.

After data pre-processing, we constructed 45 candidate spatial boundaries based on

different single AOI detection algorithms (detailed in Section 4.3.3). Take the AOI

A0 as an example, it has 45 candidate spatial boundaries, which are represented

as {C0,0, C0,1, . . . , C0,44}. For this case, totally, the number of all AOIs’ candidate

spatial boundaries is 5×45. Then we assigned values to the variables. For instance,

if the geohash cell G0 is located in the spatial boundary C1,2, then we set δ1,2,0 = 1,

otherwise, δ1,2,0 = 0. Follow the same rules, all variables should be set a value with

1 or 0, the total number is 5×45×1,437. At same time, we also record the number

of corresponding orders located in the every geohash cell. For example, if δ1,2,0 = 1,

we count the number of orders located in the geohash cell G0, and set the value to

β1,2,0, otherwise, β1,2,0 = 0. All the related variables should be set with a value, the

total number is also 5×45×1,437.
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Algorithm 1: Alias names Detection

Input: polygonDict, p1, p2

Output: aliasNames

1 begin

2 for (name1, poly1) ∈ polygonDict.items() do

3 for (name2, poly2) ∈ polygonDict.items() do

4 if name1 ̸= name2 then

5 poly1 ← Polygon(poly1)

6 poly2 ← Polygon(poly2)

7 if poly1 ∩ poly2 ̸= ϕ then

8 polyArea1 ← area(poly1)

9 polyArea2 ← area(poly2)

10 intersectArea← area(poly1 ∩ poly2)

11 unionArea← area(poly1 ∪ poly2)

12 r1 ← intersectArea
unionArea

13 r2 ← intersectArea
polyArea1

14 r3 ← intersectArea
polyArea2

15 if r1 > p1 or r2 > p2 or r3 > p2 then

16 aliasNames.append([name1, name2])

17 return aliasNames

Then for any geohash cell, we have to compare its parsed AOI name with the AOI

set {A0, A1, A2, A3, A4}. For instance, if the parse AOI name of geohash cell G2 is

the same with the AOI A4, then γ2,4 = 1, values of γ2,0, γ2,1, γ2,2, and γ2,3 are all set

with 0. Follow the same rules, all variables should be set a value with 1 or 0, the

total number is 5×1,437.
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Apart from the known variables, we also have define the unknown variables, which

are used to determine which spatial boundary is chosen for every AOI. For example,

if the spatial boundary C1,2 is the chosen optimal spatial boundary of AOI A1, then

the value of x1,2 will be 1, otherwise the value will be 0. For every spatial boundary

of each AOI, it has a variable to store this information, therefore, the total number

of unknown variables is 5×45.

As for the constraints, we take G0 as an example, maybe several candidate spatial

boundaries contain G0, but only one of them can be chosen as the optimal one. We

apply this requirement by the constraint as:

4∑
i=0

44∑
j=0

δi,j,0 · xi,j ≤ 1. (4.13)

For any geohash cell Gk, it has a constraint like this, therefore, the total number of

constraints for this requirement is 1,437.

Then for any AOI, we take A1 as an example, only one of its candidate spatial

boundaries can be chosen as the optimal one, therefore, only one of the values

of {x1,0, x1,1, . . . , x1,44} is 1, others are all 0. Thus we apply this requirement by

constraints as:

44∑
j=0

x1,j = 1, (4.14)

x1,j ∈ {0, 1}, j = 0, 1, . . . , 44. (4.15)

For any AOI Ai, it has constraints like this, therefore, the total number of constraints

for this requirement is 2×5.
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The objective of this problem can be regarded as a maximization problem, and is

shown as:

max
4∑

i=0

44∑
j=0

1436∑
k=0

δi,j,k · βi,j,k · γk,i · xi,j, (4.16)

subject to constrains (4.13) through (4.15).

Using the standard branch-and-bound algorithms to solve this BILP problem. We

get the results with x0,4 = 1, x1,21 = 1, x2,29 = 1, x3,0 = 1, and x4,30 = 1, which means

that C0,4, C1,21, C2,29, C3,0, and C4,30 are the chosen optimal spatial boundaries of

A0, A1, A2, A3, and A4, respectively.

4.3 Numerical Experiments

To quantify the advantages of the proposed model, numerical experiments are per-

formed. The computer programs for the optimization model are written in python

and solved by IBM ILOG CPLEX 20.1.0 [151]. All computational tests are per-

formed on a MacBook Pro equipped with an Intel 2.6 GHz CPU with 16 GB mem-

ory.

4.3.1 Dataset

Meituan, the offline-to-online (O2O) specialist, was founded in 2010, and now is one

of the world’s largest online food delivery platforms. It had 290 million monthly

active users and around 600 million registered users as of April 2018 [152]. In this

chapter, OFD data are collected from 4 Chinese cities for 3 months from October

1st to December 31st 2020 by Meituan platform. A description and example of
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Table 4.1: Major data types of an order in Meituan.

Field Description Example

order_id Unique identification of the order. 16015325886019701
create_dt Created date and time of the order. 2020-11-05 12:03:31
user_id Unique identification of the user. 320597876
user_lon Longitude of the user’s location. 121.397207
user_lat Latitude of the user’s location. 31.147946
user_addr Text string of the user’s address. Room-N , XXX
rider_id Unique identification of the rider. 14790342
delivery_dt Completed date and time of the order. 2020-11-05 12:36:10

the dataset used in this chapter is shown in Table 4.1. For every order, it contains

detailed GPS coordinates (fields of user_lon and user_lat) and address (the field

of user_addr) of the user’s location.

For the improved optimization model, before feeding the geospatial data into models,

GPS points must be converted into geohash cells. We use an example to illustrate

the process, which is shown in Figure 4.6. Figure 4.6(a) illustrates original GPS

points of orders, and the corresponding geohash cells are shown in Figure 4.6(b).

From Figure 4.6(b), the different colours of geohash cells indicate numbers of orders

located in them, and the geohash cell with darker colour means it contains more

orders. We treat every geohash cell as a GPS point, then feed them into single-AOI

detection models.

Due to the limitation of variables and constraints of CPLEX, instead of implement-

ing the optimization model throughout the whole city, we partition the city into

multiple regions (also called large grids) based on road network and implement the

model in every region separately. Road network data of these 4 cities are collected,

and every road segment is stored as a polyline, which consists of a sequence of geo-

graphic coordinates. Every road segment has a property of road hierarchy, and the
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(a) Original GPS points (b) Geohash cells

Figure 4.6: Visualization of geohash cells.

road network partition can be implemented by the road hierarchy, which is shown

in Figure 4.7. Figure 4.7(a) illustrates road segments based on hierarchy 1−5. Then

the road network help us partition the urban area into multiple regions, as shown

in Figure 4.7(b) [153]. In this figure, we use different colours to distinguish these

regions. For every region, the shape is around 1km×1km, and there are about 5 to

10 AOIs in it.

(a) Road segments (b) Hierachy-based region partition

Figure 4.7: Road network and small partitioned regions in Wangjing area of Beijing.
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4.3.2 System Framework

The detailed system framework of the proposed approach is elaborated in Figure

4.8, consisting of four components.

Data Pre-

processing

Modelling

Evaluation

Dataset

Optimization
Model

Address
Resolution

Data
Cleaning

Polygon
Merging

Hierarchy-Based Road 
Network Partition

Original Convex 
Polygons of AOIs

Single-AOI Detection

G-ROI DBSCAN

Large Grids
(Study Area)

Historical Order DataHistorical Order DataHistorical Order Data
Historical Order DataHistorical Order DataRoad Network Data

Inconsistency

Evaluation Metrics

Precision Recall F1-score

Figure 4.8: The detailed Framework of the proposed approach.

Dataset. This component includes two types of data: (1) Historical Order Data,

which include detailed addresses and GPS coordinates of customers. (2) Road Net-

work Data, which include detailed information of every road segment.

Data Pre-processing. This component takes dataset of historical order and road

network, then performs 6 main tasks: (1) Hierarchy-Based Road Network Partition,

which partitions the road network into large grids based on road hierarchy. (2)

Large Grids, which are the partitioned regions and OFD data located in the specific

large grid are captured. (3) Address Resolution, which extracts AOI names and

geographic coordinates of every order in the large grid. (4) Data Cleaning, which

removes outlier GPS points. (5) Polygon Merging, which merges the same AOI

with alias names. (6) Original Convex Polygons of AOIs, which constructs original
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boundaries of AOIs based on the convex hull.

Modelling. This component takes the preprocessed data as inputs, and gener-

ates boundaries of multi-AOIs, and then are fed into the optimization model. It

includes two steps: (1) Single-AOI Detection, which generate a set of candidate spa-

tial boundaries of every AOI based on algorithms of G-ROI and DBSCAN (detailed

in Section 4.3.3). (2) Optimization Model, which uses the optimization model to de-

tect multi-AOIs simultaneously based on the candidate spatial boundaries created

in the previous step.

Evaluation. This component takes results of the optimization model, and evaluates

the performance of results based on four metrics, which are precision, recall, F1-score

and inconsistency (detailed in Section 4.3.5).

4.3.3 Baseline Algorithms

In this section, we briefly review the baseline algorithms used in our numerical

experiments. According to existing studies in single-AOI detection, G-ROI algo-

rithm [31] achieves the best F1-score compared with other methods, and DBSCAN

algorithm [3, 28] has been widely used in AOI detection problems and achieves the

robust performance. Additionally, we construct spatial boundaries of point clusters

based on convex hull and modified alpha-shape concave hull.

4.3.3.1 G-ROI Algorithm

In [31], the authors propose a G-ROI algorithm for discovering ROIs on multiple

social media datasets, and this algorithm achieves the best F1-score among other

detection methods. This algorithm contains two stages of reduction and selection.
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Let C be a set of geographic points within an AOI, and h0 be the convex hull of C,

and represented by a set of vertices.

Algorithm 2: Candidate spatial boundaries of G-ROI algorithm

Input: geohashCells, perThresholds

Output: bounsGROI

1 begin

2 for perThreshold ∈ perThresholds do

3 for aoi ∈ aois do

4 hulls, areas← GROI_Reduce(geohashCells, aoi)

5 hull← getHullbyPer(hulls, perThreshold)

6 bounConvex← convexHull(hull)

7 bounConvexReg.append(bounConvex)

8 bounsGROI.append(bounConvexReg)

9 for aoi ∈ aois do

10 hulls, areas← GROI_Reduc(geohashCells, aoi)

11 bounGROIConvex← GROI_Selec(hulls, areas)

12 bounGROIConvexReg.append(bounGROIConvex)

13 bounsGROI.append(bounGROIConvexReg)

14 return bounsGROI

The reduction stage begins from h0, then it finds one of its vertices to generate the

smallest polygon and remove this vertex. With the same strategy, it continues until

the convex hull containing only three vertices. This stage returns a set of convex

hulls H = {h0, h1, · · · , hn} and a set of removed points P = {p0, p1, · · · , pn−1}

obtained through the n steps that have been processed. The selection stage tries

to discover the cut-off point pcut. In this chapter, we set different parameter values

to construct candidate spatial boundaries of AOIs, and then feed them into the
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optimization model. Candidate spatial boundaries generated by G-ROI is described

in Algorithm 2.

4.3.3.2 DBSCAN Algorithm

DBSCAN [69] is a density-based clustering algorithm, and is widely used in cluster-

ing for geospatial data. Compared with clustering methods like K -Means, DBSCAN

does not require to specify the number of clusters, and can identify outlier points.

Given a set of points on a Cartesian plane, DBSCAN can group together points with

multiple nearby neighbours, and marks outlier points that lie alone in low-density

regions (whose nearest neighbours are too far away). The working strategy behind

DBSCAN is to identify the minimum number of neighboring points minPts within

the circle range of the radius ϵ. In comparison to other clustering algorithms, DB-

SCAN can identify clusters with different shapes and has good robustness for data

noises [28].

Before using DBSCAN, the two parameters require to be set with proper values.

The value of ϵ can be determined according to the geographic scale of the research

problem. In general, if ϵ is set with a larger value, DBSCAN can construct AOIs with

bigger coverage, while if the value is smaller, the produced AOIs are also smaller.

The value of minPts determines the minimum number of points of a cluster and

represents the significance of the identified AOIs. If minPts is set with a larger

value, it can make sure to extract AOIs with a higher significance but may also miss

some useful areas. while if minPts is set with a smaller value, more clusters can

be extracted but may also contain noisy points. In regard of the above reasons,

it’s difficult to find the best parameters of DBSCAN for every case, therefore, we

set several groups of parameters to create different candidate spatial boundaries of

AOIs, and discover the optimal one from the optimization model. Candidate spatial

boundaries generated by DBSCAN is described in Algorithm 3.
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Algorithm 3: Candidate spatial boundaries of DBSCAN

Input: geohashCells, paramsList

Output: bounsDBSCAN

1 begin

2 for (eps,minPts) ∈ paramsList do

3 for aoi ∈ aois do

4 cluster ← DBSCAN(eps,minPts, aoi)

5 bounConvex← convexHull(cluster)

6 bounConcave← bouncaveHull(cluster)

7 bounConvexReg.append(bounConvex)

8 bounConcaveReg.append(bounsConcave)

9 bounsDBSCAN.append(bounConvexReg)

10 bounsDBSCAN.append(bounConcaveReg)

11 return bounsDBSCAN

4.3.3.3 Concave Hull

After identifying clusters of customers’ locations, the next step is to construct poly-

gons from these GPS points. The convex hull is a typical way to represent the

external polygon of points, and has been applied in many studies [28,154]. While in

some cases, the convex hull cannot match the boundary better but contains empty

parts which do not belong to the original points. In our research, we try to find

spatial boundaries of AOIs with no overlaps among each other, therefore, convex

polygons cannot represent these AOIs properly. For more precise delineation of

cluster shapes, [81] propose the algorithm of alpha-shape, which can be used to

construct concave hulls and represents shapes of AOIs more properly.

The steps for concave hull computation can be summarized as follows: (1) Generate
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a triangulated irregular network (TIN) of a set of discrete points using Delaunay

triangulation method. (2) Remove exterior edges of the triangle with circumradius

longer than a pre-defined length parameter l. (3) Repeat step 2 until every triangle’s

circumradius in the TIN is shorter than l. (4) Generate the resulted shape, which is

the purple polygon in Figure 4.9(a). The parameter l can be equal to any positive

number. If l is less than the shortest circumradius rmin, then all edges are removed.

If l is bigger than the longest circumradius rmax, then all edges are kept, and the

generated hull will be the convex hull of the points. Therefore, only values between

rmin and rmax can be the optimal value.

(a) Original alpha-shape (b) Modified alpha-shape

Figure 4.9: Visualization of alpha-shape algorithms. (a) and (b) show the boundaries
(purple) by the original and modified alpha-shape, respectively, and blue polygons
are the deleted parts.

In this research, we modify the algorithm of alpha-shape to be more accurate for

our dataset. For the algorithm of alpha-shape, it aims to delete all exterior edges

with circumradius shorter than l, therefore, it will create some empty parts. For the

modified alpha-shape, it can create smoother boundaries, as described in Algorithm

4. For the input of this algorithm, points means GPS points, and per refers to the
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Algorithm 4: Modified alpha-shape

Input: points, per

Output: concaveHull

1 begin

2 triangularMesh← DelaunayTriangulation(points)

3 for (ia, ib, ic) ∈ triangularMesh.vertices do

4 circumR← circumradius(a, b, c)

5 edgePointsAppend(edgePoints, points[[ia, ib, ic]])

6 circumRAppend(circumRList, points[[ia, ib, ic]])

7 circumRList← sorted(circumRList)

8 index← round(per × len(circumRList)

9 threshold← circumRList[index]

10 for i← 0 to len(circumRList) do

11 if circumRList[i] > threshold then

12 deletedEdgePoints.append(edgePoints.pop(i))

13 keptPolys← cascaded_union(edgePoints)

14 deletedPolys← cascaded_union(deletedEdgePoints)

15 concaveHull← Polygon()

16 if type(deletedPolys) = MultiPolygon then

17 for poly ∈ deletedPolys do

18 areaPolys.append(area(poly))

19 index1, area1 ← getIndexArea(areaPolys, 1)

20 index2, area2 ← getIndexArea(areaPolys, 2)

21 if area1
area2

> 3.0 then

22 deletedPoly ← deletedPolys.pop(index1)

23 concaveHull← keptPolys ∪ deletedPolys

24 return concaveHull
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percentage of deleted triangles. We first calculate triangularMesh by Delaunay

triangulation method. Then, the cicumradius of every triangle is calculated and

sorted from large to small. A threshold of circumradius is calculated by per, we keep

all triangles with the circumradius shorter than the threshold. For other triangles, we

use the method of cascaded_union to merge adjacent triangles together, therefore

some separated polygons are created, which are blue polygons in Figure 4.9(a). We

calculate areas of these polygons, and find the largest and second largest ones area1

and area2. If area1/area2 is larger than 3.0, only the largest polygons are deleted,

which is the blue polygon in Figure 4.9(b), and other parts are merged together as

the return concave hull, which is the purple polygon in Figure 4.9(b). Otherwise,

the convex hull of points is returned.

4.3.4 Fine-tune Detected Boundaries

4.3.4.1 HMM Matching

In [155], the authors propose a map matching method by using HMM to discover the

most probable route represented by a time series of GPS coordinates, and achieve

a good performance. In this chapter, every candidate spatial boundary has vertices

of GPS points, which can be applied to this algorithm. This algorithm can be used

to fine-tune the detected boundaries to match road network. Since vertices of AOIs’

actual boundaries are not necessarily positioned on the road network, therefore, it

does not perform good enough in cases without high quality internal road network.

In this chapter, we use two indices to evaluate results, which are defined as:

Ratio1 = Area (AOIfound)
Area (AOIfound ∪ AOIHMM) , (4.17)
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Ratio2 = Area (MRR (AOIfound))
Area (MRR (AOIfound ∪ AOIHMM)) , (4.18)

where AOIfound is the detected AOI’s boundary. AOIHMM is the boundary cal-

culated by HMM matching. MRR(·) is a function to get the minimum rotated

rectangle of a polygon. And only if both two ratios are larger than the threshold,

the HMM matching result will be accepted, otherwise will keep the original detected

AOI’s boundaries.

4.3.4.2 Grid Matching

We partition every research region into small grids by the internal road network,

then match small grids to AOIs. We determine which AOI do these grids belong to

by the ratio defined as follows:

Ratio = Area (AOIfound ∩ PolygonGrid)
Area (PolygonGrid) , (4.19)

where PolygonGrid is the polygon of every small grid. Then, we merge all small

grids belonging to the same AOI, and use strategies mentioned in Section 4.3.4.1 to

determine whether to keep the result or not.

Finally, these two fine-tuning algorithms are combined together to fine-tune the

detected spatial boundaries. We compare the two results of HMM matching and

grid matching, and keep the one with bigger area as the final result of the combining

result.
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4.3.5 Performance Metrics

Metrics of precision and recall are used to evaluate the performance of baseline

algorithms as well as our approach in detecting AOIs. The ground-truth AOIs

in this chapter are manually labeled by ground survey. As in [31], let G_AOIi

be one of the ground-truth AOIs in a region, where i ∈ I, and let F_AOIi be the

corresponding found AOI by a single AOI detection method. Let G_AOIi∩F_AOIi

be the corresponding true positive area, which is defined as the overlap of G_AOIi

and F_AOIi. The two metrics are defined as:

precision =
∑

i∈I Area(G_AOIi ∩ F_AOIi)∑
i∈I Area(F_AOIi)

, (4.20)

recall =
∑

i∈I Area(G_AOIi ∩ F_AOIi)∑
i∈I Area(G_AOIi)

, (4.21)

where∑i∈I Area(G_AOIi) is the area of all ground-truth AOIs, and∑i∈I Area(F_AOIi)

is the area of all found AOIs, and ∑i∈I Area(G_AOIi∩F_AOIi) refers to the whole

true positive area in the region.

To sort the results, the F1-score is defined as the harmonic average of the precision

and recall as follows:

F1-score = 2 · precision · recall
precision + recall . (4.22)

To evaluate the overlap degree among different detected AOIs. We define the metric

of inconsistency to calculate the overlap ratio of AOIs within a region as follows:

Inconsistency = Area (∩i∈IF_AOI i)
Area (∪i∈IF_AOI i)

, (4.23)
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where Area (∩i∈IF_AOI i) is the overlap area of all AOIs , and Area (∪i∈IF_AOI i)

is the union area of all AOIs in the region.

If the inconsistency is 0, it means all of those polygons are completely separated

from each other. Higher inconsistency means a worse performance in this metric.

4.3.6 Optimization Results

In this chapter, we choose the densely populated area filled with large numbers of

residential complexes as the research regions. Based on this principle, we choose 28

research cases from 4 Chinese cities. Two optimization models mentioned in Section

4.2 are represented as OM-1 (detailed in Section 4.2.2) and OM-2 (detailed in Section

4.2.3), which are applied to these research regions. After testing, two models achieve

the same results on multi-AOIs detection, but they differ greatly in problem size.

We report the summary statistics for OM-1 and OM-2 in Table 4.2. On average,

they have the same number of binary variables, which is 199, but OM-1 has 13,017

constraints and OM-2 has only 1,525 constraints. We notice that instances can be

solved in 78.7s and 13.8s by OM-1 and OM-2, respectively. Therefore, OM-2 has a

significant efficiency improvement compared with OM-1.

Table 4.2: Optimization summary.

Design
Problem size

CPU time(s)
Binary variables Constraints

OM-1 199 13,017 78.7
OM-2 199 1,525 13.8

Then we evaluate the average metrics of these research regions. Table 4.3 illustrates

the performance (precision, recall, F1-score, and inconsistency) of all single-AOI

detection models, and the best values of the whole models are shown on the last
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row. G-ROI-01, G-ROI-02, · · · , G-ROI-08 are models generated by G-ROI algo-

rithm, and AVG-G-ROI refers to the average values of these 8 models. DBSCAN-01,

DBSCAN-02, · · · , DBSCAN-16 are models generated by DBSCAN algorithm, and

AVG-DBSCAN represents the average values of these 16 models.

Results of the Table 4.3 show that the best precision of the whole single-AOI detec-

tion models is achieved by G-ROI, which is 0.983, while recall of it is the lowest one.

The reason is that G-ROI algorithm removes too many points, therefore, in most

cases, the ground-truth AOIs contain the found ones. DBSCAN achieves relatively

high results (F1-score ranging from 0.850 to 0.869), and the best recall and F1-score

of the whole single-AOI detection models is achieved by DBSCAN. On average of

all models by DBSCAN, the precision is 0.895 and the recall is 0.825, which results

in the F1-score of 0.858. The precision is bigger than the recall, which means the

identified AOIs are smaller than the ground-truth ones.

Table 4.4 illustrates the evaluation results of convex hull, optimization model, and

fine-tuning algorithms. For the original convex hull, the precision and recall are

0.827 and 0.865, respectively, which results in the F1-score of 0.847. The fact that

the value of precision is lower than recall, means that the original convex hulls are

on average bigger than the ground-truth ones. The inconsistency is 0.105, which

means those AOIs have quite a lot of overlaps.

Then, the optimization model outperforms the other single-AOI detection algorithms

in Table 4.3. The precision is 0.923 and the recall is 0.843, which leads to a F1-score

of 0.881. These results support the ability of the optimization model to discover

multi-AOIs simultaneously. The inconsistency is 0, which means that the spatial

boundaries of different AOIs are completely separated.

Finally, algorithms of HMM and grid matching are applied to fine-tune the detected

spatial boundaries of AOIs based on the road network data. After improved by
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Table 4.3: Average Precision, Recall, F1-score, and Inconsistency of all single-AOI
detection models in all cases.

Model Precision Recall F1-score Inconsistency

G-ROI-01 0.878 0.836 0.856 0.063
G-ROI-02 0.897 0.824 0.859 0.049
G-ROI-03 0.918 0.810 0.861 0.031
G-ROI-04 0.931 0.788 0.854 0.024
G-ROI-05 0.949 0.758 0.843 0.014
G-ROI-06 0.965 0.705 0.815 0.005
G-ROI-07 0.976 0.641 0.774 0.001
G-ROI-08 0.983 0.511 0.672 0.000

AVG-G-ROI 0.937 0.734 0.817 0.023

DBSCAN-01 0.851 0.865 0.858 0.080
DBSCAN-02 0.857 0.865 0.861 0.072
DBSCAN-03 0.887 0.851 0.869 0.038
DBSCAN-04 0.888 0.846 0.866 0.036
DBSCAN-05 0.889 0.844 0.866 0.036
DBSCAN-06 0.917 0.803 0.856 0.014
DBSCAN-07 0.918 0.801 0.856 0.014
DBSCAN-08 0.919 0.800 0.855 0.012
DBSCAN-09 0.858 0.838 0.847 0.048
DBSCAN-10 0.863 0.836 0.850 0.041
DBSCAN-11 0.900 0.837 0.867 0.022
DBSCAN-12 0.900 0.832 0.865 0.021
DBSCAN-13 0.901 0.830 0.864 0.021
DBSCAN-14 0.923 0.787 0.849 0.008
DBSCAN-15 0.924 0.786 0.850 0.008
DBSCAN-16 0.925 0.785 0.849 0.007

AVG-DBSCAN 0.895 0.825 0.858 0.030

Best values 0.983 0.865 0.869 0.000
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4.3.6 Optimization Results

Table 4.4: Average Precision, Recall, F1-score, and Inconsistency achieved by convex
hull, the optimization model, and fine-tuning algorithms in all cases.

Model Precision Recall F1-score Inconsistency

Convex Hull 0.827 0.868 0.847 0.105
Our Model 0.923 0.843 0.881 0.000

HMM Matching 0.888 0.896 0.892 0.000
Grid Matching 0.899 0.886 0.892 0.000

HMM+Grid Matching 0.892 0.895 0.894 0.000

the HMM algorithm, F1-score increases to 0.892, and this value is 0.892 based on

the grid matching algorithm. For the algorithm combining both HMM and grid

matching, the best F1-score is achieved, and the value is 0.894.

Figure 4.10 illustrates a sample diagram of the detected AOI boundaries based on

the original convex hull method and our proposed model. Figure 4.10(a) shows

the detected AOI boundaries based on the original convex hull method. From this

figure, we can see that the overlaps between different AOI boundaries. Figure 4.10(b)

illustrates the detected AOI boundaries based on our proposed model and ground

truth AOI boundaries. In this figure, blue polygons represent the detected AOI, and

green polygons represent the ground truth AOI. From this figure, we can see that

no overlaps between different AOI boundaries.

Figure 4.11 visualizes the detected AOI boundaries of three fine-tuning algorithms

and ground truth AOI boundaries. Figure 4.11(a) shows the detected AOI bound-

aries based on the HMM matching algorithm. Figure 4.11(b) shows the detected

AOI boundaries based on the grid matching algorithm. Figure 4.11(c) shows the

detected AOI boundaries based on the HMM+Grid matching algorithm. In these

figures, blue polygons represent the detected AOI, and green polygons represent the

ground truth AOI. From this figure, we can see that the detected AOI boundaries

based on fine-tuning algorithms are better than the proposed model.

91



CHAPTER 4. SIMULTANEOUS DETECTION OF MULTI-AOIS USING OFD
DATA

(a) Convex Hull (b) Our Model

Figure 4.10: Visualization of detected AOI boundaries. (a) Detected AOI boundaries
based on the original convex hull method. (b) Detected AOI boundaries based on
our proposed model and ground truth AOI boundaries.

(a) HMM Matching (b) Grid Matching (c) HMM+Grid Matching

Figure 4.11: Visualization of detected AOI boundaries of three fine-tuning algo-
rithms and ground truth AOI boundaries.

4.4 Chapter Summary

In this chapter, a novel optimization model is proposed to detect multi-AOIs simul-

taneously. Results of numerical experiments suggest that the detection results are

promising, and our model achieves the best average F1-score of the whole single-AOI

detection models. To the best of our knowledge, this is the first instance of multi-

AOIs detection. Moreover, we used two algorithms to fine-tune the detected spatial
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boundaries based on road network and achieved better performance with respect to

F1-score.

By following the detection of multi-AOIs using OFD data, the boundaries of resi-

dential complexes are extracted. Then the next task is to detect building footprints

within residential complexes. In order to extract the detailed boundaries and names

of building footprints, remote sensing images and OFD historical order data are

introduced in the next chapter. A novel deep learning model is proposed to extract

building footprints using remote sensing images.

93



CHAPTER 5. POI DETECTION OF HIGH-RISE BUILDINGS USING
REMOTE SENSING IMAGES

Chapter 5

POI Detection of High-Rise

Buildings Using Remote Sensing

Images

3In this chapter, a multi-task Res-U-Net model with attention mechanism is devel-

oped for the extraction of the building roofs and the whole building shapes from

remote sensing images, then use an offset vector method to detect the footprints of

the high-rise buildings based on the boundaries of the corresponding building roofs

and shapes. We also apply the OFD data to parse the POI name of every building

footprint. Several strategies are also developed in combination with the proposed

model, including data augmentation and post-processing. We conduct numerical

experiments using real data of remote sensing images and OFD historical order

3Parts of this chapter have been published in Li, B., Gao, J., Chen, S., Lim, S.,
and Jiang, H. (2022). POI Detection of High-Rise Buildings Using Remote Sensing
Images: A Semantic Segmentation Method Based on Multi-Task Attention Res-
U-Net. IEEE Transactions on Geoscience and Remote Sensing, vol 60, pp. 1-16.
https://doi.org/10.1109/TGRS.2022.3174399.
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data. Results demonstrate that our proposed model achieves the best performance

of F1-score and IoU in terms of both the building roof and shape segmentation.

5.1 Introduction

OFD platforms rely heavily on accurate Points-of-Interest (POIs) information in

their operations. A POI is defined as a specific point location that may be useful or

interesting for people, and a Region-of-Interest (ROI) is the POI’s boundary [31],

e.g., a residential building footprint. OFD platforms are concerned with two key

properties associated with a POI, that is, its name and spatial boundary. Spa-

tial boundaries of POIs are stored as vector formats, which can be easily used in

geospatial analysis and improve service efficiency of the OFD industry.

In Figure 5.1, we give an example of POIs in a residential complex. In this figure,

the dashed border represents the spatial boundary of an AOI, which is a gated

residential complex. There are 30 buildings in the AOI, and gray polygons represent

footprints of these buildings. For each building footprint, its centroid and building

number are also shown in the figure. Each building is recognized as a POI, and

its spatial boundary is the polygon of the building footprint and its name is the

building number.

An OFD platform uses POI information in many ways, for example: (1) When a

customer places an order, the OFD platform relies on the POI information to resolve

the delivery address. Based on the GPS coordinates of customers and the boundaries

of nearby POIs, the platform would suggest possible POI names to assist customers

to pinpoint their exact locations, which is critical to ensure timely delivery. For

example, a customer is located in the red point, which is shown in Figure 5.1, when

he/she tries to choose the delivery address, the OFD platform can suggest relevant
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Figure 5.1: An example of POIs in a residential complex.

POI names in a list (e.g., Building #07, Building #08, Building #09, ...) based on

the point’s GPS coordinates, which can assist customers to find the right POIs of

their delivery addresses. (2) The OFD platform can plan a more efficient route based

on the accurate location, and riders, as known as food delivery men, can find the

destination efficiently and accurately. For instance, the gated residential complex

contains 30 buildings in Figure 5.1, if the OFD platform only plans a route to the

gate of the residential complex, then riders have to find the destination building by

their own familiarity with this place. The optimal route to the customer’s place

of the red point should be Route 1, while without accurate POI information, the

OFD platform may plan a route to the wrong gate (i.e., the north gate) and riders

may find the destination of Building #07 by Route 2, which is very inefficient and

time-consuming.

ROI mining techniques are designed to detect boundaries of POIs. Existing ROI

mining techniques are based on three primary approaches: predefined shapes, density-

based clustering, and grid-based aggregation. Generally, the boundary of a POI is

defined as a cluster, which is given by a geographically shaped convex polygon using
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the convex hull of the geotagged records (e.g., geotagged Flickr photos) that include

a given textual description such as a POI name within a circle to be optimized [2].

These existing methods highly rely on the accurate GPS coordinates, while the ac-

curacy of indoor GPS satellite signals is relatively low, and high-rise buildings can

also block or degrade GPS satellite signals of mobile devices, which may cause users

to locate wrong locations. Therefore, these methods cannot extract POI boundaries

accurately.

As remote sensing technologies mature, the capability to detect the physical bound-

aries of ground objects has been enhanced significantly. Thus, remote sensing tech-

nologies are seen as conventional and even important methods for detecting building

footprints [34], which are also regarded as boundaries of POIs. In this chapter, we

extract spatial boundaries of POIs based on remote sensing images. For example,

different buildings are located in a residential complex, and every one of them can

be recognized as a specific POI, and we aim to identify the spatial boundary and

the name of each specific POI based on buildings from remote sensing images and

OFD data.

Remote sensing images are now getting popular and broadly used in a variety of

geoscience applications. Building extraction is advantageous for urbanization plan-

ning, disaster management, and environmental management [84, 156]. Because of

the diversity of colours, sizes, shapes, and materials of buildings in different areas,

and the similarity between buildings and backgrounds or other objects, develop-

ing accurate and robust extraction methods of buildings has become a challenging

problem. For most existing studies, remote sensing data focus on low-rise buildings,

and therefore building footprints can be generally extracted from the “footprint” of

the roof [35–37]. However, for high-rise buildings, due to the different view angles

of remote sensing sensors, the distance between the polygons of the building roof

and the building footprint on remote sensing images can be very large and changes
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with time. In this case, the polygon of the building roof cannot be regarded as the

polygon of the building footprint. Besides building footprints cannot be extracted

directly, because most of them are covered by building roofs and building surfaces

on remote sensing images. Based on data analysis and calculation, we found that, in

most cases, the building footprint has the same shape as the building roof, except for

a certain offset in position. Therefore, we design a multi-task deep learning models

to extract boundaries of the building roofs and the whole building shapes, then an

offset vector method is applied to boundaries of the building roofs, which can help

to get boundaries of the building footprints.

In this chapter, we aim to tackle the challenge faced by semantic segmentation

of building footprints for high-rise buildings based on remote sensing images. We

propose a multi-task Res-U-Net model with attention mechanism to extract the

boundaries of building roofs and shapes simultaneously, and then use an offset vector

method to detect the actual spatial boundaries of the building footprints based on

the spatial boundaries of the building roofs and shapes. After detecting the spatial

boundaries of the building footprints, parsing of POI names is processed by the OFD

dataset. We conduct numerical experiments using remote sensing data from Google

Earth and the OFD dataset from Meituan platform. Experimental results indicate

that the proposed method successfully extracts the boundaries of the building roofs

and shapes, and improves the total F1-score by 1.78% and 3.31% for the building

roof segmentation and the whole building shape segmentation, respectively. The

offset vector method helps to obtain the spatial boundaries of building footprints,

and OFD dataset helps to parse POI names.

In this chapter, we propose a multi-task Res-U-Net model with attention mechanism

to extract both the building roofs and shapes of high-rise buildings from remote

sensing images. Our proposed model obtains an overall F1-score of 77.05% and IoU

of 63.55% in terms of the building roof segmentation, and an overall F1-score of
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79.02% and IoU of 66.05% for the whole building shape segmentation, which both

achieve the best performance among baseline models.

The main contributions of this chapter can be summed up as follows.

• We propose a novel multi-task Res-U-Net model with attention mechanism

for semantic segmentation of the building roofs and shapes. Using the pro-

posed model, the building roofs and the whole building shapes are extracted

simultaneously. Even compared with the best performing baseline model, the

proposed model improves the total F1-score by 1.78% and IoU by 0.49% in

terms of the building roof segmentation, and the total F1-score by 3.31% and

IoU by 3.03% for the whole building shape segmentation.

• Most of existing studies extract building roofs as building footprints, while

in our study, we introduce an offset vector method to extract the building

footprints based on boundaries of the building roofs and the whole building

shapes for high-rise buildings.

• Instead of detecting spatial boundaries of the building footprints, our research

also parses POI names based on the OFD dataset.

The rest of the chapter is arranged as follows. Section 5.2 introduces the architec-

ture of the multi-task Res-U-Net model with attention mechanism, the offset vector

method, and the name parsing of POIs. In Section 5.3, we perform numerical exper-

iments to describe the experimental results of our proposed model. We discuss and

analyze the extraction results of the building roofs and the whole building shapes

based on different models and the ablation study in Section 5.4. Section 5.5 sums

up the conclusions of this chapter and describes the possible future expectations.
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5.2 Methodology

This section will detail the proposed multi-task Res-U-Net model with attention

mechanism for remote sensing images segmentation. We first describe the regular

U-Net model, and two enhanced components including the ResNet block and the

attention mechanism, then describe the overall structure of our proposed model and

post-processing, finally, followed by the offset vector method and name parsing of

POIs.

5.2.1 U-Net

In [97], the authors proposed the U-Net model, which is essentially a variant of

FCN. U-Net is a type of deep CNN models containing connected convolutional lay-

ers and deconvolutional layers for segmentation of bio-medical images. U-Net has a

symmetrical structure of the left encoder and the right decoder. For the left side,

spatial features are extracted based on inputs. For the right side, segmentation maps

are built from the extracted spatial features. And the decoder part is designed to

build the segmentation map based on the extracted spatial features. The decoder is

similar in structure of FCN using the combination of multiple convolutional layers.

More precisely, the encoder is constitutive of a series of blocks with operations of

down-sampling, and every block consists of repeated operations of two 3×3 convo-

lutions and an operation of 2×2 max-pooling with stride 2. After each operation

of down-sampling, the amount of filters of the convolutional layers will be doubled.

Finally, the encoder part uses operations of two 3×3 convolutions to connect with

the decoder part.

On the contrary, the decoder includes a series of blocks for operations of up-sampling,

which are used to build segmentation images. The decoder uses an operation of 2×2
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deconvolution to up-sample the feature map, which is produced by the encoder. In

[157], the authors proposed the deconvolutional layer, which includes the operation

of transposed convolution, and halves the amount of output filters. And followed

by a series of blocks for operations of up-sampling, which contain two operations

of 3×3 convolution and an operation of deconvolution. Then, the last layer is a

1×1 convolutional layer, which is used to output the segmentation results. The

activation function of the output layer is the Sigmoid function, and all other layers

adopt Rectified Linear Unit (ReLU) function. Definition of these two activation

functions are as follows:

Sigmoid function: f(x) = 1
1 + e−x

, (5.1)

ReLU function: f(x) = max(0, x). (5.2)

5.2.2 Residual Network

Residual Network (ResNet) [158] is a branch of DNN, and proposed to address

the problem of degradation in optimization. To address such a problem, He et

al. [158] proposed a deep residual learning framework where sets of layers fit a

residual map, in contrast with other architectures which hope that each layer fits

the entire underlying map.

Let H(x) represents the last desired mapping, then,

F (x) = H(x)− x, (5.3)

where x denotes the input image, and F (x) represents the residual mapping (the
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Figure 5.2: ResNet block (left: identity shortcut; right: projection shortcut).

portion within the dotted-line box in Figure 5.2). In a feedforward DNN, Equation

(5.3) is called as a shortcut connection. More specifically, Equation (5.3) can be

rewritten as:

yi = F (xi, {Wi}) + xi, (5.4)

where yi and xi stand for, respectively, the output and input vectors of the ith

set of stacked layers, and F (xi, {Wi}) is the shortcut connection to be learned.

Because the shortcuts should have the equal size with x, we can map these as

identity or as a linear projection through short connections to match the dimensions.

Figure 5.2 illustrates an instance of ResNet block, which is utilized to construct the

network. In the ResNet block, every convolutional layer is connected to a batch

normalization [159]. In our proposed model, the number of channels of xi should be

changed in the ResNet block, therefore, the ResNet block with projection shortcut

is applied to our model.
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5.2.3 Attention Gate

Attention Gate (AG) for image analysis was introduced by Oktay et al. [160]. AG

can retrieve information with high dimensions, and exclude information of back-

grounds through the attention mechanism, which is illustrated in Figure 5.3. The

convolutional layer provides a representation of images with high dimensions (xl) by

layer of local information. In the end, pixels are separated based on semantic differ-

ences of target features in space with high dimensions. The feature map is acquired

through a linear conversion and the ReLU function at the output of the layer l,

and the ReLU function can be represented as: σ1(xl
i,c) = max(0, xl

i,c), where i and c

denote spatial and channel dimensions, respectively. Then followed by an operation

of 1×1 convolution with just 1 filter and the activation function of Sigmoid. Based

on this process, all values of the feature map are scaled to the interval [0, 1].

Attention coefficients, αi ∈ [0, 1], identify prominent image areas and mitigate the

feature response to keep activations related to the particular task. The result of

attention gates are calculated as: x̂l
i,c = xl

i,c · αl
i. A unique scale attention value

is calculated for every vector of pixels xl
i ∈ RFl , where Fl represents the amount

of corresponding feature maps of layer l. As shown in Figure 5.3, a gating vector

gi ∈ RFg is utilized for every pixel i to identify focus areas. The gating vector

includes contextual information to mitigate responses of lower-level features [161].

5.2.4 Model Architecture

The architecture of multi-task Res-U-Net model with attention mechanism is an

encoder-decoder network on the base of U-Net structure, with a shared encoder

path to the left and two structurally similar decoder path to the right, namely (1)

Shared Encoder, (2) Building Roof Decoder, and (3) Building Shape Decoder. The
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Figure 5.3: Schematic diagram of attention gate. Input features (xl) are scaled
based on attention coefficient (α) calculated from AG. Spatial areas are chosen by
analyzing activations together with contextual information from the gating signal
(g). Grid re-sampling of attention coefficient is used to make it have the same height
and width with xl.

outline of the proposed model is illustrated in Figure 5.4.

(1) Shared Encoder. The encoder is utilized to encode features on different levels,

and then shared with two decoders. More precisely, the encoder path contains

repeated operations of down-sampling which double the amount of feature channels

and halve the size of feature maps in every step. Every operation of down-sampling

is preceded by a ResNet block, which is mentioned in Section 5.2.2.

(2) Building Roof Decoder. This is to predict the segmentation of the build-

ing roofs from information of the shared encoder (i.e., the building roof decoder

task). More precisely, every decoder block is symmetrical to the encoder, and in

every decoder layer, features of the corresponding encoder layer are concatenated

with an attention module, which enables the maintenance of multi-scale features,

the enhancement of important channel features and the weakening of unimportant

channel features.

(3) Building Shape Decoder. This is to predict the segmentation of the whole

building shapes based on the information of the shared encoder and the building

roof decoder. This is similar to the building roof decoder except that when merg-

ing the information in every layer, we concatenate not only the information of the

shared encoder but also the information of the building roof decoder. The building
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Figure 5.4: Architecture of the proposed multi-task Res-U-Net model with attention
mechanism. Every blue cuboid represents a ResNet block. The number of channels
and x-y-size are denoted on the bottom of the figure. The attention module filters the
features propagated via the skip connections and dotted orange cuboids represent
concatenate features. The arrows denote the different operations.

roof is always a part of the whole building shape, hence the learned building roof

information would help with the segmentation prediction task of the whole building

shape.

5.2.5 BCE and Dice Loss

Loss functions define how models calculate the overall error of predicted results and

ground truth. The choice of loss functions can directly affect the learning process

and the results of models. Even a properly constructed model can be affected by

an improper loss function. In this research, extraction of the building roof and the

whole building shape can be defined as two problems of binary segmentation in

which the loss function of Binary Cross-Entropy (BCE) is often used, as indicated

by Equation (5.5). However, remote sensing images of buildings exist an unbalanced
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issue between pixels of buildings and backgrounds in which the loss function of BCE

tends to be trapped at the local minimum, and the network is prone to predict a

good loss value of the background and does not learn the feature representation of

the minor class. One solution is adding weights to these classes during the loss cal-

culation, which introduces extra hyperparameters that require careful adjustment.

The other way is to select a more balanced function, e.g., BCE-Dice loss.

The definition of BCE-Dice loss is the summation of BCE loss and Dice loss, which

combines the benefits of both functions. The BCE loss can express the erroneous

classification well, and is easy to calculate the gradient in spite of the defect men-

tioned above. The Dice loss function, as indicated by Equation (5.6), is constructed

on a Dice coefficient, which measures the overlapping area of the predicted result

and the ground truth. If they match each other more, the Dice coefficient is closer

to 1, driving the value of Dice loss closer to 0. On the contrary, if every pixel is

predicted with the wrong value, the largest value of Dice loss is 1. However, BCE

loss performs better in this point, as the loss function of BCE can generate values

far greater than 1, which speeds up the progress of optimization. The BCE-Dice

loss is indicated by Equation (5.7).

The prediction and ground truth of the building roof are denoted as Ŷr ∈ ZI×J
2

and Yr ∈ ZI×J
2 , respectively, where Z2 means the set of binary values {0, 1}. The

prediction and ground truth of the whole building shape are denoted as Ŷs ∈ ZI×J
2

and Ys ∈ ZI×J
2 , respectively. Specifically, the BCE loss of the prediction Ŷ and the

ground truth Y is:

LBCE(Ŷ,Y) = −
∑I

i

∑J

j

[
Yij · log(Ŷij) + (1− Yij) · log(1− Ŷij)

]
, (5.5)

where I and J are pixel numbers in height and width directions, respectively, i and j

are the pixel indices, Yij ∈ {0, 1} is the pixel label class, Ŷij ∈ [0, 1] is the probability

106



5.2.5 BCE and Dice Loss

of the pixel being predicted as the positive category. In this research, pixels of the

building roof and the whole building shape are the positive category, and pixels of

the background are negative category.

The Dice loss of the prediction Ŷ and the ground truth Y is:

LDice(Ŷ,Y) = 1−
2 ·∑I

i

∑J
j

(
Ŷij · Yij

)
+ ϵ∑I

i

∑J
j Ŷij +∑I

i

∑J
j Yij + ϵ

, (5.6)

where ϵ is utilized to guarantee the stability of the loss function by avoiding the

numeric problem of being divided by 0.

The BCE-Dice loss of the prediction Ŷ and the ground truth Y is:

LBCE−Dice(Ŷ,Y) = (1− λ) · LBCE(Ŷ,Y) + λ · LDice(Ŷ,Y), (5.7)

where λ denotes the hyper-parameter that balances BCE loss and Dice loss. If the

boundary information of the building roof and the whole building shape are more

complex, then the value of λ needs to be decreased; in contrast, if the boundary

information of the building roof and the whole building shape are more regular,

then the value of λ needs to be increased [109]. In our research area, the boundary

information of the building roof and the whole building shape are more regular, and

the value of λ is set to 0.8.

We minimize the hybrid loss of the building roof prediction and the whole building

shape prediction by gradient descent.

L(θ) = (1− φ) · LBCE−Dice(Ŷr,Yr) + φ · LBCE−Dice(Ŷs,Ys), (5.8)
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where θ represents a collection of all trainable parameters and φ denotes the hyper-

parameter that balances the hybrid loss of the building roof prediction and the whole

building shape prediction. If the boundary information of the building roof is more

important than that of the whole building shape, then the value of φ needs to be

decreased; in contrast, if the boundary information of the whole building shape is

more important than that of the building shape, then the value of φ needs to be

increased [39]. In this research, the boundary information of both the building shape

and the whole building shape is very important, and the value of φ is set to 0.5.

5.2.6 Post-Processing

Output obtained from the proposed multi-task Res-U-Net model with attention

mechanism is in binary format, in which every pixel indicates the category of the

building roof or the background for task 1, and indicates the category of the whole

building shape or the background for task 2.

Since raster data for segmentation of the building roofs and the whole building

shapes are not very useful for spatial analysis and spatial calculation, an operation of

post-processing was applied in this chapter. In post-processing, raster data are taken

as input, and spatial boundaries of the building roofs and the whole building shapes

are generated as vector format after noise removal and separation of connected

objects.

5.2.6.1 Noise Removal

For input images, pixels of the building roof and the whole building shape are

represented in white, and pixels of the background are represented in black, which

are shown in the segmentation part of Figure 5.4. To remove the noises of detected
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building roofs and building shapes, we apply common morphological operations on

the binary images. We use the operation of erosion first, then the operation of

dilation, which can remove small noises automatically. Then we set a threshold

about area, and small noises are removed based on the threshold.

5.2.6.2 Distance Transform

To separate the connected building roofs or building shapes, we assume that the

area of the connected part is smaller than the area of the building roof or the whole

building shape itself. Based on this fact, distance transformation [110] is applied

to the binary images. Therefore, the connected part is given a smaller weight in

comparison with the building roof or the whole building shape itself.

5.2.6.3 Local Maxima

After the operation of distance transformation, local maxima method [110] is in-

troduced. Since the connected part is smaller than the building roof or the whole

building shape itself, finding local maxima can make sure that it is within the build-

ing roof or the whole building shape, and not within the connected part. And the

local maximum point is used as the input sink of the watershed segmentation.

5.2.6.4 Watershed Segmentation

Watershed segmentation is widely used in image segmentation. This method treats

the image like a topographic map, with the brightness of each point representing its

height, and finds the lines that run along the tops of ridges [162]. Local maxima

are used as the sink points, and the negative of the distance transform is regarded

109



CHAPTER 5. POI DETECTION OF HIGH-RISE BUILDINGS USING
REMOTE SENSING IMAGES

as the cost map. This method can be used to separate the connected binary blobs

with high efficiency.

5.2.6.5 Vectorization and Smoothing

Raster images obtained from watershed segmentation are vectorized based on li-

braries of OpenCV24 and GDAL/OGR5. In the raster images, every pixel contains

the geographical information, and raster images are converted into vector files with

correct overlaying (Shapely6 library). When converting data from raster into vec-

tor, results have redundant vertices and noises. Algorithm of Douglas-Peucker [163]

is used to simplify vector files. This algorithm makes it possible to maintain the

general shape of the geometry when redundant vertices are simplified. Moreover,

basic properties (e.g., area and perimeter of spatial boundaries) are automatically

recorded.

5.2.6.6 Polygon Matching

After getting polygons of the building roofs and the whole building shapes, the

process of polygon matching can help us detect each pair of the building roof and

the whole building shape. In order to solve this problem, Rtree data structure is

introduced. The main idea of the Rtree data structure is to group nearby objects and

represent them with their minimum bounding rectangle in the next higher level of

the tree. This data structure can effectively accelerate the nearest neighbor search

for spatial data. In this research, for every polygon of the building roof, it will

recall all polygons of the building shapes that intersect it based on the Rtree data

4https://opencv.org/opencv-2-4-8/
5https://gdal.org/
6https://shapely.readthedocs.io/en/stable/manual.html
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structure. Among all candidate polygons of the building shapes, only the one that

has the largest overlap area with the polygon of the building roof is recognized as

the corresponding polygon of the building shape.

5.2.7 Offset Vector Method

Based on the post-processing in Section 5.2.6, raster images can be converted to vec-

tor polygons. For every remote sensing image, two sets of vector polygons can be gen-

erated, i.e., a set of vector polygons of the building roofs Ψr = {polyr
1, poly

r
2, · · · , polyr

n},

and a set of vector polygons of the whole building shapes Ψs = {polys
1, poly

s
2, · · · , polys

n}.

Then based on the offset vector method, a set of vector polygons of the building

footprints Ψf = {polyf
1 , poly

f
2 , · · · , polyf

n} can be calculated.

As noted in Section 5.1, in most instances, the building footprint has the same shape

as the building roof, except for a certain offset in position. After getting the vector

polygons of the building roof and the whole building shape, the offset vector helps

us to move the polygon of the building roof to the position of the building footprint.

Suppose polyr
i is the ith polygon of Ψr, polys

i is the corresponding ith polygon of

Ψs, polyf
i is set to the corresponding ith polygon of Ψf , and −→vi is the offset vector

from polyr
i to polyf

i . Then Cr
i represents the centroid of polyr

i , and Cs
i represents the

centroid of polys
i . Both Cr

i and Cs
i lie on the offset vector −→vi , therefore, −→vi can be

calculated by Cr
i and Cs

i . When the polygon of polyr
i moves along the vector of −→vi ,

the critical position is defined as polyr
i is about to move out polys

i , and the position

of polyr
i is exactly the polygon of polyf

i .

To understand this method easier, a flowchart is shown in Figure 5.5. The green

polygon is denoted by polyr, which represents the polygon of the building roof. The

blue polygon is denoted by polys, which represents the polygon of the whole building

shape. Then polyr and polys are overlaid together with the same coordinate system.
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Figure 5.5: Working principle diagram of the offset vector method.

The third step shows how the offset vector method works. Cr denotes the centroid

of polyr, and Cs denotes the centroid of polys. Based on Cr and Cs, the offset vector

is created, which is shown as the red vector in the figure. Then polyr is moved

along the offset vector with the same incremental step size every time, and a set

of polygons are generated, i.e., Φr = {poly1, poly2, · · · , polyn}. Then the polygon is

about to move out polys is defined as the polygon of the building footprint, which

is denoted as polyf . Finally, polyf is calculated by the offset vector method based

on polyr and polys.

The offset vector method is also implemented by Algorithm 5. For the input of

this algorithm, polyr denotes the polygon of the building roof, and polys is the

polygon of the corresponding building shape. The parameter of step represents the

incremental step size, and threshold refers to a value to determine whether the

polygon is about to move out polys or not. These two parameters can be set to

different values for different situations. For the offset vector method, on Lines 2−5,

we retrieve the centroid of polyr, i.e., (xr, yr), and the centroid of polys, i.e., (xs, ys).

On Line 6 and Line 7, the offset vector is calculated based on the two centroids,

which is denoted as (vectorx, vectory). When polyr is moved along the offset vector,

a series of polygons will be generated, and polyi denotes the ith polygon of them.

For polyi, area_interi refers to the area of intersection between polyi and polys,

and area_inter means the area of intersection between polyr and polys. Then, on
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Lines 12−17, a while loop is used to find the polygon of the building footprint.

If the value of area_interi/area_inter is greater than or equal to threshold, the

while loop continues, otherwise, the while loop stops. In each iteration, polyi moves

the distance of one step size (step) along the offset vector on Lines 13−16. The

while loop stops when the value of area_interi/area_inter is less than threshold.

Finally, the last ployi is set to polyf on Line 18, and polyf is returned as the polygon

of the building footprint. The detailed proof procedure of the offset vector method

is presented in the appendix section.

Based on the offset vector method, polygons of the building footprints can be calcu-

lated from the corresponding polygons of the building roofs and the whole building

shapes. For extensive studies of building footprint extraction [35–37,164], the build-

ing roofs are recognized as the building footprints, while in this research, the offset

vector method is used to detect building footprints based on building roofs and

the whole building shapes. For the generalization of the method, different types

of remote sensing data can provide more data sources, and high-resolution remote

sensing images tend to provide higher semantic segmentation accuracy. This method

can be applied in different types of remote sensing images. This method can also be

applied in other places or countries with high-rise buildings, especially, the residen-

tial complexes. For buildings within residential complexes, their shapes are more

regular, and our method can detect these building footprints properly. For some

special scenarios, the limitation of this method is that it cannot be applied to those

buildings where the shapes of the building roofs and the building footprints are very

different, such as buildings with pointed roofs and special form buildings.
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Algorithm 5: Offset Vector Method

Input: polyr, polys, step, threshold

Output: polyf

1 begin

2 xr ← polyr.centroid.x

3 yr ← polyr.centroid.y

4 xs ← polys.centroid.x

5 ys ← polys.centroid.y

6 vectorx ← xs − xr

7 vectory ← ys − yr

8 area_inter ← area(polyr ∩ polys)

9 i← 0

10 polyi ← polyr

11 area_interi ← area(polyi ∩ polys)

12 while area_interi/area_inter ≥ threshold do

13 i← i+ 1

14 offsetx ← vectorx × step× i

15 offsety ← vectory × step× i

16 polyi ← translate(polyr, offsetx, offsety)

17 area_interi ← area(polyi ∩ polys)

18 polyf ← polyi

19 return polyf

5.2.8 Name Parsing of POIs

Based on the process of Section 5.2.7, the spatial boundaries of POIs are detected

from the building roofs and the whole building shapes, and the next step is to parse

names of POIs. Historical order dataset from Meituan platform consists of rich
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geospatial information about customers and riders. Suppose polyf
i is one polygon

of the building footprint from Ψf in Section 5.2.7, and Oi = {o1, o2, · · · , om} is a set

of orders with customers’ geographic coordinates located in the boundary of polyf
i .

Based on the natural language processing technology, names of POIs can be parsed

from delivery addresses of Oi. Then Ni = {n1, n2, · · · , nm} denotes the set of parsed

names of POIs from Oi. GPS drift refers to the difference of the real location and

the location recorded by a GPS receiver, and it makes some GPS points locate in

the wrong locations. Therefore, multiple POI names (i.e., Ni) can be found in polyf
i ,

but only the most frequent name in Ni is recognized as the name of polyf
i . Based

on this method, POI names can be easily parsed from the historical order dataset.

5.3 Numerical Experiments

In this section, we first outline the dataset of the study, followed by the data aug-

mentation and experimental settings. Evaluation metrics and experimental results

of the proposed model are described in the end.

5.3.1 Data Descriptions

For existing publicly available remote sensing building datasets [165–167], they fo-

cus on low-rise buildings and the building outline can be generally recognized as

the building footprint. But in our study, we focus on high-rise buildings, and the

building roofs and the whole building shapes should be extracted separately. There-

fore, we did a lot of work on labelling the data for training and testing. The data

were obtained from remote sensing images of urban areas of Shenzhen, China in

Google Earth. These remote sensing images include three bands, and the format is

geotiff with geographic information. In this chapter, we collected 108 remote sens-
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Table 5.1: The dataset division.

Numbers of Samples Numbers of buildings

Training dataset 256 8,553
Validation dataset 88 2,891

Test dataset 88 3,067

ing images sized 1,024×1,024 pixels. For every image, we manually outlined all the

building roofs and the whole building shapes in it, respectively, which is illustrated

in Figure 5.6. In this chapter, remote sensing images were labelled by the VGG

Image Annotator (VIA) tool [168]. For building roofs, most of them have relatively

simpler boundaries, such as quadrangle. While for building shapes, most of them

have relatively complex boundaries, and one of their edges have the same shapes

as the corresponding edges of the building roofs. During the labelling process of

the building shapes, we first copied the corresponding boundaries of the building

roofs, then moved them to the right places and started to outline the boundaries of

the building shapes. Therefore, we created a more accurate ground truth dataset

based on these characteristics. For both the building roofs and the whole build-

ing shapes, annotated images were first saved as the JavaScript Object Notation

(JSON) format, and then were transferred into binary images with only black and

white colours. Finally, every remote sensing image was split into 4 images with the

size of 512×512, and the same operation was also performed on the binary images.

The dataset is available at https://github.com/BuildingFootprint/POI-Detection-

of-High-Rise-Buildings-Using-Remote-Sensing-Images-Dataset.

In the experiment, the whole dataset covers 14,511 building objects, polygons of

the building roofs and the whole building shapes are seen as the ground truth for

training and evaluating models. The dataset is split into three sets: the training

dataset, the validation dataset, and the test dataset with ratios of 60%, 20%, and

20%. The dataset division is illustrated in Table 5.1.
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Building Roof Annotations

Image masks Binary images

Building Shape Annotations

Image Masks Binary Images

Remote Sensing Images

Figure 5.6: Annotation diagram of remote sensing images.

5.3.2 Data Augmentation

Deep CNNs need a large number of training data, which may be unavailable at the

training stage. Data augmentation of images is critical to make the network invariant

and robust, and to avoid overfitting if the training samples are not large enough.

If data augmentation is applied, the model always sees the different sets of images

during every iteration. In this chapter, various methods of data augmentation are

applied as follows. For every pair of input images and ground truth binary images,

they were flipped horizontally or vertically randomly based on a probability of 0.5.

Images were offset to left, right, up, or down with a random number of pixels.

Moreover, images were rotated with a random angle and a random center, and

zoomed in or out based on a random scale factor. Finishing the transformation, the

rest pixel values of images were set to 0s. Then these augmented images were fed

into models as original training images.

117



CHAPTER 5. POI DETECTION OF HIGH-RISE BUILDINGS USING
REMOTE SENSING IMAGES

5.3.3 Experimental Settings

The multi-task Res-U-Net model with attention mechanism was built by Keras based

on the Tensorflow backend. In this chapter, the size of input images for every

experiment was 512× 512× 3. The size of the output images for every experiment

was 512×512×1, and outputs were binary images. During the training and testing

processes, all images were converted to tensors for computation. Our proposed

model and other baseline models were all trained on Nvidia Tesla M60 (4 GPUs

with 16GB memory each).

All hyper-parameters used in these experiments were optimal parameters in com-

parison with repeated test results. During the training stage, the Adam algorithm

was chosen as the optimizer, and the initial learning rate was set with 10−4. Weights

and parameters of models were initialized by the Glorot normal initializer [169]. For

all models, the epoch was set to 50, and the mini-batch size was set to 4.

5.3.4 Evaluation Metrics

To quantify the performance of models, precision, recall, F1-score, and IoU are

utilized as qualitative metrics. In semantic segmentation, precision represents the

proportion of correctly classified positive pixels in all pixels predicted as positive.

Recall is defined as the proportion of correctly classified positive pixels in all true

positive pixels. F1-score is the harmonic mean of precision and recall. IoU is used

to evaluate the accuracy based on the segment level. Definition of the four metrics

is represented as follows:

Precision = NT P

NT P +NF P

, (5.9)
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Recall = NT P

NT P +NF N

, (5.10)

F1-score = 2 · Precision · Recall
Precision + Recall

= 2 ·NT P

2 ·NT P +NF P +NF N

,

(5.11)

IoU = NT P

NF P +NT P +NF N

, (5.12)

where NT P is the number of overlapping building roof (or building shape) pixels in

predicted and ground-truth images (true positive). NF P is the number of building

roof (or building shape) pixels in the predicted image, but not in the ground-truth

image (false positive). NF N is the number of building roof (or building shape) pixels

in the ground-truth image, but not in the predicted image (false negative).

5.3.5 Experimental Results

In this chapter, we divided experiments into three stages. The first stage was to

extract polygons of the building roofs and the whole building shapes based on the

multi-task Res-U-Net model with attention mechanism. The second stage was to

post-process polygons of the building roofs and the whole building shapes, and

detect polygons of the building footprints based on the offset vector method. The

third stage was to combine POI information with the building footprints based on

historical OFD orders.

Detailed results for the proposed model are given in Table 5.2. For every evaluation

metric, the performance of the whole building shape segmentation is better than
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Table 5.2: Evaluation results of the proposed model.

Index Building Roof Building Shape Overall

Precision 75.45% 77.35% 76.40%
Recall 79.92% 82.05% 80.99%

F1-score 77.05% 79.02% 78.04%
IoU 63.55% 66.05% 64.80%

that of the building roof segmentation. F1-score and IoU are two important indices

for evaluating the performance of semantic segmentation. For the building roof

segmentation, F1-score and IoU are 77.05% and 63.55%, respectively. For the whole

building shape segmentation, F1-score and IoU are 79.02% and 66.05%, respectively.

Overall, F1-score and IoU are 78.04% and 64.80%, respectively.

Figure 5.7 illustrates a sample diagram of the segmentation results based on the

test dataset. We take three cases (i.e., Case 1, Case 2, and Case 3) as examples to

illustrate the results. For every case, we use two rows to show results of the building

roof segmentation and the whole building shape segmentation, respectively. In order

to show the results clearly, we use red masks to represent the predicted building roofs,

and green masks to represent the predicted whole building shapes.

Compare the predicted segmentation results with the ground truth, we can still find

some problems. In Case 1, the narrow gaps between closely neighbored buildings are

annotated in the ground truth, but our proposed model is incapable of expressing

such fine details and separate these kinds of buildings, e.g., segmentation results in

the blue circles. Within the red circles, a part of the road is wrongly recognized as a

building, and within the magenta circles, buildings under construction are detected,

but they are not included in the ground truth. In Case 2, compared with the ground

truth, polygons of predicted results always have curve boundaries, which are shown

in the orange ellipses. In the green ellipses of Case 3, we can see that shadows

120



5.3.5 Experimental Results
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Figure 5.7: Results of the building roof extraction and the whole building shape
extraction on the test dataset. (a) Original remote sensing images. (b) Ground truth
images of the building roof and the whole building shape. (c) The predicted binary
images of the building roof and the whole building shape based on our model. (d)
Overlapping display of the predicted masks with the original remote sensing images.
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of buildings are excluded in the segmentation results, but they are included in the

ground truth.

After detecting polygons of the building roofs and the whole building shapes, we

need to match every building roof polygon to the corresponding building shape

polygon. To increase the matching efficiency, we introduced R-tree data structure,

which is utilized for the effective storage of spatial data indices. Then based on the

offset vector method mentioned in Section 5.2.7, polygons of the building footprints

can be calculated from polygons of the building roofs and the whole building shapes.

An example is illustrated in Figure 5.8 to explain this process. In Figure 5.8(a), the

red line represents the spatial boundary of the building roof and the background

is the remote sensing image. The green line in Figure 5.8(b) represents the spatial

boundary of the building footprint. In Figure 5.8(c), spatial boundaries of the

building roofs and footprints are overlaid together, and most of the building roofs

have an offset distance from the corresponding building footprints. However some

spatial boundaries of building roofs and building footprints overlap with each other,

which means the offset distance of these cases is 0m. After calculation, in this

research area, the largest offset distance is 9.08m, and the average offset distance

is 3.70m. The value of the offset distance varies with the different view angles of

remote sensing sensors and different heights of buildings.

Then name parsing of POIs is processed based on OFD data, and the whole pro-

cedure is shown in Figure 5.9. Figure 5.9(a) illustrates building footprints in the

research area, and every polygon represents a building footprint. In Figure 5.9(b),

customers’ GPS locations of historical OFD order data are overlaid on the map,

and every pink point represents the customer’s GPS location of an order. All GPS

locations located in the research area are shown in this figure. Then the next step,

only orders with GPS locations located in polygons of the building footprints are

kept, which is shown in Figure 5.9(c), and other orders are removed. Finally, the

122



5.3.5 Experimental Results

(a) (b) (c)

Figure 5.8: Spatial boundaries of the building roofs and footprints. (a) Spatial
boundaries of the building roofs. (b) Spatial boundaries of the building footprints.
(c) Spatial boundaries of the building roofs and footprints.

most frequent POI name of orders located in every building footprint is recognized

as the name of the building footprint. As shown in the figure, an issue is that some

building footprints cannot recall any orders, and an effective method to solve this

problem is to collect OFD order data for a long period of time.

(a) (b) (c)

Figure 5.9: Name parsing of POIs. (a) Spatial boundaries of the building footprints.
(b) Spatial boundaries of the building footprints and GPS points located in the
research area. (c) Spatial boundaries of the building footprints and GPS points
located in them.
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5.4 Discussion

5.4.1 Comparison with Different Methods

For the comparison with the performance of the proposed model, we use six main-

stream remote sensing image segmentation models, including FCN-8s [170], U-

Net [97], Res-U-Net [112], SegNet [103], DeepLabV3+ [100], and DeConvNet [101],

as these networks are very representative and effective for semantic segmentation

based on remote sensing images.

As mentioned in Section 5.3.4, precision, recall, F1-score, and IoU are metrics that

can illustrate the performance of semantic image segmentation. Quantitative results

of four metrics are provided in Table 5.3 and 5.4. The bold values of F1-score and

IoU represent the best results among these models. Overall, the proposed model

outperforms other deep CNNs in both the building roof segmentation and the whole

building shape segmentation. For the proposed model, the F1-score and IoU of the

building roof segmentation are 77.05% and 63.55%, respectively, which are the high-

est among all models; these two values of the whole building shape segmentation

are 79.02% and 66.05%, respectively, which are also the highest among all models.

Moreover, the classification accuracy of the whole building shape is better than that

of the building roof. Res-U-Net achieves the best precision (76.96%) in the build-

ing roof segmentation, which is higher than that of our proposed model (75.45%).

Compared with our proposed model, SegNet achieves relatively high performance of

precision in both the building roof segmentation and the whole building shape seg-

mentation, which are 76.53% and 77.61%, respectively. For both the building roof

segmentation and the whole building shape segmentation, the performance of F1-

score and IoU of SegNet is the highest among all the baseline models, with F1-score

and IoU of 75.70% and 63.24% for the building roof segmentation and with F1-score
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Table 5.3: Quantitative comparison of semantic segmentation for the building roof
based on FCN-8s, U-Net, Res-U-Net, SegNet, DeepLabV3+, DeConvNet, and the
proposed model in terms of Precision, Recall, F1-score, and IoU, where the bold
values represent the best for corresponding metrics.

Model
Building Roof

Precision Recall F1-score IoU

FCN-8s 70.28% 77.85% 73.19% 58.72%
U-Net 74.60% 79.35% 75.54% 62.15%

Res-U-Net 75.48% 79.76% 76.34% 63.48%
SegNet 77.61% 76.51% 76.49% 64.11%

DeepLabV3+ 75.21% 62.75% 67.41% 51.48%
DeConvNet 76.24% 67.26% 72.02% 56.19%
Our Model 77.35% 82.05% 79.02% 66.05%

and IoU of 76.49% and 64.11% for the whole building shape segmentation. Com-

pared with other baseline models, DeepLabV3+, and DeConvNet have relatively

worse performance of F1-score and IoU for both the building roof segmentation and

the whole building shape segmentation.

To sum up, the proposed model has been compared with different baseline models,

and proved to be more effective. As illustrated in Table 5.3 and 5.4, compared with

baseline models, the performance of the proposed model is the best.

5.4.2 Ablation Study

Apart from the comparison results of different models, we also focus on the effi-

ciency of every component of our proposed model. Therefore, the ablation study

of our proposed model is conducted to explore how these components impact the

performance of the semantic segmentation. To make sure an equitable experimen-

tal comparison, the ablation study is conducted in the exact same environment as
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Table 5.4: Quantitative comparison of semantic segmentation for the whole building
shape based on FCN-8s, U-Net, Res-U-Net, SegNet, DeepLabV3+, DeConvNet, and
the proposed model in terms of Precision, Recall, F1-score, and IoU, where the bold
values represent the best for corresponding metrics.

Model
Building Shape

Precision Recall F1-score IoU

FCN-8s 70.68% 77.31% 72.92% 58.69%
U-Net 72.50% 75.84% 73.22% 59.71%

Res-U-Net 76.96% 73.71% 74.13% 60.74%
SegNet 76.53% 76.21% 75.70% 63.24%

DeepLabV3+ 68.40% 69.57% 68.04% 52.78%
DeConvNet 72.95% 62.29% 65.89% 50.44%
Our Model 75.45% 79.92% 77.05% 63.55%

Table 5.5: Quantitative comparison of ablation study for the building roof in terms
of Precision, Recall, F1-score, and IoU, where the bold values represent the best for
corresponding metrics.

Model
Building Roof

Precision Recall F1-score IoU

Model-A 75.35% 77.29% 74.33% 61.05%
Model-R 75.34% 75.24% 74.26% 60.02%
Model-M 75.35% 76.94% 74.87% 61.04%

Our Model 75.45% 79.92% 77.05% 63.55%

our major experiments mentioned in Section 5.3.3. We perform the ablation study

on three variations of our proposed model: model without the attention module,

model without the ResNet block, and model without the multi-task strategy. The

results of the ablation study are summarized in Table 5.5 and 5.6, where Model-

A represents the model without the attention module, i.e., model of multi-task

Res-U-Net; Model-R represents the model without the ResNet block, i.e., model of
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Table 5.6: Quantitative comparison of ablation study for the whole building shape
in terms of Precision, Recall, F1-score, and IoU, where the bold values represent the
best for corresponding metrics.

Model
Building Shape

Precision Recall F1-score IoU

Model-A 77.94% 79.43% 76.76% 64.16%
Model-R 76.51% 77.67% 76.05% 62.47%
Model-M 75.41% 81.03% 76.95% 64.30%

Our Model 77.35% 82.05% 79.02% 66.05%

multi-task U-Net with attention mechanism; Model-M represents the model without

the multi-task strategy, i.e., model of Res-U-Net with attention mechanism. From

the table, one can observe that the proposed model achieves the best performance

for both the building roof segmentation and the whole building shape segmentation

compared with Model-A, Model-R and Model-M. Therefore, the attention module,

ResNet block and the multi-task strategy all play significant roles in our proposed

model, and help improve the performance of the semantic segmentation compared

with U-Net.

5.5 Chapter Summary

In this chapter, we propose a multi-task Res-U-Net model with attention mechanism

to increase the performance of semantic segmentation of the building roofs and the

whole building shapes, and apply a sequence of post-processing methods and the

offset vector method to detect building footprints of high-rise buildings from remote

sensing images. Based on historical order dataset from OFD platform known as

Meituan platform, we also identify POI names of the detected building footprints.

After designing the attention module, the ResNet block and the multi-task strategy
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in the structure of the network, the capability to enhance the model’s performance

and optimize boundaries of segmentation results can be achieved. Compared with

the existing models, our model achieved the best performance in terms of both F1-

score and IoU. The results show that the attention mechanism, the ResNet block

and the multi-task strategy could effectively increase the amount of information and

improve the predictive capability of the model.

By following the extraction of building footprints for OFD services, another impor-

tant ground target is the road network. For the next chapter, interior road network

within residential complexes is extracted based on a novel decoder fusion model

using remote sensing images and GPS trajectories.
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Chapter 6

Interior Road Extraction Using

Multi-Source Data

7This chapter develops a decoder fusion model based on dilated Res-U-Net which

fuses the remote sensing images and GPS trajectories in a more efficient way to ex-

tract the interior road network. The DF-DRUNet model is built on two components.

First, two independent dilated Res-U-Net models with each taking remote sensing

images and GPS trajectories as input modalities respectively. Second, we fuse the

decoders from two modalities based on a dual fusion module, which can help to learn

the selection from these two modalities. Based on the interior road extraction from

the DF-DRUNet model, we also develop various refinement strategies, i.e., noise

removal, skeleton extraction, topology construction, and vectorization. Numerical

experiments are conducted from the real dataset of remote sensing images and GPS

trajectories.

7Parts of this chapter have been submitted in Li, B., Gao, J., Chen, S., Lim, S.,
and Jiang, H. (2022). Interior Road Extraction within Residential Complexes: A
Decoder Fusion Model Leveraging Remote Sensing Images and GPS Trajectories.
IEEE Transactions on Geoscience and Remote Sensing.
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6.1 Introduction

With the development of the mobile Internet, OFD services are becoming more

and more popular in people’s day-to-day lives [22]. In China, 90% of the deliveries

end in residential complexes, which are composed of 10-30 individual buildings and

surrounded by their own security fences. Although urban roads are pretty accurate,

interior roads within residential complexes still cannot be provided with complete

information by traditional map services because they are not open to the general

public. However, interior roads within residential complexes play a very important

role in route planning of OFD services.

Fig. 6.1 illustrates an example of an interior road network where the solid black

line represents the border of the residential complex. The gray polygons represent

building footprints, and thick light blue lines represent the interior road network

within the residential complex. If there is no interior road network within a res-

idential complex, the OFD platform can only direct the deliverers to the location

of the entrance area (e.g., the north entrance or the south entrance in Fig. 6.1),

and then the deliverers have to find the customer’s place (e.g., the red point in Fig.

6.1) all by their familiarity with the place, which is inefficient and a waste of time.

For example, there are 26 buildings within the residential complex in the figure. If

the deliverers can only be navigated to the north entrance or the south entrance,

then they have to find the destination all by themselves. From Fig. 6.1, Route 1

is a better choice to the destination, but without the information of the interior

road network within the residential complex, a route to the north entrance may be

planned by the OFD platform, and the deliverers may find the customer’s place by

Route 2, which is obviously not very efficient and a waste of time.

For OFD services in China, the average delivery time within the residential complex

accounts for 30% of the total delivery time, even though its delivery distance is
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Figure 6.1: An example of interior road network.

only 5% of the total delivery distance. If the road network is complete for both

the outside and the inside of the residential complex, then a more efficient route

to the customer’s destination can be planned by OFD platforms. Therefore, OFD

platforms need to fill this research gap of interior road extraction within residential

complexes and the accurate interior road information can also improve the delivery

efficiency of OFD services.

With the fast growth of GPS technology, more spatio-temporal data can be collected

from different kinds of vehicles and these data can be used to extract road networks.

For road networks outside the residential complexes, it is easier to acquire because

of the availability of large numbers of vehicles. However, for interior road networks

within the residential complexes, it is difficult to collect the spatio-temporal data

since most of the vehicles are not allowed to enter the residential complexes based on

safety considerations. As mentioned above, GPS trajectories generated by deliverers

can help us to extract the interior road network within the residential complexes.

In the past few years, a wide range of methods have been developed in the research

area of road extraction from GPS trajectories. Although substantial progress has

been achieved [38, 39], this research field still faces great challenges. (1) Due to
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uneven quality of GPS devices and occlusions by tall buildings and trees, GPS

trajectories contain a lot of noises, as illustrated in Fig. 6.2(a). Despite different

pre-processing methods have been applied, there still exists the noise problem. (2)

Some areas of non-interior roads (e.g., the parking lot in Fig. 6.2(c)) also show some

GPS trajectory points and they can be easily mistaken for interior roads without

extra information. (3) GPS trajectories could only cover the interior road segments

that deliverers have passed, therefore, some interior road areas have no trajectory

information if no deliverers have passed, as shown in Fig. 6.2(d).

For existing studies, a wide range of approaches have been developed for road extrac-

tion leveraging remote sensing images. Early studies mostly extracted hand-made

features such as textures and contours, and used shallow models (e.g., support vec-

tor machine) to identify road areas. In recent years, deep learning methods are

becoming the mainstream of this research area because of their powerful automatic

representation learning ability, and have made remarkable success. However, it still

remains a very difficult issue to extract road regions using remote sensing images,

particularly in situations as follows. (1) Some interior road areas are totally occluded

by tall buildings and trees, as illustrated in Fig. 6.2(b). These interior roads are

difficult to be detected only based on the visual information of remote sensing im-

ages. (2) Some squares and open spaces have a similar appearance to interior roads,

as illustrated in Fig. 6.2(c). Without auxiliary information, it can be difficult to

distinguish interior roads from these structures [1].

In summary, because of the aforementioned problems of remote sensing images and

GPS trajectories, it is still challenging to extract interior road regions based on a sin-

gle data source. As remote sensing images and GPS trajectories can provide different

types of information, they can complement each other for interior road extraction.

Remote sensing image-base approaches and GPS trajectory-based approaches have

their own advantages and disadvantages. That is, the fusion of these two comple-
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Figure 6.2: (a) Although GPS trajectory data can be used to detect roads, excessive
noises are introduced at the same time. (b) Interior roads are usually occluded by
tall buildings and trees in remote sensing images. (c) Parking lots and open spaces
have similar appearances to the interior roads, hence it is not easy to distinguish
interior roads to these structure. (d) Only based on information of GPS trajectories,
some interior roads with few GPS trajectories are difficult to identify, as illustrated
in the yellow rectangle.

mentary data sources can provide an efficient way to take advantage of information

for robust interior road extraction. However, the number of related studies [40, 41]

that use the two modalities is very limited. In addition, most of these studies directly

fuse the input layer with remote sensing images and GPS trajectory feature maps,

which is not an ideal strategy for multi-modal fusion methods. In [135], the authors

proposed a decoder fusion model based on a gated fusion module, but due to the
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limited ability of refinement, the complementarity between aerial images and trajec-

tories is not fully utilized. Moreover, this approach is based on local information for

road extraction, which may fail to identify some severely occluded road areas with

few GPS trajectory points, as shown in the yellow rectangles of Fig. 6.2(d). When

all the information about the entire remote sensing image and GPS trajectories is

taken into account, we can accurately infer whether an area is an interior road region

or not. Therefore, the extraction of interior road regions needs to consider the local

information and the global information simultaneously [1].

For the existing research, various studies attempted to fuse remote sensing im-

ages with other data sources, e.g., street view images [171], OpenStreetMap (OSM)

data [172] and Light Detection and Ranging (LiDAR) [173–175], to solve the prob-

lem of semantic segmentation of urban scenes, which is related to the task of road

extraction. However, some methods just simply fuse the feature maps from two

data sources, and some others just calculate the average of predictions from two

data sources. We expect that such a concatenation or fusion manner cannot fully

explore the complementarities of different data sources and cannot solve the problem

of information loss from both two data sources. Among the methods, Sun et al. [40]

developed a new deconvolution strategy named 1D decoder to address the problem

of road extraction. But this approach also simply fuses feature maps of remote

sensing images and GPS trajectories which leaves room for further improvement of

the fusion strategy.

In this chapter, we propose a decoder fusion model named DF-DRUNet, which fuses

remote sensing images and GPS trajectories for extracting interior road network.

The DF-DRUNet model is built on two components. First, two independent dilated

Res-U-Net models with each taking remote sensing images and GPS trajectories as

input modalities respectively. Second, we fuse decoders from two modalities based

on a dual fusion module (DFM), which can help to learn the modality selection from
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these two modalities. Numerical experiments have been conducted based on the DF-

DRUNet model and baseline models from the real dataset of remote sensing images

and GPS trajectories. The DF-DRUNet model achieves the best performance of

F1-score (85.11%) and IoU (74.26%) among all baseline models.

The main contributions of this chapter can be summarized as follows.

• We propose a decoder fusion model with the DFM unit based on two inde-

pendent dilated Res-U-Net models for semantic segmentation of the interior

road from both remote sensing images and GPS trajectories. The DF-DRUNet

model achieves the best performance of F1-score and IoU among all baseline

models.

• A novel DFM unit is designed to help to learn the modality selection from

both the two modalities of remote sensing images and GPS trajectories

• Most of existing studies extract road network outside residential complexes,

while our study concentrates on interior road network extraction within resi-

dential complexes from multi-source data.

The remainder of this chapter is organized as follows. Section 6.2 presents the

detailed architecture of the DF-DRUNet model and strategies of post-processing.

In Section 6.3, we describe the numerical experiments and experimental results in

detail. Finally, we discuss the conclusion and possible future expectations in Section

6.4.

6.2 Methodology

In this section, we elaborate the decoder fusion model for interior road extraction

using remote sensing images and GPS trajectories. We first describe the model
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overview, then the dual fusion module and dilated convolutions, finally, followed by

the loss function and post-processing.

6.2.1 Model Overview

In this chapter, our proposed approach follows the process of image-based road ex-

traction, and transform this problem into a binary prediction problem at the pixel

level [40, 84, 114]. We select the dilated U-Net with residual block (DRUNet) as

the independent model due to the remarkable performance in the field of seman-

tic segmentation. The dilated convolutions can extend the convolution operation’s

receptive field, and the residual block can address the degradation in deep neural

networks [176]. For the input data, we resize the whole remote sensing images into

640×640 pixels and the GPS trajectory features are projected into images and also

resized into 640×640 pixels. The detailed data pre-processing is described in Section

6.3.2.

The main structure of our proposed approach is illustrated in Fig. 6.3. It contains

two independent dilated Res-U-Net models with each taking remote sensing images

and GPS trajectories as input modalities respectively. The remote sensing image

decoder and the GPS trajectory decoder store the important information as the

auxiliary decoders, respectively. We extract feature maps from two decoders with

all scales, i.e., f (1)
I , f (2)

I , · · · , f (5)
I and f

(1)
T , f (2)

T , · · · , f (5)
T , then the corresponding

feature maps are fused together by the DFM unit. The fusion feature maps with

all scales are represented as f (1)
F , f (2)

F , · · · , f (5)
F , respectively. Finally, the pixel-level

prediction is generated based on a linear binary predictor.
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Figure 6.3: The main architecture of the DF-DRUNet model. The model consists of
two independent dilated Res-U-Nets. For the input of the remote sensing image, the
input dimension is 640×640×3 with three-band colour red, green, and blue. For the
input of the GPS trajectories, the input dimension is 640×640×4 with trajectory
point density map, trajectory line density map, binary trajectory point map, and
binary trajectory line map. The dilated Res-U-Net is based on the U-Net structure,
with the repeated application of dilated residual blocks. The dual fusion decoder is
fused by the remote sensing image decoder and GPS trajectory decoder through the
DFM unit.

6.2.2 Dual Fusion Module

The dual fusion module (DFM) unit is one of the main innovations of the DF-

DRUNet model, and it is designed based on the process of human decision making,

as shown in Fig. 6.4. A DFM unit consists of four gates, i.e., input gate, selective

gate, dual fusion gate, and output gate. Each of these gates can be thought as a

neuron in a feed-forward (or multi-layer) neural network. Suppose a task has two

independent data inputs, we often choose the more informative one that can provide

more valuable input to the task. In other words, for interior road extraction, we

prefer to choose data sources that can make the prediction of interior road regions

easier and provide more useful information. To be precise, when i is set to 1,

the feature map from remote sensing image decoder and the feature map from

GPS trajectory decoder are as the inputs. The output is the fused feature f (i)
F =

DFM (i)
(
f

(i)
I , f

(i)
T

)
, where f (i)

I is the feature map of remote sensing image decoder
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Figure 6.4: The internal structure of a dual fusion module.

and f
(i)
T is the feature map of GPS trajectory decoder. When i is set to 2 ∼ 5, it

needs to take an extra input, i.e., f (i−1)
F for the previous fusion feature map, and

outputs the fused feature f (i)
F = DFM (i)

(
f

(i)
I , f

(i)
T , f

(i−1)
F

)
.

Because the two feature maps f (i)
I , f

(i)
T are generated from two independent net-

works, which means they may not have the space consistency, it is not an optimal

solution to fuse them directly. Accordingly, the input gate is introduced to trans-

form the input feature spaces FI and FT to a uniform space U to make the two

feature maps combine linearly in a uniform space. The features are denoted as

i
(i)
I = uI

(
f

(i)
I

)
∈ Rh(i)×w(i)×c(i) and i

(i)
T = uT

(
f

(i)
T

)
∈ Rh(i)×w(i)×c(i) . Here, uI(·) and

uT (·) are the channel dimension-preserving operations Rc(i) 7−→ Rc(i) processed by

a 1×1 convolution, which means two different input spaces are linearly transformed

into the uniform space U . Input feature maps are transformed into the uniform

space, then they are fused properly based on a linear combination, i.e., dual fusion

gate, as indicated in Equation (6.1):

d
(i)
F = g

(i)
I ⊗ i

(i)
I + g

(i)
T ⊗ i

(i)
T , s.t., g

(i)
I + g

(i)
T = 1, (6.1)
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where g(i)
I ∈ Rh(i)×w(i) and g

(i)
T ∈ Rh(i)×w(i) denote the selective gate values in terms

of the remote sensing image modality and GPS trajectory modality, respectively. ⊗

refers to the point-wise multiplication. The constraint of g(i)
I + g

(i)
T = 1 enforces the

DFM unit to generate a fusion feature map with the complementary style. This

means that if a region of one modality has a high degree of confidence in prediction,

this modality would be given a greater weight, while the other modality would be

given a lower weight correspondingly. If both of the two modalities have enough

valuable information for the prediction, the weights do not have much effect on the

unit itself.

In Fig. 6.4, the selective gate calculates the gate values g(i)
I and g

(i)
T based on the

information from two input feature maps, i.e., i(i)I and i(i)T . In order to calculate g(i)
I

and g
(i)
T , firstly the unnormalized prediction δ(i) ∈ Rh(i)×w(i)×2 is calculated. Then

δ
(i)
I = δ(i)[:, :, 0] and δ(i)

T = δ(i)[:, :, 1] are calculated based on δ(i). Finally, the function

of Softmax is used to standardize gate values of pixels in h(i) × w(i) to satisfy the

constraint g(i)
I + g

(i)
T = 1, as illustrated in Equation (6.2):

g
(i)
I = eδ

(i)
I

eδ
(i)
I + eδ

(i)
T

, g
(i)
T = eδ

(i)
T

eδ
(i)
I + eδ

(i)
T

, (6.2)

where e denotes the natural logarithm.

The unnormalized gate δ(i) is calculated from Equation (6.3). Firstly, it is the

concatenation of i(i)I and i(i)T , then implemented by two 3×3 convolution blocks, and

finally followed by an 1×1 convolution layer.

δ(i) = ψ1×1
(
ϕ2

3×3

(
i
(i)
I c⃝ i

(i)
T

))
∈ Rh(i)×w(i)×2, (6.3)

where c⃝ refers to the concatenation operation of i(i)I and i
(i)
T , ϕ2

3×3(·) denotes two

successive 3 × 3 convolution layers with Batch Normalization (BN) and Rectified
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Linear Unit (ReLU) activation, and ψ1×1(·) represents a 1×1 convolution layer.

The fused feature maps of the dual fusion gate are d(i)
F , which contain more important

information from the two input feature maps. Based on the inspiration of the

residual refinement learning [177], we use this information directly as the basis, and

expect the decoder to learn the residual refinement of f (i)
F , as shown in Equation

(6.4):

f
(i)
F = d

(i)
F +R

(
d

(i)
F , f

(i−1)
F

)
, (6.4)

where f (i)
F refers to the refined features calculated from d

(i)
F , and R(·) is the residual

refinement function.

The residual refinement function is composed by a deconvolutional layer, a concate-

nation operation, and two 3×3 convolution blocks, that is,

R
(
d

(i)
F , f

(i−1)
F

)
= ϕ2

3×3

(
D2×

(
f

(i−1)
F

)
c⃝ d

(i)
F

)
, (6.5)

where D2×(·) denotes the 2× up-sampling operation, and ϕ2
3×3(·) refers to the two

successive 3×3 convolutions with batch normalization and followed by a ReLU ac-

tivation.

6.2.3 Dilated Convolution Module

The dilated convolution is an extension of the standard convolution, in which the

convolutional filter is up-sampled by inserting zeros between the weights [178]. Di-

lated convolution is applied over a two dimensional feature map x, where for every

position i and a filter w, the output y is defined as:
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Figure 6.5: Dilated convolutions with different dilation rates. The effective receptive
field of a dilated convolution is enlarged by inserting gaps between the kernel weights
of a 3×3 filter based on the dilation rate.

y[i] =
∑
k=1

(x[i+ d · k] · w[k]) , (6.6)

where d denotes the dilation rate, and is similar to the stride of the sampled input

signal. This operation is equivalent to convolving the input x with up sampled filters

generated by adding (d− 1) 0s between the two continuous filter values along every

spatial dimension.

The principle of dilated convolution is to expand the filters’ view field, which helps

capture multiscale information and keeps the spatial resolution. Fig. 6.5 shows

dilated convolutions with different dilation rates. When the dilation rate is set to

1, the dilated convolution can be recognized as a typical convolution. If the value

of the dilation rate is 2, the dilated convolution has a receptive field of 5× 5, which

is enlarged from the kernel of 3 × 3. If the dilation rate is 3, the receptive field is

enlarged to 7 × 7. Therefore, the main advantage of dilated convolution is that it

can enlarge the receptive field of the convolution operation without adding other

training parameters.

The receptive field describes the area of an image that can be viewed by an artificial

neuron to extract information. A large receptive field is needed to learn multiscale
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features which is conventionally achieved by connecting successive convolutional

layers in a cascade and using max pooling layers to spatially down sample the im-

age [178]. Dilated convolutions allow the CNN to more efficiently learn multiscale

features without a re-scaled image and loss of resolution. Cascaded dilated convo-

lutions also expand the receptive field exponentially, whereas, cascaded standard

convolutions expands it linearly [179]. Hence, the dilated convolution operations

can reduce the semantic gap between encoder’s features and decoder’s features, and

capture the multiscale information.

6.2.4 Post-Processing

Output binary images are generated based on the DF-DRUNet model, and each

of these pixels represents a category of the interior road region or the background.

Since binary images for segmentation of the interior road regions can not be di-

rectly used in spatial analysis and calculation, various strategies of post-processing

is adopted. For post-processing, predicted binary images are taken as input, and in-

terior road networks are generated after noise removal, skeleton extraction, topology

construction, and vectorization, as shown in Fig. 6.6.

6.2.4.1 Noise Removal

For the input binary images, the interior road region is coloured in white, and

the background is coloured in black, as illustrated in Fig. 6.6(a). Since there are

usually some small separated noises in the predicted binary images, we introduce the

morphological operation for noise removal in this chapter. Continuous operations of

erosion and dilation can help to remove these small noises automatically.
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(a) (b) (c) (d)(a)(a) (b) (c) (d)(b)(a) (b) (c) (d)(c)(a) (b) (c) (d)(d)

Figure 6.6: Post-processing of predicted interior road regions. (a) Noise removal of
the predicted interior road regions. (b) Skeleton extraction of interior road regions.
(c) Topology construction of interior road network. (d) Vectorization and smoothing
of interior road network.

6.2.4.2 Skeleton Extraction

The binary images generated by Section 6.2.4.1 contain the interior road regions,

but the road regions are not suitable for spatial analysis and spatial calculation.

Therefore, we have to find the centerlines of the road regions. Skeleton extraction

is one of the morphological operations on binary images, and it can reduce the

interior road regions to 1 pixel wide representation. In [180], the author introduced

a fast parallel algorithm for thinning digital patterns. This method can be used for

skeleton extraction and the results are shown in Fig. 6.6(b).

6.2.4.3 Topology Construction

After the interior road centerlines are generated by Section 6.2.4.2, the topological

connectivity still can not be guaranteed. The purpose of topology construction is

to find all road nodes and road links from the interior road centerlines. In the road

network, road links are separated by the road nodes. In [181], the authors presented

a python library called Skan for skeleton analysis including topology construction.

This operation is implemented by this library and the results are shown in Fig.

6.6(c).
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6.2.4.4 Vectorization and Smoothing

In Section 6.2.4.3, we acquire all road nodes and road links of the interior road

centerlines from the binary images, and in this section, we would vectorize them

and project them into GPS coordinates. For these images, the GPS coordinate of

each pixel can be calculated based on the projection information of pre-processing

stage, then pixel information of road nodes and road links are converted into GPS

coordinates and saved as vector files by the library of Shapely [8]. When binary

images are vectorized into interior road networks, some road links have redundant

and unsmooth parts. In [163], the authors introduced an algorithm called Douglas-

Peucker to help smooth vector links. This algorithm can keep the main shape of

road links while smoothing the redundant parts. Fig. 6.6(d) illustrates the interior

road network based on the operation of vectorization and smoothing.

6.3 Numerical Experiments

6.3.1 Data Descriptions

In this chapter, our experiments focus on the interior roads within the residential

complexes, which are collected in Beijing, China. Particularly, this dataset includes

about 80 million GPS trajectory records and remote sensing images of 2,600 different

residential complexes. Since the area of each residential complex is different, the size

of its corresponding remote sensing image is also different. After calculation, the

average height and width of these remote sensing images are both around 1,280 pix-

els, therefore, all remote sensing images are processed with the size of 1,280×1,280.

For each remote sensing image, based on the data pre-processing in Section 6.3.2,

we generate four feature maps, i.e., a 1,280×1,280 trajectory point density map, a
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Table 6.1: The dataset division.

Number of samples Number of trajectories

Training dataset 1,820 5.63×107

Validation dataset 390 1.25×107

Test dataset 390 1.19×107

1,280×1,280 trajectory line density map, a 1,280×1,280 binary trajectory point map,

and a 1,280×1,280 binary trajectory line map. The ground truth binary images are

manually outlined based on the remote sensing images. Finally, the dataset is split

into three datasets: 70% samples are used as the training dataset, 15% samples

are used as the validation dataset, and the rest 15% samples are used as the test

dataset, as shown in Table 6.1.

6.3.2 Data Pre-processing

In this section, we describe how the multi-source input data are prepared. The

remote sensing images can be fed into the proposed model directly, while GPS

trajectories have to be converted into feature maps with the same spatial resolution

of the remote sensing images. In order to capture more potential information from

GPS trajectories, four types of feature maps are generated, which are trajectory

point density maps, trajectory line density maps, binary trajectory point maps, and

binary trajectory line maps based on raw GPS trajectory data.

Raw GPS Trajectory Sample: With the fast development of OFD services, de-

liverers’ GPS trajectory data can be easily collected and used to build a large scale

GPS trajectory database within residential complexes. In this database, every tra-

jectory sample contains important spatio-temporal information, i.e., the longitude,

the latitude, and the timestamp of every GPS trajectory point.
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Trajectory Point Density Map Generation: For raw GPS trajectory data,

the discrete GPS points can not be fed into the deep neural networks directly,

therefore, the raw GPS data need to be converted into the 2D trajectory feature

maps. The whole generation of GPS trajectory feature maps is illustrated in Fig.

6.7. Specifically, given a set of longitude and latitude information of a residential

complex’s boundary, we first calculate the bounding box of the boundary, and then

search and crop out the remote sensing image within the same geographic area from

the remote sensing image database. For the GPS trajectory database, we need to

find all GPS trajectory points within the spatial range [lonl, latl]∗ [lonu, latu], where

l refers to the lower bound, and u refers to the upper bound. Suppose the resolution

of the corresponding remote sensing image is H ×W , and all corresponding GPS

trajectory points are projected onto the H×W gray-scale image through calculating

the number of GPS points located in each pixel. Then the trajectory point density

map is generated based on this method.

Trajectory Line Density Map Generation: The line segment is generated based

on consecutive points in GPS trajectories. In the case of sparse GPS points, the

line segments can help to recover the road network. Suppose the resolution of the

corresponding remote sensing image is H×W , and all corresponding GPS trajectory

line segments are projected onto the H ×W gray-scale image through calculating

the number of line segments located in each pixel. Then the trajectory line density

map is generated based on this method.

Binary Trajectory Point Map Generation: Suppose the resolution of the cor-

responding remote sensing image is H ×W , and all corresponding GPS trajectory

points are projected onto the H ×W gray-scale map. If there are GPS points pro-

jected into the pixel, then the pixel value is set to 1, otherwise, the pixel value is set

to 0. Based on this method, the binary trajectory point map can be generated.

Binary Trajectory Line Map Generation: Suppose the resolution of the corre-
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Figure 6.7: Illustration of GPS trajectory feature maps generation. Given a res-
idential complex’s boundary, we first get the bounding box of it, then query the
remote sensing image and GPS trajectories from corresponding databases. Finally,
we generate four 2D GPS trajectory feature maps projected from every pixel of the
remote sensing image.

sponding remote sensing image is H×W , and all corresponding GPS trajectory line

segments are projected onto the H ×W gray-scale map. If there are line segments

projected into the pixel, then the pixel value is set to 1, otherwise, the pixel value

is set to 0. Based on this method, the binary trajectory line map can be generated.

Image+Trajectory based Road Extraction: Given a remote sensing image I

with a spatial resolution of H ×W , and the corresponding GPS trajectory feature

maps (i.e., trajectory point density map Tpd, trajectory line density map Tld, binary

trajectory point map Tpb, and binary trajectory line map Tlb), the problem of the

interior road extraction leveraging remote sensing images and GPS trajectories can

be formulated as:
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M = F ({I, Tpd, Tld, Tpb, Tlb},θ) , (6.7)

where θ denotes the whole learnable parameters and F(·) refers to a mapping func-

tion.

6.3.3 Data Augmentation

As a data-driven technology, the deep neural network is built on mass data to train

the model with excellent performance. Image data augmentation is very important

to ensure the invariance and robustness of the model, and avoid over-fitting. After

applying data augmentation, the network can see a different set of images in each

iteration. In order to keep the complete interior road network in every input images,

only operations of rotation and flip are applied for the data augmentation. For each

group of input feature maps and ground truth binary images, they are rotated with

different angles (i.e., 90 degrees, 180 degrees, and 270 degrees), flipped horizontally

and vertically, which are partially shown in Fig. 6.8. Finally, the amount of training

data has been increased six times.

6.3.4 Experimental Settings

In this chapter, the input data dimension of remote sensing images is 640× 640× 3,

and the dimension of GPS trajectory feature maps is 640×640×4, as shown in Fig.

6.3. The DF-DRUNet model and baseline models (i.e., U-Net [97], Res-U-Net [112],

SegNet [103], DeepLabV3+ [100], DeConvNet [101], LinkNet [182], D-LinkNet [114],

FuseNet [183], V-FuseNet [173], and DeepDualMapper [135]) are all implemented

using Keras, and trained based on Nvidia Tesla M60 GPUs.
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Figure 6.8: Data augmentation. (a) The original remote sensing image and the
corresponding ground truth image with the residential complex’s boundary. (b) 90
degrees rotation. (c) 180 degrees rotation. (d) 270 degrees rotation. (e) Horizontal
flip. (f) Vertical flip.

To compare with the repeated training’s results, all hyperparameters are optimal.

In the training process, Adam optimizer is utilized and we set the learning rate with

10−4. The mini batch is set with 8, and all models are trained with 50 epochs.

6.3.5 Evaluation Metrics

Given an H × W probability map M , we can get a predicted interior road map

Mp ∈ RH×W . Then M(x, y) ∈ [0, 1] refers to the probability value of the pixel

(x, y) and Mp(x, y) ∈ {0, 1} refers to the predicted value of the pixel (x, y). Similar

to [40], if the value of M(x, y) is greater than or equal to 0.5, then Mp(x, y) is set to

1. Accordingly, if the value of M(x, y) is less than 0.5, then Mp(x, y) is set to 0. To

evaluate the performance of our proposed method and other baseline methods, we

introduce precision, recall, F1-score, and Intersection over Union (IoU) score as the

evaluation metrics. Based on the predicted map Mp and its corresponding ground

truth map Mg, the four evaluation metrics can be computed by Equations (6.8) to

(6.11):
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Precision = |Mp ∩Mg|
|Mp|

, (6.8)

Recall = |Mp ∩Mg|
|Mg|

, (6.9)

F1-score = 2 · Precision · Recall
Precision + Recall

= 2 · |Mp ∩Mg|
|Mp| · |Mg|

,

(6.10)

IoU = |Mp ∩Mg|
|Mp ∪Mg|

, (6.11)

where |Mp| denotes the number of pixels in Mp with a predicted value of 1, and

|Mg| denotes the number of pixels in Mg with a ground truth value of 1. |Mp ∩

Mg| represents the number of pixels in the intersection of Mp and Mg. |Mp ∪Mg|

represents the number of pixels in the union of Mp and Mg.

6.3.6 Experimental Results

In this chapter, our experiments are divided into the following stages. The first

stage is the data pre-processing and the generation of input feature maps. The

second stage is to extract the interior road network based on our proposed method

by fusing remote sensing images and GPS trajectories. The third stage is to post-

process interior road regions based on noise removal, skeleton extraction, topology

construction, vectorization and smoothing. In semantic segmentation task, F1-score
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Figure 6.9: Results of the interior road extraction on the test dataset. (a) Original
remote sensing images. (b) Remote sensing images within residential complexes. (c)
Binary point maps of GPS trajectories. (d) Binary line maps of GPS trajectories. (e)
Point density maps of GPS trajectories. (f) Line density maps of GPS trajectories.
(g) Binary images of ground truth. (h) Binary images of predicted results.

and IoU are two critical metrics for evaluating the model’s performance. The DF-

DRUNet model achieves a good performance of F1-score with 85.11% and IoU with

74.26%.

Fig. 6.9 shows two cases of the interior road extraction results from the proposed

model. In this figure, we use 8 columns to visualize the multi-source input images,

the ground truth image and the predicted image. Fig. 6.9(a) shows the original

remote sensing images and Fig. 6.9(b) converts the colour of remote sensing images

outside the residential complex’s boundary to black. From Fig. 6.9(c) to Fig. 6.9(f)

are four GPS trajectory feature maps, i.e., binary trajectory point maps, binary

trajectory line maps, trajectory point density maps, and trajectory line density

maps. Fig. 6.9(g) illustrates the ground truth images of interior road regions and

Fig. 6.9(h) is the predicted interior road regions based on the proposed model.

Based on the comparison among the input feature maps, the predicted images, and

the ground truth images, some problems can still be found. In Case 1, within the red

ellipses, the interior road regions are connected in the ground truth image, but the

road links are disconnected in the predicted image. The reason why this happens

is that there is no GPS trajectory information within the area of GPS trajectory
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feature maps and the remote sensing image can not provide salient information in

this area. In the green ellipses of Case 1, compared with the ground truth image,

road regions are much wider in the predicted image. If we see the feature maps

of GPS trajectories, we can see more trajectories in this area and also it is a main

road in the residential complex. From the blue ellipses of Case 1, one interior road

link is not detected in the predicted image due to limited information from input

images. This issue also occurs in Case 2, in which the interior road links are not

detected within the orange and purple ellipses due to limited information in the

corresponding regions of the input data.

6.3.7 Comparison with Baseline Methods

In order to further evaluate the performance of the DF-DRUNet model, the proposed

model is compared with various mainstream semantic segmentation models, includ-

ing U-Net [97], Res-U-Net [112], SegNet [103], DeepLabV3+ [100], DeConvNet [101],

LinkNet [182], D-LinkNet [114], FuseNet [183], V-FuseNet [173], and DeepDualMap-

per [135]. Specifically, the first seven baseline methods are re-implemented for multi-

modal road extraction. For these methods, remote sensing images and GPS trajec-

tory feature maps are directly concatenated as the input, and they are called the

input fusion methods.

For methods of FuseNet and V-FuseNet, they consist of two independent models for

feature extraction from remote sensing images and GPS trajectory feature maps, and

the feature maps are fused together in decoder part, which are called the encoder

fusion methods. Specifically, the model of DeepDualMapper also consists of two

independent models for feature extraction from remote sensing images and GPS

trajectory feature maps, then the feature maps are fused together by a gated fusion

module in decoder part, which is called the decoder fusion method. Our proposed
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Table 6.2: Quantitative comparison of semantic segmentation for the interior
road extraction based on U-Net, Res-U-Net, SegNet, DeepLabV3+, DeConvNet,
LinkNet, D-LinkNet, FuseNet, V-FuseNet, DeepDualMapper, and the proposed
model in terms of Precision, Recall, F1-score, and IoU, where the bold values rep-
resent the best for corresponding metrics.

Method Precision Recall F1-score IoU
Input Fusion Methods

U-Net [97] 84.94% 77.31% 80.80% 68.15%
Res-U-Net [112] 85.18% 77.90% 81.24% 68.77%

SegNet [103] 65.80% 79.13% 71.10% 56.18%
DeepLabV3+ [100] 89.42% 76.07% 81.97% 69.85%

DeConvNet [101] 84.97% 78.37% 81.37% 68.92%
LinkNet [182] 87.40% 77.35% 81.87% 69.56%

D-LinkNet [114] 86.07% 78.87% 82.13% 69.93%
Encoder Fusion Methods

FuseNet [183] 86.01% 79.28% 82.34% 70.26%
V-FuseNet [173] 86.43% 79.85% 82.83% 71.03%

Decoder Fusion Methods
DeepDualMapper [135] 86.02% 80.81% 83.18% 71.53%

Our Model 88.21% 82.40% 85.11% 74.26%

method is also a kind of decoder fusion method.

The performance of four evaluation metrics based on the proposed model and base-

line models are illustrated in Table 6.2. On the whole, the proposed model performs

the best of F1-score and IoU among all baseline models, which are 85.11% and

74.26%, respectively. The best value of recall is 82.02%, which is also achieved by

our proposed model. While the best value of precision is 89.42%, which is achieved

by DeepLabV3+. Among all input fusion methods, D-LinkNet achieves the best

performance of F1-score and IoU, which are 82.13% and 69.93%, respectively. For

encoder fusion methods, they have relatively better performance of F1-score and IoU

compared with input fusion methods. Among all baseline models, DeepDualMapper

achieves the best performance of F1-score and IoU, which are 83.18% and 71.03%,
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respectively. Compared with other baseline models, SegNet has relatively worse

performance of both F1-score and IoU, which is due to its low precision.

In conclusion, our proposed model is proved to be very effective in semantic seg-

mentation of interior road extraction by comparing with other baseline models. As

illustrated in Table 6.2, our model performs the best of F1-score and IoU among all

baseline models.

6.4 Chapter Summary

In this chapter, we investigated the challenging task to extract the interior road

network leveraging remote sensing images and GPS trajectories. To this end, we

proposed a decoder fusion model called DF-DRUNet, which fuses remote sensing

images and GPS trajectories more seamlessly. It contains two independent dilated

Res-U-Net models with each taking remote sensing images and GPS trajectories as

input modalities respectively. For the decoder fusion part, we fused decoders from

two modalities based on a dual fusion module, which can help to learn the modality

selection from these two modalities. We have demonstrated that the DF-DRUNet

model is very effective based on the comprehensive numerical experiments, and the

DF-DRUNet model achieves the best performance of F1-score (85.11%) and IoU

(74.26%) among all baseline models.
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Chapter 7

Conclusion and Future Directions

Spatio-temporal data mining is very important due to the availability of multiple

sources of geographical and timestamped data that can be mined to solve many

real-world problems in different applications. Spatio-temporal data mining aims to

detect relationships and patterns that are invisible in spatio-temporal datasets. In

this regard, this thesis investigates four efficient techniques in different scenarios for

spatio-temporal data mining that take advantage of multi-source geospatial data to

overcome the limitations of traditional data mining methods. A detailed literature

review on the latest advances for spatio-temporal data mining is provided in Chapter

2. The detailed studies of this thesis are reported in Chapters 3−6. In this chapter,

we provide a brief summarization of our research in Section 7.1 and some possible

future directions in Section 7.2.
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7.1 Conclusions

In this thesis, we investigate the extractions of different levels of spatial objects,

namely, point-level, line-level, and polygon-level, which are digital representations

of the real world. In Chapters 3−6, four different approaches have been developed

for the extractions of spatial objects based on multi-source geospatial data. And

these methods demonstrated that the exploitation of spatio-temporal data mining

from multi-source geospatial data can improve the extraction accuracy when com-

pared to traditional data mining methods. In Chapter 3, we proposed a method for

geolocation prediction of tweets without geo-tags using Twitter data, gazetteer, and

digital boundaries of the US. In Chapter 4, we developed an optimization model for

simultaneous detection of multiple AOIs from historical OFD order data and road

network data. In Chapter 5, we proposed a multi-task Res-U-Net model with atten-

tion mechanism for POI detection of high-rise buildings using remote sensing images

and historical OFD order data. In Chapter 6, we developed a novel decoder fusion

model based on dilated Res-U-Net for interior road extraction leveraging remote

sensing images and GPS trajectory data. As can be observed from the experimental

results, the proposed methods can achieve higher performance and overcome the

limitations of traditional data mining methods.

Below are the summarized descriptions of achievements, contributions, and limita-

tions of the four approaches.

7.1.1 Geolocation Inference Using Twitter Data

We proposed a multi-elemental geolocation inference method based on Twitter data,

gazetteer, and digital boundaries of the US. This method has fully used all potential

location-related attributes to predict tweets’ geolocation. When the area threshold
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of the bounding box is set to 10,000 km2, the best model can successfully predict

the geolocation of 90.8% of COVID-19 related tweets with the mean error distance

of 4.824 km and the median error distance of 3.233 km. This method achieves the

best performance compared with previous methods.

The contributions of this study can be summarized as follows. (1) Potential location-

related attributes of the tweet’s metadata are explored, and location entities are

extracted via NER techniques. (2) We used three geographic coordinate datasets

of counties to predict geolocation, and the proposed models are built according to

different priorities of location-related attributes. (3) The proposed method enhances

the granularity of geographic information of tweets and makes the surveillance of

COVID-19 effective and efficient.

The limitations of this study can be summarized as follows. (1) The library of NER

is limited and does not contain every county’s name, which results in some useful

information being filtered out. (2) Even though the distance threshold is introduced

to reduce the interference caused by duplicate county names, there still exist counties

with the same name located in the same bounding box. (3) Several location entities

can be extracted based on NER in some cases, but only the first location entity that

meets the criteria is chosen in this study, even though there is a possibility that the

real location-related information does not always appear in the first place.

7.1.2 Detection of Multi-AOIs Using OFD Data

We proposed a novel optimization model to detect multi-AOIs simultaneously based

on historical OFD order data and road network data. We also introduced geohash

technique to improve computational performance and used two algorithms to fine-

tune the detected spatial boundaries based on road network. The results of our

experiments suggest that the detection results are promising, and our model achieves
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the best average F1-score of the whole single-AOI detection models.

The contributions of this study can be summarized as follows. (1) By accounting for

the spatial dependency among neighbouring AOIs, we ensured that our approach

can produce AOI boundaries that are consistent with each other. (2) We formulated

the problem as a BILP model which can be efficiently solved by standard branch-

and-bound procedures. (3) Using the optimization model in the dataset collected

from Meituan platform, the experimental results show that our model identifies

Multi-AOIs and improves the average F1-score from 0.847 to 0.894 and achieves the

best average F1-score among all single-AOI detection methods.

The limitations of this study can be summarized as follows. (1) We used only

two types of algorithms to create candidate spatial boundaries. To improve the

detection performance, we should add more promising algorithms in the single-AOI

detection step. (2) A road network cannot separate all AOIs since some AOIs are

separated by rivers, walls, or other man-made-barriers. (3) We used only GPS data

for AOI detection, while other data sources can also provide some complementary

information for AOI detection.

7.1.3 POI Detection Using Remote Sensing Images

We proposed a multi-task Res-U-Net model with attention mechanism to increase

the performance of semantic segmentation of the building roofs and the whole build-

ing shapes, and applied a sequence of post-processing methods and the offset vector

method to detect building footprints of high-rise buildings from remote sensing im-

ages. Based on historical order dataset from OFD platform known as Meituan

platform, we also identified POI names of the detected building footprints. After

designing the attention module, the ResNet block and the multi-task strategy in the

structure of the network, the capability to enhance the model’s performance and
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optimize boundaries of segmentation results can be achieved. Compared with the

existing models, our model achieved the best performance in terms of both F1-score

and IoU. The results show that the attention mechanism, the ResNet block and the

multi-task strategy could effectively increase the amount of information and improve

the predictive capability of the model.

The contributions of this study can be summarized as follows. (1) We proposed a

novel decoder fusion model with the DFM unit based on two independent dilated

Res-U-Net models for semantic segmentation of the interior road from both remote

sensing images and GPS trajectories. The DF-DRUNet model achieves the best

performance of F1-score and IoU among all baseline models. (2) A novel DFM unit

is designed to help to learn the modality selection from both the two modalities of

remote sensing images and GPS trajectories. (3) Most of existing studies extracted

road network outside residential complexes, while our study concentrated on interior

road network extraction within residential complexes from multi-source data.

The limitations of this study can be summarized as follows. (1) Even though the

proposed model works excellent as a supervised model, it relies on a set of manually

labeled data. (2) The offset vector method cannot be applied to those buildings

where the shapes of the building roofs and the building footprints are very different,

such as buildings with pointed roofs and special form buildings. (3) Name parsing

of POIs is based on a statistics method, which may result in multiple building

footprints having the same name.

7.1.4 Road Extraction Using Multi-Source Data

We proposed a novel decoder fusion model called DF-DRUNet to extract interior

road network within residential complexes using remote sensing images and GPS

trajectories. The DF-DRUNet model is built on two components: First, two inde-
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pendent dilated Res-U-Net models with each taking remote sensing images and GPS

trajectories as input modalities respectively. Second, for the decoder fusion part, we

fused decoders from two modalities based on a dual fusion module, which can help

to learn the modality selection from these two modalities. We have demonstrated

that the DF-DRUNet model is very effective based on comprehensive numerical ex-

periments, and the DF-DRUNet model achieves the best performance of F1-score

(85.11%) and IoU (74.26%) among all baseline models.

The contributions of this study can be summarized as follows. (1) We proposed a

novel decoder fusion model with the DFM unit based on two independent dilated

Res-U-Net models for semantic segmentation of the interior road from both remote

sensing images and GPS trajectories. The DF-DRUNet model achieves the best

performance of F1-score and IoU among all baseline models. (2) A novel DFM unit

is designed to help to learn the modality selection from both the two modalities of

remote sensing images and GPS trajectories. (3) Most of existing studies extracted

road network outside residential complexes, while our study concentrated on interior

road network extraction within residential complexes from multi-source data.

The limitations of this study can be summarized as follows. (1) In this study, we

attempted the fusion of remote sensing images and GPS trajectories, while more

related data sources can be added into this study. (2) Regions without GPS tra-

jectory information and no salient information of remote sensing images cannot be

well extracted. (3) Although the DF-DRUNet performs well as a supervised model,

it relies on a large amount of manually labeled data, which is difficult to obtain.

7.2 Future Directions

Future directions would focus on developing new modelling and visualization meth-
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ods that can integrate multiple spatio-temporal data mining tasks to solve more

complicated scenarios. In this thesis, we described four different spatio-temporal

data mining problems in different scenarios. Below are the summarized descriptions

of future directions of different tasks.

For the study of geolocation inference using Twitter data (Chapter 3), the proposed

method can also be applied to other emergency datasets, e.g., bushfires, typhoons,

and earthquakes. When computing the average lon-lat coordinates of geo-tagged

tweets located in a county, different weights can be added to each tweet. In addi-

tion, techniques such as natural language processing and deep learning models can

strengthen the text analysis and promote the development of this research field.

More importantly, the proposed models can provide inspirations for other related

research and can be used in other Twitter related event studies.

For the study of simultaneous detection of multi-AOIs (Chapter 4), we used two

types of algorithms to create candidate spatial boundaries. In the single-AOI detec-

tion step, we can add more promising algorithms such as P-DBSCAN, C-DBSCAN,

M-DBSCAN and H-DBSCAN, which may help to improve the detection perfor-

mance. Moreover, collecting more information of lower-level road network can in-

crease the possibility of further region partition. Since some AOIs are separated by

rivers, walls, or other man-made barriers, adding these networks can efficiently com-

plement the road network. A possible extension of this study is to add other data

sources, such as remote sensing data which can be used to perform image recognition

of AOIs.

For the study of POI detection of high-rise buildings using remote sensing images

(Chapter 5) and interior road extraction using multi-source data (Chapter 6), even

though our proposed models work well as a supervised model, it relies on a mas-

sive amount of manually labelled data. Further studies are required to reduce the

manual annotation. Potential directions for investigation include semi-supervised
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semantic segmentation for adversarial learning, which can use unlabelled data to

generate self-learning content signals to divide the network. Building footprint ex-

traction also has been broadly studied in the field of photogrammetry, therefore,

more related baseline models can be added in future research. For the study of

interior road extraction using multi-source data, our proposed approach generates

four GPS trajectory feature maps for the pre-processing of GPS trajectories, but

we only considered only the information of GPS points and line segments. There-

fore, we plan to add the information of speed and direction for input feature map

generation and explore whether this strategy can further improve the model’s per-

formance. Moreover, we plan to use KDE to generate density feature maps. KDE

could smooth out the randomness of where GPS points are recorded due to sam-

pling rate or GPS error etc. About baseline models, more image processing-based

approaches and other clustering-based approaches can be added in a future study.

To further scientific knowledge, we will continue to work towards this direction, and

explore the hybrid model to produce significant semantic explanations.

The training procedure for any model is related to the training samples, and the

main problem of spatio-temporal data mining is that sufficient training samples are

not available in most cases. The fusion of multi-sourced data can be a potential

direction for improving performance of spatio-temporal data mining.

Even though deep learning-based approaches have been broadly applied into spatio-

temporal data mining, they are still in the early stage of development. Deep learn-

ing can be incorporated with other methods, such as photogrammetry models and

graphical models, to achieve better performance of spatio-temporal data mining.
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Appendix A

Proof of the offset vector method

This appendix presents the detailed proof procedure of the offset vector method.

For the offset vector method, the hypothesis of this research is that the polygon

of the building roof has the same shape as the polygon of the building footprint

in the real world. Generally, the distance between the orbit of a satellite and the

earth’s surface is thousands of kilometers, while the height of a building is only tens

of meters. Therefore, the shape of the building roof and the corresponding building

footprint in the remote sensing image can be recognized as the same.

To prove the offset vector is correct, we suppose the building is a parallelepiped.

When the building is projected onto a plane, its whole shape is shown in Figure

A.1(a). This figure should be seen as a two-dimensional image, thus, AA1 //BB1 //

CC1 //DD1, AB //DC //D1C1 //A1B1. In Figure A.1(b), the light red polygon

(the polygon ABCD) represents the polygon of the building roof, and the light green

polygon (the polygon A1B1C1D1) represents the polygon of the building footprint.

In Figure A.1(c), the light purple polygon (the polygon A1B1C1CDA) represents

the polygon of the whole building shape. We need to prove that the centroid of

the polygon ABCD, the centroid of the polygon A1B1C1D1, and the centroid of
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the polygon A1B1C1CDA all lie on the same vector. Both the polygon ABCD

and the polygon A1B1C1D1 are parallelograms, therefore, the centroids are the

intersection of the diagonals. Then we need to calculate the centroid of the polygon

A1B1C1CDA.
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Figure A.1: An example of a building projected onto a plane. (a) The parallelepiped
of the projected building. (b) Polygons of the building roof and the building foot-
print. (c) The polygon of the whole building shape. (d) Auxiliary lines are added for
calculation. (e) Calculation of the centroid of the whole building shape. (f) Proof of
centroids of the building roof, the building footprint and the whole building shape
all lie on the same vector.

To calculate the centroid of the polygon A1B1C1CDA, we need to add some auxiliary

lines. In Figure A.1(d), extend the line segment AB to the line segment CC1, and

the intersection point is set to E. Then extend the line segment C1D1 to the line

segment AA1, and the intersection point is set to E1. In Figure A.1(e), the polygon

A1B1C1CDA is divided into three polygons with different colors, i.e., the polygon

AECD, the polygon A1B1C1E1, and the polygon E1C1EA. It’s easy to prove that
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the polygon E1C1EA is a parallelogram, thus, the centroid of it is the intersection

of its diagonals, which is the point O. And it’s also easy to prove that the polygon

AECD is equivalent to the polygon A1B1C1E1, and they are centrosymmetric with

respect to the point O. Therefore, the centroid of the polygon AECD and the

polygon A1B1C1E1 is the point O, and we can prove that the point O is the centroid

of the polygon A1B1C1CDA. In Figure A.1(f), the point O2 is the centroid of the

polygon ABCD, the point O1 is the centroid of the polygon A1B1C1D1, and then

we need to prove that the point O2, the point O, and the point O1 lie on the same

line. Because the point O2 is the midpoint of the line segment AC, the point O

is the midpoint of the line segment E1E, the point O1 is the midpoint of the line

segment A1C1, and AA1 //CC1, therefore, OO2 //CC1, OO1 //CC1, and the point

O, the point O1, the point O2 all lie on the line segment O1O2. Finally, we prove

that the centroid of the polygon ABCD, the centroid of the polygon A1B1C1D1,

and the centroid of the polygon A1B1C1CDA all lie on the same vector.

For most of the residential buildings, their shapes are close to the cuboid. Therefore,

the offset vector method can be applied to these buildings.
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