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Effective technology innovation today appears to be all about the push factors that promote comprehensive technology uptake. There are now multiple, well-
established and diverse theories on how best to effect technology innovation deployment, adoption and diffusion. In practice, however, for every push factor there 
is a potential resistance factor. Significantly, resistance factors become increasingly problematic as the technology innovation moves from its early stages and 
early adopters to wider spread use by the majority. For a construction industry on the cusp of major transformation, effective integration of emerging 
communication and collaboration technologies is critical. 
This study undertakes a comprehensive review of current innovation theory to identify and examine the particular factors that drive user resistance to technology 
innovation in construction organisations, most specifically user resistance to Online Project Information Management Systems (OPIMS). For the first time, 
multiple theoretical perspectives drawn from diffusion of innovation theory, technology acceptance models and social network theories are consolidated into a 
unified analytical framework of potential resistance factors: the Integrated Resistance Factor Model (IRFM). The IRFM is then tested and refined to identify the 
most significant resistance factors for OPIMS. Knowledge of the most significant resistance factors for OPIMS can then be used strategically to address key 
barriers to broader utilisation of that technology. It can also be used to better manage the deployment of emerging technology innovations, such as Building 
Information Modelling (BIM) and Mobile Computing. 
The study employs a mixed methods research approach. Data collection and analysis is conducted sequentially using quantitative (survey) and qualitative 
(interview) methods. Data from the survey is analysed using a novel application of the Partial Least Square (PLS) technique, more generally used in Structural 
Equation Modelling (SEM). All constructs proposed in the IRFM model are demonstrated to be significant, valid and consistent with the theory. IRFM is verified 
as an effective and appropriate model of user resistance factors. Specific results demonstrate that the most critical factors to influence technology resistance in 
this context are: (i) the support provided by leaders and peers; (ii) the complexity of the technology; (iii) how compatible the technology is with key work 
practices; and (iv) the extent to which potential users are able to pre-trial the technology before it is actually deployed. These findings are confirmed by the 
interviews. The key limitations of the research are specific to the formative measures used in the analysis technique and the sample size. 
This research has implications for innovation theory as well as for construction organisations and software providers seeking to implement new technology 
innovations. For innovation theory, the IRFM represents a unified analytical framework with particular application later in the innovation cycle where resistance 
becomes a more particular issue. For strategic management of new technology innovations the study identifies a revised focus for learning and training, more 
particularly to promote user motivation, and a more active role for management in support networks and communities of practice. 
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Abstract 

Effective t echnology i nnovation t oday a ppears to be  a ll a bout t he pus h f actors t hat 

promote c omprehensive technology upt ake. T here a re now  m ultiple, w ell-established 

and diverse theories on how best to effect technology innovation deployment, adoption 

and diffusion. In practice, however, for every push factor there is a potential resistance 

factor. S ignificantly, resistance factors b ecome i ncreasingly problematic as  t he 

technology innovation moves f rom i ts early s tages and early adopters to wider spread 

use b y the majority. For a  construction industry on the cusp of  m ajor t ransformation, 

effective in tegration o f e merging c ommunication a nd c ollaboration t echnologies i s 

critical. 

This study undertakes a comprehensive review of current innovation theory to identify 

and examine the particular factors that drive user resistance to technology innovation in 

construction o rganisations, mo st s pecifically user r esistance to  O nline P roject 

Information M anagement S ystems ( OPIMS). F or th e f irst time , mu ltiple th eoretical 

perspectives drawn from diffusion of innovation theory, technology acceptance models 

and s ocial ne twork t heories a re consolidated i nto a u nified an alytical framework o f 

potential resistance factors: the Integrated Resistance Factor Model (IRFM). The IRFM 

is then tested and refined to identify the most significant resistance factors for OPIMS. 

Knowledge of  t he most s ignificant r esistance f actors f or O PIMS can  t hen b e u sed 

strategically to address key barriers to broader utilisation of that technology. It can also 

be used to better manage the deployment of emerging technology innovations, such as 

Building Information Modelling (BIM) and Mobile Computing. 

The study employs a mixed methods research approach. Data collection and analysis is 

conducted sequentially using quantitative (survey) and qualitative (interview) methods. 

Data from the survey is analysed using a novel application of the Partial Least Square 

(PLS) t echnique, m ore generally us ed i n S tructural E quation M odelling ( SEM). A ll 

constructs pr oposed i n t he IRFM m odel a re de monstrated t o be  s ignificant, va lid a nd 

consistent with the theory. IRFM is  verified as an e ffective and appropriate model of  

user r esistance f actors. S pecific r esults d emonstrate th at th e mo st c ritical f actors to  

influence technology resistance in this context are: (i) the support provided by leaders 
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and peers; (ii) the complexity of the technology; (iii) how compatible the technology is 

with key work practices; and (iv) the extent to which potential users are able to pre-trial 

the t echnology b efore i t i s act ually deployed. These findings ar e co nfirmed b y t he 

interviews. The key limita tions o f t he r esearch a re specific t o t he formative m easures 

used in the analysis technique and the sample size. 

This r esearch ha s i mplications f or i nnovation t heory a s w ell a s f or c onstruction 

organisations and software providers seeking to implement new technology innovations. 

For i nnovation t heory, t he IRFM r epresents a uni fied a nalytical f ramework w ith 

particular a pplication l ater i n t he i nnovation c ycle w here resistance be comes a  m ore 

particular i ssue. F or s trategic m anagement of  ne w t echnology i nnovations t he s tudy 

identifies a  r evised f ocus f or l earning a nd t raining, m ore pa rticularly t o pr omote us er 

motivation, a nd a  m ore a ctive r ole f or m anagement i n s upport ne tworks a nd 

communities of practice. 

Keywords: User resistance, Online project information management systems, 

Technology innovation, Diffusion of innovation, Technology acceptance model, Social 

network 
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Chapter 1: Background to the Research 

1.1 Introduction 

Building construction i s a  c omplex pr ocess: t echnically, it in volves a  multiplicity o f 

raw/refined, bulk/hi-tech, prefabricated/in-situ, stable/corrosive materials; operationally, 

it i s be spoke, r isky, expensive, t ime-pressured, w eather exposed, hi ghly skilled a nd 

procedurally interdependent; or ganisationally, it tends t o i nvolve fragmented, casual, 

disparate, t emporal a nd independent entities. Consistently, over m any years now , a 

strong argument has been made that innovation represents the most significant driver of 

this complex i ndustry (Egan, 1998 ; Hampson &  Brandon, 2004 ) and t hat ‘rapid 

adoption of 21st century technologies is needed to transform this traditionally focussed 

industry s ector’ (BEIIC, 2012:  4 ). Communication a nd c ollaboration t echnologies are 

often hi ghlighted a s t he ke y i ssues f or construction industry i nnovation a nd 

transformation that are not receiving the strategic attention from practice or theory that 

they warrant (Dainty et al., 2006; Emmitt & Ruikar, 2013). 

Innovation generally, innovation s pecific t o c ommunication a nd c ollaboration 

technologies and innovation particular to communication and collaboration technologies 

within the construction industry have actually received a great deal of attention. Indeed, 

a comprehensive review of the literature undertaken for this thesis reveals a p lethora of 

eclectic an d trans-disciplinary a pproaches. It f ollows th at th e s trategic a ttention th at 

communication a nd c ollaboration t echnologies w arrant i s c ontingent on t he 

development of  a mo re u nified th eoretical f ramework th at e ffectively in tegrates th e 

broad p alette o f o therwise d iscrete t heoretical p erspectives i nto a p ragmatic s trategic 

planning tool. 

Any i ntegration of  m ultiple pe rspectives de mands a  ne w f ormulation of  the pr oblem. 

This t hesis r econceptualises t he i ssue of  communication and collaboration t echnology 

innovation in the construction industry in terms of the cycle of innovation diffusion and 

resistance. The cycle of innovation diffusion (Rogers, 1962) recognises that the nature 

of innovation changes as it progresses from the earliest stages through to maturity. This 

thesis w ill a rgue th at communication a nd collaboration te chnologies a re ma ture 

innovations a nd that this f undamentally c hanges t he di ffusion s trategies r equired. 
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Resistance i s an alternative c onceptualisation o f how  t he b arriers t o i nnovation a re 

constituted and might usefully be addressed, most especially in the context of a mature 

technology innovation. The aim of this thesis is to develop and test the capacity of an 

Integrated Resistance Factor Model (IRFM) to identify those critical aspects that most 

directly influence effective technology innovation. 

This ch apter provides the background of  t he r esearch a nd di scusses in d etail the 

motivation for s tudying t he t opic of  resistance in the technology imp lementation 

process. Section 1.2 de scribes the motivation of this thesis. It sets the scene by clearly 

explaining t he t rends i n the research, the gaps a nd the theory i n general. It d iscusses 

advances and critiques surrounding the concepts of acceptance, adoption and diffusion 

linked to t echnology innovations and the need f or a  shift in focus t owards resistance. 

Section 1.3 highlights th e problem of  resistance t owards Online P roject Information 

Management S ystems (OPIMS) in the construction industry, and sets the scope of  the 

investigation. S ection 1. 4 briefly i ntroduces t he t heoretical f oundation used i n t he 

research. S ection 1.5 states t he research pr oblem, aims a nd obj ectives. S ection 1. 6 

summaries t he research m ethodology. Finally, S ection 1. 6 introduces t he ov erall 

structure of this thesis. 

1.2 Motivation for the Research 

1.2.1 Innovation Theory in General 

For more than a d ecade, innovation t heory h as be en dom inated b y t he not ion of  

‘diffusion’, w hich w as first a rticulated a s far back a s R ogers (1962). D iffusion of  

innovation ha s be come t he pr eeminent s ubject of  interest in  the i nnovation l iterature 

across information s ystems, organisational behaviour, marketing and management in 

general (Williams et al. 2009). This focus on diffusion has resulted in a significant bias 

in th e lite rature to wards the e arlier s tages of ‘ adopting’ and ‘ accepting’ ne w 

technologies. A comprehensive review (of 345 articles across 19 peer-reviewed journals 

over the p eriod 1985 t o 2007) b y Williams e t a l. ( 2009) found that ‘adoption’ was 

considered in over half (51.9 per cent) of the articles reviewed, with ‘acceptance’ (26.9 

per cent) and ‘diffusion’ (14 per cent) the other standout terminology used. The same 

review a lso hi ghlighted t he br oad va riety ( nearly 200 in num ber) of  t heories a nd 
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theoretical constructs being applied to understand innovation, and the range of levels at 

which i nnovation m ight be  considered ( from an e ntire economy, t hrough particular 

industry sectors, to individual households and consumers). 

Earlier s ignificant r eviews by Legris et  al . ( 2003) and Jeyaraj et  al. ( 2006), ac ross a 

range of  j ournals ( including MIS Quarterly, D ecision S ciences, Management S cience, 

Journal of  M anagement Information S ystems, Information S cience R esearch, 

Information and Management, and conference proceedings in ABI/Inform and Science 

Citation I ndex d atabases), a lso not ed t he strong bi as t owards t echnology acceptance 

models a nd di ffusion of  i nnovation t heory. The c onclusions t o e ach of  t hese major 

reviews challenged t he l ack o f i ntegration b etween t heories (Williams e t al., 2009), 

highlighted the fact that not all innovation is beneficial/desireable (Jeyaraj et al., 2006) 

and called f or a m ore effective accommodation o f broader organisational an d s ocial 

factors within the scope of consideration (Legris et a l., 2003). Overall, t he need for a 

shift in focus was emphasised, to move from initial adoption to the longer-term quality 

of the innovation, its impact on user performance and the actual benefits being derived. 

1.2.2 Shifting from Acceptance to Resistance 

The lexicon of  t echnology acceptance m odels a nd di ffusion of  i nnovation t heory i s 

strongly positive towards technology innovation. The terminology itself presumes upon 

the user to adopt and deploy the innovation, and there is a sense in which the technology 

per se is be yond r eproach (Jeyaraj e t a l., 2006 ). T echnology a cceptance m odels i n 

particular are i ncreasingly c riticised due t o t heir s aturation of  the f ield, creating a  

limited p icture o f t he pr oblem (Benbasat &  B arki, 2007). Technology ac ceptance 

models do not  a ddress s ome of  t he more central ch aracteristics o f u ser s ense-making 

that potentially contribute so s ignificantly to how an innovation i s conceptualised and 

regarded b y u sers (Salovaara &  Tamminen, 20 09). It i s also ar gued t hat acc eptance 

models tend to treat user perception as a uniform construct that can be, and therefore is, 

largely ignored (Salovaara & Tamminen, 2009). To address this failing, calls have been 

made for t he adoption of  alternative t heoretical f rameworks, b eyond t echnology 

acceptance models (see Alshawi & Goulding, 2012; Aouad et al., 2010; Tookey, 2011). 

Venkatesh (2006) is more explicit in cas ting t echnology acceptance models as  part o f 

the problem, calling instead for a focus on the factors influencing resistance. 
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Resistance refers to the natural tendency or preference of an individual to avoid change. 

As s uch, r esistance of ten has negative, d estructive a nd adversarial connotations. 

However, r esistance c an also be c onstrued as a  pos itive a nd n ecessary r esponse t o 

technological ch ange: n ecessary b ecause, by o bserving t he p resence of r esistance 

(whether passive or aggressive), an organisation is able to identify what has potential to 

fail. R esistance can th us p lay an imp ortant r ole in  d rawing attention to  p roblematic 

elements and potential technical failure of newly implemented technologies. Resistance 

also provides important insight into how users are likely to, and actually do, respond to 

technology innovations. For example, a n ew technology is less likely to be rejected i f 

the work-practice it is associated with is not being compromised. Unlike the prevailing 

conceptualisation based on acceptance and diffusion, the introduction of resistance has 

the potential to set the functional properties of a technology in the immediate context of 

existing work practices. 

1.2.3 Innovation Theory Applied to Construction 

There is a substantial literature specific to innovation theory applied to construction. A 

review o f t his l iterature unde rtaken f or t he pur poses of  t his t hesis i s s ummarised i n 

Appendix A. Each s tudy is characterised in terms of its identified barriers and factors 

for s uccessful t echnology implementation a nd a doption (e.g. technological, pr ocess, 

individual, s ocial, s tructural, organisational an d other co nsequences); t he l evel o f 

investigation (industry, organisational, individual); and the research design and methods 

used (e.g. survey, interview, case study). 

An analysis of  Appendix A  shows that, i n l ine with i nnovation theory in general, the 

large ma jority o f innovation studies in c onstruction relate t o the e arly process o f 

technology i mplementation and identifying th e factors that most influence adoption. 

The s ame r ich va riety o f f actors pr esent i n t he general f ield of  i nnovation s tudies is 

evident i n c onstruction innovation s tudies. However, t hree a spects of  t he pr evious 

studies specific to technology innovation in construction stand out: the specific factors 

that c onstitute t he v arious i nfluences be ing considered; t he m issing l evels of  

investigation; and the total dominance of discrete research methods. 
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1.2.3.1 Specific Factors 

A vast array of, often disparate, factors has been identified in the literature. A study by 

Croker and Rowlinson (2007) identified four categories of critical factors that influence 

information a nd c ommunication t echnology (ICT) i mplementation de cisions w ithin 

project te ams o ver time : e xternal f orces, in ternal f orces, s ituational f actors and 

organisational f actors. More s pecifically, t he f actors i dentified b y C roker and 

Rowlinson (2007) included: external requirements, competitive advantage, t echnology 

opportunity, i nformation e xchange s tandards, organisational s tructure, c ulture and 

technology champions, project r eadiness, c orporate s trategy, pr oject s ize, pe ople a nd 

skills. While these have been identified as very significant factors, they indicate that a 

major reason for not adopting new ICT is the lack of prospect of continuing use of such 

technology. T his i s t he most r elevant factor i n the cu rrent co ntext and s upports the 

direction taken b y t he thesis. O ther s tudies t argeted t he i mpact of t echnology 

characteristics, us er a ttitudes, s ocial a nd or ganisational factors ( Alshawi & I ngirige, 

2003; H jelt &  Björk, 2 007; Laage-Hellman & Gadde, 1996;  M itropoulos &  T atum, 

2000; Nitithamyong & Skibniewski, 2004; Ruikar et al., 2005; Wong & Zhang, 2013; 

Wong & Lam, 2010) . A ccording t o Laage-Hellman a nd G adde ( 1996), t he 

implementation process is most particularly hindered by the quality of communication, 

information e xchange, poor i ntegration w ith o ther s oftware and h ardware, l ack of  

information t echnology ( IT) s kills a mong s taff a nd t op m anagement s upport, a  

reluctance to change business processes and poor partnerships. 

Mitropoulos and Tatum (2000) focus on externalities such as the competitive advantage 

of core technologies adopted by competitors and responding to the demands of clients 

and collaborators. Wong and Lam (2010) highlight self-discipline and self-awareness as 

key t o t he c ultural a nd be havioural a djustments of ten r equired t o a ccommodate 

technological ch ange. In c ontrast, f or Hjelt and B jörk ( 2007), the s ame i ssue o f 

behavioural change calls for outward-looking, interpersonal skills and the support and 

guidance of top management. 

Technical i ssues ar e al so m ultifarious an d often conflicting. Alshawi a nd Ingirige 

(2003) identified s ecurity of p roject in formation, technical integration, compatibility 

with e xisting work p ractices, technical staff an d co st constraints as o f cen tral 
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importance. Ruikar e t a l. ( 2005) included online c onnectivity, software interactivity, 

storage and a ccess and l egal i ssues, while Marsh and F inch ( 1998) focussed on  cost 

issues and return on investment. For Marsh and Flanagan (2000), the major issue is a 

general l ack o f technical awareness, coupled with unc ertainty on how t o i dentify 

potential b enefits an d m easure financial return explicitly. S pecifically, th ey id entified 

three sets of factors: improved business effectiveness, productivity, reduced operational 

and l abour costs ( automation); increased capacity t o co llect, s tore, p rocess an d 

disseminate i nformation, i mproved de cision making, em ployee em powerment, 

enhanced work pr ocedure a nd better q uality processes ( information); an d i ncreased 

business value, facilitating a nd s upporting new business processes and implementing 

technology change (transformation).  

According t o Love e t a l. ( 2001), f actors s uch a s r isk, unc ertainty, c hange a nd 

knowledge are fundamentally critical. For Zou a nd S eo ( 2006), the challenges ar e 

mainly caused by reluctance on t he part of sub-contractors and suppliers, pointing to a 

need for greater c larity i n t he obj ectives t hat dr ive t echnology innovation, more u ser-

friendly s ystems, continuous l earning and m ore ex tensive training a nd know ledge 

sharing. According t o Aranda-Mena e t a l. ( 2006), while formal tr aining and l earning 

activities are useful, most learning happens informally within the user’s spare time and 

through informal interaction with peers, junior staff and trainees. For Lou and Alshawi 

(2009), technology adoption i s a  matter of  motivation, in terest in  IT, jo b satisfaction, 

prior experience and so on. 

There i s s uch a  pr eponderance of  relatively incommensurate a nd c onflicting f actors 

identified specific to construction innovation that almost any aspect or influence could 

be considered and/or justified. This broad and confusing array of potential factors and 

the l ack o f c larity t his c reates a round s trategic p lanning for t echnology i nnovation i s 

most recently evidenced in the slow rate of adoption of building information modelling 

(BIM) (Arayici e t a l., 2011 ; Gajendran &  Brewer, 2012 ; Gu &  London, 2010 ; 

Khosrowshahi &  A rayici, 2012 ; Rowlinson e t a l., 2009 ). Khosrowshahi a nd A rayici 

(2012) have sought to tailor strategic and implementation planning for BIM according 

to d ifferent s tages o f B IM ma turity. Stage 1  i s l argely related t o a transition pr ocess 

from 2D to 3D and object-based modelling; at Stage 2, model-based collaboration and 
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interoperability are used more extensively to improve communication and data sharing; 

and at Stage 3 , network-based integration is implemented and whole project l ifecycle, 

business intelligence, lean practice and green policy benefits are realised. Khosrowshahi 

and A rayici’s (2012) study showed that the drivers a nd ba rriers t o BIM a doption a re 

different at each stage. For example, at Stages 1 and 2, the implementation problems are 

more d irectly related t o a lack o f awareness o f BIM, its  use a nd potential benefits, a 

reluctance to in itiate n ew workflow, staff training and c oncern over the cost of  

implementation, and inherent resistance t o change. At Stage 3 , where t he t echnology 

has a lready demonstrated its potential for collaboration and process improvement, the 

critical issues are training, education and understanding. 

The u seful s eparation o f f actors ac ross d ifferent s tages o f m aturity a dopted b y 

Khosrowshahi and A rayici ( 2012) suggests that an equivalent s eparation of  how  a ll 

potential factors are considered might also prove valuable more generally. 

1.2.3.2 Level of Investigation 

A clear majority of the studies reviewed in Appendix A are concerned with innovation 

at the overall industry and/or organisational levels. At most, only seven of the 37 studies 

reviewed are concerned with technology implementation at the individual and/or work-

group level. Croker and Rowlinson (2007) focusses on the work group or team, and an 

attempt is made to shift the level of  analysis towards the individual by Mohamed and 

Stewart (2003), Ruikar et al. (2005), Hjelt and Björk (2007), Lou and Alshawi (2009), 

Wong a nd Lam ( 2010) and Son e t a l. ( 2012). The br oader l iterature o n i nnovation 

reflects a  s imilar f ocus on t he c ontribution at the organisation l evel, and the bod y o f 

findings in this regard is now substantial. 

However, the nature of  construction practice is governed substantially by group-based 

activities an d ch aracterised b y o ften ad hoc and multidisciplinary project team 

structures. R elevant f indings on t he implementation of i nnovations at a t eam and 

individual level would be  particularly useful i n c onstruction a nd c ontribute m ore 

directly to practical outcomes. 
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1.2.3.3 Research Methods 

A further key feature of the analysis provided in Appendix A is the propensity of studies 

to employ a case s tudy or qualitative i nterview research m ethod. Fewer studies use a  

quantitative and/or mixed-method approach. Of course, the different research methods 

have di fferent qua lities, strengths an d w eaknesses when applied i n di fferent pr oblem 

contexts. Q ualitative m ethods t end t o focus on  providing r ichness t o t he da ta, where 

quantitative m ethods t end t o f ocus m ore on s tructure. A  m ixture of  methods is of ten 

proposed t o ove rcome the key limita tions o f both the q uantitative a nd q ualitative 

approaches. Nevertheless, it is apparent that a strong preference for qualitative methods, 

most especially the case study method, is manifest in previous construction innovation 

research. 

The high prevalence o f qualitative approaches in the innovation literature may s imply 

indicate a consistent and particular characterisation of the problem context. However, it 

does represent a potential bias in how the issues are revealed. If appropriate, the use of a 

mixed methods approach would help to allay some of the concerns associated with such 

extensive application of a particular method. 

1.3 Scope of the Research 

The de velopment a nd a pplication of  ICT is a t t he f orefront of  i nnovation i n t he 

Australian construction industry (BEIIC, 2010). Of particular interest at the current time 

are developments in BIM. However, BIM is an  emerging technology and is still at an 

early s tage of  t he i nnovation c ycle. A s s uch, it falls w ithin th e s ame b ias p reviously 

identified in the literature towards the earlier stages of ‘adopting’ and ‘accepting’ new 

technologies. It i s a lso t he c ase t hat t he m ajority of c urrent us ers a nd t hose c urrently 

engaging with BIM are practitioners from design-based consultancies, such as architects 

and en gineers (Arayici et a l., 2011 ; CRCCI, 2 009; Khosrowshahi &  A rayici, 2012; 

Rowlinson et al., 2009). A focus on BIM at this time would be both premature and more 

difficult to link directly with construction professions. 
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1.3.1 Online Project Information Management Systems 

OPIMS is a co llective t erm for w eb-based p roject m anagement s ystems, web-enabled 

project management, project extranets, online project management technologies, online 

collaboration a nd e lectronic doc ument m anagement s ystems a nd s imilar t echnology 

innovations (Alshawi & Ingirige, 2003; Andresen et al., 2003; Björk, 2003; Ilich et al., 

2006; Nitithamyong & Skibniewski, 2004; Ruikar et al., 2005). As such, OPIMS are a 

relatively m ature a nd robust t echnology i nnovation, the t echnical ba ckground a nd 

functionality of which is well understood by the construction industry. Nevertheless, the 

pace an d ex tent o f u ptake b y th e in dustry r emains s low a nd r elatively limite d in  

Australia (Kajewski e t a l., 2004 ; Nitithamyong &  S kibniewski, 2011 ; Peansupap &  

Walker, 2 005; Stewart et a l., 2004 ). Understanding t he r esistance factors as sociated 

with O PIMS w ill not  on ly i mprove how  t hat i nnovation is managed in A ustralia, but  

may also inform how maturing technology innovations (such as BIM) are managed in 

the future. 

The principal features and basic functionality of OPIMS are provided by Nitithamyong 

(2003) and Ishak e t a l. (2009). In ge neral, OPIMS enable individuals involved i n a 

construction pr oject t o collaborate, s hare documents and c ommunicate online m ore 

effectively. The technology i s used to manage each phase o f a p roject, from planning 

and development, through design, bidding and negotiating, construction, operation and 

occupancy, ei ther individually or  as a w hole (Alshawi &  Ingirige, 2003 ). O PIMS are 

also intended to refer to any web-enabled software package or system able to manage 

and support communication and information exchange in a construction project. Such 

information mig ht in clude p roject d etails, p roject te am c ontacts, a n e mail d irectory, 

Computer-Aided D esign ( CAD) drawings, s pecifications, r equests for i nformation, 

contract a dministration i nformation, c ontract s tatus, pr oject t ime a nd s chedule, s afety 

information, c ost e stimations or cash f low data. B asic O PIMS are used t o s upport 

project co llaboration a nd information s haring, while ad vanced O PIMS en hance 

information search capabilities and enable business t ransactions such as  co ntract 

bidding and tendering to be conducted online. Examples of such software include, but 

are not limite d to , ProjectCentre (http://www.projectcentre.net/), Aconex 
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(http://www.aconex.com/), e-Builder (http://www.e-builder.net/) and Basecamp 

(http://basecamp.com/). 

1.3.2 A Mature and Robust Technology Context 

OPIMS were first introduced to t he c onstruction i ndustry in th e mid -1990s (Becerik, 

2004; Samuelson, 2008 ; Wilkinson, 2005 ). The i dea arrived alongside t he em ergence 

onto t he m arket of  ke y internet, intranet a nd e xtranet hos ting t echnologies. The rapid 

development of these host technologies enabled the development of OPIMS. By 2000, 

the use of OPIMS was booming; however, just as rapidly, deployment peaked and then 

slowed s ignificantly. T his s lowdown w as i n l arge pa rt a  r esponse t o t he g rowing 

capabilities of technologies focussed on the integration of generic application software. 

The OPIMS software was subsequently developed to integrate seamlessly with generic 

software a pplications, and upt ake accelerated once m ore. OPIMS h ave now gone 

through several rounds of  starts, s tops, spins-offs, acquisition, r e-acquisition, progress 

and failures. 

OPIMS are now r ecognised as  a cr itical t echnology f or t he effective m anagement o f 

construction and improved productivity performance (Eric et al., 2012; Stewart, 2007). 

OPIMS provide a gateway for clients, architects, engineers, contractors and all t rusted 

team m embers on a p articular project to utilise common s oftware t ools and access 

consistent project data. OPIMS are a required technology for many projects, bringing a 

range o f ad vantages. In te rms o f c ommunication, O PIMS pr ovide t he t echnology t o 

combine multiple forms of  communication (such as  memo, telephone, email, ch at 

messenger, v ideo co nference, application s haring and mark-up t ools) within a  s ingle 

software interface. F rom an information pe rspective, O PIMS i nclude processes for 

transferring and exchanging documents and completing activities and procedures over 

electronic networks, where the software is able to collect, organise, store, manage and 

share i nformation as sociated w ith t he d elivery of a p roject. Finally, f rom a project 

management pe rspective, O PIMS offer clients the potential to  reduce t he cost of  a 

project, while improving the delivery time, processes, trust and risk sharing.  

Despite the O PIMS s oftware’s obvious be nefits a nd potential for many areas o f 

practice, uptake remains di sappointing (Andresen e t a l., 2003 ; Gustavsso e t a l., 2012; 
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Nitithamyong & Skibniewski, 2011; Samuelson, 2008, 2012). Use of OPIMS is largely 

limited to the exchange of drawings (Andresen et al., 2003) and even though usage has 

increased considerably over the past decade, a majority of practitioners still only report 

using the technology occasionally (Samuelson (2008). Usage levels do vary across the 

industry, w ith t he l evel of us age b y architects reported t o be  as hi gh a s 90 per cen t 

(Samuelson, 2012) and the usage level among contractors increasing from 35 per cent in 

2007 to a current level of 75 per cent (Gustavsso et al., 2012). 

1.3.3 A Focus on the Individual Level 

Understanding the factors that in fluence resistance t o OPIMS re quires 

acknowledgement of  the various l evels f rom which t he pr oblem c an be  vi ewed: 

individual, or ganisation a nd i ndustry o r e conomy m ore br oadly. A s h ighlighted b y 

several s tudies (e.g. Davis, 2004 ; Hartmann &  Fischer, 2009 ; Joshi, 2005 ; Prasad &  

Prasad, 2000 ), r esistance t o t echnology manifests d ifferently at  d ifferent levels. 

Relatively l ittle r esearch h as f ocussed o n t he i ndividual l evel. T he i ndividual l evel i s 

also t he pr eferred l evel of  c onsideration f or t his t hesis be cause c urrent t echnology 

innovation s trategies t end t o ove r-emphasise t he t echnology a nd di scount t he people 

factors. People are the core element in any organisation. Where a technology innovation 

is implemented as a m andated r equirement o f the organisation, t he attitude o f th e 

individual can be critical. Individual attitudes are influenced by a range of factors, and a 

better understanding of those factors will significantly affect the implementation of any 

technology innovation. Moreover, t he organisational aspects of technology innovation 

specific to the construction industry have already been researched extensively (see for 

example B rewer & G ajendran, 2009 ; Goulding &  Lou, 2013 ; Lou & A lshawi, 2009 ; 

Love et al., 2005; Marsh & Flanagan, 2000; Mitropoulos & Tatum, 2000; Peansupap & 

Walker, 2005 ; Stewart et a l., 2002 ). There i s ev ery i ndication t hat r esistance at an 

organisational level is largely driven by resistance at the individual level (Backblöm & 

Björk, 2002; Nitithamyong & Skibniewski, 2004; O'Brien, 2000; Villeneuve & Fayek, 

2003), but l ittle has be en done  to e xplore t he r easons for t his individual or  e nd-user 

level resistance. 
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1.4 Theoretical Foundations to the Research 

It is generally claimed that r esistance itself has no t heories. Specific t o i nformation 

technologies, resistance is beginning to be considered in terms of its nature (Marakas & 

Hornik, 1996 ; Rivard &  L apointe, 2012), cau ses (Joshi, 2005 ; Kim &  K ankanhalli, 

2009; Laumer & Eckhardt, 2012; Martinko et al., 1996; Meissonier & Houze, 2010) and 

management (Legare, 1 995; Shang, 2011 ). I n t hese terms, resistance consists o f a 

diverse s et o f f actors including the a ttributes of th e technology, pr ocess a nd w ork 

expectations, i ndividual be lief, pe rception a nd a ttitude, social i nfluences and 

relationships throughout the organisation. These studies have focussed on resistance per 

se, but effectively none has sought to examine or test the factors influencing resistance 

at an individual level. 

In change m anagement, r esistance i s generally regarded as  a primary reason f or the 

failure of organisation change. Resistance to change in that context is conceived of as an 

irrational reaction that managers must strive to overcome. However, the main attributes 

of resistance to technology in any organisation are rarely considered purely technical in 

origin. More t ypically, r esistance in an or ganisation is related t o t he ‘soft i ssues’ that 

underpin the capacity of an individual to adapt technology into existing work practices 

successfully. A ccording t o Bagozzi a nd D holakia ( 1999), cited in  Bagozzi ( 2007a), 

adoption, acceptance and even resistance is the natural consequence of striving towards 

a p articular goal, w hich involves mental effort, s elf-efficacy, ex pectations, ef fect o f 

function and motivation. 

Given that soft i ssues are likely to influence resistance significantly, it is  important to 

accommodate individual a ttitudes, social n etworking a nd ke y technical f actors within 

the b road t heoretical f ramework o f t he r esearch. Consequently, t he t heoretical 

foundations f or t he r esearch a re dr awn f rom t hree di stinct s ources: di ffusion of  

innovation theory, technology acceptance models and social network perspectives. 

1.4.1 Diffusion of Innovation Theory 

Diffusion of Innovation (DoI) by Rogers (1962) is well-regarded and has been shown to 

generalise a cross mu ltiple f ields. T his th eory is  p articularly concerned w ith 

understanding how  i deas a nd t echnologies s pread a mong pot ential adopters ( people). 
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DoI is relevant to any innovation, be it an object, idea, technology, product, service or 

practice. The innovation c an be tangible (a new de vice, piece o f equipment or ne w 

material) o r intangible (a novel system configuration, pr ocedure or  pe dagogical 

approach). An important contribution of this theory is to articulate the decision-making 

process through w hich a n i ndividual comes t o adopt, r eject or  i gnore a n i nnovation. 

Further detail and discussion of this theory is provided in Sections 2.3 and 3.5. 

1.4.2 Technology Acceptance Model 

The t echnology acceptance m odel ( TAM) i s cl osely co nnected t o, but  different f rom, 

DoI. T AM is relevant to th e cu rrent research because there is  a  close c onnection 

between the concepts of adoption and acceptance. TAM first focusses on the attitude of 

an individual towards a technology and only then on their intention to use it. Intention 

to use a new t echnology i s dr iven b y the perceived u sefulness and e ase of use of t he 

technology. TAM has a basis in psychological research: the underlying theories of TAM 

include the theory of reasoned action (TRA) and theory of planned behaviour (TPB). A 

unified t heory of acceptance a nd us e o f t echnology (UTAUT) extended the or iginal 

TAM and added four new constructs: performance expectancy, effort expectancy, social 

influence and facilitating condition (Venkatesh et al., 2003). TAM is employed in this 

study to recognise the ‘soft issues’ and the way in which attitudes and behaviours affect 

user resistance. Further detail and discussion of this theory is provided in Sections 2.4 

and 3.4. 

1.4.3 Social Network Perspective 

DoI and TAM both recognise that the context of the social system, social structure and 

associated networks can al l affect the decisions of  i ndividuals and the adoption of a  

technology. A given technology may be entirely satisfactory when used in private, but 

concerns a bout c ompatibility and a ppearance m ay discourage i ts us e i n public. The 

more a  pe rson e ngages with ot hers, the le ss p otential th ere is  f or s uch disparities to  

arise. S eeking an d receiving help with a  t echnology from w orkplace colleagues 

(supervisors, peers and t echnical staff) can increase ex posure to, and promote t he 

adoption of , a technology. The s ocial network t hreshold (SNT) m odel b y Valente 

(1996b) proposes that e ffective di ffusion of information occurs most effectively when 
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individuals ha ve sufficient information (exposure) to fulfil t heir pe rsonal t hreshold 

requirements. The s ame framework i s applied here i n t erms of  pe rsonal e xposure t o 

innovation: exposure is gained from a range of people included in the adoption network 

of a n i ndividual, using the co mmunication l inks that connect pe ople w ithin t hat 

network. This concept of personal exposure is explained in terms of a personal support 

network, and is discussed in more detail in Sections 2.5 and 3.3. 

1.4.4 Interrelationships between the Frameworks 

The three theoretical foundations identified above are coherent within themselves and 

distinctive. However, t hey can a lso b e i nterrelated i n va rious ways. DoI and TAM in 

particular are well-established theories in the context of innovation and have previously 

been i ndependently a pplied t o a nalyse acceptance, ad option, diffusion and resistance. 

The focus of b oth perspectives is to ach ieve effective adoption a nd implementation. 

Technology a ttributes s uch a s a dvantage, complexity a nd compatibility a re the key 

considerations of DoI; and these are similar to the usefulness and ease of use factors in 

TAM. DoI and TAM both include aspects of social networks, although TAM adopts a 

more behavioural, intentions and motivational perspective. 

While clearly i nterrelated, DoI and TAM are r arely applied t o i nnovation i n c oncert. 

The a ddition of  a  social ne twork pe rspective to cr eate an  IRFM is uni que t o t his 

research. The justification and proposed integration of the three theoretical foundations 

are described an d d iscussed i n d etail in Chapters 2 and 3. F our key el ements are 

proposed for the IRFM: ( 1) resistance i ndicators, ( 2) s upport ne twork f actors, ( 3) 

experience a nd di sposition f actors and (4) i ntegration a nd a ccessibility factors. T he 

IRFM proposes t hat r esistance c an usefully be in dicated b y tw o f actors: th e time  

adoption of technology and the level of usage. These two indicators are then used to test 

the s ignificance o f t he support ne twork ( which l inks users with Leaders, P eers an d 

Affiliates), experience and di sposition f actors (Knowledge of I CTs, U se o f ICTs, 

Motivation, E fficacy, A nxiety, Interpersonal P ower) and integration a nd a ccessibility 

factors (Perceived A dvantage, C ompatibility, C omplexity, Learning, T rialling, 

Visibility).  
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1.5 Research Problem, Aim and Objectives 

Having considered t he m otivation f or t he r esearch, i ts s cope a nd t he t heoretical 

foundations, the research problem can now be stated as follows. 

Effective t echnology innovation i s a  ke y driver of  transformation fo r the construction 

industry, which is c omplex a nd t raditionally f ocussed. P revious s tudies of  i nnovation 

have focussed on e arly adoption and initial di ffusion to the detriment of more mature 

innovation t echnologies. T he f ocus h as b een s uch t hat TAMs now d ominate the 

literature and c riticism is  g rowing th at s o mu ch e mphasis o n a  s ingle p aradigm is  

tending to promote bias and place limitations on our understanding of  the problem. A 

shift from a cceptance a nd di ffusion c oncepts t o c onsideration of  resistance factors is 

proposed as a means to break the impasse. 

A ch ange i n p erspective i s al so necessary to f orce s ome s implifying s tructure o n th e 

plethora of  factors associated with technology innovation in the construction industry. 

This change is a rticulated a round the move to a l ater s tage of  t he i nnovation c ycle, a 

recalibration towards the i ndividual l evel and a  shift in t he r esearch method used. To 

facilitate t he ch ange i n p erspective, the pa rticular t echnology i nnovation t o be  

considered w ill be  O PIMS. O PIMS r epresent a  m ature a nd r obust t echnology with a 

demonstrated potential for the construction industry that is yet to be fully realised. 

While previous research has examined DoI and TAMs in isolation, there is an important 

deficiency in how the two theoretical f rameworks might be considered in concert and 

extended w ith a s ocial n etwork p erspective. The a ddition of  a  s ocial ne twork 

perspective is significant because it more explicitly recognises the influence that others 

exercise on individuals’ attitudes and behaviours towards innovation. The development 

and testing o f an IRFM would represent a  major contribution to innovation theory. A 

viable IRFM w ould also tr anslate mo re d irectly into s trategic in itiatives to  p rovide 

practical help in addressing the barriers and issues that challenge technology innovation 

in the construction industry. 

Based on the problem statement provided, the objectives of this research are as follows: 
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i. To develop a comprehensive model of the key resistance factors identified in the 

literature. 

ii. To test an d evaluate the significance o f the variables/constructs in i nfluencing 

the development of resistance. 

iii. To v erify th e c ritical resistance factors using a m ixture of  quantitative and 

qualitative methods.  

iv. To c onsider t he pot ential t raining a nd t echnology d eployment s trategies that 

could overcome individual resistance. 

The overall aim of the research is to establish a viable IRFM that incorporates a range of 

theoretical f oundations a nd pr ovides a  s implified s tructure/lens t o i mprove t he 

effectiveness of m ature t echnology i nnovation. M ost s pecifically, the model s hould 

identify th e c ritical f actors th at in fluence in dividual r esistance to t he e ffective u se o f 

OPIMS. 

1.6 Overview of Research Strategy and Methodology  

The research presented in this thesis is exploratory in nature. A mixed-method research 

approach is used, with data collected using two methods: survey and interviews.  

The survey instrument is compiled from the literature and trialled. The pilot trial is used 

to test the adequacy of the survey instrument and the feasibility of a full-scale survey. 

The pi lot s tudy a lso helped to a void the us e of  misleading, i nappropriate a nd/or 

redundant questions. 

The a im of  t he full-scale survey is to t est t he research m odel (IRFM) and a s eries o f 

explicit research h ypotheses. Industry pr actitioners are i nvited to p articipate in  th e 

survey using convenience sampling. Data collected from the survey are analysed using a 

partial least square (PLS) technique, derived from structural equation modelling (SEM). 

PLS is particularly useful at this stage because the research seeks to evaluate and predict 

a very large set of variables from a relatively small sample. 

The final interviews are intended t o ve rify a nd c omplement t he s urvey r esults. T he 

selection of interview participants is determined by participation in the survey: survey 

respondents are as ked t o indicate whether they are willing to  p articipate in  th e 
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subsequent interviews. T he interview participants w ere v aried i n terms o f th eir 

professional and management functions. They included project managers, construction 

managers, architects, engineers, document controllers, cadets and graduate students. 

1.7 Structure of the Thesis  

The thesis is organised into seven chapters. 

Chapter 1 provides a background to the research and introduces the key elements of the 

research. 

Chapter 2 presents a comprehensive review o f th e e xisting lite rature to  inform t he 

theoretical mo del. The r eview also ex amines t he f indings of  ot her studies specific t o 

innovation and ICT implementation in construction.  

Chapter 3 develops the conceptual model from an initial theoretical model, and explains 

and j ustifies t he c hoice of  resistance f actors. The final conceptual model is presented 

and a measurement scale is developed.  

Chapter 4 presents and justifies the research methodology. Each stage of the research is 

described i n t erms of  the a pproach t aken, t he methods of  da ta c ollection a nd the 

screening process. The testing and administration of the pilot study, questionnaire and 

interviews are described in detail. The key statistical and non-statistical methods used to 

examine a nd ve rify r elationships be tween the constructs of  t he r esearch m odel are 

explained. The specific approach to sampling is also described and justified. 

Chapter 5 presents the r esults and analysis of  the data collected f rom the survey. The 

PLS technique i s explained and the conduct of  t he survey i s described. Employees o f 

various a rchitectural, e ngineering a nd c onstruction or ganisations and cu rrent users o f 

OPIMS are included in the survey.  

Chapter 6 presents the r esults a nd a nalysis of t he da ta obtained b y interviews. 

Interviews ar e conducted w ith t hose r espondents to t he survey who a greed to be  

interviewed later.  



18 
 

Chapter 7 includes the conclusions and recommendations based on t he findings of the 

survey data and interviews. It provides conclusions from the results of the PLS analysis 

and interviews, and discusses their implications related to practice and the contribution 

they make to the body of knowledge and innovation theory. The limitations of the study 

and suggestions for future research are also considered. 
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Chapter 2: Literature Review 

2.1 Introduction 

This ch apter p rovides a  comprehensive r eview o f t he l iterature s pecific t o r esistance. 

Resistance is considered in broad respect to the introduction of new digital technologies 

to a n or ganisation a nd the c hanging w ork pr actices this e ngenders. Such r esistance 

requires c onsideration f rom va rious theoretical perspectives. T his r eview focusses 

specifically o n the D oI theory o riginally pr oposed b y Rogers ( 1962), the TAM fi rst 

introduced b y Davis ( 1986) and t he br oad p erspective of fered b y the s ocial network 

threshold. The background knowledge is used to inform and justify the research. 

The chapter begins with a review of resistance as a concept, its definition, its source and 

the broad issues that influence it. Building on t his foundation, a framework of the key 

theories and models that have been used to examine and explain resistance previously 

are discussed and evaluated. This review is wide-ranging, and draws from the literature 

on i nformation s ystems, organisational and m anagement s cience, and s ocial an d 

behavioural r esearch. T he e xistence a nd c onsequences of  i ndividual ps ychological, 

behavioural a nd or ganisational e lements i n r esistance ha ve been comprehensively 

studied. The dynamics of resistance f rom an individual psychological and behavioural 

perspective i s also reasonably well understood. One stream of lite rature examines the 

significance of the social and organisational aspects of resistance specific to technology. 

Fewer in vestigations report s tudies th at consider in dividual capabilities a nd th eir 

influence on r esistance in a  s ocial a nd t echnical c ontext. N o pr evious s tudies ha ve 

linked a ll t hree a spects of  hum an ps ychology, a ttitude a nd be haviour; organisation 

support a nd s ocial connection i n t he w orkplace; a nd t he a ppropriateness of  a 

technology, i ts us ability a nd its relevance t o t he p articular w ork a ctivity. In b ringing 

together D oI, TAM a nd S NT, a f undamentally different t heoretical f ramework i s 

proposed. 
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2.2 Resistance to Technology Use 

2.2.1 Definitions of Resistance 

The o rganisational ch ange and b ehaviour l iterature o riginally d efined r esistance i n a 

broad sense as  ‘behaviour intended to protect an individual from the effects of  real or 

imagined change’ (Zander, 1950: 9, c ited in Dent and Goldberg, 1999: 34). Since that 

early i ntroduction, how ever, resistance ha s be en c onsidered from t hree pr incipal 

perspectives: as a cognitive state, an emotional state and/or as behaviour. Consequently, 

resistance i s no w va riously de fined as bot h a na tural t endency a nd an i ndividual 

preference (Marakas & Hornik, 1996; Martinko et al., 1996; Rivard & Lapointe, 2012). 

The tendency or preference may be to maintain what is well known and familiar; or to 

accept new practices, ideas, innovations, technology or the like. Thus, the definition of 

resistance now depends on the theoretical perspective and ranges from an organisational 

consideration—‘the f orces a gainst c hange i n work or ganisations’ (Mullins, 1999:  

824)—to a more individual consideration—‘an inability, or an unwillingness, to discuss 

or to accept organisational changes that are perceived in some way to be damaging or  

threatening to the individual (or group)’ (Huczynski and Buchanan, 2001: 887, c ited in 

Price and Chahal, 2006: 243). 

Resistance is typically viewed as something that is negative and potentially adversarial. 

It is  d iscussed in terms of that which must be overcome b y an o rganisation to ensure 

that a given change is successfully achieved (Waddell & Sohal, 1998). It is positioned 

as something that could increase costs and cause delays in the change processes of an 

organisation (Ansoff & McDonnell, 1990). However, a significant body of researchers 

have f ound t hat r esistance is be tter pe rceived a s s omething pos itive. T hey a rgue t hat 

there ar e s ignificant b enefits t o b e gained f rom r esistance (Bauer, 1995 ; Hartmann &  

Fischer, 2009; Hirschheim & Newman, 1988; Lapointe & Rivard, 2005; Martinko et al., 

1996; Val & Fuentes, 2003; Waddell & Sohal, 1998). These researchers claim that some 

degree of resistance is a necessary, and possibly unavoidable, part of every technology 

implementation process. They point out that there may be good organisational reasons 

for resisting poorly designed or implemented systems. Such ‘positive resistance’ can be 

used by developers to improve future implementations (Hirschheim & Newman, 1988). 

The e vidence of  r esistance c an pr ovide c lues t hat pe rhaps m ore e valuation a nd 
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improvements ar e n eeded (Bauer, 1995 ). U ser r esistance h as b een found t o i ncrease 

process a wareness ( Hartmann &  Fischer, 2009 . In doi ng s o, it p rovides a r eadymade 

warning system about user expectations and potential implementation issues. Resistance 

has also been used to highlight incidents of technical failure or where implementations 

include unnecessary or problematic elements (Bauer, 1995). 

Resistance can  p lay a significant r ole i n d rawing at tention t o as pects o f a n ewly 

implemented technology that may be less than ideal, not well thought t hrough or  j ust 

plain wrong. Resistance can be taken as an important mechanism to better understand 

how us ers a ctually a nd a re l ikely t o r espond t o ne w t echnology i nnovations. 

Organisational a nd w ork-practice ch ange can b e p romoted w hen u sers p erceive t he 

technology as necessary a nd/or t hey a ccept t hat w ithout t he t echnology the w ork-

practice may be compromised. For these reasons, it is not the intention of this thesis to 

distinguish in any substantive way between positive resistance and negative resistance. 

For the purposes of this thesis, resistance is defined as: the actions of a potential user of 

a n ew t echnology i mplementation t hat r eflect his or  he r concern o r opposition t o 

particular aspects of that technology relative to a given work-practice context. 

2.2.2 Key Sources of Resistance 

Resistance i s a  c omplex phe nomenon. It c an oc cur a t va rious s tages of  a t echnology 

development cycle (design, implementation or operational) and can manifest at different 

levels of the organisation (Hirschheim & Newman, 1988; Meissonier & Houzé, 2010). 

According t o Hirschheim a nd N ewman ( 1988), r esistance dur ing t he d esign s tage or  

early p hase o f t he t echnology d evelopment ma y take t he form o f users r efusing to 

participate f ully or  c onstructively i n t he s pecification of  r equirements. D uring 

implementation, users may take no role or interest in the introduction of the technology 

and/or any associated induction programs. Throughout the operational stage, they may 

refuse t o em ploy t he s ystem o r as pects o f t he system t o m ake ef fective u se o f t he 

technology. 

User resistance during the early s tages of a d eployment can be relatively unobtrusive. 

Through the ope rational s tage, how ever, a  l ack of user commitment i s more obvious. 



22 
 

According t o Meissonier a nd H ouzé ( 2010), u ser r esistance can result i n r educed 

productivity, i neffectiveness, hi gh s taff t urnover, di sputes, a bsenteeism a nd e mployee 

aggression. The impact can be observed at all levels of the organisation, from technical 

workers and administration staff through to supervisors and managers.  

Lapointe and R ivard ( 2005), K laus et  al . (2010), Prasad a nd P rasad ( 2000) and Joshi 

(1991) have all de veloped m odels of  us er r esistance. One common e lement i s t hat 

resistance has been found to occur differently at the individual, group and organisation 

levels. Joshi ( 1991) suggests th at u sers w ill r esist if  th ey p erceive a n i nequity a t o r 

across any of these levels. Klaus et al. (2010) show that distinct forms of resistance exist 

across characteristic groups within an organisation, and that each group has a different 

set of reasons for their resistance: for some groups, the lack of an opportunity to provide 

input to the process was important; for others, it was the level of uncertainty. Prasad and 

Prasad (2000) propose that resistance can take place throughout the organisation, but is 

generally o nly m anifest at  a r elatively l ow level of  t he or ganisation. Lapointe a nd 

Rivard (2005) also highlight t he di stinction be tween passive, a ctive and/or a ggressive 

resistance.  

2.2.3 Key Causes of Resistance 

A number of authors conclude that resistance can be caused by multiple factors. In an 

examination of employee resistance to IT in the workplace, Martinko et al. (1996) found 

three r easons that people ha ve ne gative r eactions t o a  computer s ystem: t he pe rsonal 

attributes of an individual; the quality of the system design; and the interaction between 

the s ystem de sign and t he a ttributes of  i ts u sers. Shang ( 2011) focussed on t he 

individuals themselves, and those aspects of change that directly affect the user. Actual 

or perceived loss of power and status, job insecurity, loss of autonomy and skills can all 

be de scribed a s ha ving a  ne gative i mpact on t he pot ential us er due t o the s ystem 

implementation decreasing the status (outcomes) of the user. In addition, the actual or 

perceived increase in the level of effort required to perform standard work tasks in new 

technology contexts, t he pos sible n eed for up skilling and temporary or pe rmanent 

increases in the time required to perform tasks can all be described as having a negative 

impact be cause t hey i ncrease t he de mands on  ( inputs b y) t he us er. According t o 

Bhattacherjee and Hikmet (2007), people may not be appropriately t rained to use new 
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technology i n t heir current j obs, e ven w hen t hey have e xtensive w ork experience i n 

every other regard. Training often requires time and can bring additional workload. 

Klaus e t a l. ( 2010) identifies 12 determinants t hat af fect t he l evel o f u ser r esistance 

behaviour. T hese are gr ouped i nto four b road c ategories: i ndividual, s ystem, 

organisational and pr ocess i ssues. Individual i ssues r eflect th e p otential u ncertainty 

about the future, or potential loss of control or power in an organisation. System issues 

capture t echnical pr oblems or  t he c omplexity o f s ystem i ntegration. O rganisational 

issues refer to the facilitating environment, including the communication activities that 

attend a ny c hange pr oject a nd t he t raining r equired dur ing an i mplementation pha se. 

Process issues include broad user reactions to job or work-skill changes, the workload 

and the potential lack of fit between process and technology.  

Waddell and Sohal (1998) believe that resistance to change is a complex phenomenon, 

beyond a  uni fying theory, and not  s imply dr iven by the psychology or s elf-interest of 

the individual. F rom t hat pe rspective, r esistance can  b e as sociated w ith a v ariety o f 

social factors, including: 

i. Rational f actors—resistance o ccurs b ecause the rational as sessment of t he 

outcomes of  t he pr oposed c hange b y t he e mployee di ffers f rom t he out come 

envisaged b y m anagement. S uch d ifferences o f opinion c an c ast doubt  i n t he 

mind of  a n e mployee as t o t he m erit or  w orth o f t he c hanges. T he employee 

might thus elect to stand in opposition to change or voice their concern. 

ii. Non-rational f actors—the r eaction o f a n i ndividual t o a proposed change i s 

always, to some extent, a function of their predispositions and preferences. Such 

bias i s not  ne cessarily b ased on a  r ational a ssessment of  t he s ituation. I t m ay 

simply be a r eluctance to change, move offices or lose contact with a p articular 

colleague. It m ay b e t he c onsequence of  di scomfort or  un certainty at t he 

prospect of implementing something new and unfamiliar. 

iii. Political f actors—resistance i s al so i nfluenced by p olitical f actors, s uch as  

perceived f avouritism or  a nimosity t owards t hose r esponsible f or t he c hange 

effort. 

iv. Management factors—inappropriate or poor management s tyle also contributes 

to resistance.  
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In a s tudy s pecific t o c hange m anagement, Val a nd F uentes ( 2003) distinguish t he 

reasons for resistance into five broad categories:  

i. Vague s trategic p riorities, in cluding d istorted p erception a nd in terpretation 

barriers. This category includes 

a. Myopia a nd t he i nability of t he c ompany t o l ook i nto the f uture w ith 

clarity 

b. Denial and refusal to accept information that is not expected or desired 

c. Perpetuation ideas and the tendency to go on with present thoughts even 

when the situation has changed 

d. Implicit assumptions 

e. Communication barriers 

f. Organisation s ilence, w hich limits  th e in formation f low available to 

individuals about why the change is taking place. 

ii. Low m otivation r esulting f rom t he di rect c ost of  c hange, c ross s ubsidy 

distortions, pa st f ailures, di fferent l evels of  i nterest be tween e mployees a nd 

management, a nd t he l ack of  m otivation f or employees w ho va lue t he c hange 

results less than do management. 

iii. Lack of creative response due to rapid and complex environmental changes that 

do not  a llow f or a  c omprehensive s ituation a nalysis; a r eactive m ind-set o r 

tendency to believe that obstacles are inevitable; inadequate strategic vision or a 

lack of clear commitment to the changes from top management. 

iv. Political and cultural deadlock, comprising 

a. The implementation climate and the relationship between change values 

and organisational values. A strong implementation climate coupled with 

a n egative v alue r elationship r elative to  th e o rganisational v alues w ill 

lead to resistance and opposition to change 

b. Departmental politics and resistance from those departments that might 

suffer because of the change implementation 

c. Incommensurate be liefs or  s trong a nd d efinitive di sagreement a mong 

groups about t he n ature of  t he pr oblem a nd, consequently, about t he 

relative merits of alternative solutions 

d. Deep-rooted values and emotional loyalty 
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e. Failure to recognise and accommodate the social dimensions of change. 

Other problems also exist, including: leadership inaction, where leaders may be afraid 

of unc ertainty or  fear c hanging t he s tatus quo;  e mbedded r outines; c ollective a ction 

problems, such as having to decide on who is affected first or how free-riders are to be 

dealt w ith; cap abilities g ap, w here m anagement l ack t he n ecessary capabilities t o 

implement change; and cynicism. Val and Fuentes (2003) undertook a comprehensive 

test f or al l o f t hese f actors o r s ources o f r esistance. T he t ests al lowed each  s ource o f 

resistance to be ranked in order of  importance. Val and Fuentes (2003) found that the 

most powerful factor was the existence of deep-rooted values. Deep-rooted values also 

represent t he m ost significant d ifference b etween ev olutionary and s trategic ch anges. 

Indeed, t he m ajority of  t he ove rall t op-ranked r esistance f actors v ary s ignificantly 

between evolutionary and strategic change management contexts. It follows, according 

to Val and Fuentes (2003), that deep-rooted values, different interests, communication 

barriers, o rganisation s ilence and t he cap abilities g ap represent t he m ost s ignificant 

issues that managers leading strategic change processes should take into consideration.  

2.2.4 Managing User Resistance  

Using a change management approach, Val and Fuentes (2003) argue that some degree 

of r esistance is part of  a ny pr ocess of  or ganisational c hange, a nd be fore t he c hange 

process be gins, management must t ake t he pot ential f or s uch r esistance i nto a ccount. 

They argue t hat s pecial attention ne eds t o be  pa id t o t he p articular r easons t hat l ead 

employees to resist and avoid such change. A key element of Val and Fuentes’ (2003) 

work i s t he extent t o w hich the e xisting o rganisational c ulture fits w ith th e c hange 

objectives, a nd how  that fit c an be  i mproved be fore t he change p rocess be gins. 

Consideration of  o rganisational c ulture was also recommended, b ecause of  t he 

assistance s uch co nsideration can  p rovide in br inging t he unde rstanding a nd 

expectations of employees and management into closer alignment.  

Dunphy and Stace (1988) are strong advocates for a strategic approach to organisational 

change. Dunphy and Stace (1993) and Dunford et al. (1990) advocate a multi-strategy 

approach, i nvolving di rective, pa rticipative, consultative a nd c oercive s trategies. T he 

directive approach t o m anaging c hange r efers t o t he us e of  m anagerial a uthority to 
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affect ch ange. M anagers i nform em ployees about ch ange b y describing explicitly t he 

overall p icture o f th e n ew s ystem f low, and vi sually s howing end us ers where the 

components they use are located in the organisation system. They argue that where the 

system d oes n ot f it d irectly with e xisting w ork p ractices, w hich is  lik ely, jo b 

reassignment and modification need to be considered at an early stage. 

According to Dunphy and Stace (1988), participation is a key requirement to encourage 

a s ense of  i nterest. In this s ense, pa rticipation i nvolves pr oviding e mployees w ith 

information r egarding t he c hange, and ope ning s pecific c ommunication c hannels to 

allow f or negotiation a nd c larification of  the c hange pr ocess i tself. G iven a dequate 

participation, it has been shown that the motivation of employees to support change is 

greatly enhanced. A t th e s ame time , th e c ommitment a nd in volvement o f th e 

organisation i tself h as b een s hown t o p lay a k ey role i n t he ac ceptance o f ch ange b y 

employees. T he s o-called c onsultative a pproach focusses on t he m orale of  e mployees 

during t he c hange p rocess. According to Dunphy and S tace ( 1993), supports s uch a s 

training and orientation sessions are useful tactics in helping to motivate employees to 

adjust to change. Finally, the coercive approach is a ‘last resort’. This strategy may be 

suitable for managing resistance that is deemed irreconcilable. Examples of the coercive 

approach would i nclude f iring o r t ransferring pe ople w ho r esist c hange, or i mplicitly 

threatening the loss of job and/or promotion possibilities.  

Jiang et al. (2000) and Shang (2011) argue that different systems and technologies bring 

different cau ses o f user r esistance. Therefore, to ove rcome resistance, a variety o f 

strategies s hould be  considered. These they divided i nto two c ategories: p articipative 

and d irective. P articipative strategies include training i n t he us e of the new s ystem, 

establishing u ser s upport, a llowing time , trialling s ystem use, encouraging open 

communication between management and employees, and user participation during the 

design process. Directive strategies include new job provisions and roles, incentives and 

top m anagement s upport. The b est strategies to use t o overcome r esistance further 

depend on t he t ype o f us er; th at is , operational or managerial (Shang, 2011 ). 

Operational users typically resist new technology due to self-interest, or because of poor 

communication. In t his cas e, d irective s trategies ar e ef fective. In c ontrast, m anagerial 
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users resist new technology due to concerns about the overall benefits of the technology 

to the organisation. Hence, for them, participative strategies are more useful. 

Importantly, there is no one  best approach to minimise user resistance for al l types of 

user in all situations. Top management needs to recognise, understand and respond to a 

range of  hum an e motions, a ttitudes a nd r esources. D epending on t he c ircumstances, 

different s trategies f or managing r esistance ar e r equired. For ex ample, i f em ployees 

resist adopting new technology because they lack knowledge or skills, managers should 

be e ncouraged t o s earch f or a lternative m ethods of  training the t echnology and t o 

communicate a nd c onsult r egularly w ith t heir e mployees. Conversely, i f em ployees 

resist a dopting ne w t echnology be cause t hey l ack awareness of t he usefulness of  t he 

technology to t heir j ob, managers should i nvolve them in  the implementation p rocess 

and discuss the system’s benefits with them. 

2.2.5 Resistance Theory and Models 

More s pecific t o information systems, a  num ber of  s tudies f ocus on ‘ cognitive’, 

personal ch aracteristics (Marakas &  H ornik, 1996 ) and hum an attitudes (Cenfetelli, 

2004; Lapointe &  R ivard, 2005 ; Martinko e t a l., 1996 ). Marakas and H ornik ( 1996) 

propose a P assive R esistance M isuse ( PRM) m odel, w hich aims t o understand c overt 

resistance, where resistance is motivated more by individual personal gain or the desire 

to sabotage t he change ef fort itself. P RM as sumes t hat r esistance t o ch ange i s an  

observable be haviour t hat m anifests a s c overt a ction. T he t heoretical f oundation f or 

PRM i s a  c ombination of  pa ssive-aggressive be haviour t heory (Fine et a l., 199 2), 

espoused t heory a nd t heory-in-use (Argryis e t a l., 1985 ). T he pa ssive-aggressive 

behaviour theory is used to understand the human aspects of how a user responds to the 

real o r p erceived p ersonal t hreats o r s tresses t hat t he u ser as sociates w ith a n ew 

technology. T he t heory i s de rived from t he ps ychology l iterature. Another t heoretical 

foundation originates from the Theory of Actions (TofA), first proposed by Argyris and 

Schön (1974). TofA includes a notion of espoused theory (which refers to how the user 

claims h e or she would act) a nd t heory-in-use ( which r efers t o how  t he us er a ctually 

acts). For example, to minimise resistance to a n ew technology, managers first need to 

make explicit their espoused theory and demonstrate the theory in use. In other words, 
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they must provide clear explanations for their actions and be  frequently seen as using 

the technology accordingly. 

Cenfetelli ( 2004) proposed a  m odel c alled the ‘ dual-factor m odel of  IT us age’. T his 

model o ffers a conceptualisation of p erceived t hreats t hat w ill l ead t o r esistance 

behaviour. The core argument for this model is that the TAM, which has been studied 

extensively (Davis et  al ., 1989; Venkatesh & Davis, 2000 ; Venkatesh et  al ., 2003), 

successfully f osters pos itive us er a ttitudes a nd e ncourages s ystem us e. However, t he 

factors that influence user resistance a re d ifferent from the factors that encourage use. 

For Cenfetelli (2004), the perceived usefulness and ease of use of IT introduced in TAM 

were taken as  en abling factors. T hese enabling factors a re not  qui te t he oppos ite of  

resistance f actors ( inhibitors). However, t hey are q ualitatively d istinct c onstructs th at 

are i ndependent of  enablers. Cenfetelli (2004) proposed a s et o f enabler and inhibitor 

factors that predict the usage intentions for a particular technology. The enabler factors 

are derived directly from TAM. The inhibitor factors are based on the work of DeLone 

and McLean (1992, 2003) relative to information and system quality measures. In the 

Cenfetelli ( 2004) model, i nformation qua lity r efers t o a  us er’s e valuation of  t he 

system’s d elivery o f s emantic m eaning and/or communication of  know ledge. S ystem 

quality refers to the technical capabilities of the system and its usability. 

Other studies focus on t he influence of individual personal gains and social factors on 

resistance (Joshi, 1991 ; Kim &  K ankanhalli, 2009 ; Prasad &  P rasad, 2000). Joshi 

(1991) introduced the Equity-Implementation (E-I) model. The E-I model is based upon 

equity t heory i n t he s ocial s ciences. It assumes t hat i n ev ery ex change r elationship, 

people are concerned with differentiating their inputs, outcomes and the fairness of the 

exchange with others in the same group. The issue of fairness is particularly significant. 

Indeed, t he s ense o f fairness can  b e t he c ritical r esistance factor among em ployees. 

Joshi (1991) contends that i f one  user feels that other users have benefited more than 

they have from a new system, that user is more likely to resist the change.  

Prasad an d P rasad ( 2000) studied m anagerial c ontrol a nd employee resistance i n t he 

workplace using ‘Iron Cage’ theory. The term iron cage is derived from Weber (1958) 

and refers to the oppressive bureaucracy or rules within an organisation that constrain 

employee action. The focus of  the model in Prasad and Prasad (2000) is on the more 
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informal as pects o f w orkplace r esistance, o r what t hey called ‘routine r esistance’. 

Prasad and Prasad (2000) believe that routine resistance is complex and can develop in a 

situation that is planned or unplanned, often as a consequence of multiple actors in an 

organisation. Routine resistance is often repetitive on t he part of particular employees, 

as a means to prevent any form of change in an organisation. Prasad and Prasad (2000) 

found that routine resistance does not create the Iron Cage, but rather makes use of it as 

a kind of holding space from which to wait out/delay the change.  

Another study addressing the social aspects of resistance is that of Kim and Kankanhalli 

(2009). Kim a nd K ankanhalli ( 2009) integrated the T AM (Davis 1989; Venkatesh &  

Davis, 2000 ) and r esistance l iteratures (Hirschheim &  Newman, 1988 ; Joshi, 1991 ; 

Lapointe & Rivard, 2005; Marakas & Hornik, 1996; Markus, 1983) with the Status Quo 

Bias theory (Samuelson & Zeckhauser, 1988). The S tatus Quo Bias model recognises 

that r esistance can  b e influenced b y a u ser’s p reference t o s tay with t he cu rrent 

situation. Based on t he Status Quo Bias theory, Kim and Kankanhalli (2009) proposed 

two ke y responses t o resistance factors: s witching be nefits a nd s witching costs. 

Switching be nefits r equires out comes t o be  i ncreased r elative t o t he s ame or  reduced 

level of  i nputs; for example, where t he new t echnology can be  shown t o i ncrease t he 

quality o f w ork a nd/or productivity o f the e mployee relative to  th e c urrent s ituation. 

Switching costs refers to a reduction in the effort/resources required to achieve the same 

outcomes.  

Meissonier a nd H ouzé (2010) proposed the I T C onflict-Resistance T heory (IT-CRT). 

IT-CRT is based on theories from psychology and sociology. The principal theory is the 

TRA of Ajzen a nd F ishbein (1980). T RA as sumes t hat r esistance i s a b ehavioural 

dimension of conflict or the way in which a person expresses a conflict. In this sense, 

resistance i s t he c onsequent be haviour a rising from c onflict. C onflict i s a  f orm of  

attitudinal belief and corresponds to the affective or  evaluative judgement of  a  person 

about the likely consequences of an action. IT-CRT proposes that task-oriented conflicts 

expressed t owards the i mplementation of  IT m ay be  hi ding br oader s ocio-political 

conflict. It also notes that an avoidance management style can be particularly effective 

in a ddressing s ocio-politically-oriented c onflict. U nder the IT-CRT r ubric, r esistance 

ought to be interpreted as a form of appeal for managerial rectification, such as restoring 
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trust or the professional recognition of employees. IT-CRT promotes greater account of 

socio-political issues in the design of the IT implementation.  

Few studies have considered how the different aspects and foci of different theories (i.e. 

human, social, t echnical and organisational) a re related t o each other and/or might be 

integrated t o ad dress r esistance co llectively (see, how ever, Davis, 2004 ; Ferneley &  

Sobreperez, 2006; Klaus et al., 2010; Laumer & Eckhardt, 2010). Klaus et al. (2010), 

rather t han proposing a m odel o f r esistance, studied the t ype of  us er that r esists 

technology. According to Klaus et al. (2010), resistance is driven by the characteristics 

of re sisting u sers, and t he shared communication a nd b eliefs th at e xist w ithin u ser 

groups.  

Davis ( 2004) proposed a S ocial A rchitecture Factor M odel ( SAFM), which 

encompasses three different perspectives from the change management literature, TRA 

(Fishbein & Ajzen, 1975) and TPB (Ajzen, 1991). Davis (2004) believed that resistance 

to IT change can be effectively measured by integrating a w ide variety of factors, such 

as t ype an d s cope o f ch ange; method a nd s peed of  t echnology i ntroduction; 

demographic o f i ndividual; attitudes, b eliefs an d f ears; and d emographic f eatures o f 

organisation. 

Ferneley a nd S obreperez ( 2006) proposed a  ‘ Compliance-Resistance-Workaround’ 

(CRW) m odel. T he C RW m odel, as  t he n ame i ndicates, i ntegrates t hree d ifferent 

resistance b ehaviours s pecific to  in formation s ystems: c ompliance, r esistance an d 

workaround. Based on t his c ombination, Ferneley and S obreperez ( 2006) argued t hat 

the concept of resistance may be better understood as a consequence of compliance and 

prescribed use. Potential impacts of compliance are positive and/or negative resistance, 

and workaround behaviour (e.g. non-use, sabotage and avoidance of work). 

Laumer a nd E ckhardt (2010) proposed the Model o f R esistance t o IT-induced 

Organizational Change (MRTOC). MRTOC identified a wide range of drivers of user 

resistance, and it includes perspectives of technology acceptance, organisation sciences 

and m anagerial psychology. T his m odel c onsiders resistance a s a mu ltidimensional 

problem a nd be lieves that o utcome f actors an d process f actors a re i nterrelated. T hus, 

these are included in the model. This model posits that work-, technology- and process-
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related o utcomes ar e d etermined b y p rocess f actors such as  technology pe rceptions, 

resistance to change, and process and working routine perceptions. Resistance to change 

is influence by individual differences and personality (e.g. attitude, age, gender, tenure 

and educational ba ckground) and contextual ba ckground ( e.g. s ocial i nfluence f rom 

superiors, c olleagues a nd IT s taff). Appendix B  pr ovides a t abulated s ummary of t he 

theories and models outlined in this section.  

2.2.6 A New Theoretical Lens Addressing Resistance 

Resistance h as b een recognised as a  genuinely complex, m ulti-faceted phe nomenon 

caused b y a v ariety o f f actors. A  co nsensus h as em erged t hat r esistance i s n ot 

necessarily t he enemy of ch ange. Indeed, r esistance c an p lay a u seful r ole i n an  

organisational change effort if an adversarial approach can be avoided. 

The available models of user resistance all share a common basis: on the one side, user 

resistance i s e xpressed i n di fferent f orms of  hum an ps ychological a nd be havioural 

outcomes; while on t he o ther, u ser r esistance r esults f rom s everal an tecedents 

(technical, social, organisational and managerial). Laumer and Eckhardt (2010), Klaus 

et a l. ( 2010) Kim a nd K ankanhalli ( 2009), Davis ( 2004) and Cenfetelli ( 2004) show 

how the basic resistance theory model can usefully be incorporated with the TAM. They 

argue t hat, by consolidating r esistance factors s pecific to  th e te chnology itself with 

those factors arising from behavioural and psychological issues particular to workplace 

change, the combined model will provide greater effective insight into why individuals 

resist using technologies. Demonstrably, f rom the literature, the TAM offers a  critical 

basis f or t he pr ediction of  s pecific us er attitudes a nd p ersonality tr aits r elevant to  

resistance. Further discussion on the TAM is provided in Section 2.4. 

It also s eems c lear th at to c onsider resistance f rom th e in dividual’s p erspective, it is  

necessary t o unde rstand how  i ndividuals i dentify/position th emselves r elative to  th e 

technology over time. Perspectives are known to change over the course of a technology 

diffusion process (Cenfetelli, 2004; Davis, 2004). Therefore, it is important to consider 

the impact that changing perspectives over the course of a diffusion process might have 

in t erms of  m odifications a nd a djustments to t he T AM pr edictions. T he most w idely 

accepted theory of technology diffusion is the DoI theory proposed by Rogers (1962). 
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This i s n ow a r elatively ad vanced t heory and l iterature, an d i t w ill b e r eviewed an d 

discussed in relation to the TAM in Section 2.3. 

An obvious failing o f the current r esistance lite rature is  in  te rms o f th e social f actors 

that contribute to resistance. It appears that social factors have rarely been considered or 

included in previous studies specific to resistance. Social influence and social network 

factors have been considered more directly in terms of the innovation diffusion process 

and T AM. A ccording t o Orlikowski ( 2000), use of  t echnology i n or ganisations is  

strongly shaped by us ers’ unde rstandings of  t he c onditions a nd f unctionalities of  a  

technology, actions (e.g. to achieve collaboration or process-support) and consequences 

of actions. Based on t his view, the understanding of how and why people engage with 

resistance t owards t echnology can b e as sociated w ith h uman act ion an d ch oices, a nd 

conditions of technology, and has evolved form of social interaction. Orlikowski (2000) 

believes that s ocial i nteractions c an be  vi ewed a s s upport m echanisms in us ing 

technology. If supports are embedded within social groups, technology use is stabilised. 

Consequently, pe ople may choose t o e nact a nd a djust t heir be haviour t owards t he 

technology based on a desire to share f iles with co-workers, or  due to having become 

more know ledgeable a bout us ing that technology t hrough a ttending t raining and/or 

watching co-workers’ demonstrations. To address the lack of social influence and social 

network factors in the current resistance l iterature, the social network perspective will 

be reviewed, and its potential specific to resistance theory considered in Section 2.5. 

2.3 Diffusion of Innovation Theory 

2.3.1 Core Elements of Theory 

Rogers’ (1962) DoI theory is one  o f t he most widely us ed theories i n t he t echnology 

implementation literature (Kale & Arditi, 2005; Larsen & Ballal, 2005; Mitropoulos & 

Tatum, 2000 ; Moore &  B enbasat, 1991 ; Panuwatwanich et  al., 2009; Peansupap &  

Walker, 2005b ; Ruikar et al ., 2005). T he D oI theory not onl y defines t he i dea o f 

technology di ffusion i n t erms of  s tages, but  a lso de scribes i n de tail t he f actors t hat 

influence the scope of  t he di ffusion and the speed with which t echnology is adopted. 

DoI is concerned with the manner in which an entirely new technology, idea or practice 

(or t he ne w us e of  a n e xisting one ) s preads f rom one  pe rson t o a nother, or f rom one  
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organisation t hroughout society. A ccording t o Rogers ( 2003, p. 5 ), d iffusion is ‘the 

process i n w hich an i nnovation i s c ommunicated t hrough c ertain channels o ver t ime 

among t he m embers o f a  s ocial s ystem’. Th e definition imp lies the four core 

components of the DoI theory, namely: the innovation, communication channels, t ime 

and a social system.  

i. The innovation can be ‘an idea, practice, or object that is perceived as new 

by an individual or  other uni t of  adoption’ (Rogers, 2003, p. 12 ). Thus, an 

innovation could have b een i nvented some time previously, but  i f a g iven 

group perceive i t as being new, then i t may be considered as an innovation 

for that g roup. Th e novelty of innovation is determined b y th e specific 

knowledge and p ersuasiveness of t he group i n question, a nd a t w hat p oint 

they decide to engage more actively with the innovation. For example, the 

OPIMS t echnology w as a dopted relatively ea rly by l arge construction 

companies, but  not b y small-sized c ompanies. T he technology w as 

considered too e xpensive f or s mall-sized c ompanies at th e time , and t hey 

thus opted out  of  the technology. Over t ime, as  perceived benefits to costs 

render t he t echnology m ore attractive to  s mall-sized c ompanies, t hey may 

begin the innovation adoption process. For larger companies, the technology 

is no longer innovative. 

ii. Communication c hannels include m ass m edia an d i nterpersonal 

communication channels. Communication is a process through which people 

create a nd s hare i nformation w ith one  a nother t o convey m eaning and 

understanding. A  c ommunication m edium or  c hannel c an be  m ass m edia–

based or face-to-face. Mass media channels include TV, r adio, newspapers 

and the internet. Mass media has an  i mmediate, b road r each. Interpersonal 

channels comprise the two-way, direct communications between individuals. 

Word-of-mouth selling campaigns can have a broad reach, but they are not 

as immediate as mass media. Interpersonal communication is more intimate. 

iii. Time is  an important factor in  DoI. It determines the pace of  adoption and 

the extent to which a particular innovation is absorbed into the mainstream. 

The impact of time has relevance for the diffusion process in the sense that it 

provides a  measure of  p rogress towards total di ffusion and the adoption of  
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the i nnovation b y t he market a t l arge. T ime a lso he lps t o de termine t he 

changing pace of adoption over the course of a diffusion process. DoI theory 

classifies co nsumers/adopters ac ross d ifferent s egments of  t he ove rall 

diffusion pr ocess. T here a re f ive c ategories, as follows: i nnovators, e arly 

adopters, early majority, late majority and laggards. 

a. Innovators are those consumers who are the first to seek, buy and use a 

new product or service offering. They typically buy the new product or 

service not b ecause o f a particular need, but s imply due to desiring all 

new ideas, and being eager and willing to try out new things. 

b. Early adopters are consumers who purchase and use the new product or 

service to s atisfy a p articular n eed. T hey h ave usually co nsidered t he 

product or service in detail before purchase, making them good opinion 

leaders. Other adopters tend to look to them for advice on n ew products 

or services and as a source of innovation ideas. 

c. Early ma jority are similar to  e arly adopters. T hey bu y t he pr oduct or  

service o ffering b ecause t hey h ave a  p articular n eed. H owever, t he 

adoption pr ocess t akes l onger t han for the early a dopters be cause t hey 

have l ess i nterest i n t he nove lty of  a  pr oduct, and pr efer t o e valuate 

alternatives and the value proposition carefully. 

d. Late majority also have a need to buy or adopt the new product, but they 

are s ceptical by na ture. La te majority will n ot a dopt u ntil th ey a re 

thoroughly convinced by others in the social system that the innovation 

is safe and realistic to adopt. The late majority are risk averse. 

e. Laggards a re t he l ast g roup t o bu y or  a dopt a  ne w pr oduct or  s ervice. 

They ar e v ery slow i n adopting b ecause t hey t end not  t o accumulate 

much information about the innovation, a re un familiar with i t and tend 

not t o be  i nfluenced by  others. Laggards a re e xtremely cautious i n 

adopting anything new or different. 

iv. The social system refers to the social setting in which diffusion takes place. 

It r efers t o t he m arket s egments o r t arget consumers. Rogers (2003, p. 23 ) 

defines the s ocial s ystem a s ‘a s et o f in terrelated u nits engaged i n j oint 

problem solving to accomplish a common goal’. Diffusion can occur within 
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a particular community, g roup or  organisation, and i t i s i nfluenced b y t he 

social s tructure within that social s ystem. In research, t he de finition a nd 

scope of  a social s ystem depends on t he p roduct or  service in question, i ts 

usefulness and the basis for its existence. In a way, it reflects the target users 

for whom the product/service is designed and the segment within which it is 

to be diffused. For instance, if new modelling software is to be implemented 

in a n organisation, t he s ocial s ystem c ould i nclude e mployees s uch as  

architects and engineers who are working in the design team. The software 

would be  first di scussed a nd evaluated b y other m embers o f t he s ocial 

system, s uch a s di rectors or  m anagers, t hrough w ord-of-mouth 

communication a nd a dvice f rom t he s oftware pr ovider. O ften, 

implementation of new software in an organisation is largely dependent on 

how the top management comes to a decision, long before its use is imposed 

on employees. 

Links b etween al l el ements d escribed ab ove ca n b e i llustrated as  i n Figure 2.1. T he 

characteristic curve o f ad option i s s -shaped when pl otted ove r t ime a gainst t he 

percentage of users adopting the technology (or number of users using the technology). 

The percentage of adoption rises slowly at first, when there are only a few adopters in 

each p eriod. T he s lope of t he cu rve t hen a ccelerates t o a  m aximum, u ntil a cr itical 

proportion of the users in the system have adopted the technology. This s-shaped curve 

is c onsidered t ypical b ecause th ere a re mu ltiple h uman tr aits th at in fluence u sers t o 

adopt or  r eject a n i nnovation (Bass, 1969 ; Rogers, 2003 ). In addition, us er de cisions 

regarding whether t o a dopt or  r eject a n i nnovation c an be  i nfluenced greatly b y t he 

‘lifecycle’ of t he i nnovation (Bass, 1969 ; Geoffrey A ., 1991 ; Mahajan et  al ., 1990; 

Norman, 1998). The lifecycle is a metaphor of human progression taken from biology. 

The s tages i nclude c onception or  bi rth, i nfancy, c hildhood, a dolescence, m aturity, 

senescence an d d eath. T hese s imilar stages c an also be  i dentified i n the e volution o f 

other entities, such as technologies, products, services or an industry. 
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Figure 2.1: Diffusion process and adoption (adapted from Moore, 1991; Norman, 1998; 
Rogers, 2003) 
 

In addition to the product lifecycle concept, a technology introduced to the market can 

be characterised in terms of  i ts progression through di fferent s tages or  t urning points: 

(1) take-off, (2) saddle, (3) commercialisation, (4) slowdown and (5) substitution (Bass, 

1969; Peres et  al ., 2010). T ake-off is  th e time  at which an  i ncrease i n product s ales 

occurs b etween t he i nitial i ntroduction a nd t he genuine growth s tages o f t he product 

lifecycle. The saddle follows take-off. This refers to the phenomenon of a strong growth 

in sales up t o the peak level of growth, after which sales can suffer a s udden decrease. 

The s addle i s e quivalent t o a  m inor r ecession s ituation, w here t he adoption r ate 

temporarily d ecreases, i nfluenced b y w eak ch anges i n t echnology o r m icroeconomic 

events. After the saddle period, and after the first generation of technology has changed 

to m eet c ustomer ne eds, a n a dvanced generation w ill a ppear on  t he m arket. 

Commercialisation accelerates growth and adoption to the final state, which is maturity. 

At t his f inal s tate, t he t echnology i s well de veloped a nd gains b roader consumer 

acceptance. T he d evelopment of  t echnology t hen goes i nto t he s lowdown a nd 

substitutes p hases, with n ewer t echnologies w ith m ore ad vance at tributes s uperseding 

the original.  

As shown i n F igure 2. 1, a  t echnology l ifecycle c urve t hat f ollows t he c umulative 

adoption curve can also be drawn. A technology lifecycle curve appears in three stages: 
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(1) i ntroduction, ( 2) g rowth a nd ( 3) m aturity. In t he f irst s tage, a  ne w t echnology i s 

introduced and implemented by management for use by employees. At this stage, it can 

be assumed that t he ne w t echnology will be us ed b y a small m inority (perhaps 5  per 

cent) of the targeted users or employees in less than one year’s time. As the technology 

grows and becomes better known (possibly due to satisfying users’ needs), the adoption 

rate gradually increases. At the maturity stage, the technology has been adopted by the 

majority of targeted users. A technology can be considered successful when it is used by 

around 80 per cent of the targeted users within a period of four years. However, in the 

maturity s tage, t he t echnology can no l onger generate t he same excitement and cl aim 

further acc eptance among t argeted users. If i mprovement or  r e-invention of  t he 

technology does not occur at this point, then the technology becomes stagnant. At this 

point, a new t echnology will most l ikely r eplace t he or iginal t echnology. Further, t he 

organisation may not be able to rely solely on the advantages (features and functions) of 

the t echnology to en courage em ployees t o acc ept and u se i t. To sustain technological 

investment, the organisation may need to seek new strategies to encourage employees to 

maintain maximum utilisation of the technology. The central argument in this regard is 

that the speed with which a new technology can be introduced and accepted by users is 

crucial to understanding both the organisational capabilities and technical characteristics 

required to exploit a technology opportunity successfully (Peres et al., 2010).  

2.3.2 Attributes of Innovation 

In assessing the merits of a technology, Rogers (2003) suggested five attributes, termed 

the characteristics of i nnovations: ( 1) r elative advantage, (2) c ompatibility, ( 3) 

complexity, ( 4) t rialability a nd ( 5) obs ervability. Rogers ( 2003) stated t hat i ndividual 

perceptions of these characteristics both influence and predict the take up of innovation. 

For instance, i f a  user finds that innovation i s of  va lue and i s well integrated into the 

work process, then there is stronger potential that the technology will be used and users 

will seek to persuade others to use it also. To increase adoption and relative advantage, 

financial a nd non -financial i ncentives m ay t hen be us ed t o s upport us ers a nd ot hers 

within t he s ocial s ystem ( e.g. or ganisation, gr oup or  pr oject t eam) i n a dopting t he 

innovation. Incentives are a support and motivation factor. Another motivation factor is 
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the complexity attribute. The characteristics of innovation described by Rogers (2003) 

are as follows: 

i. Relative advantage is ‘the degree to which an innovation is perceived as better 

than the idea i t supersedes’ (p. 229) . This i s the extent to which an individual 

perceives the technology as advantageous. The greater the advantages, the faster 

will b e the rate of  a doption. For i nstance, 3 D CAD s oftware i s broadly 

considered a c ritical technology f or the architect, but not  f or the construction 

project m anagement c onsultant. F or the architect, t hat s oftware provides 

significant f unctionality related to t he de sign m odel, s ketches a nd dr awing 

details. However, the co re functionality for a construction project management 

consultant is more to do with electronic data interchange. Thus, the necessity for 

3D C AD leads the architect to adopt such technology f aster t han the project 

management consultant. 

ii. Compatibility is  ‘the d egree t o which a n i nnovation i s pe rceived as be ing 

consistent w ith th e e xisting v alues, pa st e xperiences a nd ne eds of  potential 

adopters’ (p. 240) . The t echnology may be s een as i ncompatible i f it does not  

suit the socio-cultural v alues, b eliefs o r ‘job-fit’ of t he i ndividual. Judgement 

from experience could weaken acceptance of newly introduced technology. For 

example, for the project manager, handling digital drawings through a computer 

tablet or smart phone while working onsite may not be favourable, especially on 

a large-scale p roject. Instead, they might prefer to continue using conventional 

paper-based drawings, perhaps using a smart phone as a backup. 

iii. Complexity is  ‘the de gree t o w hich a n i nnovation i s pe rceived a s di fficult t o 

understand and use’ (p. 257). Some technologies may be readily understood by 

most potential adopters. New ideas that are simpler to understand and learn are 

adopted faster than are innovations that require users to develop new skills and 

change their understanding of the processes and functions they undertake. 

iv. Trialability is ‘the degree to which an innovation may be experimented with on a 

limited basis’ (p. 258). If the implementation of a new technology begins with a 

trial period, it w ill generally be more quickly adopted than a technology that is 

not testable by a user before full implementation. A trial period can be used to 
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promote the popularity of a technology and encourage learning experiences for 

potential new adopters.  

v. Observability is ‘the degree to which the results of an innovation are visible to 

others’ (p. 258). People are more likely to use a technology if they have seen the 

technology-evaluation r esults. T his i s es pecially the cas e when t he evaluation 

comes from someone that is relatively cl ose t o t hem, such as  peers d iscussing 

the new technology implemented in an organisation, or  friends and neighbours 

showing the information or physical use of the technology.  

2.3.3 The Dimensions of Theory and the Attributes of Innovation in Previous 

Studies 

Dillon and Morris (1996) examined and extended the attributes of innovation introduced 

by Roger (2003) in a context specific to IT. Moore and Benbasat (1991) undertook an 

extensive development of the survey instrument used to evaluate user perceptions of IT 

innovations. Their study shows that the most important perceived characteristics of an 

IT innovation affecting a user’s decision regarding use of technology are voluntariness 

of us e, i mage, r elative a dvantage, c ompatibility, e ase of  us e, t rialability, r esult 

demonstrability and visibility. Moore and Benbasat’s instruments provided an extension 

to Rogers’s attributes of  i nnovation and added an i mportant e mphasis on  variables 

related to image and voluntariness. Voluntariness is a state in which the user develops 

some interest in the technology offering; that is, he or she believes that the decision to 

adopt the technology is supposed to be made willingly. The image factor relates to what 

the user considers the t echnology will highlight in te rms o f th eir status in  th e 

organisation.  

In c onstruction management, Mitropoulos a nd T atum ( 2000) adapted t he D oI t heory 

and attributes of the innovation concept in explaining their research model. Mitropoulos 

and Tatum (2000) investigated factors that drive construction firms to adopt new IT, in 

particular, CAD software and el ectronic d ata i nterchange t echnology. They suggested 

four attributes or factors that drive technology implementation, namely: (1) competitive 

advantage, (2) process pr oblems, (3) technological oppor tunity a nd (4) institutional 

requirements. Based on these factors and the findings of  their s tudy, Mitropoulos and 

Tatum (2000) suggest: 
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i. At the early stages of technology diffusion, the primary reasons for adoption are 

competitive advantage or the identification of an important process problem. 

ii. Technological oppor tunity i s l ow in the ea rly phases. T he c osts o f t he 

technology may be high and the required skills may not be available. In the early 

phases, t he cost of  t he technology m ay be  hi gher t han the s aving potential, 

meaning that the force of this particular factor has a negative value. 

iii. Process problems are assumed to increase over time as companies grow, project 

characteristics change and performance requirements increase. 

iv. External requirements typically do not exist in the early phases but increase later 

as more competitors use the technology and more customers demand its use.  

In fact, DoI theory deals with numerous variables, ranging from social to organisational 

aspects. Indeed, DoI theory was not just used for addressing factors related to technical 

aspects in technology; it has also been used for cumulating factors relating to technical, 

social and organisation aspects (Kale &  A rditi, 2005; Larsen &  Ballal, 2005 ; 

Panuwatwanich e t a l., 2009; Peansupap &  W alker, 2005b ; Ruikar et  al ., 2005). In a  

study to identify factors affecting adoption and implementation of ICTs by construction 

organisations, Peansupap a nd W alker ( 2005b) proposed 46 f actors ( see T able 2  i n 

Peansupap & W alker, 2 005b). They categorised t hese 46 fa ctors i nto: (1) individual 

motivation, (2) training a nd t echnical s upport, (3) t echnology characteristics, (4) 

workplace environment for support and (5) knowledge sharing. All factors were tested 

and analysed. Results f rom the analysis show that 11 f actors (out o f the 46 t hat were 

established within these four categories) were significant to the case sample (Peansupap 

& Walker, 2005a). For example, the supporting environment category originally had 10 

variables. After analysis using statistics, two variables (help from co-workers and open 

discussion environments) were v erified as s ignificant. Peansupap and W alker (2005a) 

suggested that this result shows that respondents in their study perceived high levels of 

support from co-workers and felt comfortable taking part in an open discussion if they 

faced difficulties when using ICT.  

Kale and Arditi (2005) proposed three models for DoI. These were named the external 

influence model, i nternal i nfluence model and m ixed influence model. E ach model i s 

formulated b y m athematical eq uations. E stimation of t he m odels includes t hree 
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parameters: (1) t he coefficient o f i nternal i nfluence, (2) t he co efficient o f ex ternal 

influence a nd ( 3) t he t otal num ber of  pot ential a dopters i n t he s ocial s ystem. T aking 

CAD t echnology as  a c ase in poi nt, the study found i nternal i nfluence ( i.e. c opying 

behaviours of others) and external influence (i.e. complying with clients’ requirements, 

changes i n government r egulations, de mand c onditions a nd c onsulting f irms’ 

suggestions) can drive the diffusion of an innovation. The s tudy empirically tested all 

the pr oposed m odels. T est r esults highlighted that a mixed i nfluence model ha d the 

greatest explanatory po wer f or i nnovation di ffusion r esearch. The s tudy also claimed 

that the diffusion of CAD technology in an architectural design practice was primarily 

driven by internal rather than external influence factors. 

A case s tudy investigation by Ruikar e t a l. (2005) explored the key drivers of project 

extranet technology adoption in construction. Using DoI concepts, the study highlighted 

the complexity, compatibility and perceived advantage factors as those aspects having 

most effect as barriers to technology implementation. They suggested that the perceived 

complexity of the technology could be reduced by fully understanding the construction 

process a nd ensuring t he involvement of construction e xperts dur ing the technology 

design p hase. Technology works w ell i n p ractice where i t h as minimal imp act on 

existing practice. Regardless, however, the majority of users remained unconvinced of 

the advantages of that particular technology, and it was evident that most users were not 

making full use of it. 

Using a sociology perspective as the underlying framework within DoI theory, Larsen 

and B allal ( 2005) extended t he di ffusion f ramework t o the theory and c oncepts of 

cohesion, s tructural e quivalence a nd t hresholds. They justified t he r elevance o f e ach 

theory in the United Kingdom construction industry context and concluded that each of 

these concepts was dominant in a particular stage of the diffusion process over time. For 

instance, cohesion has an important role in the early stage of diffusion, while structure 

equivalence and threshold are more important during the later stages of diffusion. They 

also introduced the ‘personal awareness threshold’. This is the number of externalities 

that m ight i nfluence and be come t he s ource o f i nitial a wareness o f a n i nnovation. 

Similarly, focussing on the social aspect of innovation diffusion within architectural and 

engineering d esign firms, Panuwatwanich e t al. ( 2009) developed a model named 
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‘climate f or in novation’ that includes concepts of  leadership, te am climate an d 

organisation culture. 

Most studies related to DoI theory have focussed on the technical aspects of innovation, 

and ha ve d ealt w ith c onceptual a nd classification i ssues. In t he pr ocess, s ome 

researchers h ave drawn a ttention in t heir m odels to t he social and traditional 

organisation perspectives. Including ad ditional cat egories o f r esistance f actors i s 

strongly noted as a  means t o provide va luable insights into t he t heoretical f ramework 

for t his t hesis. It p rovides a  s tarting poi nt f or t he r esearch t o r eflect on and c onsider 

different categories o f f actors of resistance. T he a ttributes of  t he i nnovation c oncept 

(e.g. relative a dvantage, c ompatibility a nd c omplexity) s uggest a  p otential a lignment 

with m ore t echnical sources o f r esistance. C ertainly, one o f t he core elements o f DoI 

theory is the social s ystem. This poi nts towards the ne cessary i nclusion of  i mportant 

additional perspectives, including the social network, social support and social exposure 

perspectives. This is a critical issue for this thesis (see Section 2.5). 

2.4 Technology Acceptance Model 

2.4.1 Development of Constructs and Measures 

The technology acceptance literature has generated many different models. Each model 

has a set of determinants that are theoretical constructs, and they have been extended by 

many r esearchers (King & H e, 2006 ; Legris e t a l., 2003). A  s ignificant t heme in  th e 

TAM i s t he understanding of adopter opi nions, a ttitudes an d co ncerns when 

implementing new t echnology. The elements of  attitude a nd be haviour are i mportant 

considerations for this thesis. 

TAM was first introduced by Davis (1986) in his doctoral thesis. Soon after, the model 

was revised i n D avis et al . (1989). T he initial model, a s w ell a s its  r evision, was 

developed based on the TRA of Fishbein and Ajzen (1975). Figure 2.2 il lustrates this 

theory. T RA is a psychological t heory c oncerned with th e d eterminants that predict 

actual individual behaviour i n a  s pecific s ituation. TRA as sumes t hat an  i ndividual’s 

actual b ehaviour i s a d irect co nsequence o f his or her intention. Intention c an be  

measured b y t wo m ajor factors: ( 1) attitude to wards behaviour and ( 2) the s ubjective 
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norm. A ttitude to wards behaviour i s i nfluenced by external v ariables including t he 

individual’s beliefs a nd t heir e volution ove r t ime (e.g. an individual’s pos itive o r 

negative feelings about pe rforming a specific b ehaviour). The subjective nor m of  a n 

individual includes normative b elief, perceptions t hat ha ve be en e stablished b y their 

social group (e.g. cultural belief and organisational belief) and individual motivation to 

comply with the overall norm. 

 
Figure 2.2: Theory of Reasoned Action (adapted from Fishbein & Ajzen, 1975). 
 

 
Figure 2.3: Revised version of TAM (adapted from Davis et al., 1989). 
 

Figure 2.3 s hows that t he ‘attitude t owards us ing’ and ‘behavioural i ntention t o us e’ 

components of T RA are also pa rt of  TAM. H owever, Davis ( 1986) and Davis et  al . 

(1989) omitted th e v ariable ‘subjective nor m’ on t he ba sis t hat it has an insignificant 

effect on b ehavioural i ntention. T AM pos tulates t hat a ctual t echnology us age i s 

determined b y b ehavioural i ntention, w hich is directly predicted b y t he i ndividual’s 

attitude to wards using the t echnology. Attitude t owards using t he t echnology i s 

indicated b y tw o imp ortant f actors: perceived u sefulness and p erceived eas e of u se. 

Perceived u sefulness i s ‘the d egree t o w hich t he p rospective u ser’s s ubjective 

probability th at u sing a s pecific a pplication s ystem w ill in crease h is o r h er jo b 

performance within an organizational context’ (Davis, 1989, p. 290 ). Perceived ease of 
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use is ‘the degree to which the prospective user expects the target system to be free of 

effort’ (Davis, 1989, p. 290). Moreover, the model suggests that behavioural intention 

could be indirectly m easured b y p erceived u sefulness. Based o n these t heoretical 

constructs, it appears that the focus of TAM and the key factor governing acceptance or 

rejection of a new technology is determined by the user attitude (Yang & Yoo, 2004). 

User a ttitude c ould ( indirectly) b e i nfluenced b y external variables/factors such as  

technical characteristics, user training, user experience and the technology experience.  

Subsequent to the work by Davis (1986) and Davis et al. (1989), several studies have 

applied modifications to TAM. Other than the significant relationship and the direct or 

indirect link between constructs, modifications and improvements of TAM include the 

extension of  e xternal va riables in V enkatesh and Davis (2000) an d Venkatesh et  al . 

(2003). Improvements to TAM are in line with the significant improvement to the TRA 

and TPB by Ajzen (1991). According to TPB, individuals’ intentions to perform certain 

behaviour might also indirectly depend on perceived behavioural control as a third core 

construct. Perceived behavioural control i s the belief that a  person has the ability and 

suitable resources or condition to facilitate particular behaviours (Ajzen, 1991).  

A modification proposed b y Venkatesh and Davis (2000), c alled TAM2, incorporates 

additional t heoretical constructs a cross s ocial i nfluence p rocesses a nd co gnitive 

instrumental p rocesses (see F igure 2 .4). T AM2 pr oposes t hree i nterrelated s ocial 

processes as persuading an individual to adopt or reject a new system: subjective norm, 

voluntariness and image. Compared to the original model, in TAM2 subjective norm is 

also i ncluded. T he m odel a lso proposed four c ognitive in strumental d eterminants of 

perceived usefulness: job relevance, output quality, result demonstrability and perceived 

ease of use. Further, the model posited two moderating variables, named experience and 

voluntariness. These moderating variables influence the subjective norm’s impact on the 

intention t o us e. V ariable e xperience m oderates t he e ffect on p erceived us efulness. 

Venkatesh and Davis (2000) tested TAM2 in a field study with 156 workers, who used 

four d ifferent s ystems, two of w hich w ere voluntary, w hile the o ther t wo w ere 

mandatory. The results i ndicated that T AM2 performs well i n both t he v oluntary and 

mandatory settings. Subjective norm still had little to no effect on the overall model in 

terms of voluntary use, but did have an impact in the mandatory setting. 
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Figure 2.4: TAM2 (adapted from Venkatesh & Davis, 2000). 
 

In another ve rsion of  the model, the UTAUT by Venkatesh e t a l. (2003), elements o f 

extant TAMs a re in tegrated w ith elements developed in diffusion t heory and social 

cognitive theory. T able 2. 1 summarises the e ight t heories a nd m odels unde rlying 

UTAUT. It can be seen from Table 2.1 that some of the constructs underlying UTAUT 

are familiar to the TAMs, TRA and TPB. Other constructs are developed based on t he 

Model of Personal Computer Utilisation, Motivational Model, DoI and Social Cognitive 

Theory, which are in turn largely based on social and human behavioural theory. 
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Table 2.1: Summary of the theory, model and constructs underlying UTAUT (adapted 
from Venkatesh et al., 2003). 

Name of Models and Theories Core constructs 
Theory Reasoned Action (TRA) 
TRA, developed by Fishbein and Ajzen (1975) and drawn 
from social psychology, is regarded as one of the most 
fundamental and influential theories of human 
behaviour.  

Attitude towards Behaviour 
Subjective Norm  

Technology Acceptance Model (TAM) 
Adapted from TRA, Davis (1986) proposed TAM. It was 
designed to help to predict IT acceptance and usage on 
the job. 

Perceived Usefulness 
Perceived Ease of Use 

Theory of Planned Behaviour (TPB)  
TBP (by Ajzen, 1991) is an extension of TRA.  

Attitude Towards Behaviour 
Subjective Norm 
Perceived Behavioural Control 

Model of Personal Computer Utilisation (MPCU) 
MPCU is derived from the theory of interpersonal 
behaviour by Triandis (1977). The theory exists as a 
competing perspective to that of the TRA and TPB. 
Thompson et al. (1991) developed MPCU to predict 
usage behaviour rather than intention.  

Job-fit (technology enhances job performance) 
Complexity (technology is difficult to understand 
and use) 
Long-Term Consequences (payoff in the future) 
Affect towards Use (feeling joy, elation pleasure or 
displeasure) 
Social Factors (e.g. culture) 
Facilitating Conditions (e.g. technical support) 

Motivational Model (MM) 
Another theory used for behavioural explanation comes 
from psychology research performed across a range 
disciplines. It has been applied to the adoption and use 
of new technology by Davis et al. (1992), who built two 
core constructs.  

Extrinsic Motivation (i.e. user perceptions of 
valued outcomes from the activity itself, for 
example pay or promotion) 
Intrinsic Motivation (i.e. user willingness to 
perform an activity simply to complete it or 
enjoyment)  

Combined TAM and TPB (C-TAM-TPB) 
This model, developed by Taylor and Todd (1995a), 
combines the predictors of TRA/TPB with perceived 
usefulness from TAM.  

Attitude towards Behaviour 
Subjective Norm 
Perceived Behavioural Control 
Perceived Usefulness 

Technology Acceptance Model 2 (TAM2) 
TAM2 (by Venkatesh & Davis, 2000) is an extension of 
TAM (adapting TRA and TPB), which includes subjective 
norm as an additional predictor of intention of use, 
specifically in the case of mandatory use of the 
technology. 

Perceived Usefulness 
Perceived Ease of Use 
Subjective Norm 

Diffusion of Innovation  
This theory, introduced by Rogers (1962), incorporates 
attributes of innovation. The theory has been used to 
study a variety of innovations (e.g. agricultural tools, 
medical and organisational technology). Moore and 
Benbasat (1991) refined and verified a set of attributes 
of innovation.  

Relative Advantage 
Ease Of Use 
Image 
Visibility 
Compatibility  
Result Demonstrability 
Voluntariness of Use 

Social Cognitive Theory (SCT) 
SCT holds that peoples’ behaviour is based on dynamic 
interaction between the person (personal factors), the 
behaviour and the environment in which the behaviour 
is performed. This theory has been applied to the 
context of computer utilisation (see Compeau & Higgins, 
1995a, 1995b; Compeau et al., 1999) 

Outcome Expectations—Performance 
Outcome Expectations—Personal  
Self-efficacy 
Affect 
Anxiety 
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Figure 2.5 is based on Table 2.1. The UTAUT model developed four new constructs to 

predict user intention and behaviour using technology: (1) performance expectancy, (2) 

effort expectancy, (3) social influence and (4) facilitating conditions. 

 
Figure 2.5: Unified theory of acceptance and use of technology (adapted from 
Venkatesh et al., 2003). 

 

Performance expectancy is defined as ‘the degree to which an individual believes that 

the us e of  any g iven system w ill h elp that individual t o achieve gains in  their job 

performance’(Venkatesh e t a l., 2003, p. 447 ). According t o Venkatesh e t a l. ( 2003), 

performance expectancy was modified from perceived usefulness (as in TAM), intrinsic 

motivation (Davis et  al., 1992), the capability of the system to improve individual job 

performance (Thompson e t a l., 1991), out come e xpectation (Compeau &  H iggins, 

1995b; Compeau et al., 1999) and relative advantage (Moore & Benbasat, 1991). Effort 

expectancy i s d efined as ‘the e ase use as sociated w ith t he s ystem’ ( p. 450) . T his 

construct c onsists of el ements o f perceived ease o f u se (as i n T AM), c omplexity 

(Thompson et al., 1991) and ease of use (Moore & Benbasat, 1991). Social influence is 

defined as  ‘the d egree t o w hich a n i ndividual pe rceives t hat i mportant ot hers be lieve 

he/she should use the new system’ (p. 451). Social influence has been developed based 

on the constructs of subjective norm (as in TRA), social factors (Thompson et al., 1991) 

and i mage (Moore &  Benbasat, 1991 ). F acilitating c ondition is  a n element that 

embodies three d ifferent bases: perceived behavioural control (Ajzen, 1991; Taylor & 

Todd, 1995a, 1995b), facilitating conditions (Thompson et al., 1991) and compatibility 
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(Moore &  Benbasat, 199 1). T his c onstruct i s de fined a s ‘the de gree t o w hich a n 

individual believes that an organizational and technical infrastructure exists to support 

use of the system’ (p. 453). Moreover, similar to previous work in Venkatesh and Davis 

(2000), Venkatesh et  al . ( 2003) also pr oposed the moderator fa ctors of gender, a ge, 

experience and voluntariness of use. The strength of the relationship between constructs 

(e.g. between performance expectancy and behavioural intention to use technology) can 

vary with age and gender.  

TAM h as b een ex tended i n a v ariety of ways. It has become robust over time  as a 

broader s cope of  external va riables ( e.g. s upport, training, s ocial i nfluence and 

expectation) are integrated within the model. The addition of such variables contributes 

to the explanation of the variance in technology use, provides a better understanding of 

what influences user behaviour and guides the actions required to influence greater use 

(Legris et al., 2003). 

2.4.2 Application of Technology Acceptance in Research  

A number of  s tudies have used TAM (Chuttur, 2009; King & He, 2006; Legris et al., 

2003). The model has been used and tested in 140 papers in 22 selected journals (King 

& He, 2006). In a review by Legris et al. (2003), the model was applied to examine the 

use of IT and software application in a wide range of environments (e.g. workplace and 

university) a nd s amples ( e.g. pr ofessionals, w orkers and students). S ome s tudies 

examined the use of the internet (Shih, 2004), World Wide Web (Laderer et al., 2000), 

web-based information system (Yi & Hwang, 2003), web-based learning (Gong et  al., 

2004), ex tranet (Horton et a l., 2001), em ail (Davis, 1993 ; Gefen &  Straub, 1997 ), e -

commerce (Gefen & Straub, 2000), personal computing (Igbaria et  al ., 1997) and data 

information retrieval (Venkatesh & Morris, 2000). 

Many r esearchers h ave al so s uccessfully applied T AM i n s tudies i n c onstruction 

management. T he m odel i mproves understandings of  the theoretical perspectives, 

adoption a nd us e of  ICT. It is  a lso able t o e xplain t he us e of  ICTs over t ime i n 

construction pr ojects. E xamples of  s tudies us ing t his m odel address the adoption of  

mobile c omputing de vices (Son et  al ., 2012), a collaboration t ool f or communicating 

and s haring pr oject i nformation (Adriaanse et  a l., 2010; Peansupap, 2004 ), bui lding 
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information (Lowry, 20 02), a crane n avigation s ystem (Lee et  al ., 2 012), a user 

assessment tool of ICT adoption (Davis & Songer, 2008) and user perceptions of ICT 

impacts (Jacobsson & Linderoth, 2012). 

In a n e xample f rom one  r ecent s tudy i n c onstruction m anagement, Son et a l. ( 2012) 

extended T AM t o e xplore user s atisfaction and o verall pe rformance of  m obile 

computing de vices. T heir m odel pos ited t hat o verall pe rformance o f t he t echnology 

could be  directly m easured b y u ser s atisfaction. U ser s atisfaction i s measured b y 

perceived usefulness and perceived ease of use. The constructs of intention to use and 

actual u sage ( as i n T AM) w ere named u ser s atisfaction an d p erceived p erformance, 

respectively. O nly two c onstructs r emain; th at is , perceived u sefulness a nd p erceived 

ease of  us e, a nd bot h ha ve s ets of ex ternal v ariables. The e xternal v ariables f or 

perceived usefulness are social influence, job relevance, result demonstrability and top 

management support. The external variables for perceived ease of use include training, 

technical support and technological complexity. Results from Son et al. (2012) revealed 

that us er s atisfaction i s a n i mportant i ndicator of  i ntention t o a dopt for mobile 

computing devices. Moreover, external variables such as social influence, job relevance, 

top management support, training and complexity are identified as critical determinants 

influencing the successful implementation of a technology. 

Even though TAM is effective and successful, an analysis by Legris et al. (2003) proved 

that TAM is also a consistent model. The relationship between perceived usefulness and 

attitude to wards using technology i s shown t o be  significant in  the majority o f 

studies/research that applied the model. Of course, limitations do exist. For TAM, the 

limitations include the selection of the variables, the relationships between the variables 

and t he v eracity o f TRA a nd T PB. T here i s e vidence t o s uggest t hat t he p erceived 

usefulness an d p erceived eas e of use e xpressed b y a  us er a bout a p articular 

technology/innovation may b e l ess s ignificant when compared t o ex ternal f actors 

(Burton-Jones &  H ubona, 2005 ). External v ariables s uch as  ex perience, level o f 

education and age may have their own direct influence on t echnology usage (Chuttur, 

2009). Bagozzi (2007a) criticises TAM on the basis that TRA presumes a particular link 

between us er r eaction, i ntention a nd a ctual t echnology us e. T hus, t he que stion i s 

whether a l ink be tween intention a nd a ctual us e, f or example, is straightforward and 



50 
 

benign. T AM focusses explicitly on t he e nd-state m otives ( actual u se) o f t echnology, 

and it largely ignores the behavioural issues that lead to the end-state. Indeed, the period 

between intention and adoption is such that any end-state is subject to uncertainty and 

other f actors t hat might j ust a s di rectly i mpact on t he de cision t o a dopt or  r eject a  

technology.  

2.5 Social Network 

2.5.1 Social Network Perspective 

In S ection 2.3, t he t hesis hi ghlighted t he s ignificance of  s ocial ne twork i n DoI. Do I 

emphasises the role and relationship of people in the organisation (e.g. leaders and co-

workers) in influencing users to adopt technology. In this section, the concepts currently 

associated with the term social network are reviewed.  

Social network is the subject of interest in many disciplines. It has been developed out 

of s ocial th eory a nd a pplication, w ith f ormal mathematical, s tatistical a nd s oftware 

applications (Freeman, 1984 ; Marsden 1990 ; Marsden & L aumann 1984 ). In t he 

literature, social network is  o ften said to  be a ‘perspective’, r ather t han a  t heory. The 

social ne twork perspective contains theories, models and applications that address the 

processes of  i nteraction be tween i ndividuals (Borgatti &  H algin 2011 ; Brass et al ., 

1998; Tichy et al., 1979; Wasserman & Faust, 1994). Borgatti and Halgin (2011) stated 

that ne twork t heory r efers to  th e me chanism processes th at in teract with n etwork 

structure to yield certain outcomes for individuals or groups (p. 1). Some examples of 

network t heory include the S trength of  Weak Ties Theory (SWTT) by Granovetter 

(1973) and the Structural Holes Theory (SHT) by Burt (2009). Where one person in a 

project team posits an idea, support from the other members of that project team should 

be readily apparent. Propositions such as this can be tested by adopting SWTT. SWTT 

assumes that social relationships are characterised by infrequent contact, an absence of 

emotional c loseness and no hi story of r eciprocal f avours. T his t heory posited t hat 

people actually frequently depend on other people with whom they maintain only ‘weak 

ties’. 
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The social ne twork perspective views social relationships between individuals in t erm 

of node s a nd t ies. N odes a re t he i ndividuals or  actors t hat a re c onnected b y th e tie s 

between t hem. T he t ies or  r elationships, s uch a s f riendship, ki nship a nd s o on , exist 

between nodes. Tichy et al. (1979) define a social network as a s pecific set of linkages 

among a d efined s et of persons. An  additional pr operty is that, t aken t ogether, the 

characteristics of  t hese l inkages m ay be  us ed t o i nterpret t he s ocial be haviour of  t he 

persons i nvolved (p. 2 ). Wasserman a nd F aust ( 1994) describe a s ocial network as  a  

finite set or sets of actors and the relation(s) between them. The term ‘network’ might 

imply that onl y those l inkages that actually occur should be  considered as part o f the 

network. However, a network can take into account both those relations that do actually 

occur and those that do not. Based on these definitions, several key concepts or terms 

are fundamental to the discussion of the social network perspective: (1) actor, node or 

point; (2) t ie, l ink, relation or connection; (3) dyad; (4) t riad; (5) group and subgroup; 

(6) relation; and (7) network. These terms provide a co re lexicon for discussing social 

networks. These terms are summarised from Wasserman and Faust (1994), as follows: 

i. Actor, node o r point: a  social ne twork focusses on the relations among actors. 

Actors are referred to as individuals or social units. Examples include employees 

within departments and members in a project team.  

ii. Tie, l ink, r elation or  connection: a ctors a re connected t o one  another b y ties. 

Examples in clude the set of  f riendships a mong pa irs of  e mployees i n a n 

organisation, ki nship or  de scent, e xpressed l iking o r r espect, s ocial s upport, 

political support, business relations, membership in a social club and so on. 

iii. Dyad: is a pair of actors and the tie(s) between them.  

iv. Triad: a larger subset of three actors and the tie(s) between them.  

v. Group and subgroup: a group is the collection of a finite set of actors for whom 

ties are to be measured. A subgroup is a smaller group from a measured group. 

A subgroup contains actors from any subset of actors and the ties among them 

that share common criteria. 

vi. Relation: the collection or composition of ties existing among actors of a group.  

vii. Network: a f inite s et o f act ors an d the variety o f r elations that mig ht exist 

between them.  
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Since a  ne twork i s de fined as consisting o f a  f inite s et of  actors, t he bou ndary of  t he 

network s hould be  e stablished (Marsden 1990 ; Marsden 2011 ; Wasserman &  F aust, 

1994). However, according to Marsden (2011), the boundary for the overall network is 

often challenging to specify. The aim should be to focus on t he entire structure of the 

social group by collecting one or  more t ypes of  relations that l ink the nodes or  actors 

within the group. In contrast, an egocentric (small world) and/or dyadic ap proach are 

focussed only on those network relations that immediately surround the actors. In this 

case, t he aim is t o m ake i nferences a bout t he f eatures of  a personal and p ersonalised 

network. F or e xample, i n s urveying on e s ample of  r espondents, e ach r espondent 

identifies a s et of  pe ople t o w hom t hey have ties, a nd i ndicates w hat t he t ype of 

relationship is, along with the level of satisfaction they have with that relationship. 

Data co llection and analysis t echniques associated with social networks are also qui te 

different be tween t he overall and the egocentric perspectives. In addition t o surveys, 

questionnaires a nd i nterviews, t he overall network d ata c an s ometimes b e gathered 

through observations or archival records (Wasserman & Faust, 1994). Observation can 

be used to study a small group of people who have face-to-face interactions. Interaction 

can al so b e m easured b y examining d iaries, em ails, m inutes o f m eetings and s o on. 

Egocentric da ta i s ve ry of ten c ollected us ing q uestionnaires or  a  s urvey instrument 

called a name generator. A name generator relies on the respondent to recall and report 

data about all or just the important people with whom they are connected. Ego-centred 

networks have a w ide literature, and established instruments are available for the study 

of social support. Studies have been undertaken to explain how personal relationships, 

as reflected by the ego-centred network, can affect the emotional state and stress (Cohen 

& Hoberman, 1983; Sarason et  al ., 1987), health and well-being and behaviours of an 

individual (Davis et al., 2007; Kogovšek et al., 2002; Turner & Marino, 1994; Wills & 

Shinar, 2000). 

Social n etworks a re also prominent i n a  num ber of  research f ields w ithin th e broad 

study of organisational behaviour (Borgatti &  Foster 2003 ; Carpenter et al ., 2012). 

Topics t hat have used s ocial ne twork include: diffusion a nd a doption of  i nnovations 

(Abrahamson & Rosenkopf, 1997; Davis 1991; Rice & Aydin, 1991; Valente, 1996b), 

group and individual performance outcomes (Reagans & Zuckerman, 2001), knowledge 
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management (Borgatti & Cross 2003; Tsai, 2001), leadership (Pastor et al., 2002), trust 

(Macy & Skvoretz, 1998) and conflicts at work (Joshi et al., 2003; Krackhardt & Stern, 

1988). In c onstruction management, th e s ocial network p erspective is  r elatively le ss 

used i n r esearch but its  u se is  g rowing. S pecific examples i nclude in construction 

project g overnance (Pryke 2005 ) and c onflict resolution (Loosemore, 1998 ; Pryke 

2004). 

One consistent finding from the literature review is that a network is more likely to be 

used t o pr ovide i nformation poi nting to i ndividuals a nd ot hers w ithin an organisation 

because of the adoption of  i nnovations ( new t echnologies, pr ocess a nd practice). For 

instance, Valente ( 1996b) noted i n the s tudy of  pe rsonal ne twork t hresholds that th e 

social s ystem i n t he a doption of  i nnovation includes opi nion l eaders, pe ers a nd 

followers who are connected to (or may work with) innovation. Opinion leaders, peers 

and followers do not  necessarily direct the adoption, but their own adoption behaviour 

(if combined) can influence the behaviour of others. Further, individuals vary in their 

willingness to take risks in adopting a new idea or product. Certain individuals accept 

the risk of adopting a new technology, idea or product before anyone else. Some people 

are r eluctant t o a dopt a  new i dea or  t echnology and pr efer t o w ait unt il other pe ople 

have tried it first. 

In the context of this thesis, the SNT model proposed by Valente (1996b) is promising. 

It introduced a ‘frame of reference’ with respect to the social system and network that 

can be used to identify those individuals that will most likely play an important role in 

promoting adoption. Further discussion on the SNT concepts and model follows below, 

in Section 2.5.2. 

2.5.2 Concepts and Model of Social Network Threshold 

According to Rogers (1962, 2003), a threshold is the number of individuals who must 

be engaged in an activity before a given individual will join that activity. This number 

can vary. F or i nstance, the individual w ho i s e arliest t o a dopt ( or an i nnovator 

themselves) will have a low threshold of adoption. The early adopter will accept a new 

idea almost without intervention, and interpersonal network influences are rarely needed 

for adoption. Conversely, a  late majority individual has a  much higher threshold. The 
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late majority individuals’ peer network must exert a heavy influence to overcome their 

resistance. In either event, however, an individual is more likely to adopt an innovation 

if more of t he ot hers in hi s or  he r pe rsonal ne twork ha ve already adopted that 

innovation. Not al l m embers o f a n etwork ar e eq ual. T here are t ypically particular 

individuals who are more interconnected than are others. These individuals are linked to 

others by patterned co mmunication f lows. T he i nterconnected i ndividual thus plays a 

more important role in DoI (Rogers, 1962, 2003).  

The S ocial Network Threshold model/concept of Valente ( 1996b) was mo tivated b y 

Rogers (1962) and several other sources related to DoI, such as Ryan and Gross (1943), 

Granovetter ( 1973) and Rogers and K incaid ( 1981). A ccording to these a uthors, 

diffusion is the process by which a few members of  a  social system initially adopt an 

innovation, ove r t ime causing more i ndividuals to adopt unt il a ll (or a  majority of) 

members have adopted the new idea. These authors argue that adopters can be created 

either w ith respect to  t he entire s ystem or w ith r espect t o an i ndividual’s pe rsonal 

network. It is upon this basis that Valente (1996b, 2005) developed his SNT model. The 

threshold is the exposure at time of adoption. Exposure is a measure of the proportion of 

previous adopters i n a n i ndividual’s pe rsonal ne twork. E xposure c an be  e stimated b y 

counting the number of adopters in each individual’s network that provide information 

and i nfluence with r egard t o adoption be haviour. Valente ( 2005) suggested a  

mathematical model as follows: 

𝐸𝒾 =
∑𝑤𝒾𝑗𝑦𝑗
∑𝑤𝒾

 

where 𝛦𝒾 represents network exposure, 𝑤 represents the social network weight matrix 

and 𝑦 is the vector of adoptions. Using this equation in an example (see Figure 2.6), if 

an individual 𝒾 reports that two out of their three network contacts had already adopted 

a particular technology before they themselves adopted it, then the network exposure 𝛦𝒾 

is estimated at 66 per cent. If only one contact out of three network contacts had already 

adopted, then the network exposure value is 33 per cent. 
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Figure 2.6: Example of different network exposures (adapted from Valente, 2005). 
 

The SNT model also estimates the number of times that direct communication may have 

happened between the adopter and their ne twork partners. Network partners are those 

who act in terms of friendship, direction and advice, and as discussion partners. These 

people may have a position as opinion leaders, peers or affiliates. Opinion leaders have 

been theorised in Rogers ( 1962, 2003) as t hose individuals that h ave t he g reatest 

influence on the rate of adoption of an innovation. Peers are people who have the same 

position as the adopter, as based on t he theory o f s tructural equivalence (Burt, 1987). 

Affiliates, as derived from the SWTT by Granovetter (1973), are those who may know 

many facts a bout an innovation ( e.g. t echnical s taff, customer s upport s ervice a nd 

technology pr oviders), but who are only loosely c onnected t o t he a dopter i n t he 

network. 

2.5.3 Justification of Social Network Threshold in Research 

The rationale behind the SNT is two-fold. First, in the organisation, individuals interact 

with and influence each other to produce homogeneity in attitudes, opinions, beliefs and 

practices (Friedkin & Johnsen, 1999; Rice & Aydin, 1991). A study by Rice and Aydin 

(1991) found t hat s ocial ne twork a nd o pinions, e specially of co-workers a nd 

supervisors, ha d a n i mpact on individuals’ attitudes to wards a n in formation s ystem. 

Second, pe ople do  not be long t o j ust one  r elationship or  ne twork i n a n organisation. 

They can be members of a number of different social networks, each based on different 

types of  r elationship. F or e xample, P ryke (2005) explored c onstruction pr oject 

governance a nd i dentified t he pa ttern of  r elationships be tween key act ors including 

clients, consultants, main contractors and sub-contractors. Three main types of network 

were identified: contract, pe rformance i ncentive and i nformation e xchange ne tworks. 

Pryke (2005) showed that the consultants were involved in all three kinds of networks, 

often concurrently. However, the degree of involvement varied. The consultants’ roles 

𝛦𝒾 = 33% 𝛦𝒾 = 66% 𝛦𝒾 = 100% 

Non-adopter 

Adopter 
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were relatively w eak i n the co ntractual n etwork and p erformance i ncentives n etwork, 

but they played a very important role in the information exchange network. 

Arguments for using SNT in observing the impact of a s ocial system on resistance are 

clear: t he b ehaviour a nd i nfluence of  others are imp ortant to  how each i ndividual 

responds t o a n i nnovation implementation pr ocess. To g et a c omplete de scription of 

behaviour, the r esearch m ust look a t employee-to-employee relationships, s uch a s 

relations with and support of managers, acquaintance with other employees, and other 

relational v ariables. C o-workers m ay form a  network ba sed on t he exchange of  

information relating to getting their job done. At the same time, they may also form a 

different ne twork ba sed on f riendships. A network pe rspective is c ritical to b etter 

understanding the decision to resist, and to shed some l ight on the role and variety of  

networks that affect the extent of resistance. 

However, i t i s n ecessary to not e s ome of  t he w eaknesses of  t he SNT model. The 

parameters o r e stimations of a SNT model are typically based on t wo v ariables, a nd 

there is often a time lag between them. For example, if the two variables are exposure 

level and t ime of  adoption, these can occur at  d ifferent s tages of implementation; yet, 

the time lag between them is typically not taken into account (Valente, 1996b). The lag 

happens because people might not  adopt immediately upon availability, despite be ing 

influenced by others. Rather, they might choose to continually monitor the behaviour of 

others and wait until almost all of the others in their network have adopted before doing 

so themselves. Moreover, the assumption that personal thresholds determine the speed 

of a doption ha s not  yet be en s ubjected t o a r obust te st (Valente, 1996a ). T he 

fundamental assumption a bout t he SNT model may be i nsufficient and ne ed f urther 

investigation. Despite these weaknesses, however, the concepts and elements introduced 

through the SNT literature can us efully contribute t o t he broader c onsideration of  

resistance, p articularly in  te rms o f th e variety o f ne tworks, ne twork pa rtners a nd t he 

roles of  pa rtners w ithin ne tworks at p lay and r elative t o r esistance. T he m odel al so 

provides a basis upon which to measure the strength and utility of a network, using the 

number o f time s th at d irect c ommunication occurs between t he a dopter a nd t heir 

network partners to indicate network influence. 
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2.6 Summary 

This chapter has reviewed the issue of resistance as it is represented in several fields of 

literature. F rom t his r eview, r esistance c an be r egarded as  constructive b ecause i t can  

highlight potential symptoms for a problematic innovation implementation. Resistance 

can happen because of  i ndividual interpersonal f actors, t echnology a ttributes or  social 

environment. If it is overlooked, resistance can significantly affect and slow the process 

of t echnology a doption. H owever, de pending o n t he c ritical s ources t hat c ause i t t o 

happen, r esistance can b e ove rcome t hrough f lexible a nd pa rticular a pproaches. Four 

key ap proaches are identified in  th is chapter: directive, pa rticipative, consultative and 

coercive. The d irective, p articipative an d co nsultative ap proaches can  b e s een as  

flexible s ince t hese i nvolve c ooperation, t oleration a nd m utual unde rstanding of  us er 

behaviour a nd t he c hange o r di rection of  t he implementation its elf. The c oercive 

approach is more radical. It i s appropriate for managing irreconcilable resistance, and 

can involve firing people who resist change. 

This chapter also reviewed the theories and models used in addressing resistance from 

the broader perspective of information systems and organisational behaviour. It appears 

that resistance models are under-developed in that broader context. Moreover, resistance 

has be en de monstrated t o be  a  ve ry c omplex i ssue. T o unde rstand r esistance better, 

previous s tudies have sought to incorporate social theory, DoI, t echnology acceptance 

and change management. However, they have tended to incorporate each in isolation or 

in l imited c ombination. Where t he di fferent t heories ha ve be en c ombined, the r esults 

have been encouraging (Bhattacherjee & Hikmet, 2007; Cenfetelli, 2004; Davis, 2004; 

Kim & Kankanhalli, 2009; Klaus et al., 2010; Laumer & Eckhardt, 2010). 

Individually, DoI is manifestly the most important body of theory relevant to innovation 

resistance. It di rects a consideration towards the concepts and a ttributes of innovation 

and di ffusion ne tworks. DoI provides a  baseline for other ke y considerations, such as 

the TAM and SNT. For example, relative advantage and complexity (two attributes of 

innovation i ntroduced by  DoI) a re s imilar to  ( and indeed t he b asis o f) the p erceived 

usefulness and perceived ease o f u se p arameters in  TAM. The concept of a diffusion 

network or iginated f rom the social n etwork p erspective an d it is now applied t o DoI 

research. There i s a s trong case emerging f rom the l iterature review for the TAM and 
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SNT model to be considered along with the DoI in formulating a more comprehensive 

resistance t heory. F urther di scussion about t he e lements, concepts, c onstructs a nd 

measures drawn from these theories is presented in Chapter 3.  
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Chapter 3: Conceptual Framework, Model, Hypotheses and 

Instruments 

This chapter presents the resistance factor framework and a proposed integrated model. 

The chapter also defines and discusses the constructs in the model and the hypotheses 

tested in the study. 

3.1 Conceptual Framework 

3.1.1 Linking DoI with TAM in the Research Model 

DoI defines the idea of technology diffusion in terms of stages, and describes in detail 

the f actors t hat i nfluence t he s cope of  t he d iffusion a nd t he s peed w ith w hich 

technology i s a dopted. DoI i s therefore t aken as t he baseline f or th is th esis. A n 

instrument to measure the five characteristics of innovation of Rogers (1962, 2003) has 

been de veloped specifically f or users o f IT b y Moore a nd B enbasat ( 1991). These 

authors sought to extend Roger’s work, ultimately p roposing a set o f seven perceived 

characteristics for t his p urpose: r elative advantage, e ase o f u se, i mage, compatibility, 

visibility, result demonstrability and voluntariness of use. 

Theoretically, D oI doe s not  ha ve a n e xplicit r elationship with T AM. H owever, both 

share s imilar k ey c onstructs (Lee a t al. 2011) . According t o Lee et a l. ( 2011), the 

relative advantage factor in DoI is similar to the notion of perceived usefulness in TAM, 

and the complexity factor in DoI captures the perceived ease-of use factor in TAM. In 

addition, the complexity factor in TAM and DoI proposes that the formation of users’ 

intentions is partially determined by how difficult the innovation is to understand or use 

(Davis e t a l., 1989;  R oger, 1995, 2003) . This m eans t hat the l ess co mplex the n ew 

technology is perceived to be by the user, the more likely an individual is to accept it. 

Other factors developed in DoI, such as image, visibility and voluntariness of use, can 

be treated as external variables in TAM.  

The role of TAM in this thesis consists of two parts. First, TAM provides improvements 

to the development of technology attributes, or attributes of innovation as considered in 

DoI. T AM and i ts revised ve rsions ( TAM2 and UT AUT) underlie T RA an d TPB. 
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Second, TAM g ives a  s tarting point for c onsidering human a ttitude and be haviour 

regarding technology use. Originally, TAM relied heavily on pe rceived usefulness and 

perceived ease of use to determine behavioural intentions and actual use behaviour of 

using t echnology. P erceived u sefulness broadly holds that i t is t he i ndividual’s belief 

that the technology will enhance his or her job performance. Perceived ease of use is the 

individual’s belief th at the te chnology w ill b e intuitive a nd f it well with e xisting 

practices. TAM2 later expands the model by adding subjective norms and variables that 

were d eveloped based o n DoI (i.e. i mage, r esult de monstrability and j ob r elevance). 

TAM2 also includes experience and voluntariness as attitudinal variables. For i ts part, 

UTAUT expands TAM to include social influence.  

Both T AM a nd D oI are i ntended t o be  c omprehensive m odels. T hey a re c onsistently 

used w ithin a cceptance a nd a doption m odels i n t he f ield, but  t he di rect i nfluence of  

variable h uman a ttitudes t o i nnovation i s not  fully a rticulated i n e ither a pproach. 

Accordingly, for TAM and DoI, human attitude is regarded as increasingly independent 

and separate. Based on the findings of the literature review, however, this thesis seeks to 

reintegrate attitude and behaviour as important considerations for the implementation of 

any innovation. Thus, to study resistance comprehensively, the thesis frames the attitude 

and behavioural variables within a TRA and TPB context. 

A comprehensive framework for resistance research is provided in Figure 3.1. A  basis 

in DoI is retained, but complemented with direct links to TAM and SNT. This broader 

conceptualisation of  t he e lements not  onl y de fines t he di ffusion pr ocess, but  a lso 

explains in  d etail th e c haracteristics o f innovation t hat s hould be  c onsidered i n 

evaluating technology for successful implementation. 
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Figure 3.1: Theoretical framework for the integrated resistance factor.  
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Figure 3.2: TRA and TPB (adapted from Fishbein & Ajzen, 2005). 
 

Figure 3 .2 illu strates that several of t he factors arise f rom elements o f behavioural 

belief, nor mative b elief and c ontrol be lief. These el ements a re in t urn controlled b y 
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In particular, the work of Albert Bandura on self-efficacy (see Bandura, 1988) has been 

key to the reinvigoration of the theory behind the background factors introduced in TRA 

and T PB (Ajzen, 1991) . S elf-efficacy refers t o the b elief ( accurate o r not) t hat the 

person has the power to produce an effect by completing a given task or activity related 

to competency. It can be broadly defined as an individual’s intelligence and confidence 

in their own ability to  engage in a task. Other theories also conceptualise attitude and 

behavioural factors; see for example, Ferneley and Sobreperez (2006), Hirschheim and 

Newman (1988), Davis (2004), Waddell and Sohal (1998) and Val and Fuentes (2003). 

Concepts us ed f or t he attitude a nd be havioural f actors will be  f urther di scussed i n 

Section 3.4. 

3.1.2 Inclusion of SNT 

As identified above, using only elements and concepts developed for DoI and TAM will 

unduly constrain the scope of  research into resistance and render i t incomplete. There 

has been extensive use of DoI and increasing application of TAM to address resistance 

in is olation. T he U TAUT s ignals th e s ignificant p otential f or the addition of  a  s ocial 

factor in the adoption of technology, but UTAUT is limited to describing factors about 

why technology is important to users based on other users’ beliefs. The need to identify 

a social related theory and scope for resistance research is clear. 

Many s tudies h ave focussed on t he t echnical f unctionality a nd be nefits of  pa rticular 

technologies or on measuring the level of uptake by construction organisations and the 

potential b arriers th at i mpact u ptake. W hile s ome s tudies focus exclusively on a n 

explanation of the behavioural issues of technology adaption, there is a significant lack 

of e mpirical e vidence s pecific t o t he i ntegration of  hum an, s ocial and t echnology 

models. This thesis seeks to incorporate social network within, and along with, existing 

technology attribute and human attitude elements to frame a new bod y of knowledge 

and approach to resistance research. 

Embedding a social network perspective in technology innovation research is not new. 

Some s tudies ha ve s hown e ncouraging r esults. F or example, Haythornthwaite a nd 

Wellman (1998) used a social network perspective to examine work and friendship ties 

in a university research gr oup. T hey s howed how s uch t ies were as sociated w ith 
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different t ypes of m edia ( i.e. s cheduled and unscheduled f ace-to-face, telephone, f ax, 

electronic m ail an d v ideoconferencing) and used fo r communication a round different 

tasks ( i.e. receiving work, giving work, collaborative writing, computer programming, 

sociability a nd emotional s upport). The s tudy found t hat w ork a nd r elationship t ies 

determine factors that affect the types of information being exchanged, the quality of the 

exchange and with whom information is  exchanged. Their approach a lso revealed the 

importance of  underlying p ersonal n etworks (pair r elationships) i n de termining 

communication pa tterns a nd t echnology use. The research r elates p articularly to 

questions about what aspects o f a  network contribute t o resistance, an d t he ex tent t o 

which an increase or decrease in communication frequency might affect resistance. 

The SNT model by Valente (1996b) suggested that an effective diffusion process occurs 

when i ndividuals ha ve s ufficient i nformation t o s atisfy t heir pe rsonal e xposure 

(threshold) requirements. This aspect of the resistance context is used here in terms of 

personal e xposure t o i nnovation. E xposure i s gained f rom a  r ange of  pe ople (leaders, 

peers a nd a ffiliates) involved i n a n i ndividual’s a doption ne twork a nd t he 

communication that links and connects the people within that network. This concept of 

personal e xposure i s e laborated i n t erms of  s upport ne twork and will be  f urther 

discussed in Section 3.3. 

3.1.3 Integrated Resistance Factor Model 

Combining DoI, TAM and SNT, this study proposed an IRFM. As shown in Figure 3.3, 

the pr oposed m odel c omprises four k ey elements: ( 1) a resistance i ndicator, ( 2) a 

support network factor, (3) an experience and disposition factor and (4) an integration 

and accessibility factor. The model proposes that resistance can be identified by using 

two f actors: th e time  to adoption of  t echnology a nd us age l evel. T hen, f or a dequate 

prediction, t he m odel assumes that th e factors o f support ne twork, e xperience a nd 

disposition, and integration a nd a ccessibility of t echnology t o w ork significantly 

influence resistance.  
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Figure 3.3: Integrated Resistance Factor Model. 
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supervisors also significantly affect b eliefs about t he use of a technology (Valente & 

Davis, 1999).  

Derived from the psychology perspective and attitude-behaviour theories, an experience 

and disposition factor is developed. Disposition is best considered a p ersons’ degree of 

favourableness/unfavourableness with respect to a psychological object. It  represents a 

psychological evaluation of objects as good/bad or pleasant/unpleasant. Disposition also 

carries the accompanying variables that the model refers to as experience. Six constructs 

constitute experience a nd di sposition: ( 1) kno wledge of  ICTs, (2) use o f I CTs, (3) 

motivation, (4) efficacy, (5) anxiety and (6) power. 

An i ndividual’s ove rall pe rceptions t owards a n innovation c an be  de termined b y t he 

integration and accessibility factor associated with the innovation. The construct of the 

integration and accessibility factor is primarily based on Rogers (2003), extensive work 

by Moore a nd B enbasat ( 1991) and TAM. Integration i ncludes t he i nherent 

characteristics o f th e te chnology: ( 1) relative advantage, ( 2) c ompatibility a nd ( 3) 

complexity. These factors are relevant to the operability issues of the technology, which 

can support individuals to conduct work tasks and enhance working collaborations with 

others. A n a ccessibility factor i s concerned with making technology a vailable f or ( 1) 

learning, (2) trialling and (3) visibility to users.  

All constructs identified in the model are key variables that warrant consideration and 

testing in  an in tegrated model for predicting resistance. The following sections define 

and discuss the constructs of the model, the measurement items for each construct and 

the proposed set of  h ypotheses for t esting. The table i n Appendix C  details the l abel, 

name and brief definition of each construct in the proposed model, and summarises the 

hypotheses to be tested in the study. 

3.2 Resistance Indicators 

3.2.1 Time of Adoption 

In t he DoI literature, time  is  a n imp ortant f actor in fluencing a n in dividual’s de cision 

process on whether to adopt or reject innovation (Rogers, 2003; Valente, 1996b). Time 

is used to establish who most needs the benefits of the innovation and who may be last 



67 
 

to a dopt a n i nnovation (Rogers, 2003) . T ime is  a lso a  f actor in id entifying an 

individual’s f amiliarity with t echnology and e xposure t o t echnology t o i mprove t he 

diffusion process within a social system/network (Valente, 1996b). However, t ime has 

not be en a ddressed i n t he resistance-based literature. A lthough r esistance is  b roadly 

understood as caused b y multiple f actors, i t h appens a t v arious s tages of i nnovation 

development ( i.e. de velopment, i mplementation a nd ope ration s tages) and a t di fferent 

organisational levels (Hirschheim & N ewman, 1 988; K laus e t a l., 2010; L apointe &  

Rivard, 2005; P rasad &  P rasad, 2000) . T he i mpact of t he t ime f actor has n ot b een 

adequately addressed or integrated in any of the current models. 

To accommodate the role that timing of adoption has, it is necessary to examine when 

users choose to adopt the technology relative to when it was first introduced. It can be 

assumed t hat de lay i n a doption i s g enerally a  ‘signal’ that i ndicates r esistance. 

Individuals i n a n organisation are t ypically directed t o a dopt a n i nnovation b y 

management. H owever, where t hose i ndividuals pe rceive t hat adopting a t echnology 

will not  be  of  be nefit t o t hem, e ven when ot hers i n t he o rganisation have a lready 

adopted, they can tend to display unfavourable attitudes towards the technology (Joshi, 

1991). For example, an organisation may decide to implement an OPIMS based on a top 

management decision. The length of time taken for adoption across the organisation will 

vary. S ome pe ople w ithin t he s ame or ganisation c an r equire m any years t o a dopt 

OPIMS, while others may easily adopt it w ithin just a  few months. These d ifferences 

stem f rom v arious c auses related t o, f or example, skills a nd t raining, motivation a nd 

concern/scepticism ove r t he ne w t echnology. It i s pos sible t hat e arly adopters m ight 

subsequently r esist an innovation, ne eding t o spend m ore t ime t o u nderstand its 

technical functionality and gain motivation before ‘fully’ adopting i t. Thus, resistance 

may be dependent on the time of implementation of the innovation in the organisation. 

For this reason, the first hypothesis was formulated as follows: 

Hypothesis 1: Resistance towards OPIMS is significantly indicated by time of 

adoption. 

The following statement will be used to gauge data regarding the time of adoption: 

How long has it been since you first started using the technology? 
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Time of Adoption has been used extensively as the key independent variable to predict 

adoption of an innovation (Valente & Rogers, 1995). However, this idea has limitations. 

It is  argued t hat this v ariable can  l ead t o i naccurate m easurement, especially when 

respondent’s recall of  t ime of  a doption is u sed a s th e me asurement of th e time  

dimension (Rogers, 200 3). R espondents a re us ually a sked t o l ook ba ck i n t ime t o 

reconstruct t heir m emory about t heir experience of  a n i nnovation. However, p eople 

forget the past, and their recall is unlikely to be completely accurate. To overcome this 

limitation, i t i s proposed that the t ime of adoption should not  be the only indicator of  

adoption. A nother i mportant va riable t o de termine r esistance is t he i ndividual us age 

level of an innovation. This complementary t ime factor is discussed below, in Section 

3.2.2. 

3.2.2 Usage Level 

TAM i s br oadly r elated t o bot h t he i ntention a nd a ctual us e of  t echnology (Bagozzi, 

2007a; Turner et al., 2010). It can be influenced by many factors, including ease of use, 

advantage, expectation and s o on. T AM pos its t he ba seline of  the individual’s 

acceptance or  r ejection of a  t echnology. A s econd h ypothesis i s thus developed a s 

follows: 

Hypothesis 2: Resistance towards OPIMS is significantly indicated by the 

individual usage level of the technology at work. 

According t o T urner et al. (2010), t he actual u sage o f a t echnology can b e m easured 

objectively ( from th e s oftware its elf) or s ubjectively ( based on t he opi nion of  e ach 

individual). For ex ample, as an  objective m easure, log-on d ata for the software b eing 

evaluated can be monitored to measure the overall system usage or record the number of 

times the software is accessed. A subjective measure of technology use might be self-

reported usage measures of the frequency or intensity of using a particular technology. 

It is also important to be aware that technology is usually advocated to improve working 

practices in some way (e.g. to increase productivity, quality or timeliness of outcomes). 

For this reason, measures of technology usage (whether subjective or objective) need to 

capture the impact of the technology on work performance, generally by using measures 
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of effectiveness or productivity. With this consideration in mind, and to demonstrate the 

subjective form of technology usage, the following measure is proposed: 

On average, I use the technology for ______ per cent (%) of my working day. 

This r esearch does not  i nclude a n obj ective m easure because o f p ractical i ssues in 

accessing actual technology use and/or provision of data. As the research covers a wide 

range of software and users in large organisations, it is not feasible to retrieve data about 

log-on t ime, access a nd ot her r ecords. Further, the identity restrictions a nd pr ivacy 

policies of the software providers and some organisations constrained the collection of 

more objective measures.  

3.3 Support Network Factors 

3.3.1 Leaders 

Martinko et al. (1996) proposed that if initially resistant users are exposed to co-workers 

that have been able to adjust to using a technology easily, then they will come to believe 

that th ey too c an master th e new t echnology. Conversely, w here resistant u sers s ee 

supervisors a nd c o-workers expressing their resistance t o t he n ew IT and/or placing 

blame on i t for f ailures, t he resistant user’s n egative attitudes will be s trengthened. A 

study b y Kissi et al. (2012) shows that middle managers have a significant leadership 

role in fostering i nnovation. The s upport and leadership de monstrated b y middle 

management was particularly significant i n encouraging championing b ehaviour 

towards t he implementation of  new i deas. Those with le adership responsibility ( e.g. 

supervisors and middle ma nagers) have the biggest i nfluence in persuading users. 

Supervisor expectations and behaviours regarding technology affect and determine the 

expectations and behaviours of other users (Valente, 1996b). It follows that leadership 

behaviour i n t he workplace di rectly affects the behaviour a nd pe rformance of o thers. 

For this reason, the following hypothesis is advanced:  

Hypothesis 3: A network that consists of support ties from leaders will have a 

significant influence on resistance. 
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3.3.2 Peers 

People ar e m ore likely to want to  c ommunicate w ith o thers if  th ey s hare in terests or 

perform similar tasks in similar settings (Granovetter, 1973). The introduction of a new 

technology can disrupt those common experiences. Where an individual seeks to adopt 

a new technology and attempts to do things differently, the traditional support network 

may b e i nsufficient or  unable t o pr ovide e ffective s upport w ith unde rstanding a nd 

dealing with problems. Where a person is able to speak constructively to friends, peers 

or co -workers a bout a p articular technology, s uch c ommunication reinforces t he 

positive user be lief s ystem a nd, consequently, i nnovativeness (Valente, 1996b) . In a  

similar w ay, the ex perience an d u se o f technologies out side of  one c ontext ( e.g. the 

office, home or school) will influence the use of technology within that context. It is to 

be ex pected t hat a h igher in tensity o f communication w ith s upportive a nd/or s imilar 

users about the technology will lead to greater use and l ess resistance. This argument 

leads to the following hypothesis: 

Hypothesis 4: Support from peers significantly influences resistance. 

3.3.3 Affiliates 

The D oI l iterature s tresses the i mportance of i nterpersonal c ommunication ( word-of-

mouth c ommunication) in the diffusion p rocess. For ex ample, w hen u sers w ish t o 

discuss t echnical d ifficulties with others, pa rticularly with more knowledgeable users, 

information can be more quickly exchanged if they communicate and network together. 

Communication can be quite intensive in close-knit or immediate groups such as among 

customer s upport, t echnical or admin s taff (Rogers, 2003;  V alente, 19 96b). Those 

lacking a n etwork or being unable to resolve difficulties alone may not be interested in 

the t echnology and m ay either limit th e a mount o f time  s pent o n th e t echnology or 

abandon it completely. Hence, the following hypothesis is proposed: 

Hypothesis 5: The support network that is formed through relationships with 

immediate people who are assigned to uncover new technology (i.e. technical 

staff) significantly influences individual resistance. 
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3.3.4 Strength of Ties (frequency of communication) 

The structure of a network (the ties, relations and/or connections) is built up through the 

transmission of  i nformation a nd c ommunication (Granovetter, 1973) . Ties b etween 

people can  b e d etermined a s be ing s trong, w eak or  a bsent. S trong t ies a re t hose 

relationships w ith hi gh s ignificance ( e.g. c lose f riends), w eak t ies h ave m oderate 

significance (e.g. acquaintances) and absent ties are relationships with low significance 

(e.g. minimal communication or  contact). However, the ‘strength of weak ties’ not ion 

(Granovetter, 1973) suggests that a  measure of  the support network should not  ignore 

weak t ies i n t he m etric. One m easure for t he s trength o f a t ie i s t he frequency o f t he 

communication or contact link between two nodes/actors. Granovetter (1973) proposed 

the following categories of frequency of communication: often = at least twice a week; 

occasionally = m ore than once a year, but less than twice a week; and rarely = once a  

year or less.  

In social network terms, effective adoption of new ideas occurs through the exchange of 

opinions, exposure to new ideas and the sharing of experiences (Levin & Cross, 2004; 

Rice & Aydin, 1991; Rice et al., 1990; Valente, 1996b). Such exchange and exposure 

calls on the unique strength of both weak and strong social ties. While stronger ties may 

connect a  num ber of  i ndividuals i n pa rticular w ays, s ome weak t ies m ay connect 

individuals who are similar in other ways (Granovetter, 1973). For example, Levin and 

Cross (2004) surveyed 127 mid-level managers from three different sectors who were 

engaged in knowledge-intensive work and relied heavily on colleagues for information 

to solve problems and coordinate the work of others. The research shows that weak ties 

do have a positive and significant effect on the delivery of useful knowledge. However, 

the pr ocess o f know ledge transfer v ia w eak t ies needs t o b e p redicated on trust. 

Considering this idea in the context of a technology implementation setting consisting 

of users with diverse job roles and attitudes, the value of weak ties can also be observed 

at the individual level in generating aversion or resistance towards new technology. 

To capture the essence of a support network that contains both strong and weak ties, and 

to measure the strength of relationships, a five-point scale with the following labels is  

proposed: 5 = all the time (several times a day), 4 = most of the time (daily), 3 = some 
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of the time (once or twice a w eek), 2 = r arely (once or twice a m onth), 1 = v ery rarely 

and 0 = never.  

3.3.5 Ties and Relations in the Workplace 

In th e lite rature, it is  s uggested th at n etwork r elationships ma y b e v ery important f or 

technology a doption (Rice e t a l., 1990) , l earning (Rice & A ydin, 19 91), t eamwork 

(Pryke, 2005)  and employee i ntegration i n t he workplace (Borgatti &  Cross, 2003;  

Krackhardt & Brass, 19 94; Krackhardt & S tern, 1988) . In organisations, r elationships 

are formed through the accomplishment of tasks, need for technical support, requests for 

information, and through the need for social activities and friendships. In a situation in 

which people are focussed on work, they will draw on the option for support or  f rom 

relationships that ar e based on  expertise (Saint-Charles & M ongeau, 2009) . In  

ambiguous s ituations, people tend to call for advice f rom friendships that are bui lt on 

trust. It follows that the support c reated b y di fferent relationships can be very d iverse 

(Agneessens et al., 2006). 

By way of an example, based on a study by Zou and Seo (2006), in most companies, no 

proper support or training is introduced. O ften, n ew s taff are ex pected t o glean 

sufficient knowledge f rom informal t raining conducted b y expert peers ( e.g. technical 

staff). S ome organisations provide only informal a nd v erbal tr aining, f ail to  set an y 

minimum time or training requirements, yet still expect that the full system functionality 

will be mastered after training. Due to ineffective support, learning and t raining, users 

more often seek out their immediate and senior peers for assistance. Of course, it is not 

always possible for peers to spend time training others. Workload pressures can result in 

these informal roles of teaching others being rejected. Consequently, new users can find 

that tr ying to  l earn to  use a  technology becomes uncomfortable and s tressful, leading 

them to resist the new technology. The ties and relations within a support network are 

influential a nd r elevant to t he de velopment or  di splacement of  r esistance. B ased on  

work by Valente (1996b), Borgatti and Cross (2003), Pryke (2005), Agneessens et  al . 

(2006) and Saint-Charles and Mongeau (2009), critical relations are therefore: (1) work 

direction, ( 2) t echnical assistance, ( 3) pe rsonal s trength a nd w eakness and ( 4) advice 

using the new technology.  
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3.3.6 Size of Network (number of individuals in specific network) 

The c oncentration w ithin a  g iven ne twork of  r elevant/empowered pe ople t hat c ould 

improve adoption and reduce resistance is an important focus. The presumption is that 

the likelihood of  a doption i s i ncreased as t he proportion ( or num ber) of us ers i n a 

personal n etwork i ncreases (Valente, 1996b ). N etwork s izes a re assumed t o vary and 

members in the network should be randomly selected to determine their relevance and 

status.  

The i nstrument of  c hoice f or c ollecting d ata o n ne twork m embership is t he ‘name 

generator’ instrument (Campbell &  Lee, 1991;  M arsden, 1987) . T his i nstrument 

includes questions to identify the others in a  given network and to obtain information 

about the relations between t he i ndividual a nd each o f t he ot hers. The i ndividual of  

interest is referred to as the ‘ego’. Others in the network, refer to by the ego as leaders, 

peers and affiliates, are known as ‘alters’. An example of a n ame generator instrument 

by Straits (2000) focusses on alters with whom respondents ‘discuss important matters’. 

In Hirsch (1980), the Social Network List asks respondents to list up to 20 persons that 

they regard as ‘significant’ and have seen during the prior 4–6 weeks. Another example 

is t he S ocial S upport Q uestionnaire ( SSQ) b y Sarason e t a l. ( 1983), in w hich a 27-

generator instrument is used to elicit alters to whom respondents can turn and on whom 

they can rely in certain circumstances.  

3.3.7 Name Generator Instrument 

The f ocus of  t his t hesis i s on  t he r elationships ( i.e. di rection, t echnical a ssistance, 

personal s trength and w eakness, and a dvice a bout t he us e of  t echnology) on which 

personal n etworks a re b uilt. Such alters may include friends and e xperts that th e e go 

accesses because they are perceived by the ego as having the necessary expertise and/or 

proximity to advise on or relate to the technology. Details on the instrument and scales 

used in the research for collecting information regarding support networks are given in 

Table 3.1. F irstly, r espondents are a sked with whom th ey h ave s ignificant 

communication a t w ork. U se of  t he t erm ‘ significant communication’ ha s be en 

demonstrated elsewhere to el icit names of people with whom respondents have strong 
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personal r elationships (Bailey & M arsden, 199 9; S traits, 2000) . T he f ormat o f th is 

instrument was designed as recommended by Vehovar et al. (2008). 

To be  c omprehensive, respondents w ere also a sked t o i dentify a s m any ot hers with 

whom they communicate as possible. No limits are placed on the number of people, or 

network s ize, that the respondent s hould r ecall (Killworth e t a l., 1990). I nevitably, 

network size will vary depending on the recall of the data. The accuracy and sensitivity 

of t he na me generator i nstrument ha s a lso b een s hown t o be  i nfluenced b y the 

respondent’s mood (Hlebec & Ferligoj, 2001). Typically, however, respondents tend to 

name more than five persons (Marsden, 1987). Merluzzi and Burt (2013) believed that 

five n ames i s a p ractical number because r ecording additional na mes can l ead t o 

redundancy. Lists beyond five names are expected to be 60–70 per cent redundant and 

can be a burden on r espondents. Manfreda et al. (2004) found that respondents named 

an average of between only 7–8 persons, despite their study providing space for up to 

30 names. Elsewhere, Gerich and Lehner (2006) obtained an average network size of 6–

7. C onsidering p ractical as pects an d co st ef fectiveness, a nd i n l ine w ith s ome 

recommendations from previous studies, the instrument used in this thesis includes the 

option to list up to 10 names/others, with an indication that at least seven people should 

be identified. 

To guarantee information privacy, this research instrument does not include any named 

individuals. R ather, r espondents a re r equired t o identify onl y t he j ob de scription f or 

each p erson. J ob pos ition was t hen categorised and coded as 1  =  M anagement ( those 

with higher-level management responsibilities), 2 = Immediate Supervisor/Manager, 3 = 

Related Professional (e.g. Architect, Project Manager, Engineer, Quantity Surveyor) and 

so on. 

Respondents are then asked to rate the communication they have with each identified 

person on a scale of 0 to 5 (where 0 = never, and 5 = all the time). The conversation can 

relate to t he di rection of  t he j ob, t echnical a ssistance w hile on t he j ob, pe rsonal 

strengths and weaknesses, or advice in using the OPIMS technology. 
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Table 3.1: Support network name generator instrument.  
List all people with 
whom you have 
significant 
communication related 
to your current work. 
Please specify at least 
seven (7) people with 
whom you have relatively 
frequent or significant 
communications. 

Job 
position 

On average, 
how often have 
you received 
direction on 
how to do your 
job from this 
person? 

On average, 
how often 
would you seek 
or get technical 
assistance to 
undertake your 
work from this 
person? 

On average, 
how often 
would you have 
discussed your 
personal 
strengths and 
weaknesses 
specific to your 
work with this 
person? 

On average, 
how often 
would you have 
discussed the 
use of OPIMS 
with this 
person? 

Person 1      
Person 2      
Person 3      
Person 4      
Person 5      
Person 6      
Person 7      
Person 8      
Person 9      
Person 10      
Categories of job position: 

1 = Management (those with higher-level management responsibilities) 

2 = Immediate Supervisor/Manager 

3 = Related Professional (e.g. Architect, Project Manager, Engineer, Quantity Surveyor) 

4 = Technical Colleague (e.g. CAD Operator, ICT Support Person) 

5 = Construction Worker (e.g. Onsite Tradesperson, Foremen, Sub-contractor) 

6 = Administrative Staff (e.g. Office Assistance, Secretary, HR person) 

7 = Local Peers (Other students/cadets/graduates in a similar role WITHIN the same organisation) 

8 = Other Peers (Other students/cadets/graduates in different organisation) 

9 = None of the above 
Scales for frequency of communication: 

5 = All the time (several times a day) 

4 = Most of the time (daily) 

3 = Some of the time (once or twice a week) 

2 = Rarely (once or twice a month) 

1 = Very rarely 

0 = Never 
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3.4 Experience and Disposition Factors 

3.4.1 General Knowledge of ICTs 

Theories an d em pirical ev idence d emonstrate t hat t here i s a positive r elationship 

between ex periences and the us e of  technology (Fishbein & A jzen, 2005; I gbaria &  

Iivari, 1995;  Liao & Lu, 2008;  Peansupap & Walker, 2006b;  Thompson e t a l., 1994). 

Thompson e t a l. ( 1994) tested t he r elationship b etween co mputer ex periences and 

utilisation, along with the presence of indirect effects mediated by several intervening 

variables (e.g. job-fit, l ong-term u se and facilitating c onditions). T he f indings of 

Thompson e t a l. ( 1994) suggest th at s ystem e xperience is  p ositively related t o each  

individual’s perceived ease of  use and to increased utilisation of the system. Findings 

from a  s tudy b y Liao a nd Lu ( 2008) suggest that prior ex perience can ch ange the 

intention to adopt or continue to use an innovation. The technology adoption of learners 

with prior e-learning experience is  different from those without e-learning experience. 

The pe rceived relative advantage, compatibility and image f actor are higher for t hose 

with prior experience of using e-learning websites, which positively affects the intention 

to adopt. In this light, the following hypothesis is proposed: 

Hypothesis 6: General knowledge of ICT-related technologies significantly 

influences an individual’s resistance towards OPIMS. 

In this thesis, General Knowledge of ICT-related technologies is defined as the level of 

exposure and familiarity a  person has with a  broad range of ICT-related t echnologies. 

ICT refers to information and communication technologies such as desktop and laptop 

computers, a nd i ntelligent ha nd-held d evices s uch as  t he i Pad a nd iPhone. I t a lso 

includes a pplications s uch a s t he World W ide Web, F acebook a nd G oogle. T o 

adequately m easure general k nowledge r equires that several additional ite ms b e 

formulated, as follows: 

i. I have an excellent understanding of how to use and apply ICT 

effectively. 

ii. I can see clear advantages from using ICT in my work. 

iii. My skill in using ICT at work is well above average. 
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3.4.2 Use of ICTs 

Group and individual user knowledge and skills play a key role in understanding how 

best to deploy ICT applications (Peansupap and Walker (2006b). Users with just basic 

computer skills typically develop an understanding of any given ICT application faster 

than those who l ack such skills. Even a  rudimentary und erstanding appears t o r elieve 

the demands on n ew us ers and helps t hem t o i ncrease t heir absorptive capacity when 

learning. Basic computer skills and background also appears to influence the use of an 

ICT a pplication. Indeed, g enerally, adoption a nd us e of  t echnology va ries w ith 

experience, both direct and indirect (Mao and Palvia, 2005). Direct experience is gained 

through using the target technology, while indirect experience involves working with or 

experiencing a similar technology. Taking the broad influence of ICT use as a potential 

influence on resistance to a specific innovation, the following hypothesis is proposed: 

Hypothesis 7: General use of ICT technology at work significantly influences 

resistance towards OPIMS. 

Use of ICT technology is defined in terms of literacy specific to a particular use of ICT 

for work-related purposes. In the context of OPIMS, this includes technology used for 

communication and collaboration. The measurement items to test this hypothesis were 

formulated as follows: 

i. I use ICT to communicate, manage and coordinate work with my 

immediate work team within the organisation. 

ii. I use ICT to communicate, manage and coordinate work with external 

organisations (e.g. project teams, consultant and clients). 

iii. How frequently would each of the following technologies be used by you 

at work for work-related purposes? Please refer to Attachment A. 
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Attachment A: ICT tools at work  
ICT Tool’s Name 5 = 

Several 
times a 
day 

4 = 
Daily 

3 = 
Once 
or 
twice a 
week 

2 = 
Once 
or 
twice a 
month 

1 = 
Very 
rarely 

0 = 
Never 

Electronic Calendar 
(e.g. MS Outlook 
Agenda) 

      

Email       
Facsimile       
Instant Messenger 
Service (IMS) 

      

Mobile Computing 
(PDA/Smart 
Phone/PC Tablet) 

      

Mobile Phone       
Organisation’s Own 
Intranet System 

      

Pager       
Radio Transceiver 
(Walkie Talkie) 

      

Short Message Service 
(SMS/Text) 

      

Telephone (Landline)       
Telephone-
conferencing 

      

Video conferencing 
(e.g. Skype) 

      

World Wide Web in 
General 

      

 

3.4.3 Motivation 

Motivation is one of the main forces for individuals to resist or accept new ideas. Prior 

research ha s s hown t hat m otivation i s one  of  the ke y de terminants of  be havioural 

intention to use technology (Davis et al., 1992; Hartmann, 2006; Hartmann & Fischer, 

2009; V enkatesh e t al., 2003). E mployees a re onl y m otivated t o go beyond t heir 

designated r ole a nd ge t i nvolved w ith i nnovative a ctivities i f t hey ha ve a  s trong 

identification w ith th e organisation (Hartmann, 2006) . C ommitment a nd mo tivation 

require that management induces and reinforces several act ions, including recognition 

(intrinsic and extrinsic rewards) and participation (Davis et al., 1992; Hartmann, 2006). 

Employee motivation can be gained through pay rises, fringe benefits, work autonomy, 
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job en largement, flexible w orking conditions and s o on . The f ollowing hypothesis i s 

formulated t o address t he i nfluence o f us er m otivation on r esistance t owards u sing 

OPIMS: 

Hypothesis 8: Motivation will have a significant influence on resistance. 

Motivation i s de fined i n t erms of  t he i nterests a nd dr ivers f or us ers, a s they pe rceive 

them, which increase adoption/decrease r esistance. M otivation i s m easured us ing the 

following items: 

i. I use OPIMS in my work because I believe it is a requirement of the 

organisation. 

ii. I use OPIMS in my work because I find it is a requirement of my work. 

iii. I use OPIMS because of the intangible rewards I get from work 

(enjoyment, satisfaction, etc.). 

iv. I use OPIMS because of the tangible rewards I get from my work (job 

security, advancement, new skills, etc.). 

3.4.4 Efficacy 

Self-efficacy involves p ersonal judgement as a  key factor i n t he use of a particular 

technology t o accomplish a  pa rticular j ob or  t ask. There i s s trong evidence t hat self-

efficacy plays a key role in the decision to use computers (Compeau & Higgins, 1995b; 

Hasan, 2006; Hsu et al., 2009; Igbaria & Iivari, 1995). Indeed, self-efficacy judgements 

have significant influence on t he e motional and c ognitive responses of  i ndividuals in 

general (Compeau & Higgins, 1995b). Individuals tend to prefer and enjoy behaviours 

that they f eel cap able of p erforming, and di slike t hose t hey do not  f eel t hey c an 

successfully m aster. Efficacy h as significant d irect an d i ndirect ef fects on c omputer 

usage. Hence, the following hypothesis is proposed: 

Hypothesis 9: Efficacy significantly influences an individual’s resistance 

towards OPIMS. 

Efficacy i s d efined as t he l evel o f confidence an individual e xpresses i n t he us e of  

OPIMS for their work. Based on the above hypothesis, the research posits the following 

items: 
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i. I am confident in my ability to use OPIMS to complete a range of tasks 

related to my work. 

ii. I am confident in my ability to find useful help should a problem arise in 

using OPIMS for my work.  

3.4.5 Anxiety 

Anxiety about using technology has be en s uggested a s a pos sible explanation f or t he 

tendency of  some users t o avoid direct involvement with it.  Broadly, anxiety towards 

ICT is defined as the fears, apprehension and hope people feel when considering its use 

or actually using computer technology (Hsu et al., 2009; Igbaria & Chakrabarti, 1990; 

Kay, 1993) . More specific i s the not ion of  computer anxiety (Igbaria and Chakrabarti 

(1990), which leads t o c onfusion on t he p art of  t he i ndividual, causing unease, 

apprehension and phobia towards current or future use of technology. Computer anxiety 

is strongly linked to avoidance tendencies relative to any new ICT technology (Chua et 

al., 1999;  H su e t al., 20 09; M eutera e t a l., 2003). F or example, one s tudy found t hat 

customers w ho w ere uncomfortable a nd hesitant a bout us ing one s elf-service 

technology also had issues with any equivalent self-service technology (Meutera et al., 

2003). S elf-service t echnologies i n t hat c ontext i ncluded automatic te ller machines, 

internet i nformation s earches, phone  b anking and internet s hopping. T o e xplore t his 

issue within the OPIMS context, the following hypothesis is proposed: 

Hypothesis 10: Feelings of strong anxiety or uncertainties related to the use of 

OPIMS will significantly influence resistance. 

Anxiety is defined as the level of apprehension and hesitation in the use of OPIMS for 

work. This hypothesis will be tested using measures as follows: 

i. It concerns me that I could lose a lot of important information using the 

OPIMS should I make a mistake. 

ii. I try to avoid using OPIMS in my work because the information it 

contains is so critical to the organisation. 
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3.4.6 Interpersonal Power 

Adoption of  a  ne w t echnology c an be  us ed b y employers a s a m easure of  s elf-

improvement, but it can also improve how a person is perceived more generally in terms 

of their image and interpersonal relationships (Moore & Benbasat, 1991; Rogers, 2003; 

Venkatesh et a l., 2003 ). P eople w ho us e ne w t echnology t end t o experience m ore 

prestige a nd a hi gher pr ofile a nd s tatus t han t hose w ho do not  (Moore & B enbasat, 

1991). Hence, the following hypothesis is proposed: 

Hypothesis 11: Interpersonal power will significantly influence an individual’s 

resistance to OPIMS. 

Interpersonal power is defined as the subjective qualities an individual gains from the 

use of  technology at work. As interpersonal power is to be  measured elsewhere using 

self-reported in formation; against th is h ypothesis, it is  d istinguished a s ‘ perceived’ 

interpersonal power. The following items were included: 

i. Using OPIMS effectively is an important factor if I want to work in this 

industry in the future. 

ii. Knowing how to use the OPIMS is an important factor for getting people 

in this organisation to take you seriously. 

All i tems proposed within Section 3.4 a re measured based on a  five-point Likert-type 

scale. The justification of using a five-point scale will be further discussed in Chapter 4. 

Sentences an d w ording for al l o f t he i tems w ere subsequently modified s lightly to  

decrease the length o f the questions and to improve the overall design. A copy of the 

complete questionnaire is included in Appendix E. 

3.5 Integration and Accessibility 

3.5.1 Perceived Advantage 

Theory s uggests th at b etter r elative advantage a nd be nefit i n one ’s j ob means b etter 

adoption will be achieved (Moore & Benbasat, 1991; Rogers, 2003). In some research, 

the a dvantage o r pe rceived us efulness of  a  t echnology r emains one  of t he m ost 

significant f actors t o i ts a doption. F or e xample, i n a  s tudy of  m obile c omputing i n 
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construction, it w as f ound t hat t he p erceived us efulness o f t he t echnology b y 

construction pr ofessionals w as m ore s ignificant t han how  e asy t he t echnology was to 

use (Son et  al ., 2012). If  greater perceived relative advantage of  a technology reduces 

resistance to that technology, then the following hypothesis can be proposed: 

Hypothesis 12: Perceived advantage towards use of OPIMS significantly 

influences an individual’s resistance towards OPIMS. 

Modified from Moore and Benbasat (1991) and Rogers (2003), this thesis proposes the 

construct of ‘perceived’ advantage. This is defined as t he ex tent t o w hich an  O PIMS 

user be lieves t hat t he t echnology c omplements t heir w ork. T he f ollowing i tems w ill 

indicate the construct: 

i. Using OPIMS makes me productive. 

ii. Using OPIMS gives me greater control over the work I do. 

iii. Using OPIMS improves the quality of the work I do. 

3.5.2 Compatibility 

Similar to  p erceived advantage, compatibility is  a  consistently significant f actor th at 

influences adoption. T echnology that is  in compatible with the employee’s work t ask 

will frustrate the user and cause a n egative r eaction (Liao &  L u, 2008). If t he 

technology fails to  perform reliably and does not meet the expectations of a u ser, the 

technology will b e used l ess f requently a nd put  t o less u se than originally i ntended 

(Rogers, 2003) . It is  th erefore expected th at th e c ompatibility f actor will b ecome 

significant in predicting resistance.  

Hypothesis 13: Compatibility of the OPIMS with work tasks significantly 

influences resistance. 

In this thesis, Compatibility refers to the extent to which an OPIMS user believes that 

the technology suits, and is well integrated with, the work they do. Items for measuring 

this construct are: 

i. The OPIMS provides a good fit with my current work practices and 

requirements. 
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ii. The OPIMS allows full compatibility with other systems and software 

required for my work. 

3.5.3 Complexity 

This factor remains a principal obstacle to the acceptance of technologies, and its impact 

has been demonstrated in a number of studies (Davis et al., 1989; Meutera et al., 2003; 

Thompson e t a l., 1991; V enkatesh e t a l., 2003). In t he s tudy of  m obile c omputing 

devices, users were more influenced by usefulness attributes than by ease of use (Son et 

al., 2012) . H owever, i n some s ituations, adoption i s a c ombination of  the usefulness 

factor and ease of  us e. W hen the us e of  t echnology i s pe rceived to bring an 

improvement to work productivity and is relatively effortless, users are likely to develop 

a positive attitude towards its use (Teo, 2011). The level of complexity, in terms of how 

difficult a  t echnology i s t o us e, is s hown to moderate resistance. T hus, the f ollowing 

hypothesis is proposed: 

Hypothesis14: How complex the technology is perceived to be will significantly 

influence resistance towards OPIMS. 

Complexity is defined in terms of how a user views the degree of difficulty involved in 

applying OPIMS in their work. Complexity is to be measured by the following items: 

i. Interacting with the OPIMS is clear and intuitive. 

ii. Overall, I find the OPIMS easy to use. 

3.5.4 Learning  

In the l iterature, the concept of  l earning has a lso been l inked with knowledge sharing 

and t raining among users (Abrahamse & Lotriet, 2012;  Love e t a l., 2001; Peansupap, 

2004). Learning a nd t raining can either s trengthen or  weaken t he i nnovation pr ocess. 

Learning i s about knowledge t ransfer: in t his context, between ex perienced u sers that 

have al ready adopted and us e t he technology and i nexperienced users. A  l ack o f 

employee know ledge h as be en s hown t o be  t he m ain ba rrier t o e -commerce 

implementation in construction organisations (Love et al., 2001). Peansupap (2004) has 

also as sociated the l earning concept with i nnovation t heory. Inadequate e mployee 

knowledge a nd management’s lack o f ex perience i n ICT have b een i dentified as  



84 
 

potential cau sal f actors l eading t o u ser r esistance ( Peansupap, 2004). To test th is 

proposition, the following hypothesis is included: 

Hypothesis15: Inadequate learning in developing competency on OPIMS 

significantly influences resistance behaviour. 

The Learning construct is defined as the adequacy of learning and training received by 

users a t w ork t o us e t he O PIMS e ffectively. A dequacy of l earning a nd t raining i s 

measured through user perception of the quality and time provided for training: 

i. The quality of the learning and training that I have received in OPIMS is 

very good. 

ii. The time and opportunity provided for me to learn how to make effective 

use of the OPIMS in my work is sufficient. 

3.5.5 Trialling 

Trialability is the degree to which an innovation can be experimented with or used on a 

trial b asis before f ull i mplementation ( Rogers, 2003). H ands-on ex perience gained 

through trial use and training may help to reduce uncertainty and create favourable user 

perceptions (Meutera e t a l., 2003;  V enkatesh, 1999; V enkatesh e t al., 2011). F or 

example, governments increasingly offer a trial use of technologies to enable citizens to 

access g overnment electronic services (e-government) be fore t hey are de ployed 

(Venkatesh et al., 2011). The benefit of such a trial is that citizens get more involved in 

the development process and gain hands-on experience. Such experience improves their 

knowledge of the technology and enhances the quality of user evaluation, particularly as 

regards the potential consequences of adopting the technology. Therefore, the trial use 

of t echnologies provides a n oppo rtunity for agencies to gather f eedback f rom users 

before implementation. In this light, the following hypothesis is proposed: 

Hypothesis 16: Opportunities to trial the OPIMS before using it will 

significantly influence resistance behaviour. 

Trialling is  d efined a s th e degree t o w hich a us er ha s ha d oppor tunities t o us e the 

OPIMS system prior to it being formally implemented. The items below are proposed to 

measure trialling: 
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i. I was permitted to use OPIMS on a trial basis. 

ii. I have had ample opportunity to use OPIMS during a trial period. 

3.5.6 Visibility 

Visibility is where both potential and current adopters are able to observe others using 

the technology in the organisation (Moore and Benbasat, 1991). This is important as a 

demonstration that the technology i s be ing used. Also of  s ignificance i s the degree to 

which the results of innovation are visible to others (Rogers, 2003). This is important as 

a de monstration t hat t he t echnology i s of  be nefit. In vi rtual t eam c ollaboration ( e.g. 

video conferencing), when social cues become visible, team members become aware of 

each o ther’s act ions and p resence and adjust t heir own actions a ccordingly (Bjørn & 

Ngwenyama, 2009). General exposure to a technology within the workplace appears to 

promote technology transfer across the industry, organisation and p roject t eam. 

Presenting users with the opportunity to see the technology’s progress has the potential 

to change user perceptions and resistance. Thus, the final hypothesis is proposed as: 

Hypothesis 17: Visibility of the use of OPIMS at work will significantly influence 

resistance behaviour.  

Visibility is  defined as the degree to which the OPIMS has become familiar to a u ser 

through observing i ts use by others. This construct will be measured by the following 

items: 

i. I have had an opportunity to see OPIMS being used by others in the 

construction industry. 

ii. I have seen that the use of OPIMS in my organisation is widespread. 

iii. My perception is that most of the key people in this organisation are 

active users of OPIMS. 

3.6 Summary 

This ch apter p resented the t heoretical framework o f t he r esearch an d developed an  

IRFM. T he IRFM dr aws on c oncepts and t heories f rom r esistance r esearch, s ocial 

network, attitude and the behavioural and technological fields. A comprehensive review 
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of the IRFM defined all of the constructs comprising the model and proposed a set of 

hypotheses. For each hypothesis, specific measurement items were identified. The table 

in Appendix C gives the l abel, n ame an d b rief d efinition f or each co nstruct i n t he 

proposed m odel. The c onstructs are cat egorised u nder s ix key c onstructs: r esistance 

indicators, s upport ne twork, e xperience, di sposition, i ntegration a nd a ccessibility. 

Appendix C summarises t he pr oposed h ypotheses c ategorised b y k ey c onstruct. The 

following chapter discusses the methodology used to collect the data and the techniques 

used to estimate the final model configuration.  
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Chapter 4: Methodology 

This chapter discusses and defends the methodology chosen for this thesis. It  explains 

why a sequential mixed methods approach was deemed appropriate for the purpose of  

this research, and what the strengths and weaknesses of the approach are in the context 

of th is th esis. The ch apter is a lso structured t o p resent a d etailed explanation of each 

process and phase of the research. Phase 1 of the research comprises the literature study 

and t heoretical ba ckground to t he w ork. T his c oncluded w ith the development of  t he 

research model. Phase 2 of the research is a pilot study. The purpose of the pilot study is 

to test the survey instrument before conducting the main data collection exercise. Phase 

3 comprises a questionnaire survey. The data gathered in Phase 3 is analysed using PLS 

of SEM techniques. The f indings from Phase 3 w ill be ve rified f rom the interview 

results obtained in Phase 4. 

4.1 Research Strategy and Design 

4.1.1 Ontology, Epistemology and Methodology of Research 

It is  important to recognise that there i s no s ingle o r accepted way of doing r esearch. 

How r esearch is c onducted depends on a r ange of  f actors i ncluding the r esearcher’s 

belief about the nature of the social world and what can be known about it (ontology), 

his or  he r be lief about the na ture of  know ledge a nd how  i t c an be  a cquired 

(epistemology), t he pur poses a nd goals of  t he r esearch, t he characteristics of t he 

research participants, the position and the resources available (Crotty, 1998). Ontology 

is the branch of philosophy that deals with the nature of being or what exists. The word 

ontology has been used in many different ways, but the most common is to refer to the 

‘the study of being’ (Blaikie, 1993: 6; Crotty, 1998: 10–11). In a social science context, 

ontology refers to the claims or assumptions that a particular approach to social enquiry 

makes a bout t he na ture of s ocial r eality (Blaikie, 1993 : 6; Guba, 1990 : 18; Guba &  

Lincoln, 1994: 108). The philosophy or paradigms that emerged as related to ontology 

are realism, c ritical r ealism and relativism (Blaikie, 1993; Crotty, 1998 ; Guba, 1990). 

However, as Crotty (1998) stated, although i t i s important to highlight the ontological 

matters, these are not as essential as the epistemological matters, which tend to emerge 

at the same time. Crotty (1998) argues that the researcher’s assumptions about ontology 
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predicate those on epistemology and methodology. For example, realism is a belief that 

‘reality’ is driven by immutable natural laws and mechanisms (Guba & Lincoln, 1994). 

The aim of a realist is to predict, control and solve the phenomena/problem under study. 

This is o ften ta ken to  imp ly o bjectivism in  epistemology, suggesting t he use of 

experimental or  m anipulative m ethodologies that p ermit t he adoption of  qua ntitative 

methods s uch as s urveys (Crotty, 1998 ). Objectivism is a lso c ompatible w ith the 

epistemological position of constructionism, and qualitative methods such as interviews, 

focus groups and field observations can be applied (Crotty, 1998). 

Epistemology ‘is concerned with providing a philosophical grounding for deciding what 

kinds of knowledge are possible and how we can unsure that they are both adequate and 

legitimate’ (Maynard, 1 994, p.10 c ited i n Crotty, 1998, p.8 ). It focusses on how  w e 

know what we know and on i dentifying the most valid ways to  reach truth (Neuman, 

2011). Crotty ( 1998) suggested that r esearchers can  hold three e pistemological 

positions: o bjectivism, subjectivism a nd c onstructionism. Objectivism assumes t hat 

knowledge a bout reality i s obj ectively given a nd c an be  m easured. K nowledge e xists 

whether we are conscious of it or not. Researchers hold this position often when trying 

to find cause-effects and explanations, predict events and test theories and hypotheses. 

Subjectivism and constructivism are contrary t o obj ectivism. S ubjectivism i nvolves 

understanding s pecific ev ents b ased o n t he r esearcher’s se lf-understanding. 

Constructivism holds t hat people c onstruct kno wledge a nd und erstanding i n di fferent 

ways; k nowledge is obtained b y r esearchers i nteracting w ith e vents a nd i ndividuals 

within e vents. A  c onstructivist te nds to  c ombine o bjectivity and s ubjectivity in their 

enquiry to generate knowledge. 

In addition t o t he pe rspectives a s i dentified b y C rotty, t he social s cience l iterature 

describes the epistemological stances of post-positivism, pragmatism and emancipator 

(Creswell, 2003 ). As  shown i n T able 4.1, according t o Creswell ( 2003), r esearchers 

taking t he post-positivist stance develop knowledge using a  qu antitative a pproach, 

which is focussed on precisely measuring variables and testing hypotheses. Researchers 

focus on  quantifications in  d ata collection a nd an alysis, employ methods such as  

experiments a nd s urvey questionnaires and co llect statistical data with predetermined 
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instruments. In addition, they tend to use large data samples to inform reliable and valid 

results that represent the population under study. 

Table 4.1: Four alternative combinations of knowledge claims, strategies of inquiry and 
methods. 
Research Approach Knowledge Stances Strategy of Inquiry Methods 

Quantitative Post-positivist 
assumptions 

Experimental design Measuring attitudes, rating 
behaviours 

Qualitative Constructivist 
assumptions 

Ethnographic design Field observations 

Qualitative Emancipator 
assumptions 

Narrative design Open-ended interviewing 

Mixed methods Pragmatic 
assumptions 

Mixed methods design Closed-ended measures, 
open-ended observations 

Adapted from Creswell (2003, p. 18) 
 

By c ontrast, c onstructivists a nd e mancipators us e the qualitative ap proach. 

Constructivists de velop t heories a nd know ledge b y us ing m ultiple m eanings of 

individual experiences, which are socially and historically constructed. The emancipator 

does t he s ame, but  a lso pursues advocacy/participatory p erspectives ( i.e. p olitical, 

issues-oriented, c ollaborative or  c hange-oriented). C onstructivists a nd emancipators 

might use a research strategy that is based on na rrative, phenomenology, ethnography, 

grounded study or case study design. The methods surrounding these research strategies 

include open-ended questions, interviews and text analysis. 

It i s a lso p ossible t o combine methodologies into a  mixed m ethods approach. 

Commonly, m ixed m ethods r esearchers b ase t heir e pistemological stances o n 

pragmatism, in which multiple types of data provide a comprehensive understanding of 

the phenomena/problem under study, potentially solving it (Creswell, 2003; Tashakkori 

& Teddlie, 1998). Mixed methods is also believed useful in the validation of f indings 

process (Campbell & Fiske, 1959; Johnson et al., 2007). 

There are three common research approaches adopted in social research: (1) qualitative, 

(2) quantitative and (3) mixed methods (see Table 4.1). Each of these approaches has its 

own epistemological p osition, s trategy o f in quiry a nd me thods. F or th is th esis, th e 

mixed methods approach was deemed appropriate. This i s because r esistance t owards 

innovation i s e xplicable; it w as b elieved to  e xist n aturally in  th e s ocial w orld. In 

addition, r esistance w as assumed t o arise from a  w ide r ange o f f actors related t o t he 
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individual, and as knowledge about what influences resistance to technology adoption is 

lacking (as d iscussed i n C hapters 1 a nd 2) , kno wledge s hould be  de veloped t hrough 

comprehensive m eans us ing bot h qua ntitative a nd qua litative m ethods. This r esearch 

proposed that a single research approach could potentially miss important explanations 

of r esistance. Thus, a ne w t heory on resistance was e xplored using a  combination of  

quantitative a nd qua litative m ethods, w hich focussed on unde rstanding the vi ews of  

users i n r elation to  th eir in volvement w ith OPIMS technology. T he know ledge 

generated n ot o nly l ed to the development of  a m odel, but a lso allowed f or 

recommendations to be made regarding how to overcome resistance. Section 4.1.2 will 

further explain the mixed methods approach and design of the research.  

4.1.2 Choosing the Mixed Methods Approach 

Mixed m ethods uses qualitative a nd qua ntitative vi ewpoints, da ta c ollection, a nalysis 

and inference techniques for the broad purposes of breadth and depth of understanding 

and c orroboration (Johnson e t a l., 2007 ). Two epistemological stances have b een 

identified as underlying t he mixed m ethods approach: pragmatism (as m entioned i n 

Section 4.1.1)  and the transformative-emancipatory paradigm. The t ransformative-

emancipatory stance was proposed b y Mertens ( 2003), and relates t o the s tudy of  the 

lives and experiences of marginalised groups who suffer oppression and discrimination. 

The ont ological v iew o f th is paradigm describes r eality w ithin a  h istorical, p olitical, 

cultural a nd e conomic c ontext. The t ransformative-emancipatory paradigm holds that 

interaction between t he researcher and participants i s es sential and r equires a l evel o f 

trust a nd unde rstanding t o a ccurately r epresent the viewpoints of  a ll groups f airly 

(Mertens, 2003). 

In the literature, a number of researchers have linked mixed methods with pragmatism 

(Creswell, 2003 ; Johnson &  O nwuegbuzie, 2 004; Maxcy, 2003 ; Morgan, 2007 ; 

Tashakkori &  Teddlie, 1998 ). According t o Creswell ( 2003), pragmatists b elieve in  

both objective and subjective facts. They believe that the external world is independent 

of t he m ind, and that subjective tr uth is lodged in t he m ind. For pr agmatists, t ruth i s 

anything that is considered as working at the time, and this puts the emphasis on w hat 

works to solve research problems (Morgan, 2007). Pragmatism also emphasises solving 

the research p roblem (Tashakkori &  T eddlie, 1998 ). P ragmatists believe that th e 
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practicalities o f research cannot be d riven by theory or data exclusively. The research 

questions/problems define a good research study, rather than only the selected method 

itself. Using this approach, the weaknesses of one method are offset by the strengths of 

another (Jick, 1979). A recent study by Teye (2012) stated that mixed methods helps the 

researcher t o br oaden t he di mension of  the study. The r esearcher is able t o g ather 

different views f rom research participants. In Teye’s s tudy, quantitative data f rom the 

questionnaire survey were useful in ar eas in which rates, percentages and charts were 

necessary for showing the patterns of the research problem. Conversely, the qualitative 

interviews a nd f ocus group di scussions w ere us eful f or unde rstanding t he unde rlying 

reasons for t he obs erved pa tterns. In t his s tudy, qua ntitative a nd qua litative m ethods 

were used to complement each other, to improve the validity of the findings. The central 

premise o f p ragmatism is  th at th e c ombination o f q ualitative a nd q uantitative 

approaches m ay pr ovide a  be tter unde rstanding of a research pr oblem a nd c omplex 

phenomena than either approach alone (Molina-Azorı´n, 2011). 

Although i t i s e vident t hat a  m ixed m ethods a pproach offers significant va lue, t here 

have been criticisms, limitations and barriers for its practice (Bazeley, 2004; Bergman, 

2011; Bryman, 2007; Cameron, 2009; Creswell, 2011; Mingers, 2001; Onwuegbuzie & 

Collins, 2007 ; Teddlie &  T ashakkori, 2003 , 2010, 2011; Teye, 2012 ). Some of  the 

criticisms relate t o the i ncompatibility t hesis or  pa radigmatic f oundations, b y 

‘methodological purists’ (Creswell & Plano Clark, 2007). Methodological purists argue 

against t he c ombination of  qua ntitative a nd qu alitative a pproaches, due to w hat they 

believe are the very different ontological and epistemological origins of the quantitative 

and qua litative m ethods (Creswell & P lano C lark, 2007 ). However, Howe ( 1988) 

suggests that researchers should adopt a pragmatic approach and use ‘what works’ for 

the research. 

There is also a problem of representation, integration and legitimation in mixed methods 

research. Onwuegbuzie and Johnson (2006) state that, because mixed research involves 

combining the complementary s trengths an d offsetting the weaknesses o f the 

quantitative and qualitative research methods, assessing the validity of findings can be 

particularly complex. Cameron (2009) identified design, analytical and display issues in 

sequential mix ed me thods research, an d found t hat m ixed m ethods c an l ead t o a 
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complex bl end of  da ta a nd a nalysis across di fferent da ta c ollection points. Other 

important ba rriers t o c onducting a mixed m ethods r esearch approach are timing, 

resources and researcher proficiency. Ivankova et al. (2006) also identify that sequential 

studies have drawbacks, as it may take considerable time and resources to undertake the 

distinct phases of a study. 

Conducting a m ixed m ethods s tudy is n ot eas y. It r equires an  ad vanced s et of s kills 

related to both qualitative and quantitative methods. Teddlie and Tashakkori (2003, p.  

45) referred t o t he ne ed f or m ixed m ethods r esearchers t o be  ‘methodologically 

bilingual’—having skills i n bot h qua ntitative and qua litative research m ethods. A 

researcher s hould a t l east ha ve a sufficient know ledge of  bot h qu antitative a nd 

qualitative m ethods i ndependently, and how  t o m ix t hese m ethods a ppropriately t o 

achieve good study outcomes. 

4.1.3 Mixed Methods Research Design 

Mixed m ethods r esearch c an be  c onducted f or various pur poses, s uch a s know ledge 

enrichment, improvement of an instrument and integrity (Collins et al., 2006). Greene et 

al. (1989) suggested that mixed methods are typically used for the purposes of: 

a) Complementarity (seeking elaboration, illustration, enhancement and 

clarification of the results from one method with the findings from another 

method). 

b) Development (when the researcher uses the results from one method to help 

develop or inform the use of another method). 

c) Initiation (discovering paradoxes and contradictions that lead to the research 

questions being reframed). 

d) Expansion (seeking to extend the breadth and range of inquiry by using different 

methods for different inquiry components).  

For t his t hesis, t he purpose of  us ing mixed methods i s t o de termine the na ture o f t he 

resistance pr oblem, answer the r esearch q uestions and ke ep w ithin t he time, p osition 

and resources available to the research, and develop robust study outcomes. How mixed 

methods a chieve t hese pur poses will be  di scussed in mo re d etail in  th e f ollowing 

sections. 
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4.1.3.1 Nature of Resistance and Exploring the Issue 

In construction organisations, for employees to adopt and use new technology, it must 

first gain an implementation commitment f rom the h igher management. This involves 

many individuals, or technology champions, including the manager, technical staff and 

the t echnology p rovider. F rom t hese i ndividuals, t he a doption p rocess di ffuses to th e 

targeted us ers o r a dopters. Acceptance o r resistance towards adoption of  a new 

technology depends on the implementation strategy and the training used by technology 

champions i n pa ssing t he r equired ope rating s kills a nd know ledge on t o t he t argeted 

adopters, who should in turn become the effective end users. 

However, the technology champions, implementation strategy and training do not alone 

ensure that the new technology will be successfully used by the targeted adopters. The 

relationship be tween a rchitectural, e ngineering a nd c onstruction f irms a nd ot her 

organisations in the construction industry is highly fragmented. This creates additional 

complexities f or t he us e of  t echnology, w hich c onsequently involves a num ber o f 

different pot ential a dopters i n di fferent pr ofessions (e.g. architects, s urveyors, 

contractors and en gineers). Every one of  t hese professionals has different ne eds a nd 

requirements for the technology they are using at work. This is of some concern to the 

project management. Resistance to the technology implemented to manage the project 

information flow and exchange cannot be controlled. 

Robust research is needed to explain why some technology is rejected, despite having 

well understood benefits. This lack of success is not only related to the technical aspects 

of t he t echnology; the be haviour, experience a nd s ocial relationships of t hose 

championing and using the technology also needs to be investigated. Ongoing support 

and t raining i s another important mechanism for the accep tance o f new t echnology to 

ensure it w ill be effective in the long term. From the l iterature, technology champions 

are recognised as being responsible for repeating training received. Some organisations 

do not have the resources or time to spare for this important transfer of information and 

skills. 

This th esis was de signed t o be  exploratory in nature. E xploratory research aims to  

discover new i nsights or  a sk ne w qu estions about a n i ssue. It unc overs facts a bout a  
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certain subject o r setting (Babbie, 2013). The goal i s to di scover as much as possible 

about t he g eneral t opic a nd t hen de velop pr opositions or  h ypotheses t hat c an be  

examined at  a l ater d ate. F or t his t hesis, which a ims to identify the factors be hind 

resistance t o a  ne w t echnology, the pursuit o f p urely ex ploratory methods is suitable. 

This style of method can pose and answer questions on why some but not other factors 

cause resistance and, more generally, why resistance occurs. The explanatory phase is 

important, as i t can establish the relationships, causal orders and connections between 

the variables in the hypotheses of the problem. Moreover, this phase allows a broad and 

comprehensive illustration of the research problem. Using an exploratory strategy, there 

is no need to rigorously test hypotheses and explain the modelled causal relationships. 

4.1.3.2 Solving the Research Problem 

The r esearch aimed to c ontribute a  s olution to t he r esearch pr oblem, which w as t o 

identify th e factors that influence i ndividual r esistance t owards a new t echnology 

(OPIMS) and make basic recommendations on how to overcome resistance. As outlined 

in Table 4.1, a  wide range of r esearch strategies and methods are available to answer 

various r esearch que stions/problems. A  m ixed m ethods a pproach c ould ha ve a  

combination of survey, interview and field observation. Field observation, for instance, 

could answer que stions on how users of  t echnology experience adoption of t hat 

technology, conducted t hrough i nteracting with and engaging i n conversations w ith 

informants. Survey questionnaires are largely conducted for the estimation of scenarios 

(e.g. de mographics of a population) and h ypothesis te sting. For hypothesis testing, 

surveys are used t o measure hypotheses us ing a  n umerical r ating s cale (e.g. Likert’s 

scale), a nd s ubsequently manipulating the d ata u sing s tatistical s oftware, likely 

including correlation and/or causality analysis. An in-depth survey generally attempts to 

obtain detailed evidence from a relatively small number of informants through a series 

of interviews. 

To i dentify the critical f actors th at in fluence in dividual r esistance to wards a new 

technology, one of the objectives of this research is to test and confirm the significant 

variables an d relationships of  t he pr oposed r esistance f actor m odel. This requires a 

naturalistic r esearch d esign, incorporating both quantitative a nd q ualitative research 

data. Qualitative data are expected to complement the quantitative data, to illuminate the 
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underlying reasons for resistance to using new technology. The use of  a closed-ended 

questionnaire can  p rovide a p recise i ndication o f r esistance f actors, so a  s urvey 

questionnaire i s appropriate for this r esearch. However, this kind of  data lacks details 

and ‘authenticity’. Thus, to complement t he survey questionnaire, in-depth i nterviews 

with p articipants are conducted a fter t he qu estionnaires (with th ose p articipants th at 

have agreed to take part in the interview). Using this additional qualitative data, which 

was volunteered by survey respondents, enables general reflection on the limitations of 

the survey questions. This helps to qualify, validate and interpret the findings, as well as 

the c onclusions from t he w hole of  t he r esearch (Morell & T an, 2009 ). U sing mixed 

methods research as pa rt of  the validation pr ocess can en sure that th e r esult of the 

research is not due t o the m ethod, but instead is  th e tr ue f indings o f the research 

(Campbell & Fiske, 1959; Johnson et al., 2007). 

4.1.3.3 Timing of Research: Sequential 

The researcher must make a decision regarding whether the quantitative and qualitative 

study s ections s hould follow in s equence (one f ollowing a nother) o r be co nducted 

concurrently/in p arallel (Ivankova e t a l., 2006 ; Tashakkori &  T eddlie, 1998). 

Concurrent t iming requires quantitative a nd q ualitative d ata to be  collected, an alysed 

and interpreted at approximately the same time. Conversely, sequential mixed methods 

collect d ata o ver t wo d istinct p hases, c ollecting one t ype o f d ata b efore another. 

According to Ivankova et al. (2006), sequential design is the most common approach in 

mixed m ethods r esearch. Usually, i n a sequential m ixed-method study, the researcher 

will use a questionnaire and then interviews to obtain a more detailed understanding of 

the r esults (Bryman, 2 006). As the s equential or der uses the q ualitative d ata to  

complement the quantitative data, the results from the first phase can be said to support 

the later phase. 

For t his r esearch, a sequential mix ed-method r esearch design is i deal. T he s equential 

mixed method is adopted due to both the nature of the research problem and question, 

and the availability o f p articipants. The m ixed methods s equential d esign in th is 

research consists of  t wo di stinct phases. First, th e research collects an d an alyses 

quantitative data using a  que stionnaire. Then, data are collected and an alysed 

qualitatively, with th e a im o f explaining, or  e laborating on, t he qua ntitative r esults 
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obtained in the earlier phase. The rationale for this approach is that the quantitative data 

and its subsequent a nalysis pr ovide a  general un derstanding of  t he research pr oblem. 

The q ualitative d ata an d an alysis then va lidate and ex plain the quantitative results b y 

exploring the participants’ views in more depth. For the qualitative stage, interviews are 

sought with selected end users already having responded to the survey in the first stage. 

This i s b ecause i t is c hallenging to  arrange i nterviews with p otential p articipants 

without their earlier engagement with the survey, due to concerns over the privacy of 

the organisation and employee workload. 

4.1.3.4 Subject, Location and Position of Research 

Other weighting decisions of the research design are the subject, location and position 

of t he s tudy. T he r esearch ne eded t o c over t wo s ubjects: hum an a nd ph ysical 

(technology). T he hum an s ubjects, or  p articipants of  t his s tudy, were i ndustry 

professionals and s tudents i n a  w ide r ange of di sciplines r elated t o t he bui lt 

environment, s uch as bui lding, c onstruction m anagement, qu antity s urveying, 

engineering and architecture. The informants for this study were thus highly related and 

accessible. T he p hysical subject (technology) in th is s tudy was t he O PIMS u sed t o 

deliver a nd exchange do cuments dur ing pr ojects. T he be nefits of  t his t echnology a re 

very well unde rstood i n the construction industry, b ut af ter m ore t han a d ecade o f 

implementation, it is still facing slow adoption. 

This research was also triggered b y the in itiation of the Australian Built Environment 

Industry Innovation C ouncil (BEIIC) on t he s kills ne eded, and n ew technologies 

available, in the construction industry. This research will contribute new knowledge to 

understand resistance to technology, and on how  to manage i t. It will provide insights 

into the tactical decisions about how required technologies are obtained and maintained, 

and who is involved. It will also improve operational implementation, such as through 

learning support and system trials. 
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4.1.4 Process and Phases of Research 

This sequential mixed-method study comprised four major phases, as follows: 

i. Phase 1: Theoretical framework, model, hypotheses and instrument 

development. 

ii. Phase 2: Pilot survey. 

iii. Phase 3: Survey. 

iv. Phase 4: Interview, conclusions and recommendations. 

Briefly, P hase 1 i s about t heory bui lding. This s tage w as c onducted t o i dentify t he 

resistance factors from the l iterature and concepts developed from past s tudies. It was 

later formulated into a model, set of hypotheses and survey instrument. This phase has 

been pr esented i n C hapters 2 a nd 3. Following this, Phase 2 i nvolved p ilot t esting t o 

evaluate the feasibility of, and improve, the main data collection instrument (the survey 

questionnaire). Phase 3 i s the main survey, the data f rom which i s used in hypothesis 

testing and verification of the research model using statistical analysis. The final phase, 

Phase 4, uses interview data to improve the model further and make recommendations.  

The following sections (Sections 4.2, 4.3, 4.4  and 4.5) will discuss in detail the specific 

methods and steps associated with the data collection and analysis for each phase. 

4.2 Phase 1: Theoretical Framework, Model, Hypotheses and Instrument 

Development 

4.2.1 Objectives of Phase 1 

The pr imary obj ective of  P hase 1 of  t he s tudy is t o de velop a n i nitial m odel of  

resistance factors from the literature review and previous empirical studies. Information 

collected from the literature and empirical studies (as discussed in Chapter 2 and 3) has 

simultaneously he lped t o develop the ba ckground t heory i nto p ractical c oncepts, 

hypotheses a nd m easurements that need t o b e t ested f urther i n P hases 2, 3 a nd 4. In 

Phase 1 of the study, significant research activities involve: 

a) Establishing the theoretical background, concepts and research methodology. 

b) Formulating the research model and hypotheses (presented in Chapter 3). 
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c) Selecting a research case (i.e. OPIMS), as discussed in Chapter 1. 

d) Developing survey instruments (presented in Chapter 3).  

e) Sampling an d s electing r esearch s ubjects (i.e. s tudents, cad ets, i nterns, 

graduate trainees and professionals). 

Sampling techniques, population of sample, subject and size will be discussed further in 

Section 4.2.2. 

4.2.2 Sampling and Selecting Research Subjects 

In quantitative research, there are four types of probability sampling approaches: simple 

random s ampling, s ystematic s ampling, s tratified r andom s ampling and mu lti-stage 

cluster sampling (Bryman, 2012). The aim of any of these sampling approaches is that 

samples are selected to be broadly representative of the population from which they are 

drawn, and any member of the population has a chance of being selected. If samples are 

not required f or ev en representation a nd some members in  a population have low 

accessibility, t hen the sampling approach c an be s ubstituted by a  n on-probability 

method such as convenience sampling, snowball sampling or quota sampling (Bryman, 

2012). Sampling in  q uantitative r esearch is mostly o riented to wards probability 

sampling, while qualitative research tends to use purposive sampling (Bryman, 2012). 

However, for mixed methods research, the sample can be selected either randomly (by 

means of probability sampling) or non-randomly (by means of purposive sampling), or 

by a combination of both (Teddlie & Yu, 2007). As illustrated in Figure 4.1, there are 

four s ampling type combinations. T he m ost frequently used sampling combination in 

mixed methods research is Type 4, which is a combination of non-random sampling in 

both the quantitative a nd qua litative c omponents. T ype 2,  consisting of  non -random 

sampling f or t he qua litative c omponent(s) a nd random s ampling f or t he qua ntitative 

component(s), is the second most frequent combination in mixed methods research. The 

least common approaches are Type 1, which is a combination of random sampling for 

both the qualitative and quantitative components, and Type 3, w hich involves random 

sampling for the qualitative component(s) and non-random sampling for the quantitative 

component(s). 



99 
 

 
Figure 4.1: Type of sampling scheme (adapted from Onwuegbuzie & Collins, 2007). 
 

Preference for any o f t hese combinations (random or  non -random) of s ampling 

approaches also depends on t he purpose of the research for which the sample is taken. 

According t o Onwuegbuzie a nd C ollins ( 2007), i f t he obj ective of  t he s tudy is  to  

generalise the quantitative and/or qualitative findings to the population from which the 

sample w as d rawn, t hen a random sample f or t hat c omponent is p referred. In such a  

situation, f ive r andom sampling ( probability s ampling t echniques) approaches ar e 

possible: simple r andom s ampling, s tratified r andom s ampling, c luster r andom 

sampling, s ystematic r andom s ampling a nd m ulti-stage random s ampling. If th e 

objective i s not  t o generalise t o the population but  t o obt ain i nsights into r esearch 

problems a nd que stions, t hen pur posive s ampling t echniques are m ore a ppropriate. 

There a re 19 purposive s ampling t echniques, including convenience, s nowball and 

intensity. A complete list of  pur posive s ampling t echniques is given i n Onwuegbuzie 

and Collins (2007, pp. 285–287). 

For this thesis, the research objective of the quantitative data was to provide insight, a 

broad understanding and confirmation of the model of resistance factors, rather than to 

be representative of the population. Thus, for collecting quantitative data, the sampling 

can be non -random. Given t he s econd pha se i s i nfluenced b y t he f irst p hase, and the 
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qualitative data were intended to complement the quantitative data and results, sampling 

for the second phase can also be non-random. 

4.2.2.1 Population and Research Sample 

Onwuegbuzie a nd C ollins ( 2007) present approximately 19 purposive s ampling 

schemes/techniques. Of these, two techniques are identified as being most suitable for 

this style of research: convenience sampling and intensity s ampling. The convenience 

sampling technique is used in the quantitative data collection and the intensity sampling 

technique is used for the qualitative data collection. The advantage of the convenience 

sampling t echnique is that t his t echnique al lows t he r esearcher to c hoose s ettings, 

groups a nd/or i ndividuals t hat a re a ccessible, c onveniently a vailable a nd w illing t o 

participate in the study (Onwuegbuzie & Collins, 2007). Intensity sampling allows the 

researcher t o c hoose t he s etting, gr oups a nd/or i ndividuals due  t o their e xperiences 

relative to the phenomena of interest (Onwuegbuzie & Collins, 2007). 

The relationship of  t he quantitative and qualitative s amples needs to be  considered in 

the sampling de sign for c oncurrent or  s equential t ypes o f m ixed m ethods r esearch 

(Collins & Onwuegbuzie, 2007). The relationship can  be identical, pa rallel, nested or  

multilevel. A multilevel relationship uses two or  more sets of  samples, extracted from 

different levels of the study (i.e. different populations). A parallel relationship is where 

the samples in the quantitative and qualitative components of the research are different 

but dr awn from t he s ame popul ation of  i nterest. Identical me ans th at th e s ample 

members of the later phase are the same as in the earlier phase. Nested, the type used in 

this research, draws the sample for the latter phase of the study (interview) from among 

the participants in the earlier phase (survey). 

This r esearch included a s equential d esign by using i dentical s amples f or bot h t he 

quantitative a nd qu alitative c omponents o f t he investigation. In t his s ampling de sign, 

the quantitative phase p receded t he qualitative p hase, such t hat t he quantitative phase 

informed t he qua litative pha se. T o hi ghlight a gain, t he obj ective o f t he qua ntitative 

phase of this study is that potential users of OPIMS are surveyed to identify the critical 

factors of resistance to use of the technology at work. The objective of the qualitative 

phase is to interview and gather an in-depth understanding of the critical factors related 
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to the resistance and to corroborate the quantitative results. For the qualitative/interview 

phase, a number of participants are selected to contribute in an interview study to gather 

an in-depth unde rstanding on t he critical f actors for t he r esistance and t o pr ovide the 

quantitative/survey r esults. B ased on these o bjectives, the purposive sampling 

approaches used (i.e. c onvenience s ampling and i ntensity s ampling) are appropriate. 

Both sampling techniques are able to increase accessibility to respondents in collecting 

data. Non-random sampling or probability sampling is always best for quantitative data, 

but l arge-scale r andom sampling i s s imply not  feasible given t he r esources and time  

limitations o f th e p resent r esearch. T he n ature of mixed m ethods r esearch is in a ny 

event always considered to be lengthy and resource intensive (Collins & Onwuegbuzie, 

2007; Teddlie &  Tashakkori, 2010). The purposive sampling approach renders m ixed 

methods more practical, as it makes the task of data collection much cheaper and a little 

quicker to conduct. 

4.2.2.2 Sample Size 

For mixed methods research, there is no opt imal sample size (Onwuegbuzie & Collins, 

2007; Teddlie & Yu, 2007). According to Teddlie and Yu (2007), probability sampling 

are usually at least 50 samples, as it is designed to generate a sample that can represent a 

selected population. Purposive sampling, on the other hand, can be smaller. It could be 

30 samples or less, as the aim is not to be representative, but rather to select a sample 

that can respond to the research questions. For this thesis, the decision on sample size 

for collecting the quantitative data was to some extent a result of the decision to use the 

PLS of SEM technique as the tool of analysis (discussed in Section 4.4). This technique 

requires a sampling s ize of  200 or  l arger (Kline, 2005 ). S ome r esearchers suggest a 

sample size b etween 3 00 and 400 (Yuan e t al., 2010 ); w ith less t han 1 00 being 

considered too small by s ome r esearches (Bentler & Y uan, 1999 ; Fan et a l., 1999b ). 

However, s everal w orks, for ex ample Anderson a nd D avid ( 1984), Bearden et  al . 

(1982), and Boomsma (1985), argue that sample sizes as low as 100 are adequate, and 

200 or more can be considered safe (cited in Bagozzi & Yi, 1988; Bollen, 1990). It i s 

also useful to consider the ratio of sample size to number of variables in the model, such 

as five subjects per variable, 10 subjects per variable or 20 subjects per variable (Bentler 

& Chou, 1987). Using the ratio method, this research has 17 variables to be measured; 
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so, under t he 10 subjects p er v ariable r ule, the research w ould require 170 subjects 

(sample size). 

Studies specific to the construction management field that have used PLS or SEM as a 

tool f or s tatistical a nalysis, have u sed a sample s ize in th e r ange of 50 t o 100  (e.g. 

Aibinu et al., 2011; Doloi et al., 2011; Dulaimi et al., 2005; Eriksson & Pesa¨maa, 2007; 

Islam & Faniran, 2005; Wong & Cheung, 2005). Wong and Cheung (2005) argued that 

compared to s imilar s tudies about the s ame research i nquiry conducted i n ot her 

countries, a valid s ample s ize o f 51 was reasonably good for t heir s tudy. A larger 

sample could yield better results, but due to the complexity of the research inquiry and 

limitations in  o btaining a large s ample i n t he r esearch, studies can o nly u tilise s mall 

samples (Eriksson and Pesa¨maa, 2007; Islam and Faniran, 2005). 

The issue of sample size in the SEM literature is to some extent controversial. There are 

no absolute numbers regarding the sample s ize to be  used in SEM, and small sample 

sizes are not uncommon. This research initially set the target of obtaining at least 100 

subjects. The sample size will be further justified in Section 4.4. 

4.3 Phase 2: Pilot Survey 

4.3.1 Objectives of Pilot Survey 

The ma in a im o f the pilot s urvey i s t o i mprove the internal v alidity o f the survey 

instrument developed in Phase 1. A pilot test was also conducted to improve the survey 

distribution procedure and maximise the potential response rate during the main survey. 

Consideration of the statistical analysis technique used for assessing the validity of the 

survey instrument will be limited for the pi lot s tudy i tself, as the analysis o f the pilot 

study s hould be  m ainly de scriptive (Lancaster et al ., 2004). Hypothesis te sting is  

inappropriate at th is s tage because t he pi lot s tudy onl y involves a small number of 

participants. 

4.3.2 Transformation of Research Instrument into Questionnaire Survey 

To improve the reliability o f th e s urvey q uestionnaire, t he r esearch focussed on f our 

areas when designing and constructing the questions: (1) wording of the questions, (2) 
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response c hoices, ( 3) s equence an d ( 4) t he g eneral ap pearance o f t he questionnaire 

(Buckingham & S aunders, 2004 ; Christian e t a l., 2007 ; Fowler, 1995 ; Krosnick &  

Presser, 2010 ; Rada, 2 005; Synodinos, 2003 ). The w ording of  the instrument w as 

modified t o be  s hort, with a n easy que stion f ormat a nd improved visual de sign ( i.e. 

using numbers, s ymbols and graphics). Effective vi sual design i s important to convey 

particular meaning, can increase response efficiency and improve the survey experience 

for respondents (Christian et al., 2007). The questionnaire also used number and symbol 

elements (e.g. pe rcentage =  % , dr op-down m enu l ist, c heck bo x but ton) and graphic 

elements (e.g. shape, colour, font size and type, placement of information on pa ge and 

skip-logic) to deepen the meaning of the survey questions (Christian et al., 2007). 

The que stions w ere more g enerally designed as close-ended questions, and an swers 

were based on a scale and/or ordered category. There are many approaches to creating 

ordered c ategories, such as  three-point s cales (e.g. good, f air a nd poor ), or  five- or 

seven-point Likert-type scales (Krosnick &  P resser, 2010 ). The optimal num ber of  

options/points i n a  Likert s cale is t he s ubject of  de bate (Jacoby &  M atell, 1971; 

Komorita & Graham, 1965; Matell & Jacoby, 1971). Essentially, however, the choice of 

scale s hould reflect the t heoretical background, s cale poi nt m eaning, p racticality of  

translation a nd e vidence on t he opt imal nu mber of  s cale poi nts from ot her w ork 

(Krosnick & P resser, 2010 ). Based on the theoretical ba ckground a nd p revious w ork, 

several r esearchers use a seven-point scale (e.g. Davis, 1989; Venkatesh et  al ., 2003), 

although others (Moore & Benbasat, 1991) have used a variety of scales in their survey 

instruments. The most common option, and generally the best regarded, is a five-point 

scale (Krosnick & Presser, 2010). 

For ease an d p racticality o f t ranslating t he meaning of a  qu estion, each question was 

provided with a choice of answers based on a five-point Likert scale. Using the Likert 

scale, respondents can indicate their perceptions by defining how strongly they agree or 

disagree in terms of a  range from very positive to very negative, relative to the given 

statement/question. A standard scale w as used: strongly agree =  5, a gree =  4, ne ither 

agree/disagree = 3 , disagree = 2  and strongly disagree = 1. This agree–disagree scale is 

broadly considered the simplest and most straightforward for participants. However, in 

certain cases, the agree–disagree f ormat i s l ess a ppropriate a nd can b e insufficient to  
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provide meaningful data (Fowler, 2009 ; Krosnick & P resser, 2010). To provide more 

reliable, valid and interpretable data, in this questionnaire, the use of an agree–disagree 

question f ormat is o nly u sed in  limite d s ituations. O ther s cales, such as i mportant–

unimportant, a ctive–passive, eas y–difficult, e xtensive–limited a nd e xcellent–minimal, 

are used wherever they provide added meaning. 

For overall appearance, the survey was developed into a commercial web survey tool in 

SurveyMonkey® (see: http://www.surveymonkey.com/OPIMS_PRO). S urveyMonkey® 

allows not o nly a more r efined ap pearance in t erms of  colour and f ont s tyle, it a lso 

provides a more d ynamic i nteraction b etween t he r espondent an d the questionnaire. 

Questions were allocated into a specific f low and skip-logic (allowing questions to be 

excluded ba sed on pr evious us er r esponses) between f ive s ubjects/parts. F igure 4. 2 

provides a n i llustration of  t he f low l ogic us ed in t he pi lot s tudy. U sing sk ip-logic, 

respondents were asked to skip one or several questions based upon which answer they 

selected for a particular question. The survey contained seven main parts: 

a) Introduction—The questionnaire c ontained an i ntroductory p age (Page 1 : 

Project Information S tatement) which ex plained the pur pose of  t he research, 

definitions of  O PIMS and i nstructions on how t o c omplete the s urvey. T he 

introductory page was required by UNSW FBE Human Resources Ethics Panel 

(please refer to Appendix D). 

b) Demographic of Respondent—This part was about the respondent’s background 

and i ncluded que stions on  age, gender, education, w ork e xperience an d 

employment position. 

c) General K nowledge an d E xperience ab out ICTs—This enquired about t he 

participant’s knowledge of and ex perience with ICT in general. The qu estions 

were about w hether the respondent us ed ICT a t work a nd/or in their personal 

life, their opinions on w hether the ICTs were particularly useful at work, what 

type of technologies they use and how frequently it is used at work. 

d) Attitude a nd D isposition t owards O PIMS—This p art s pecifically focussed on 

the a ttitudinal f actors of  us ing O PIMS a t w ork such a s m otivation, efficacy, 

anxiety and power. 

http://www.surveymonkey.com/
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e) Integration a nd A ccessibility of OPIMS t o W ork—This pa rt focussed on 

questions related to the integration and usefulness of OPIMS at work. 

f) Support N etwork—This pa rt w as de veloped ba sed on i nstruments used i n a  

social n etwork p erspective. It w as d eveloped exclusively t o assess t he s ocial 

network of  r espondents a t w ork a nd the relations associated w ith t he u se o f 

OPIMS. 

g) Closing—Respondents were required to click the ‘next’ button if they agreed to 

their participation in the survey, and completed the questionnaire by clicking the 

‘submit’ button. Respondents were also asked to provide their contact details if 

they wished to participate in the next stage of research, a short interview session. 
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Figure 4.2: Survey flow chart. 

 

4.3.3 Pilot Survey Coverage and Outcome 

The survey que stionnaire was p laced online using t he S urveyMonkey® website. T he 

online format allowed respondents t o c omplete t he s urvey at a ny t ime a nd m ake 

changes t o t heir responses be fore f inalising t heir s ubmission. I t was also i ntended t o 

automate da ta c ollection a nd qui ckly r each r espondents i n di fferent g eographical 

locations (Dillman et al., 2009). 
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During March–April 2012, the survey invitation was sent randomly to a limited number 

of undergraduate a nd postgraduate s tudents c urrently enrolled i n a construction 

management p rogram o f s tudy in  institutions a cross Australia. T he i nvitation to  

participate was send to 14 schools of architecture, engineering and construction via the 

relevant P rogram H ead by email. A s s hown i n Table 4.2, 49 students f rom di fferent 

backgrounds including f ull-time s tudents, cad ets, i nterns an d g raduate t rainees 

participated in  the pilot study. From t hese r esponses, on ly one un completed r esponse 

was received, making the total number of completed responses 48. However, among all 

respondents, only 10 identified themselves as OPIMS users. 

Table 4.2: Responses to pilot survey. 

Responses Number of responses (count) Percentage (%) 

Total responses received 
49 100.0 

Uncompleted responses/skipped questions 
1 2.0 

Completed/answered all questions 
48 98.0 

Users of OPIMS 
10 29.0 

 

The low response rate to the pilot study was disappointing, but anticipated. It i s likely 

that t he l ow r esponses were caused by s urvey ‘coverage’. F or s ome schools, t he 

successful co mpletion of the d egree o r m asters in c onstruction m anagement pr ogram 

does not include a compulsory industry-based learning program, cadetship, internship or 

graduate program. In addition, some programs offer courses on IT but not specifically 

on O PIMS. As s uch, s ome students m ay not  experience O PIMS during their s tudies, 

affecting the respondents targeted for this study (people who have experience using the 

technology). 

The s ocial s upport i nstrument w as obs erved t o be  a dequate. In t his instrument, 

respondents w ere as ked t o i ndicate at  l east s even p eople t hat t hey had frequent, 

significant c ommunications w ith, a long w ith anyone relevant who was significant to  

their w ork. A s s hown i n Table 4.3 , t he pi lot s urvey recorded that 30  per c ent of 

respondents w ho us ed OPIMS had connections to only one such person. A  s imilar 

percentage w as connected t o s even s ignificant pe ople a t work. T he r est of  the 
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respondents had connections with two people (10 per cent), three (10 per cent) and five 

(10 per cent). Although they were encouraged to name at least seven people (with space 

available for as many as 10), only one respondent listed nine people with whom he or 

she had relevant communication. Overall, t he average reported network size was four 

people per respondent, a mean value of 4.20. In general, all of the questions used in the 

pilot study proved relevant and suitable for use in the main survey. No major changes 

were m ade, with only a s light m odification of  t he l ayout a nd wording for t he final 

questionnaire. A copy of the final questionnaire survey can be found in Appendix E. 

Table 4.3: Mean value of support network size. 

 

4.4 Phase 3: Survey  

4.4.1 Objectives of Phase 3 

The main objectives of this phase are to obtain data concerning the resistance to using 

OPIMS, and to verify the significant constructs and relationships between the constructs 

as out lined i n the initial r esistance factor mo del. T he ite ms previously di scussed i n 

Statistics 

Network Size 

 
Valid 10 

Missing 0 

Mean 4.20 

Network Size 

Network Size Frequency Per cent Valid Per cent Cumulative  
Per cent 

 

1 3 30.0 30.0 30.0 

2 1 10.0 10.0 40.0 

3 1 10.0 10.0 50.0 

4 1 10.0 10.0 60.0 

7 3 30.0 30.0 90.0 

9 1 10.0 10.0 100.0 

Total 10 100.0 100.0  
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Chapter 3 were included in the survey measuring the construct of the proposed model to 

predict resistance to the adoption and integration of technology at work. 

The objective of this phase is to test the model and to confirm the significant variables 

in t he r esearch model. T his s tage i nvolved da ta collection using a  survey, analysis of  

survey d ata and ve rification of  the initial r esistance mo del. A s m entioned in  Section 

4.2.2, s ampling f or t his r esearch focussed on s tudents a nd pr ofessionals. T hese t wo 

cohorts were included in the sample population because technology implementation can 

affect different levels of employees within the organisation (e.g. cadets, interns, trainees 

and ex perienced employees). A q uestionnaire was d istributed to  th em w ith th e 

assistance of: 

i. Sales and Marketing Personnel in OPIMS Software Provider organisations. 

ii. Head of Departments in architecture, engineering and construction 

companies. 

iii. Administrators in the respective architecture, engineering and construction 

Professional Bodies. 

iv. Head of Departments in Built Environment Schools. 

Respondents were provided with a SurveyMonkey® web-link, and a letter emphasising 

the research purpose, the guarantee of respondent anonymity and the response deadline. 

Follow-up reminders were only sent to the representatives, requesting them to  remind 

the potential respondents to complete the questionnaire due to the organisation’s privacy 

policy and employee workload. The research does not name or list the organisations or 

individuals involved in this study due to the need to protect their privacy. However, a 

general profile of respondents is presented in Chapter 5. 

The t echniques us ed f or the data a nalysis a nd mo del te sting in t his phase will b e 

discussed further in the next section. 

4.4.2 Introduction to Structural Equation Modelling Techniques 

The technique used to evaluate the overall quality of the resistance model was PLS of 

SEM. S EM is  a  c ombination o f s tatistical te chniques. It is  an i ncreasingly popul ar 

approach th at in corporates mu ltivariate s tatistics, for ex ample, multiple r egression 
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(examining d ependence r elationships) an d f actor an alysis ( representing unm easured 

concepts/factors with multiple variables), to estimate a series of interrelated dependence 

relationships simultaneously (Hoyle, 1995; Kline, 2005; Maruyama, 1998; Schumacker 

& Lomax, 2010). SEM is often illustrated graphically by a path diagram that is part of 

the path analysis, which can determine causal and directional relationships. According 

to Matsueda (2012), the development and popularisation of SEM is seen in the works of 

Blalock ( 1961), Duncan ( 1966), Jöreskog ( 1969) and Goldberger ( 1972), who were 

prominent scholars in the SEM development wave of the 1960s  and 1970s. However, 

the origins of SEM can be traced to the development of path analysis by Sewall Wright 

(1921), making him the earliest SEM theorist (Bollen & Pearl, 2013; Maruyama, 1998). 

SEM has been widely used in social and behavioural sciences (Hershberger, 2003). It is 

seen a s a s uitable m ethod f or t esting t heories a nd m odels of  c ausal-predictive 

relationships among observed variables (OVs) and latent variables (LVs) (Bollen, 1989, 

2002; Jöreskog, 1993). OVs are sometimes known as indicators, measures or manifest 

variables, w hereas LVs are sometimes know n a s c onstructs, unobs erved va riables, 

unmeasured va riables, c oncepts or  f actors. To b e more s pecific, LVs a re t heoretical 

concepts t hat c annot be  obs erved or  m easured directly. LVs c an onl y be m easured 

through one or more OVs, which are believed to form the construct adequately. LVs can 

only be measured i ndirectly due t o their nature; that is , exogenous ( independent 

variables) a nd endogenous ( dependent va riables). The r elationship be tween variables 

can be  f ormed i nto a  s tructural m odel a nd a  num ber of  m easurement m odels. A 

measurement model is a model l inking a set of  OVs to a  LV. A s tructural model is  a 

model l inking h ypothesised LVs. T he s ignificance r elationship be tween O Vs t o the 

respective LV can be assessed using the factor analysis technique. Once the OVs in the 

measurement m odels are ve rified, t he r elationship be tween t he e xogenous a nd 

endogenous LVs c an be  a ssessed b y pa th analysis. A c learer d istinction b etween the 

measurement model and structural model is depicted in Figure 4.3. 
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Figure 4.3: Measurement Model and Structural Model. 

 

In the advanced S EM l iterature, t he t erm m easurement m odel i s also called block 

structure ( Wold, 1980)  and out er m odel (Chin, 1998b), a nd the structural mo del is  

known a s the inner m odel (Chin, 1998b ). A s illustrated i n F igure 4.3 , i n t he 

measurement model, LV1 is inferred through its indicators, OV1, OV2 and OV3, which 

are d isplayed as r ectangles. In t he s tructural m odel, LVs are t reated i n a continuous 

manner. T here a re three LVs as hypothesised: LV1, LV2 a nd LV3. A rrows c onnect 

directly to L V3 f rom L V1 a nd L V2, which form a nd c ontrol t he b ehaviour a nd 

significance of LV3. 

Using SEM to estimate multi-layer constructs and multiple correlations of variables as 

well as the whole quality of the model has some advantages. For example, SEM allows 

more direct translation of substantive theory into comprehensive statistical practice and 

gives f lexibility in  mo delling d ifferent t ypes o f in teraction r elationships and ef fects 

(Chin, 1998a ). T his m eans that SEM a llows for t he de velopment of  LVs and the 

modelling of  a relationship a mong them to id entify OVs for e ach of t he LVs and 

statistically te st the theoretical a nd m easurement a ssumptions a gainst empirical d ata 

(MacCallum &  Austin, 2000 ). Another advantage i s that, in a ddition t o the f actors, 

measures or variables that the researcher intended to test and determine, SEM is able to 

take validity and reliability issues into account. Reliability refers to the consistency of 
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measures. Measurements are considered reliable if they are repeatable and any errors of 

measurement that a ffect reliability are constant errors. Cronbach’s a lpha is one  of  the 

most commonly us ed t echniques for reliability analysis, but  ot her t echniques such as  

composite reliability and average variance extracted (AVE) are used also (Gefen et al., 

2000). F or v alidity a nalysis, d iscriminant and c onvergent v alidity are o ften the f ocus 

(Anderson & Gerbing, 1988; Gefen et al., 2000). Convergent and discriminant validity 

indicators ar e u sed t o check whether the m easure applied act ually measures t he 

construct that it is supposed to measure. 

Despite its advantages, there are also a few disadvantages of using SEM. These relate to 

model evaluation and methodology. First, for model evaluation, SEM assessment and 

parameter e stimation are v ery complex (Chin, 1998a ). S EM r equires a detailed 

understanding of the p urposes of  the m easure’s application w ith th e o bjectives, 

hypothesis a nd m odel of r esearch. In the case of research i n t he e arlier s tage o f 

theoretical development, and which is intended to test and validate exploratory models, 

component-based S EM i s m ore ap propriate. Covariance-based S EM m ay be  m ore or  

less credible in that case because the assumption and analysis methods are confirmatory 

in nature (further discussion on component-based and covariance-based SEM follows in 

Section 4.4.3). Moreover, SEM requires a large sample/data size of at least 200 (Kline, 

2005). T hus, c ollecting a dequate data for u se i n S EM would be  time c onsuming. 

However, if applied appropriately, these procedures will have tremendous potential for 

advancing research practice, particularly for model development (Chin, 1998a). 

4.4.3 Types of SEM Approach: Covariance-Based and Component-Based 

There ar e t wo t ypes o f SEM ap proach: covariance-based SEM a nd c omponent-based 

SEM (also known a s P LS). Between these t wo ap proaches, t he m ost popul ar i s 

covariance-based SEM. This a pproach was developed by Karl J öreskog i n t he e arly 

1970s (Jöreskog &  W old, 1982 ). T he covariance-based S EM technique us es t he 

maximum likelihood (ML) estimation. ML estimates a model’s parameters so that the 

theoretical covariance matrix implied by the system of structural equations is as close as 

possible to  the e mpirical c ovariance ma trix o bserved w ithin th e e stimation s ample 

(Jöreskog & Sörbom, 1983). ML tends to minimise the differences between the sample 

covariance an d that implied b y the th eoretical mo del, to maximise the de gree of  
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consistency be tween t he da ta and t he t heoretical m odel. T he goal of  the tests i s to 

confirm t he theory a nd judge t he overall mo del f it. T he i ndicator or  i ndex a ssessing 

model fit, known as the goodness-of-fit index, should have values in the range of zero to 

infinity. An index value close to zero indicates an imperfect fit and infinity indicates a 

perfect fit (Mulaik et al., 1989). 

The most common technique for measuring goodness-of-fit is  the chi-square ( χ2) test. 

The e stimation o f the χ2 statistic s hould b e in significant w ith a  p -value a bove 0.05, 

because an insignificant χ2 shows good model fit (Jöreskog & Sörbom, 1989). Jöreskog 

and Sörbom (1989) also introduced two goodness-of-fit indices called GFI (Goodness-

of-Fit Index) a nd A GFI ( Adjusted G FI). B oth i ndices h ave b een c reated as  an 

alternative to  th e χ2 test. G FI and A GFI calculate t he pr oportion of  va riance t hat i s 

accounted for by the estimated population covariance. Two other well-known measures 

are the Tucker-Lewis Index ( TLI) b y Tucker a nd L ewis (1973) and the Normed F it 

Index (NFI) by Bentler a nd B onett ( 1980). These s tatistics as sess t he m odel b y 

comparing the χ2 value of the model to the χ2 value of the null model. The null model is 

a model where all variables ar e uncorrelated. While there ar e many different possible 

indices for calculations of fit, good fit values can be regarded as universally acceptable. 

If the model fits perfectly, all fit indices (i.e. GFI, AGFI, TLI and NFI) should have a 

value of 1, but a value of at least 0.90 is also acceptable (Hu & Bentler, 1999). Another 

approach to model fit is called Root Mean Square Error of Approximation (RMSEA), 

developed b y S teiger a nd Lind (cited in S teiger, 1990 ). For R MSEA, th e s maller the 

value, the better the approximation: RMSEA should be in the range 0 to 0.08. 

However, goodness-of-fit does not imply that the model is right or wrong. Goodness-of-

fit only means that the inferred correlation matches the observed data, that the model is 

empirically adequate for theory-purposes and that it can be scrutinised for ‘measurable’ 

outcomes of  i ssues in the real world (Barrett, 2007). In addition, while f it indices are 

useful aspects in SEM and provide a seemingly straightforward method to evaluate the 

hypothesised model, ov er-reliance on them is n ot appropriate. A g ood m odel should 

also be e xamined w ith r espect t o s ubstantive theory. This i s be cause m odels and 

hypotheses usually imply causality. Causality cannot be determined by results of any of 

the techniques i n S EM. Instead, a n e xamination of  the s oundness of  t he unde rlying 
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theory and research design is required (Weston & Gore, 2006). Thus, it is important for 

researchers t o pr ovide a  c ompelling j ustification f or a  m odel ( based on e mpirical 

evidence and t heory) be fore unde rtaking covariance-based S EM, as  a researcher c an 

establish a  g ood m odel ba sed on a substantive basis, an d al low g reater r eliance o n 

theory in analysing data (Mueller & Hancock, 2008). Otherwise, the researcher might 

require ad ditional es timates an d greater amounts of da ta, w hich may l ead t o over-

sensitive s tatistics a nd mis specification in  the model (Fan & S ivo, 2007 ; Fan et  al ., 

1999a). In addition, i t is  th e n ature o f the ML algorithm th at OVs follow a s pecific 

multivariate distribution (i.e. normal distribution) and there is an adequate sample size 

(Reinartz e t a l., 2009). Inadequate s ample s ize m ay r esult not onl y i n p oor pa rameter 

estimates a nd w eak e mpirical r elationships between v ariables, b ut al so l ead t o 

estimation problems and unreliable research results (Marsh et al., 1988). A small sample 

may also potentially lead to omit some variables of model when a complex model with 

LVs is involved (Tanaka, 1987 ). Covariance-based S EM often r equires large s ample 

sizes of at least 200 (Kline, 2005; Raykov & Widaman, 1995). 

A c omplementary approach to covariance-based S EM i s PLS. PLS is s ometimes 

referred to as variance-based SEM (Chin, 1998b; Haenlein & Kaplan, 2004). According 

to Chin (1998b), PLS has its origins in the early work of Wold (1975). PLS is based on 

a series of linear aggregations and ordinary least square (OLS) regressions. Originally, 

the key idea behind the OLS technique was for estimating the unknown parameters in a 

linear regression model and to predict if an acceptable linear relationship may exist, for 

example, between v ariables x and y. C omprehensive r eviews on  the d evelopment of  

PLS are given in Chin (1998b) and Tenenhaus et al. (2005). 

There a re substantial d ifferences between PLS and covariance-based SEM in terms of 

objectives a nd pu rposes. F irst, a ccording t o Chin ( 1998b), unl ike covariance-based 

SEM, which uses a model for explaining the ‘covariation’ of al l of the indicators and 

confirmatory pur poses, the P LS e stimation i s t o obt ain the values of  the LVs for 

predictive pu rposes. P LS a ttempts t o maximise the v ariance explained for c onstructs 

and parameter estimates by minimising each residual variance separately for improved 

prediction of  corresponding constructs. By obtaining estimates of  all latent constructs, 

the P LS algorithm maximises the pr oportion of  va riance of  all d ependent v ariables 
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(both latent and observed) that are explained by the predictors (Chin & Newsted, 1999). 

Second, e stimation i n P LS i s ba sed on  O LS r egressions, w hich i mplies t hat no 

assumptions regarding the distribution or measurement scale of observed indicators are 

required. PLS is considered a soft modelling approach in which no strong assumptions 

with respect to the distributions are made (Vinzi et al., 2010). Further, PLS works with 

small s ample s izes (Chin &  N ewsted, 1999 ). I n c ontrast, covariance-based S EM 

requires normally distributed and interval-scaled variables (Fornell & Bookstein, 1982), 

and a large sample size to avoid non-convergence and improper solutions (Boomsma & 

Hoogland, 2001 c ited i n R einartz e t a l., 2009 ). T hird, PLS has be en s hown t o be  a 

suitable a pproach i n s ituations in w hich research is in t he e arly s tages of  t heory 

development, and where th e aim is  to pr edict t he LVs in t he m odel a nd i dentify 

relationships be tween t hem. I n c ontrast, covariance-based S EM is appropriate i f t he 

focus is on confirming theoretically assumed relationships (Chin, 1998b) . A summary 

of the comparison of these two methods is given in Table 4.4. 

Table 4.4: Comparison between covariance-based SEM and PLS. 
Criteria Covariance-based SEM PLS 
1. Objective Parameter-oriented Prediction-oriented 
2. Approach Covariance-based Component-based 
3. Assumption  Typically multivariate normal 

distribution and independent 
observations (parametric) 

Predictor specification (non-
parametric) 

4. Parameter estimates Consistent Consistent as indicators and 
sample size increase 

5. Latent variable score Indeterminate Explicitly estimated 
6. Epistemic relationship 

between a latent variable 
and its measures 

Typically only with reflective 
indicators 

Can be modelled in either 
formative or reflective mode 

7. Implications Optimal for parameter accuracy Optimal for prediction accuracy 
8. Model complexity Small to moderate complexity 

(e.g. less than 100 indicators) 
Large complexity (e.g. 100 
constructs and 1,000 indicators) 

9. Sample size Minimal recommendations range 
from 200 to 800 

Minimal recommendations range 
from 30 to 100 cases 

Adapted from Chin and Newsted (1999, p. 314). 
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4.4.4 Justification for Using Component-Based or PLS 

According to Marcoulides et al. (2009), there is a misconception that PLS becomes an 

alternative approach in the information systems research discipline only in the situation 

of non -normal d istribution a nd s mall s ample s ize. However, PLS s hould also not be  

used as  an ad-hoc approach f or a chieving ad equate s tatistical p ower at  s mall s ample 

sizes (Goodhue e t a l., 2 006). P LS i s ad equate i f t he r esearch o bjective meets cer tain 

characteristics and the basic assumption of PLS, in which, if the research objective is  

for theory development and prediction, regardless of data distribution and sample size, 

PLS is preferable to covariance-based SEM (Chin, 1998b). In addition, both techniques, 

covariance-based S EM and P LS, s hould be  s een as c omplementary rather t han 

competitive, because b oth ar e t heory-oriented a nd emphasise the tr ansition f rom 

exploratory to confirmatory analysis (Jöreskog & Wold, 1982). Covariance-based SEM 

is p erceived as b eing more related t o theory co nfirmation, while P LS i s f or t heory 

development, which is primarily intended for causal-predictive analysis in situations of 

high complexity but low theoretical information (Chin, 1998a). 

Having c onsidered t he o bjective of  the research, t he P LS ap proach w as used f or the 

present study. As shown in the preceding section on c omparisons of  covariance-based 

SEM a nd P LS ( see Table 4.4 ), t he c onditions o f t his s tudy conform c losely t o P LS 

techniques. Thus, justification for using PLS in this study is based on the following: 

a) PLS provides better prediction capability. The primary objectives of this 

research were to predict and generate a model of resistance factors that best 

describe the resistance behaviour of users who have used OPIMS. 

b) PLS focusses on causal-predictive analysis, which also suits the objective. The 

objective is to build a model of resistance and not to test a well-known 

theoretical model. 

c) The theoretical information of the resistance factor influencing technology 

innovation is under-developed, specifically in the area of construction 

management. The use of PLS is more appropriate in this study, in which most of 

the measures used are newly developed for the purposes of this resistance 

model. 
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d) The data distribution in this study does not follow a multivariate normal 

distribution, which is required under covariance-based SEM, but not under PLS. 

e) The sample size of this study is small; there are only 88 cases (see Chapter 5). 

PLS has the ability to run an analysis with a sample size as low as 30. However, 

the study treated this advantage with caution, and made moderate assumptions 

regarding consistency between data and the model because this could be a 

drawback of the study in the early stage of theory development. 

4.4.5 PLS Technique, Process and Procedure in Research 

Urbach and A hlemann ( 2010) developed a  ke y process t hat m ight be  i nvolved w hen 

applying PLS in research. This process includes problem definition and research design, 

theoretical f oundation, model c onstruction a nd de velopment, da ta c ollection, m odel 

validation a nd i nterpretation. Possible a ctivities involved i n t he later processes a re 

developing the measurement a nd s tructural mo del, s pecifying the scope an d l evel of 

analysis and specifying the intended validity analysis. The later stages also include the 

model va lidation pr ocess; that is , validating t he reflective an d/or f ormative 

measurement model, validating the structural model and performing ‘bootstrapping’ or 

‘jackknifing’. T his pr ocess developed by Urbach and A hlemann ( 2010) is very 

comprehensive. To simplify, this thesis will only discuss the latter part of the process, 

relating to  specifying the measurement m odel a nd s tructural m odel, and defining the 

techniques and sequence of model validation. Parts of the process; that is, the theoretical 

foundation a nd h ypotheses, have al ready b een detailed in C hapters 2 a nd 3 , 

respectively. 

For t his s tudy, a s s hown i n F igure 4. 4, th e in itial a nalysis p rocess b egan w ith 

specification o f the PLS m odel. The t hesis specified t he f actors/constructs s tructure 

from a  theoretical f ramework and model. It is  important to specify the indicators and 

relationships i ntended t o be measured (directly or i ndirectly) b ased on m odelled 

phenomena and theoretical concepts because some of the concepts may not be testable 

and may not reflect the respective factors appropriately. The research created links for 

each obs erved va riable based on a ssociation w ith a LV. Next, t he links for each LV, 

based on its association with other LVs, were drawn. The links and associations of these 

variables can  go in any direction, e ither e xclusively f ormative or  r eflective, or  a 
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combination of  bot h. H owever, b ased on  the theoretical b asis and obj ectives of t his 

research, only formative directions are involved. LVs can also extend with other LVs, 

such as in a  hierarchical order in which indicators of each LV in the higher order are 

determined by indicators in the lower order. 

 
Figure 4.4: Process and procedure of PLS techniques used in this study. 

 

The f ollowing pr ocess i s used f or testing the components i n the measurement m odel. 

The a ssessment of  reliability a nd va lidity of  the measurement m odel s hould be  

evaluated first because the OVs have a corresponding direct linear relationship with the 

LVs (Chin, 1998b ). T he m easurement m odel b ecomes t he b asis f or an alysing t he 

structural mo del. The final pr ocess i s t he a ssessment of  the structural m odel. T he 

relationships be tween t he LVs are as sessed u sing the path a nalysis t echniques. T he 

proposed statistical techniques are path coefficients, R-square (R2) and effect s ize ( f2). 

To e nsure t he ove rall c onsistency of  the statistical r esults, a re-sampling technique 

(bootstrapping) was u sed. A d etailed discussion on the directional a ssociation of  the 

variables and statistical techniques employed in this study are presented in the following 

sections. 

  

Specification of the PLS Model 
 

Assessing the Structural Model 

Assessing the Measurement Model 

Consistency of PLS Estimates 

Specify relationship of indicators/items and 
constructs: reflective or formative measures. 
 

Assess validity and reliability of 
indicators/items using significant of weights, 
Spearman’s correlation coefficient, 
multicollinearity and nomological validity. 

Evaluate model’s quality using path 
coefficients, R-squared (R2) and effect size 
(f2). 

Ensure stability of estimates 
through re-sampling technique, i.e. 
bootstrapping. 
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4.4.6 Specification of PLS Model Analysis: Formative Measures and Reflective 

Measures 

There are two types of measures: formative and reflective. Reflective measures consider 

cause and ch ange i n t he u nderlying co nstruct, whereas f ormative m easures s hape t he 

characteristics of the construct (Chin, 1998b). As illustrated in Figure 4.5, for formative 

measures, the di rection of the arrows points f rom the observed va riables (OV1, OV2, 

OV3) t o t he construct (C). For the reflective measure, the arrows are i n t he oppos ite 

direction. 

 
Figure 4.5: Formative Measures and Reflective Measures. 

 

Table 4.5 provides a comprehensive summary of the differences between the formative 

and r eflective m easures i n the model. T he r eflective m easures ar e al so c alled ‘effect’ 

measures because t hey i nfluence the underlying c onstruct they r epresent a nd they are 

expected to correlate reasonably to each other, because they all manifest the construct 

and s hare a  c ommon t heme. D ropping one  m easure s hould not  a lter t he c onceptual 

meaning of  t he c onstruct, based on  internal c onsistency. F ormative m easures, on t he 

other ha nd, a re not  e xpected t o i nfluence t he construct. Rather, they are ex pected t o 

define the characteristics of the construct. Hence, the measures are also not expected to 

correlate w ith each o ther. Internal co nsistency is consequently unimportant f or 

formative measures, and dropping one measure could be inappropriate, as it may cause 

the omission of a unique element of the conceptual domain. 

  

C 

OV1 

OV3 

OV2 C 

OV1 

Formative Measures  Reflective Measures  
OV3 

OV2 
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Table 4.5: Comparison between formative measures and reflective measures. 
Considerations Formative Measures Reflective Measures 
1. Direction of 

causality from 
construct to 
measure implied by 
the conceptual 
definition 

• Direction of causality is from items 
to construct  

• Indicators are defining 
characteristics of the construct  

• Changes in the indicators should 
cause changes in the construct 

• Changes in the construct do not 
cause changes in the indicators 

• Direction of causality from construct 
to items 

• Indicators are manifestations of the 
construct 

• Changes in the indicators should not 
cause changes in the construct 

• Changes in the construct do not cause 
changes in the indicators 

2. Interchangeability of 
the indicators/items 

• Indicators/items need not to be 
interchangeable 

• Indicators/items need not have the 
same or similar content, need not 
share a common theme 

• Dropping an indicator/item may 
alter the conceptual domain of the 
construct 

• Indicators/items should be 
interchangeable 

• Indicators/items should have the 
same or similar content, should share 
a common theme 

• Dropping an indicator/item should not 
alter the conceptual domain of the 
construct 

3. Covariation among 
the indicators/items 

• Not necessary for indicators/items 
to covary with each other 

• Indicators/items are expected to 
covary with each other 

4. Antecedents and 
consequences 

• Indicators/items are not required to 
have the same antecedents and 
consequences 

• Indicators/items are required to have 
the same antecedents and 
consequences 

Adapted from: Jarvis et al. (2003) 
 

According to Jarvis et al. (2003), it is important for researchers to consider the norm of 

reflective a nd f ormative indicators/items in m odels because these will substantially 

affect estimation procedures. According to Jarvis et al. (2003), it is not only items that 

are formative or reflective, constructs are also able to be either formative or reflective. 

The PLS model can have constructs, indicators and items that are measured in reflective 

or formative ways, or any combination thereof, depending on the underlying theory. For 

example, in a project management study, typical measurements for a successful project 

are variables such as time, budget, quality and environmental sustainability. In a model, 

these variables are usually considered as being in the reflective mode, which affects and 

causes project success. However, in real life, a change in any one of these variable (e.g. 

financial s hortage) ma y a lso a ffect t he p roject s uccess f actor. C onversely, i n the 

reflective mode, a change in the financial shortage variable does not necessarily imply a 

change i n pr oject s uccess. M isspecification of  t he di rection of cau sality between a 

construct and its measures is a serious issue. 
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The study b y Jarvis et al. (2003) showed that 28 pe r cent of the latent constructs with 

multiple indicators published in the top marketing journals were incorrectly specified as 

reflective when they should have been formative. Another study by Petter et al. (2007) 

found that 30 pe r c ent of m odels i n i nformation s ystem j ournals a re s ubject t o this 

misspecification. M isspecification c an le ad to  in accurate e stimations a nd incorrect 

conclusions on t he s tructural r elationships be tween c onstructs. O ne w ay t o m itigate 

misspecification is to follow the guidelines proposed by Jarvis et al. (2003), which hold 

that the research must explicitly identify the direction of causality from the construct to 

the measure implied by the conceptual definition. 

In this study, three key theories and perspectives influence the shape of the conceptual 

framework towards the formative order: DoI, TAM and SNT. Based on t he discussion 

of those theories presented in Chapters 2 and 3, the research assumes that resistance can 

be i dentified b y t ime of  a doption a nd l evel of  us age o f t echnology. In e xplaining 

resistance comprehensively, the r esearch considers that resistance t owards n ew 

technology i s i nfluenced by a large n umber o f f actors, including support ne twork, 

experience a nd di sposition, integration, and the accessibility o f te chnology to  th e 

individual. Based on the theoretical framework underlying the research model, as well 

as the research p roblems an d aims, all items and constructs i n t he PLS m odel ar e 

formative (see Figure 4.6). 

Techniques for model e stimation and h ypothesis testing will be  di scussed in Sections 

4.4.7 and 4.4.8. As mentioned in Sections 4.4.2 and 4.4.6, there are two types of model 

and e stimation: ( 1) me asurement mo del a nd ( 2) s tructural mo del. E stimation o f a  

measurement model is focussed on ensuring the consistency of all items to an individual 

construct. Estimation of a structural model emphasises the quality of all the constructs 

and the relationships between them. 
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Figure 4.6: PLS diagram of estimation research model. 
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4.4.7 Assessing the PLS Measurement Model 

Part of the PLS equation is built on evaluations to ensure the quality and consistency of 

measurement items. Another part is  the whole quality of the hypothesised structure or 

path m odel ( discussed i n S ection 4.4.8). The estimation p rocess was s pecified by 

following the guidelines proposed by Diamantopoulos et al. (2008). The measurement 

model level will be estimated in two steps. The first step is an estimation of the quality 

of the formative measurement model through the indicator of significant weights. The 

second stage estimation is an assessment of the validity and reliability of all formative 

constructs us ing a multicollinearity a nd no mological va lidity a pproach. T hese 

estimations are described below. 

4.4.7.1 Significant Weight 

At the indicator level, the indicator needs to be assessed as to whether it significantly 

contributes t o f orming t he relevant construct. The m ost a ppropriate s tatistic f or 

assessing the validity o r s ignificance o f a  f ormative in dicator is  ‘weight’ or ‘path 

coefficient’ (Chin, 1998b). S ignificance of  weights i s usually bui lt in such a  way that 

each indicator/item is positively correlated to a construct. Acceptable cut-off values of 

weight (or t-value) for a two-tailed test are 1.65, 1.96 and 2.58 a t significant levels (p-

value) of 0.1, 0.05 and 0.01, respectively. To ensure the quality of the overall significant 

results, according to Chin (1998b), this estimation should also be examined by using a 

re-sampling technique (see Section 4.4.8.3). 

The i nclusion or  e xclusion of  a  non -significant v ariable o r item s hould c ounter t he 

conceptual f oundation and t heory. T his is because a non-significant in dictor is  

sometimes caused by a lack of theoretical relevance. Careless exclusion may remove a 

significant domain c oncept of  the construct. However, a  significant item s ometimes 

contains redundant information, termed multicollinearity (Cenfetelli & Bassellier, 2009; 

Diamantopoulos et al., 2008).  

4.4.7.2 Multicollinearity 

According t o Diamantopoulos a nd W inklhofer ( 2001), mu lticollinearity r efers to  a n 

unnecessary el ement i n a formative mo del. It c an c ause estimation d ifficulties in  
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assessing indicator validity. This problem arises because of the nature of the formative 

model itself: indicators must not be correlated or share a common theme to each other. 

Thus, it becomes difficult to separate the influence of individual items on the respective 

constructs. To de al with multicollinearity, the d egree o f m ulticollinearity is ex amined 

by calculating t he va riance i nflation factor ( VIF). According t o Diamantopoulos a nd 

Siguaw (2006), VIF values in the range of 0.35 to 10 indicate the p resence of critical 

collinearity. If the VIF is less than 3.5, it is considered as an excellent value. 

However, i n pr actice, t he whole i dea of  t he d egree o f multicollinearity is ambiguous. 

Diamantopoulos a nd W inklhofer ( 2001) themselves em phasised t hat the indicator 

elimination should not  be purely s tatistical nor  s eparated f rom the conceptual when a  

formative measurement model is involved, as this would eliminate the true meaning of 

the construct. For this study, multicollinearity is relevant, but it can also complicate the 

analysis p rocess and create danger to the research results. To make it straightforward, 

multicollinearity w ill b e tr eated as a secondary item. If mu lticollinearity exists in  the 

statistics, it is probably not theoretical. Therefore, the model will be left as it is. This is 

the recommendation of Chin ( 1998b), who s uggested t hat t he problem of  

multicollinearity can be ignored i f the research focus i s at  the s tructural level. Indeed, 

the focus of this study is on the structure of the model and the formation of new theory. 

4.4.7.3 Nomological Validity 

A few statistical techniques have been developed by scholars in the PLS area, to test the 

validity and r eliability o f the model. T hese i nclude loadings, c omposite r eliability, 

convergent and discriminant validity, and AVE. The composite reliability measure can 

be used to check how well a construct is measured by its assigned indicators. However, 

when e mploying f ormatively m easured c onstructs, t hese t echniques a re i nappropriate, 

as they are only valid for reflective constructs (Diamantopoulos & Siguaw, 2006). Use 

of these statistics f or the formative c onstruct would mislead t he an alysis an d 

interpretation of  r esults (Cenfetelli &  B assellier, 2 009). In f act, a ccording t o 

Diamantopoulos et al. (2008), several scholars, including Bagozzi (2007b), Bollen and 

Lennox ( 1991) and themselves, continue t o debate the n ecessity o f r eliability a nd 

validity m easures i n f ormative de sign. Bagozzi ( 2007b), for i nstance, believes t hat 

reliability testing of the formative measure by statistics is not meaningful, as the results 
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of the research can be supported by theory and expert opinion. However, a p rocedure 

for establishing the validity of formative constructs is important. 

An a pproach t o a ssess construct va lidity ( either f ormative or  reflective) i s t hrough 

nomological validity. Nomological validity determines whether a given construct relates 

to the focal construct as anticipated and is used as the basis for choosing which factors 

and questions are included in the study. As presented in Figure 4.6, t he focal construct 

of th is s tudy is  r esistance. T he s tatistics f or a ssessing n omological v alidity a re in  th e 

form of path coefficients. Each factor is validated based on the significance of the path 

coefficients derived from the statistical analysis. According to MacKenzie et al. (2011), 

if the path coefficients a re s ignificant then the constructs are conceptually related and 

the degree of confidence in the validity of the indicators is increased accordingly. Chin 

(1998a, p. x iii) s tated t hat a  p ath coefficient should have a va lue of  at l east 0.20 and 

ideally above 0.30 to be considered meaningful/significant in this regard. 

4.4.7.2 Spearman’s Correlation Coefficient  

Generally, f ormal v alidity analysis t echniques f or f ormative d esign h ave n ot r eceived 

the br oad research a ttention. It i s l ess d eveloped w ithin t he S EM a nd PLS l iterature 

(Diamantopoulos et al., 2008; Henseler et al., 2012; Ringle et al., 2009). Until now, the 

consistency a nd validity of  f ormative d esign ha ve be en a lmost e xclusively limite d to  

multicollinearity and nomological measures (Andreev et a l., 2009; Diamantopoulos e t 

al., 2008 ; Roberts &  T hatcher, 2009 ). T he v alidity assessments u sed for r eflective 

design, such as loadings, composite reliability, convergent and discriminant validity and 

EVE, are not applicable to formative design (Andreev et al., 2009; Diamantopoulos et 

al., 2008).  

Therefore, t o i mprove t he va lidity o f a ll i tems, t he r esearch us ed Spearman’s rank 

correlation co efficient, w hich i s ap propriate f or m easurement i tems b ased o n s cales 

(Kendall & Gibbons, 1990; Spearman, 1904). Spearman’s rank correlation coefficient is 

a non-parametric method that assesses the relationship between two variables. The value 

or s trength o f t he r elationship b etween t he t wo variables i n a S pearman’s co rrelation 

calculation is between +1 and -1. A Spearman’s correlation closer to zero indicates no 
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tendency for the two variables to correlate. This technique has been applied successfully 

once previously, in a study by Haenlein (2004) on e-business success factors. 

4.4.8 Assessing the PLS Structural Model 

For the PLS, the structural model has to be designed as a causal chain, also known as a 

path model. Likewise, the path analysis in the regression technique, the path analysis of 

PLS, can be in terpreted in a  s imilar way. The quality of the s tructure of the model is  

based o n t he estimation o f p ath coefficients and significance l evels (Chin, 1998b ). A  

statistical analysis for judging the structural model is a determination coefficient; that is, 

R2. This estimation requires using a re-sampling technique (e.g. bootstrapping) to ensure 

accurate inferences, especially when the sample size is small. 

4.4.8.1 R-square 

The interpretation of 𝑅2 in the PLS is similar to the multiple regression analysis (Chin, 

1998b). In P LS, 𝑅2 is u sed t o pr edict t he out come of  t he m odel ba sed on t he 

relationship between the independent variables and dependent variables. The va lue of  

𝑅2 is in the range of 0 to 1. A 𝑅2 near 1.0 indicates that a regression line fits the data 

well, while a 𝑅2 closer to 0 indicates that the regression line does not fit the data well. 

No generalisations can be made about an acceptable value of 𝑅2. The specific 𝑅2 value 

depends on t he i ndividual s tudy, although Chin (1998b) suggested 𝑅2 values of  0.67, 

0.33 and 0.19 in the PLS path model as substantial, moderate and weak. The higher the 

value of 𝑅2, the b etter: a lower v alue d emonstrates a weakness in the t heoretical 

underpinnings and irrelevant LVs in the model.  

4.4.8.2 Effect Size (f2) 

𝑅2 can also be extended to examine how well the exogenous LV acts as a predictor to 

the endogenous LV. This is known as the effect size (f 2). The f 2 values can be obtained 

based on the following calculation: 

 𝑓2 =
𝑅𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑2 − 𝑅𝑒𝑥𝑐𝑙𝑢𝑑𝑒𝑑2

1 −  𝑅𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑2  
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𝑅𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑2  is the 𝑅2 of the exogenous LV when an endogenous LV is used in the model. 

𝑅𝑒𝑥𝑐𝑙𝑢𝑑𝑒𝑑2  is the 𝑅2 of the endogenous LV when the same endogenous LV is removed 

from the model. According to Chin (1998b), once  𝑓2 is obtained, the degree of effect 

can be determined with reference to criteria as set out by Cohen (1988), where the  𝑓2 

values are 0.02 (small effect), 0.15 (medium effect) and 0.35 (large effect). 

4.4.8.3 Bootstrapping 

Bootstrapping is a re-sampling technique that is commonly used to ensure the accuracy 

of P LS e stimates (Chin, 1998b ). B ootstrapping can c reate a nd r eplicate a  num ber of  

random samples by selecting them from the original data set. Each case in the original 

samples provides a reliable probability that will enhance the path coefficient estimation. 

This i s a very effective t echnique and i t i s of ten a n a lternative, especially f or s mall 

samples, to increase the accuracy of the data analysis. There are no optimal numbers or 

correct s ample s izes for P LS i n the literature. H owever, for t his s tudy, 500 r andom 

replications of  t he or iginal s ample w ere us ed. T his w as assumed large enough and 

sufficient to achieve consistent analysis. 

4.5 Phase 4: Interviews, Conclusion and Recommendations 

4.5.1 Objectives of Phase 4 

The objective of  Phase 4  is to  verify and improve the r esistance model. This s tage i s 

also to seek informed opinion on t he strategies being considered to manage resistance 

towards OPIMS. Data collection f or th is p hase is  from a  series o f semi-structured 

interviews. T he i nterviews were undertaken from January t o F ebruary 2013. T he 

interview participants were s elected f rom those w ho had participated in the 

questionnaire survey and expressed a willingness to be involved further. 

4.5.2 Review of Techniques for Qualitative Approach 

Five s trategies are c ommonly used for the analysis o f the qualitative interview data: 

narrative a nd lif e h istories, visual da ta, discourse and s poken action, material 

assemblages and technologies, and places and space (Atkinson and Delamont, 2005). In 

framing the preferred approach, the consideration of each alternative technique should 
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be driven b y t he research o bjectives (Tesch, 1991). These are cl assified i n t erms o f 

whether the focus is on language, description or theory building (Fellows & Liu, 2009). 

If the focus is on how  l anguage i s us ed a nd w hat i t m eans (talk a nd t ext), t hen the 

appropriate techniques will in clude content a nalysis, t hematic an alysis, d iscourse 

analysis a nd conversational a nalysis. If the research i s at tempting to de velop a  

comprehensive und erstanding o f th e s ubject ma terial o r a rtefacts, th en the most 

appropriate t echnique would be  a narrative an alysis. If the research s eeks t o d evelop 

theory from the data collected, then a grounded theory method is most likely the most 

appropriate option. 

4.5.2.1 Conversation Analysis 

Conversation an alysis i s s ometimes r eferred t o as  a t alk-in-interaction an alysis 

technique. In this method, the analysis can go deeper than what the participants might 

have s aid dur ing a  c onversation. T he r esearcher i s i nterested i n the l anguage as  an  

object of study (Sidnell, 2013). Words used in conversation behave as objects that can 

both form the conversation and reveal the expression of intentions, such as accusations, 

opinions, c omplaints a nd s o f orth. C onversation a nalysis i s ge nerally considered as a  

method that is purely for analysing speech. A related method, often referred to together 

with conversation analysis, is discourse analysis (Silverman, 2001). Discourse analysis, 

however, has a  broader scope than does conversation analysis. Discourse analysis is a  

method that can be used to analyse written, verbal or semiotic events (sign language or 

body gesture language) (Peräkylä, 2005). A detailed comparison between conversation 

analysis and discourse analysis can be found in Hepburn and Potter (2004). 

4.5.2.2 Content Analysis 

Similar t o c onversation a nalysis, c ontent a nalysis focusses on t he ch aracteristics o f 

language as  co mmunication. P articular a ttention is g iven to t he content or c ontextual 

meaning o f t he t ext as a m eans to pr ovide k nowledge a nd unde rstanding of  t he 

phenomenon unde r s tudy (Krippendorff, 2004 ; Lindkvist, 1981 ; Rosengren, 1981 ; 

Tesch, 1990; Weber, 1990). Words, phrases or units of text that have been classified or 

coded in the same category are assumed to have similar meanings (Weber, 1990). The 

source of such data/text can be collected from interviews, focus groups, observation or 

print media, and might be in verbal, print or electronic form. 
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4.5.2.3 Thematic Analysis 

Another te chnique th at s eems id entical to  c ontent a nalysis is  th ematic a nalysis. The 

main difference between these is that content analysis involves establishing meaning by 

quantifying t he t heme, while a t hematic ap proach i s b ased o n s pecific p atterns or 

manifestations of t he t heme in w hich the r esearcher i s i nterested (Joffe &  Yardley, 

2004). T his te chnique i s e mployed to  id entify what th emes e xist in  a n in formation 

source, and to seek the most important theme systematically (Boyatzis, 1998). There is 

always the possibility, when data is very rich and robust, that some themes tend towards 

being latent and/or exist in a text at a different level. Hence, the structure (or network) 

of the themes needs to be identified prior to coding to have a clear depiction of themes 

(Braun &  C larke, 2006 ). C oding i s t he pr ocess of  de fining t he da ta b y s pecific 

meanings. C odes ar e l abels t o r epresent t he m eanings (Miles &  H uberman, 1994 ). 

Codes can contain chunks or only part of phrases, words, sentences or paragraphs in the 

text. C odes can emerge i ndependently, but h ave greater r eliability w hen t he 

codes/themes ar e ex tracted i nto s pecific c ategories t hat r equire l ogic o r a conceptual 

lens. It is prudent when handling a t hematic analysis that codes/themes are adequately 

supported by pre-existing theory. 

4.5.2.4 Grounded Theory Method 

According t o Charmaz ( 2005), t he grounded t heory m ethod i s t he m ost a ppropriate 

approach for theory development in qualitative studies. This method is characterised by 

the de velopment of  new t heories ba sed on d ata. The grounded t heory method w as 

introduced by Glaser and Strauss (1967). However, a bifurcation occurred later because 

of a d isagreement between these two original authors on which epistemological stance 

(objectivist or constructivist) is most correctly underlying the grounded theory method 

(Bryant & Charmaz, 2007). Glaser and Strauss (1967) state that when developing a new 

theory, it should be drawn from the data and not from pre-existing concepts or theories. 

This was justified to allow the researcher more freedom in understanding the situations 

under study. Later, however, Strauss and Corbin (1990) reworked grounded theory and 

proposed the technique of the coding matrix to conceptualise the theme and develop a 

new t heory. This w as in  c ontrast to  Glaser’s (1992) argument that d eveloping a n ew 

theory should only be explained by the phenomenon under study (Goulding, 2002). The 
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consequence of  t his di spute is th at the c oding pr ocedure has b een split in to tw o 

techniques. Strauss a nd C orbin ( 1990) suggest t hat c odes ha ve di mensions a nd 

properties, where codes and coding can be  chosen/based on t he theory. Glaser (1992) 

argues that codes do not emerge from data, which is influenced by pre-existing theory; 

rather, codes emerge w ithin t he d ata. T he p rocess o f i dentifying co des advocated b y 

Glaser (1992) relies on hunches and intuition (Holton, 2007). 

4.5.2.5 Narrative Analysis 

Narrative analysis di ffers f rom, but  c an c omplement, techniques s uch a s c ontent 

analysis and d iscourse an alysis. T here a re g eneral s imilarities b etween t he 

characteristics o f t hese t echniques, which ar e i nterpretive and u se l anguage/text as  an  

object of analysis. The tradition of narrative is the field of sociology, early life histories 

and a nthropology (Chase, 2005 ). R esearchers i n t his f ield t ypically u se s tories, lif e 

experiences, ol d phot os, dr awings and ot her a rtefacts as t he obj ects of  t he a nalysis 

(Clandinin & Connelly, 2000). The range of objects provides for a better understanding 

across the whole meaning; for example, the means by which people create meaning in 

their c ulture. N arrative a nalysis is also us ed t o bui ld i nformation on pe rsonal 

experiences, the experiences of others or fictions (such as stories, myths and folktales). 

Objects f or an alysis u sing t he n arrative m ethod ar e t ypically gathered t hrough 

interviewing. T he researcher and p articipants ar e en gaged i n cr eating t he m eaning o f 

questions a nd a nswers a nd unde rstanding t hrough l anguage (Czarniawska, 2004 ; 

Riessman, 1993). For i nstance, t o study the hi story o f t he construction of t he S ydney 

Harbour Bridge, researchers would collect stories through interviews with engineers and 

project workers who were involved with the construction at that time. However, rather 

than solely relying on a coding o f the text/speech/language gathered f rom such 

interviews as the onl y object o f an alysis, v arious ar tefact sources (e.g. dr awings a nd 

photographs) can be used to identify the chronological history. 

4.5.3 Justification for Using Thematic Analysis 

All of t he techniques reviewed thus far ar e relatively common in construction 

management research. Content a nalysis, for e xample, ha s be en us ed i n a s tudy b y 

Lingard et al. (2000) to examine employee perceptions of the solid waste management 



131 
 

system, and i n Teo a nd Loosemore ( 2001) to a nalyse p articipants’ opi nions on w aste 

management via focus group study. Narrative analysis has been used in Löwstedt and 

Räisänen ( 2012) to dr aw out  m iddle m anagers’ stories on t he c hronology of  c hanges 

occurring in a construction organisation. A combination of grounded theory and content 

analysis has been used in Loosemore (1999) on crisis management research. Thematic 

analysis has b een u sed i n Bowen e t a l. (2012) to s tudy the corruption p roblem in t he 

construction industry. Results of thematic analysis in the study of Bowen et al. (2012) 

were used to confirm the results of a quantitative survey, and to build up a theoretical 

understanding of  t he na ture a nd e mergence of  c orruption. The s ource of  da ta us ed i n 

Bowen et al. (2012) was texts that had been transcribed from interviews. 

Like Bowen et al. (2012), thematic analysis is appropriate for analysing interview data 

in t his s tudy. T hematic an alysis w as ch osen b ecause o f t he co rrelation b etween t he 

research o bjective an d methodological n eeds. T he r esearch o bjective o f P hase 4 is to  

support t he qua ntitative findings a nd t o s eek r ecommendations t o m anage r esistance. 

Even though there is little apparent theory and empirical work specifically representing 

resistance or on how resistance can be managed, existing theories (i.e. DoI and TAM) 

can be used to support the building of codes/themes. 

The current research used a thematic method mainly because of its flexibility. Thematic 

analysis can be used in two different positions at the same time: inductive and deductive 

(Attride-Stirling, 2001; Boyatzis, 1998; Tuckett, 2005). From an inductive perspective, 

thematic analysis can be used in theory building, interpretive or early exploration. It has 

been suggested that thematic analysis is the most appropriate method for any study that 

seeks t o ex plore n ew i deas u sing an  i nterpretative ap proach (Attride-Stirling, 2001 ). 

This method allows meaning to be associated with and derived from an analysis of the 

frequency of themes. The focus of thematic analysis is on the ‘essence’ of a text; that is, 

on what is said, more than how it is said. Thematic analysis assumes that language and 

text are relatively d irect in  their meaning, unlikely t o lead t o an ambiguous 

interpretation. The presumption is that themes can be explored and ‘induced’ from the 

data. From a deductive point of view, themes that need to be identified often are already 

partly conceptualised. Codes emerge from the data, influenced by the concepts of a pre-

existing t heory. T he co ncepts can  b e t ransformed i nto s pecific co des/themes an d 
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predetermined prior to analysis. It is a systematic procedure, in which coding can l ink 

the data to pre-existing theory, and the process of removing unnecessary themes can be 

managed efficiently. 

Thematic analysis has a few disadvantages. The main drawback is reliability (Boyatzis, 

1998; Braun & C larke, 2006 ). T hematic analysis i s a  text-based analysis, s o any 

interpretation is s ubjective. For t his r eason, w ithout an e xisting th eoretical a nd 

conceptual framework, interpretation and description of the thematic results is limited. 

Thus, to ensure greater reliability of research results, data should be coded according to 

an appropriate theory and concepts. 

For this thesis, the pre-existing concepts were integrated with emergent codes/themes. It 

is of ten us eful and e ffective t o us e t heory t o generate c odes/themes, but it is  a lso 

possible for a theme to emerge and go beyond the theory. With this in mind, the coding 

included pr e-existing c oncepts a s pa rt of  t he c onstant c omparative pr ocess, but  ne w 

themes w ere a lso i dentified dur ing t he c ourse of t he c oding pr ocess. The a pproach 

adopted he re is t herefore a  ba lance b etween d eductive a nd i nductive c oding. Still, 

coding can  be a f raught process because there i s always a tendency for researchers to 

focus on i ssues related to their interests rather than those that concern the participants 

(Fereday & Muir-Cochrane, 2006). 

4.5.4 Process of Thematic Analysis and Themes Development 

Thematic analysis was performed based on the systematic process proposed by Braun 

and Clarke (2006): 

i. Step one is data familiarisation. Familiarisation involves immersion in the data, 

listening to  audio r ecordings, r eading t ranscripts and studying obs ervational 

notes. A transcription may have to be read several times before it is understood 

and the relevant codes can be noted down for step two. 

ii. Step two involves production of initial codes, as derived from the data.  

iii. Step three i s about searching for themes. At this s tage, initial codes a re sorted 

into potential themes. 
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iv. Step four is about reviewing the themes. The themes are checked and refined to 

ensure coherent meaning. Some themes can be removed and some can be split 

into s ub-themes. D uring t he p rocess, a t hematic ‘map’ of th e a nalysis is  

produced. 

v. Step f ive i s de fining and na ming t hemes. A t t his poi nt, t he m eaning of  e ach 

theme h as t o b e i n ac cordance w ith t he ove rall s tory a bout t he da ta a nd t he 

research obj ectives. T his m ust c onform t o t he r esistance f actor m odel, di scuss 

relationships am ong r esistance f actors/variables and f ind s trategies t o m anage 

resistance. 

vi. The f inal s tep, s tep s ix, is r eporting th e th ematic a nalysis r esults. T he ta sk o f 

writing-up the report or telling the complicated story of interviews and thematic 

results is  s trengthened b y in cluding r epresentative n arrative arguments 

(quotations from the interviews) connected to the research objectives. 

The current research combined different positions in its thematic analysis. This included 

engage w ith t he unde rlying t heoretical and co nceptual t hemes when c oding, a nd 

discover emergent codes that exist in the data. Prior to each interview, the codes/themes 

in the already collected data were mapped to identify the patterns of meaning and issues 

of potential interest. Mapping themes into networks can help to structure the extraction 

onto three levels (Attride-Stirling (2001): 

i. The b asic t heme i s t he l owest order e vident in  t he te xt. T his th eme a cts as a 

backing statement that established significance around the central notion of the 

organising theme. The organising theme is a middle-order theme, surrounded by 

basic themes. 

ii. The o rganising t heme i s a cl uster o r a group formed by b asic t hemes. The 

organising theme is more abstract and about a broader subject matter. A group 

of organising themes are very significant to enhance the meaning of the principal 

theme. A group of organising themes constitutes a global theme. 

iii. The global theme is the principal theme. This theme is a subject or claim that is 

formed by a group of  cluster or  o rganising t hemes. It i s a lso considered a s a  

super-ordinate theme that generates and encapsulates the principal metaphor in 

the text as a whole. 
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The resulting thematic network can be developed starting from the basic themes inwards 

towards the global theme. First, basic themes are identified and classified according to 

the or ganising t hemes. The or ganising t hemes are t hen r einterpreted b ased o n basic 

themes, and brought together to illustrate the principal theme. The principal theme then 

becomes the global theme. 

A thematic analysis was also used to support the quantitative findings. Thus, all themes 

developed were guided by the research model and the qualitative findings from Phase 3. 

Two principal themes are proposed in this study: (1) critical factor of resistance and (2) 

strategy t o o vercome r esistance. T hese t wo t hemes w ere c reated i n r elation t o t he 

research objectives, which are to discover the critical factors of resistance and develop a 

strategy to overcome resistance in an organisation. The lowest order themes that support 

the principal themes were not identified because the research aimed to obtain as much 

information and as many opinions as possible from participants, to create results as free 

from bias as possible. 

4.5.5 Interview Instrument 

The i nterviews were used t o s upport/challenge the ove rall s urvey findings. T hus, i n 

designing the interview que stions, some ke y i nformation f rom t he s urvey results w as 

used to give structure and as a guide. 

There are three possible approaches to a qualitative interview: informal conversational 

interviews, t he i nterview g uide a pproach a nd standardised ope n-ended i nterviewing 

(Patton, 1990). The informal conversational interview is the purest form of qualitative 

approach. It is completely unstructured and questions are often delivered naturally and 

spontaneously. The guided interview a pproach i s pr e-structured and topics a re lis ted 

explicitly i n the interview pr ocedure. A  guided i nterview c an s till be r eworded as 

required, and questions c an be  pr esented in any s equence or or der. The s tandardised 

open-ended i nterview i s c ompletely s tructured. This t ype o f i nterviewing i s ba sed on 

open-ended questions. The wording and sequence of questions outlined in the interview 

procedure i s consistently a pplied across all participants. In mix ed me thods, the 

researcher m ay us e one  or  a mixture of  uns tructured, pr e-structured and s tructured 

forms of  que stion a nd p rocedure i n t he interview. O pen-ended and c lose-ended i tems 
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can be included in a single interview procedure, or in two separate procedures that are 

used in a single study, to produce a deep interview result and breadth of understanding 

about the research problem (Johnson & Turner, 2003). 

For the purpose of the current study, a pre-structured interview was deemed appropriate. 

The questions are f ormulated based on several cr itical t opics and sub-topics de rived 

from the quantitative survey results from phase 1. Topics and sub-topics are identified 

rather than specific questions. In that circumstance, the research benefits from a fairly 

open and unstructured f ramework that gives t he r esearcher m ore f reedom t o ex plore 

issues as  a matter of course rather than pre-empting the issues (Patton, 1990). Deeper 

information c an a lso b e obt ained from the guided i nterview p rocedure, which is  

delivered through natural and spontaneous interaction with participants in an  informal 

conversational mode. Even though the research identified a set of topics and sub-topics 

beforehand, so t hat the in terview pr ocess functioned smoothly, the i nterviews w ere 

conducted f lexibly b y asking qu estions such as  ‘what else mi ght b e a  s ignificant 

resistance f actor?’ This flexible ap proach w as made p ossible because the interview 

participants were selected from the survey participants and/or had a clear understanding 

of the research inquiry. 

4.6 Summary 

The main aim of this research is to develop a comprehensive model of resistance factors 

identified f rom th e lite rature, and t o t est a nd ve rify t he m odel. T o t hat e nd, a  

quantitative a pproach a lone i s de emed i nadequate f or s tudying r esistance. B ecause o f 

the dynamic nature of the industry and the resistance problem itself, complementing a 

quantitative a pproach w ith a  qua litative a pproach m ay be  he lpful t o u nderstand t he 

relationships that exist among the resistance factors. Thus, a  mixed methods approach 

was adopted. 

For t he pur poses of  t his r esearch, t he m ixed m ethods a pproach w ill be  utilised 

sequentially. P riority will b e given to  th e q uantitative approach, w ith th e q uantitative 

phase conducted first, before the qualitative phase. Data is also collected in two stages. 

The q uantitative d ata i s co llected an d analysed p rior t o collecting an d an alysing t he 

qualitative da ta. T his de cision w as i nfluenced by  t he m ain obj ective of  t he s tudy, t o 
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explore the critical f actors as sociated with r esistance to  n ew t echnology. Q ualitative 

analysis i s for t he pur poses of  c onfirmation of  t he f actors a nd un derstanding m ore 

deeply how to overcome the resistance problem. A summary of methods and processes 

involved in the research is illustrated in Figure 4.7. 

Even though the mixed methods approach is resource intensive and time consuming, the 

potentially di vergent f indings c reated t hrough us ing di ffering d ata c ollection a nd 

analysis techniques i n c ombination w ill pr ovide r ichness, de pth a nd br eadth t o t he 

overall results and increase the credibility of the findings. Discussion of the quantitative 

and qua litative findings w ill be  p resented i ndividually i n C hapters 5 a nd 6.
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Figure 4.7: Method, process and phases of research. 

Phase 1:  
Theoretical Framework, Model, 

Hypothesis & Instrument 
Development 

Phase 2: 
Pilot Survey 

  

Phase 3: 
Survey 

  

Phase 4: 
Interview, Conclusion & 

Recommendations 

  
Objectives Phase 1: 
• To identify factors that influence 

individual resistance from the literature. 
• To develop an initial model of resistance 

factors. 
 
Research activities: 
• Establish a theoretical background, 

concepts and research methodology. 
• Develop a research model and 

formulate hypotheses. 
• Select research subjects/respondents 

(students, cadets, interns, graduate 
trainees and experienced professionals). 

 
Output: 
• Theoretical Framework of Resistance 

Factor Model. 
• Proposed Integrated Resistance Factor 

Model (IRFM). 
• List of hypotheses and items for 

measurement. 
 

  

Objectives Phase 2: 
• To evaluate the feasibility of the main 

study. 
• To improve the internal validity of the 

questionnaire and survey distribution 
procedure. 

 
Research activities: 
• Create research instrument survey 

tools. 
• Analysis of pilot survey results. 
• Modification of measurement items, 

discard ambiguous and unnecessary 
questions. 

• Pre-testing instrument, data collection 
method and survey distribution 
procedures. 

 
Data collection methods: 
• Online pilot questionnaire survey. 

 
Data analysis techniques: 
• Descriptive analysis (e.g. frequency 

tables, mean). 
 
Output: 
• Final Survey Questionnaire. 
• New survey distribution contacts (i.e. 

professional bodies, construction 
companies). 

  

Objectives Phase 3:  
• To test the Integrated Resistance Factor 

Model (IRFM). 
• To confirm significant variables in the 

model. 
 
Research activities: 
• Data collection (survey). 
• Analysis of the survey results. 
• Model assessment and estimation. 
• Modification of initial model of 

resistance. 
 
Data collection methods: 
• Online questionnaire survey. 

 
Data analysis techniques: 
• Descriptive analysis.  
• Partial Least Square (using software 

SmartPLS 2.0). 
 
Output:  
• Improved IRFM. 

  

Objectives Phase 4: 
• To verify the improved IRFM and critical 

factors to resistance.  
• To highlight and suggest basic strategies 

to overcome individual resistance. 
 
Research activities: 
• Conduct interviews to gather opinions 

on critical factors to resistance. 
• Gather information about current 

training scheme offered by organisation 
and strategy to manage resistance. 

 
Data collection methods: 
• Semi-structured interview survey (face-

to-face and telephone interview). 
 
Data analysis techniques: 
• Thematic analysis. 

 
Output:  
• Final IRFM and confirm critical factor of 

resistance to OPIMS. 
• Strategy to manage and overcome 

resistance to OPIMS. 
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Chapter 5: Quantitative Data Analysis and Results 

This chapter presents the quantitative analysis and results of the survey data. It consists 

of f ive s ections. T he first s ection d escribes t he p reliminary an alysis an d d ata 

examination prior to model analysis. This is followed by the response analysis, and the 

distribution and profile of respondents. The results of the evaluation of the measurement 

and s tructural m odels are pr esented i n t he s ubsequent two sections, i n w hich bot h 

models w ere a nalysed and te sted u sing th e P LS me thod a nd th e s tatistical s oftware 

SmartPLS 2.0 (M3) Beta. 

5.1 Preliminary Analysis and Data Examination 

A missing values an alysis was c onducted to p roduce a c lean da ta s et f or m odel 

estimation. M issing va lues c an be  categorised as m issing completely-at-random, 

missing-at-random a nd not -at-random (Little &  Rubin, 2002 ). When d ata are missing 

completely-at-random, t his implies there is  n o s ystematic p attern to  th e missing d ata. 

This can happen when the data is either not theoretically related or not part of the target 

sample. Mi ssing-at-random i mplies t hat s ome of t he m issing da ta i s known a nd i s 

examinable by other patterns or from collected data within the sample. If the pattern of 

missing data is somehow related to other outcomes or unobserved data, then it is said to 

be not-at-random or non-ignorable missing data.  

In t he cu rrent r esearch s tudy, d ata f rom 1 12 cas es were collected, i ncluding 

approximately 22 per cent missing values. The following cases were deleted or omitted 

from the data set: (1) five cases in which the questionnaires were incomplete and (2) 19 

cases in w hich a t argeted cr iterion (previous us er e xperience of  O PIMS) was not  

satisfied. This relatively low percentage of missing values can be characterised as data 

missing completely-at-random (Little & Rubin, 2002). This l eft 88 va lid cases for the 

analysis. The research also contained data that were missing-at-random. However, those 

missing data can be defined by a combination of  other observed values. In any event, 

the missing data within the valid 88 cases only accounted for one per cent of the total 

data; and i n t hat ci rcumstance, the s mall s hortfall c an b e s olved b y a num ber of  

approaches (Little & R ubin, 2002 ). No not -at-random or  c ritical unobs erved m issing 

data were identified. 
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Several methods are available by which small proportions of missing data can be made 

up. Two popular approaches are the ML approach and the substitution of simple mean 

and/or r egression m ean (Allison, 2001 ; Little &  R ubin, 2002 ; Schafer &  G raham, 

2002). Table 5.1 provides a summary of the elements of each data set that were missing. 

The total data to be analysed totalled 3344 cases, with each variable in the model being 

associated with one of  the 88 da ta sets. However, some of  the variables, for example, 

Knowledge1 h ad one d ata p oint mis sing. M issing d ata were replaced w ith t he m ean 

value most relevant to the variable. Data were missing in 32 cases, which is close to one 

per c ent o f t he t otal ex pected d ata. In a  s ituation such as  t his, w here t he a mount of  

missing data is relatively small, the mean approach is the most effective and practical. 

Some r esearchers s uggest t hat w ith 1 per c ent missing d ata, me an s ubstitution a nd 

regression are efficient procedures (Rubin et al., 2007).  

Table 5.1: Number of missing data points within valid cases. 
Data set / Variable name Number of missing 

values in data set 
Expected data set 

Resistance     
Indicator1(Time) -> Resistance 0 88 
Indicator2(Usage) -> Resistance 0 88 

Leaders    
Leaders1 -> Leaders 0 88 
Leaders2 -> Leaders 0 88 

Peers    
Peers1 -> Peers 0 88 
Peers2 -> Peers 0 88 

Affiliates Support   
Affiliates1 -> Affiliates 0 88 
Affiliates2 -> Affiliates 0 88 

Knowledge of ICTs   
Knowledge1 -> Knowledge of ICTs 1 88 
Knowledge2 -> Knowledge of ICTs 1 88 
Knowledge3 -> Knowledge of ICTs 0 88 

Use of ICTs   
Use1 -> Use of ICTs 1 88 
Use2 -> Use of ICTs 0 88 
Use3 -> Use of ICTs 0 88 

Motivation   
Motivation1 -> Motivation 0 88 
Motivation2 -> Motivation 1 88 
Motivation3 -> Motivation 1 88 
Motivation4 -> Motivation 2 88 

Efficacy   
Efficacy1 -> Efficacy 0 88 
Efficacy2 -> Efficacy 0 88 

Anxiety   
Anxiety1 -> Anxiety 1 88 
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Anxiety2 -> Anxiety 2 88 
Power   

Power1 -> Power 1 88 
Power2 -> Power 1 88 

Advantage   
Advantage1 -> Advantage 1 88 
Advantage2 -> Advantage 2 88 
Advantage3 -> Advantage 1 88 

Compatibility   
Compatibility1 -> Compatibility 1 88 
Compatibility2 -> Compatibility 1 88 

Complexity   
Complexity1 -> Complexity 2 88 
Complexity2 -> Complexity 1 88 

Learning   
Learning1 -> Learning 1 88 
Learning2 -> Learning 0 88 

Trialling   
Trialling1 -> Trialling 1 88 
Trialling2 -> Trialling 2 88 

Visibility   
Visibility1 -> Visibility 1 88 
Visibility2 -> Visibility 0 88 
Visibility3 -> Visibility 1 88 

Total  32  
(0.96%) 

3344  
(100%) 

5.2 Responses, Distribution and Profile of Respondents 

5.2.1 Age and Gender 

Over the s ix-month period of  da ta collection, between J une and December 2012, 112 

responses were received. Of these, 24 responses were excluded due to invalid responses 

or having no direct link to the targeted respondent (OPIMS user), leaving the number of 

valid questionnaires to be analysed at 88. Out of these valid questionnaires, as shown in 

Table 5.2, 65 respondents were male and 23 were female. The table also shows that the 

age di stribution of  r espondents w ithin t he s ample i ndicates a  hi gh c oncentration of  

employees in the 20 to 40 year age band. The largest proportions of respondents were in 

the 30 to 40 year age group (45 per cent), followed by the 20 to 30 year age group (38 

per cent) and 40 to 50 year age group (13 per cent).  
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Table 5.2: Age and gender of respondents. 
  Gender   

  Female Male Total Per cent 

Age < 20 years 0 2 2 2% 

20 < 30 years 9 24 33 38% 

30 < 40 years 12 28 40 45% 

40 < 50 years 2 9 11 13% 

50 < 60 years 0 2 2 2% 

Total 23 65 88  

 

5.2.2 Education Level, Employment Status and Work Experience  

Sixty respondents described themselves as a  professional: a  person who is engaged in 

full-time e mployment. Professionals in  th is s tudy w ere v aried and employed as 

architects, bui lding s urveyors, C AD ope rators, c onstruction m anagers a nd s o on ( see 

Table 5.3 ). T hirteen r espondents r egarded t hemselves a s p roject m anagers and 11  

described t hemselves as ‘other’. A mong r espondents, s pecified j ob p ositions w ere 

project c oordinator, doc ument c ontroller, r isk manager, hum an r esources m anager, 

procurement officer and IT manager.  

The sampling in this study was taken from a frame that covered all possible categories 

of interest, different levels of OPIMS user and different levels of employee, including 

permanent employees and cadets (refer Section 4.2.2). Table 5.3 also shows that 28 of 

the respondents who participated in the survey were enrolled in university as a student 

and involved in a cadetship, internship or graduate program. Eight of the students were 

in t he br oad pos ition of  c ontract a dministrator, f ive were engineers and t he r est h ad 

varied roles such as surveyor, architect and site supervisors. 
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Table 5.3: Employment status and job position. 
 Employment Status  

    Employee Student Total  

Job 
Position 

Architect 2 1 3 

Building Surveyor 4 3 7 

CAD Operator 2 1 3 

Construction Manager 2 0 2 

Contract Administrator 8 8 16 

Engineer 5 5 10 

Facilities Manager 2 2 4 

Foreman/Builder 0 1 1 

Project Manager 13 1 14 

Property Development 2 0 2 

Quantity Surveyor 6 3 9 

Site Supervisor 3 1 4 

Others 11 2 13 

  Total 60 28 88 

 

The education levels of the respondents (included experienced employees and students) 

in this study are given in Tables 5.4 and 5.5. As shown in Table 5.4, half of those who 

identified themselves as employees held a bachelor degree (50 per cent), followed b y 

diploma and certificates (27 per cent) and masters or PhD (23 per cent).  

Table 5.4: Education level of professional respondents. 
Education Level 

Diploma and Certificates 16 27% 

Undergraduate, Bachelor and Honours 30 50% 

Postgraduate, Masters and PhD 14 23% 

Total 60  

 

Respondents in this s tudy who identified themselves as s tudents were s till s tudying at 

the certificate or diploma level (2 respondents), undergraduate level (24 respondents) or 

postgraduate level ( 2 r espondents). T he di stribution b y e ducation l evel and s tatus of  

students is shown in Table 5.5. Students were enrolled in a variety of programs: 39 per 

cent of  s tudents were enrolled in the area of  bui lding and construction, 21 per cent in 

engineering, 18  pe r cent i n ar chitecture and t he r est w ere i n quantity s urveying or  

property management and development. 
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Table 5.5: Student enrolment status and field program. 
  Current Enrolment Status 

  Diploma & 
Certificates 

Undergraduate, 
Bachelor & 
Honours 

Postgraduate, 
Masters & 
PhD 

Total 

Field 
Program 

Architecture 1 3 1 5 18% 

Building & Construction 1 10 0 11 39% 

Engineering 0 5 1 6 21% 

Facilities Management 0 3 0 3 11% 

Property Development 0 1 0 1 4% 

Quantity Surveying 0 2 0 2 7% 

Total 2 24 2 28  

 

Table 5.6 shows the work experience of the respondents in this study. About 25 per cent 

of respondents had five or more years working with their current employer, 10 per cent 

4 < 5 years, another 10 per cent 3 < 4 years, 13 per cent 2 < 3 years and 8 per cent were 

within 1 < 2 years. The remaining 34 per cent had worked for less than 1 year with their 

current employer. 

Table 5.6: Work experience. 
  Respondents    

  Employee  Student  Total 

Work experience with 
current employer 

< 6 months 1 11  12 14% 

6 months < 1 year 8 10  18 20% 

1 < 2 years 2 5  7 8% 

2 < 3 years 9 2  11 13% 

3 < 4 years 9 0  9 10% 

4 < 5 years 9 0  9 10% 

 5 or more years 22 0  22 25% 

Total  60 28  88  

5.3 Evaluation of Measurement Model  

5.3.1 Significant Weights 

The aim of evaluating the measurement model is to address the validity and reliability 

of th e ite ms in  the measurement v ariables. Validity i s concerned with w hether 

appropriate m easures h ave b een u sed t o r eflect t he concept o f t he co nstruct, w hile 

reliability assesses the accuracy of  t he a ctual m easuring i nstrument. For a  f ormative 

design, the validity o f measures should be  de termined ba sed on  significant weight. 
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Indicator w eights m easure t he c ontribution of  each f ormative i ndicator a nd c an be  

obtained vi a a boot strapping p rocedure i n SmartPLS 2.0  ( M3) B eta, developed b y 

Ringle e t a l. ( 2005). T he w eights, c oupled w ith t he a ssociated t -value and p -value, 

provide evidence for the extent to which particular indicators are statistically significant 

and e xplain t he va riance i n t he f ormative i tems of  t he m odel. Conventional c ut-off 

values for significant weights in t-values are 1.65, 1.96 and 2.58 at significant levels (p-

values) of 0.1, 0.05 a nd 0.01 , respectively (see S ection 4.4. 7.1). In a s ocial s cience 

context, the ideal p-value is generally taken to be 0.05 (at t-value 1.96) and 0.01 ( at t-

value 2.58). However, given the exploratory nature of the study, more conservative and 

substantially hi gher va lues ha ve be en a pplied. A  p -value of  0.1 ( t-value 1.65)  i s 

achievable for this study. 

The s ignificant weight r esults for a ll measurement i tems are shown in Table 5.7. T he 

results reveal that 16 of the estimated formative indicators are statistically insignificant, 

based on a  p -value o f 0 .1 ( t-value s hould be  greater t han 1.65) . H owever, ba sed on  

consistency with correlation analysis (discussed in Section 5.3.2) , only s ix i tems were 

removed f rom t he m odel. T he i tems r emoved w ere i tem K nowledge3 of  c onstruct 

Knowledge, i tem U se3 of  c onstruct U se, i tems Motivation1 a nd M otivation3 of  

construct Motivation, item Advantage3 of construct Advantage and item Visibility2 of 

construct Visibility. Several items were retained even when t he p -value did not  r each 

0.1 ( t-value l ess t han 1.65) ; namely, items I mmediate2, L eader1, Knowledge2, 

Efficacy2, A nxiety1, Power2, A dvantage2, C ompatibility2, C omplexity2 a nd 

Learning2. These items were retained because they are conceptually relevant. Removing 

these ite ms w ould have reduced the m eaning of t he c onstruct. A nother va lidation 

method to support retaining these items is presented in Section 5.3.2. 
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Table 5.7: Formative constructs, indicators, items and significant weights. 
Constructs and Items PLS weights t-statistics p-value 

Resistance       
Indicator1 (Time Adoption) -> Resistance 0.84 4.16 0.00 
Indicator2 (Usage Level) -> Resistance 0.55 2.01 0.05 

Leaders      
Leaders1 -> Leaders  0.35 1.18 0.24 
Leaders2 -> Leaders  0.88 3.14 0.00 

Peers        
Peers1 -> Peers  0.74 2.53 0.01 
Peers2 -> Peers  0.70 2.61 0.01 

Affiliates      
Affiliates1 -> Affiliates  0.92 4.82 0.00 
Affiliates2 -> Affiliates  0.33 1.28 0.20 

Knowledge of ICTs       
Knowledge1 -> Knowledge of ICTs 1.15 3.36 0.00 
Knowledge2 -> Knowledge of ICTs 0.21 0.66 0.51 
Knowledge3 -> Knowledge of ICTs -0.45 1.36 0.18** 

Use of ICTs     
Use1 -> Use of ICTs 0.95 2.96 0.00  
Use2 -> Use of ICTs -0.53 1.65 0.10 
Use3 -> Use of ICTs -0.35 1.00     0.32** 

Motivation       
Motivation1 -> Motivation -0.27 0.75 0.45** 
Motivation2 -> Motivation 0.46 1.67 0.10 
Motivation3 -> Motivation 0.00 0.00 1.00** 
Motivation4 -> Motivation 0.80 2.86 0.00 

Efficacy     
Efficacy1 -> Efficacy 1.17 4.51 0.00 
Efficacy2 -> Efficacy -0.27 0.86 0.39 

Anxiety       
Anxiety1 -> Anxiety 0.32 0.75 0.45 
Anxiety2 -> Anxiety 0.76 1.84 0.07 

Power     
Power1 -> Power 0.91 4.54 0.00 
Power2 -> Power 0.18 0.75 0.45 

Advantage       
Advantage1 -> Advantage 0.95 2.19 0.03 
Advantage2 -> Advantage 0.31 0.95 0.34 
Advantage3 -> Advantage -0.26 0.72 0.47** 

Compatibility     
Compatibility1 -> Compatibility 0.84 2.42 0.02 
Compatibility2 -> Compatibility 0.22 0.58 0.56 

Complexity       
Complexity1 -> Complexity 0.90 3.72 0.00 
Complexity2 -> Complexity 0.18 0.69 0.49 

Learning     
Learning1 -> Learning 1.30 3.90 0.00 
Learning2 -> Learning -0.48 1.09 0.28 

Trialling       
Trialling1 -> Trialling -2.08 2.37 0.02 
Trialling2 -> Trialling 2.68 3.15 0.00 

Visibility     
Visibility1 -> Visibility 0.68 2.29 0.02 
Visibility2 -> Visibility -0.53 1.24 0.22** 
Visibility3 -> Visibility 0.89 2.26 0.02 

** Items for deletion 
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5.3.2 Spearman’s Correlation Coefficient 

According t o t he f ormative pr inciple ( refer S ection 4.4.6), i tems do no t ne ed t o be  

correlated o r to share s imilar c ontents/meaning. Correlation be tween i tems s hould be  

low be cause hi gh c orrelation w ill i mply overlapping ite ms o r ite ms th at me asure th e 

same th ing. For e xample, i n t he m easuring c onstruct K nowledge ( as s hown i n T able 

5.8), there are two i tems: Knowledge1 and Knowledege3. The two i tems show a high 

correlation (.612). On further consideration, and mostly due to the ambiguous phrasing 

of the questions in the survey, both of these items measure respondents’ understanding 

of how to use and apply ICT effectively. In l ight of  this dupl ication, one of  the i tems 

was removed. 

Table 5.8: Correlation between items measuring Knowledge of ICTs. 
 Knowledge1 Knowledge2 Knowledge3 

Knowledge1 1.000 .336 .612 

Knowledge2 .336 1.000 .425 

Knowledge3 .612 .425 1.000 

Note: Cohen’s conventions for correlation .100 = small, .300 = medium, .500 = large 

 

An analysis of the results in this way confirmed a consistent pattern in the correlation 

between i tems an d t he s ignificant weight v alues. A  s imilar p rocess w as t hen u sed t o 

qualify i tems a nd remove a ll unne cessary i tems f or t he f inal m odel. T he ot her 

unnecessary items were identified as Use3, Motivation1, Motivation3, Advantage3 and 

Visibility2. While the r elevance an d ap plication of  t his pr ocedure/technique ha s not  

been pr oven b eyond doubt  i n t he P LS dom ain, i t ha s be en us ed previously by o thers 

(Haenlein, 2004 ). A c omprehensive c orrelation a nalysis f or a ll ite ms is  g iven i n 

Appendix F. 

5.3.3 Multicollinearity Analysis 

Multicollinearity analysis deals with redundant items/indicators in the formative model 

(Diamantopoulos et al., 2008; Diamantopoulos & Winklhofer, 2001). This analysis was 

performed using a multiple regression procedure in SPSS. In the regression results, VIF 

and condition index were used as indicators of multicollinearity. VIF values in the range 

of 3.5 t o 10  a nd a condition in dex g reater than 1 0 s uggest c ritical c ollinearity 
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(Diamantopoulos &  S iguaw, 2006 ). V IF va lues be low 3.5 are considered ex cellent 

values.  

As shown in Table 5.9, almost all VIF values for the formative variables in this study 

were l ess t han 3.5. Only one  variable ( i.e. Compatibility) exceeded 3.879 for VIF; 

however, this is  s till w ithin th e in dex a nd mu ch less t han 10. Thus, the VIF t est 

indicated no multicollinearity problems. This confirms the reliability of the indicators.  

Table 5.9: Analysis of multicollinearity using VIF. 
Construct Name VIF 

Leaders  1.357 

Peers  2.154 

Affiliates  2.064 

Knowledge of ICTs 1.215 

Use of ICTs 1.319 

Motivation 2.593 

Efficacy 2.144 

Anxiety 1.666 

Power 2.472 

Advantage 2.334 

Compatibility 3.879 

Complexity 2.653 

Learning 2.134 

Trialling 1.764 

Visibility 2.131 

 

5.3.4 Nomological Validity  

Table 5.10 g ives a concise summary of the nomological validity. Nomological validity 

was assessed after the i tems were reduced (see Sections 5.3.1 and 5.3.2)  and after the 

results of  t he s tructural m odel w ere obt ained (see S ection 5.4.1) . T he va lidity was 

examined through the standardised path coefficient (or PLS weights) and s ignificance 

level of the estimated structural path between the independent constructs and dependent 

construct (Diamantopoulos e t a l., 2008 ). F or t he pur pose of  nom ological va lidity 

analysis, R esistance w as s pecified a s t he de pendent c onstruct a nd t he c onstructs 

Leaders, Peers, Affiliates, Knowledge and the rest were considered as independent. 
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Table 5.10: Nomological validity. 
Independent Construct -> Dependent Construct PLS weights t-statistics p-value 

Leaders -> Resistance 0.24 2.26 0.02 

Peers -> Resistance 0.17 1.60 0.11 

Affiliates -> Resistance 0.07 0.76 0.45 

Knowledge of ICTs -> Resistance 0.01 0.05 0.96 

Use of ICTs -> Resistance -0.06 0.73 0.47 

Motivation -> Resistance -0.08 0.35 0.73 

Efficacy -> Resistance 0.12 1.08 0.28 

Anxiety -> Resistance 0.16 1.34 0.18 

Power -> Resistance 0.07 0.60 0.55 

Advantage -> Resistance 0.17 1.47 0.14 

Compatibility -> Resistance 0.27 1.70 0.09 

Complexity -> Resistance 0.38 2.37 0.02 

Learning -> Resistance -0.05 0.41 0.68 

Trialling -> Resistance 0.37 1.94 0.05 

Visibility -> Resistance -0.06 0.54 0.59 

 

Based on these results, support network from Affiliates (e.g. technical staff), thought to 

be c onceptually i mportant, w as not s tatistically s ignificant o n R esistance. The p ath 

coefficient (PLS weight) between Affiliates and Resistance was found to be 0.07, with a 

p-value of 0.45. This i s far greater than the acceptable value for the 0.10  significance 

level. H owever, s ince the constructs are a ll f ormative, t hey s hould not  be  di scarded 

based on  statistical o utcome, as  this a ction could substantially ch ange t he f ormative 

meaning. The result for Affiliates and Resistance shows that, for the case of this study at 

least, Affiliates may not be a critical factor in influencing Resistance towards OPIMS.  

Further, t he assumption that i ndependent constructs i nfluence the dependent construct 

of this study was supported by the robust underlying theory. A number of independent 

constructs w ere not  s ignificant t owards R esistance. H owever, given t he a im o f t his 

study t o p resent a r esearch case f or f orecasting t he p resence o f r esistance an d 

understanding t his i ssue, i t was not ne cessary for t he i ndependent c onstructs t o be  

statistically s ignificant. The i nsignificant c onstructs were shown t o b e ‘non-critical’ 

factors in  s tatistical te rms; y et, these same co nstructs h ave b een i dentified as  cr itical 

influences in the research literature specific to OPIMS. More generally, the results were 

found to be consistent with the theory detailed in Chapter 2, and are supported by the 

results from the R2 test in Section 5.4.1. 
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5.4 Evaluation of the Structural Model 

5.4.1 R-squared 

The structure of the model was assessed using the R2 statistic. R2 is a suitable statistic to 

assess t he goodness of  the pr ediction of  t he m odel. It indicates to w hat e xtent th e 

independent construct he lps to predict or  explain the dependent construct. The R2 was 

also evaluated using the t-statistics and p-values of the structural path coefficients (PLS 

weights) using the re-sampling procedure (bootstrap). Path coefficient values should be 

in the range of 0.20 to 0.30, or greater (Chin, 1998a). 

The structural model resulting from the PLS analysis is illustrated in Figure 5.1. Table 

5.11 g ives a  de tailed s ummary of t he es timated s tructural p ath coefficient ( PLS 

weights), t he obs erved t -values f rom t he r e-sampling pr ocedure a nd t he s ignificance 

level of  the path coefficient. In Figure 5.1, t he p roposed model has a  pe rformance R2 

value of  0.484,  w hich i s s ufficient t o c onclude that t he va lues are s ubstantial (Chin, 

1998b). Based on this result, overall, the structural model has been verified as adequate. 

It explains a r easonably l arge and a cceptable p roportion o f t he v ariance i n al l t he 

constructs to predict the resistance factors.  
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Figure 5.1: Structural model result. 
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Table 5.11: Summary of structural model path results. 
Constructs and Items PLS weights t-statistics p-value Significance Level 
Time Adoption -> Resistance 0.81 3.50 0.00 Significant at 0.00 level 
Usage Level -> Resistance 0.59 2.09 0.04 Significant at 0.05 level 
Leaders -> Resistance 0.24 2.26 0.02 Significant at 0.05 level 
Peers -> Resistance 0.17 1.60 0.11 Not significant 
Affiliates -> Resistance 0.07 0.76 0.45 Not significant  
Knowledge of ICTs -> Resistance 0.01 0.05 0.96 Not significant 
Use of ICTs -> Resistance -0.06 0.73 0.47 Not significant 
Motivation -> Resistance -0.08 0.35 0.73 Not significant 
Efficacy -> Resistance 0.12 1.08 0.28 Not significant 
Anxiety -> Resistance 0.16 1.34 0.18 Not significant 
Power -> Resistance 0.07 0.60 0.55 Not significant 
Advantage -> Resistance 0.17 1.47 0.14 Not significant 
Compatibility -> Resistance 0.27 1.70 0.09 Significant at 0.10 level 
Complexity -> Resistance 0.38 2.37 0.02 Significant at 0.05 level 
Learning -> Resistance -0.05 0.41 0.68 Not significant 
Trialling -> Resistance 0.37 1.94 0.05 Significant at 0.05 level 
Visibility -> Resistance -0.06 0.54 0.59 Not significant 

 

As a  result of  t he r etention a nd r eduction o f i tems t hat w as pe rformed (discussed i n 

Sections 5.3.1 a nd 5. 3.2), s ome f ormative constructs s how i nsignificant pa th 

coefficients t owards t he c onstruct R esistance. A s c an be  s een i n T able 5.11, 11 

constructs did not reach path coefficients (PLS weights) greater than 0.20, a significant 

p-value of at least the 0.1 level and a t-value greater than 1.65. These 11 constructs were 

Peer, A ffiliate, Knowledge, Use, M otivation, E fficacy, A nxiety, P ower, A dvantage, 

Learning a nd V isibility. However, i nsignificant results f or t hese c onstructs do not  

contain t hreats to t he prediction pow er o r R 2 values b ecause al l co nstructs w ere 

supported by sufficient theoretical background (as detailed in Chapters 2 and 3).  

An in teresting finding in  T able 5 .11 r elates to  hypothesis te sting; specifically, what 

indicates Resistance or i dentifies resistance behaviour. The research h ypothesised that 

time of  a doption of  O PIMS ( indicator R esistance1) a nd a verage pe rcentage of use o f 

OPIMS daily (indicator Resistance2) could be used to measure Resistance. Based on the 

results, bot h were verified as  appropriate m easures t o i ndicate R esistance, w ith bot h 

having t-values greater t han 1.65 a nd reaching a s ignificant l evel. T hus, t he r esults 

correspond t o H ypotheses 1 a nd 2 , which claim that resistance t owards OPIMS i s 

significantly measured by time of adoption and level of use of technology. A summary 

of the results of the hypotheses is given in Table 5.12. 
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Table 5.12: Summary of results of hypothesis testing in the structural model. 
Hypotheses Results Verification of Structural Paths 

PLS 
weights 

t-statistics p-value 

Time Adoption -> Resistance 
Hypothesis 1: Resistance towards OPIMS is significantly 
indicated by time of adoption. 

Supported 0.81 3.50 0.00 

Usage Level -> Resistance 
Hypothesis 2: Resistance towards OPIMS is significantly 
indicated by the individual usage level of the technology at 
work. 

Supported  0.59 2.09 0.04 

Leaders -> Resistance 
Hypothesis 3: A network that consists of support ties from 
leaders will have a significant influence on resistance. 

Supported 0.24 2.26 0.02 

Peers -> Resistance 
Hypothesis 4: Support from peers significantly influences 
resistance. 

Not Supported 
 

0.17 1.60 0.11 

Affiliates -> Resistance 
Hypothesis 5: The support network that is formed through 
relationships with immediate people who are assigned to 
uncover new technology (i.e. technical staff) significantly 
influences individual resistance. 

Not Supported 
 

0.07 0.76 0.45 

Knowledge on ICTs -> Resistance 
Hypothesis 6: General knowledge of ICT-related technologies 
significantly influences an individual’s resistance towards 
OPIMS. 

Not Supported 0.01 0.05 0.96 

Use of ICTs -> Resistance 
Hypothesis 7: Experience of use of the ICT technology at work 
significantly influences resistance towards OPIMS. 

Not Supported -0.06 0.73 0.47 

Motivation -> Resistance 
Hypothesis 8: Motivation will have a significant influence on 
resistance. 

Not Supported -0.08 0.35 0.73 

Efficacy -> Resistance 
Hypothesis 9: Efficacy significantly influences an individual’s 
resistance towards OPIMS. 

Not Supported 0.12 1.08 0.28 

Anxiety -> Resistance 
Hypothesis 10: Feelings of strong anxiety or uncertainties 
related to the use of OPIMS will significantly influence 
resistance. 

Not Supported 0.16 1.34 0.18 

Power -> Resistance 
Hypothesis 11: Interpersonal power will significantly influence 
an individual’s resistance to OPIMS. 

Not Supported 0.07 0.60 0.55 

Advantage -> Resistance 
Hypothesis 12: Perceived Advantage towards use of OPIMS 
significantly influences an individual’s resistance towards 
OPIMS. 

Not Supported 0.17 1.47 0.14 

Compatibility -> Resistance 
Hypothesis 13: Compatibility of the OPIMS with work tasks 
significantly influences resistance. 

Supported 0.27 1.70 0.09 

Complexity -> Resistance 
Hypothesis14: How complex the technology is perceived to be 
will significantly influence resistance towards OPIMS. 

Supported 0.38 2.37 0.02 

Learning -> Resistance 
Hypothesis15: Inadequate learning in developing competency 
on OPIMS significantly influences resistance behaviour. 

Not Supported -0.05 0.41 0.68 

Trialling -> Resistance 
Hypothesis 16: Opportunities to trial the OPIMS before using it 
will significantly influence resistance behaviour. 

Supported 0.37 1.94 0.05 

Visibility -> Resistance 
Hypothesis 17: Visibility of the use of OPIMS at work will 
significantly influence resistance behaviour. 

Not Supported -0.06 0.54 0.59 
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As s hown i n T able 5.1 2, s upport f rom A ffiliates (such as t echnical s taff and ad min 

staff) a nd Peers ( such as f riend an d co lleagues), has no s ignificant i nfluence on 

Resistance. The result is contrary to the hypotheses that Affiliates and Peers will have a 

significant i nfluence o n resistance b ehaviour. H owever, high-level personnel, such as  

supervisors and m anagers (Leaders), do h ave a significant in fluence on Resistance: t -

value 2.26  (p-value 0.02 ). Thus, Hypothesis 3 , a  network that consists of  support t ies 

from leaders will have a significant influence on resistance, is supported. 

Almost none  of  the hypotheses r elated t o t he know ledge and di sposition f actor 

(Hypotheses 6–11) has a  significant influence on  resistance towards OPIMS. None of  

these hypotheses is considered supported, as the relevant path coefficients are below the 

required v alue of  1.65  a nd do not  ha ve a  s ignificant p -value l ower t han 0.10. 

Hypotheses r elated t o i ntegration f actors s uch as C ompatibility a nd C omplexity of  

OPIMS technology do h ave a s ignificant influence on R esistance. Compatibility has a  

significant value at the 0.10 level, while Complexity has a significant value at the 0.05 

level. Similarly, accessibility related factors such as opportunities to  tr ial before using 

the OPIMS technology (Hypothesis 16) do have a significance value at the 0.05 level on 

the Resistance.  

Overall, the P LS results suggest that the model estimates for the s tructural model a re 

satisfactory. Although some constructs appeared statistically insignificant, all constructs 

adequately p redicted the r esistance f actor m odel. In pa rticular, four c onstructs 

significantly influence R esistance: L eaders, C ompatibility, C omplexity and T rialling. 

Each of these four constructs can be interpreted as a critical factor for the purposes of 

this research.  

5.4.2 Effect Size (f2) 

In a ddition t o e xamining the R2 value, t he P LS a nalysis l ooked a t t he s trength of  t he 

independent construct t owards t he dependent construct. To i nvestigate t he s trength o f 

the i ndependent construct f or pr edicting t he d ependent c onstruct, e ffect s ize ( f2) w as 

calculated. In the structural model, 15 sub-models were produced by removing each of 

the independent constructs one at a  t ime. Accordingly, 15 R2
excluded were generated for 
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further calculation of the effect size. R2
included remained the same, which was 0.484 f or 

the dependent construct (Resistance).  

Table 5.13: Effect size in the structural model. 
Independent construct R2

included R2
excluded f2 Degree of effect 

Leaders  0.48 0.44 0.09 Small effect 

Peers  0.48 0.47 0.03 Small effect 

Affiliates  0.48 0.48 0.01 No effect 

Knowledge of ICTs 0.48 0.48 0.01 No effect 

Use of ICTs 0.48 0.48 0.02 Small effect 

Motivation 0.48 0.48 0.01 No effect 

Efficacy 0.48 0.48 0.02 Small effect 

Anxiety 0.48 0.47 0.02 Small effect 

Power 0.48 0.48 0.02 Small effect 

Advantage 0.48 0.47 0.03 Small effect 

Compatibility 0.48 0.47 0.03 Small effect 

Complexity 0.48 0.44 0.08 Small effect 

Learning 0.48 0.48 0.01 No effect 

Trialling 0.48 0.41 0.15 Medium effect 

Visibility 0.48 0.48 0.01 No effect 

Note: f2 values 0.02 (small effect), 0.15 (medium effect), and 0.35 (large effect). 

 

As shown in Table 5.13, all of the independent constructs, bar one, have minimal effects 

on Resistance, varying from no to small effect. The only exception is the one construct 

that had a medium effect; namely, Trialling. Trialling had a medium effect size of 0.15 

and h as a m oderate i nfluence o n R esistance. S imilarly, t he R2
excluded values o f P eers, 

Leaders, Use, Efficacy, Anxiety, Power, Advantage, Compatibility and Complexity also 

decreased slightly when omitted from the model one by one. This implies that they have 

a relatively small effect on Resistance. None of the independent constructs had a large 

effect. 

It is  in teresting th at constructs s uch a s Immediate, K nowledge, M otivation, Learning 

and Visibility appeared to have almost no impact on Resistance. All of these constructs 

were shown to have a very weak impact on p redicting Resistance, although this might 

be an outcome of the small sample size. In principle, effect size increases with the size 

of the sample, but the probability of the hypothesis being correct decreases if the effect 
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size rises. In this study, a weak impact size does not indicate a weak construct; rather, 

the s trength o f the ef fect s ize ( f2) i s confirmed as influencing the dependent construct 

(Resistance). Removing independent constructs t hat contain a lmost no effect m ay not  

lessen the goodness of the prediction, but this becomes risky for medium or large effect 

sizes (Chin, 1998b). In this model, no large effect sizes were present. 

5.5 Summary 

In t his c hapter, t he analysis of  t he s urvey da ta was pe rformed us ing P LS, w hich i s 

rooted i n a  r egression t echnique ( see C hapter 4 ). P LS i s optimised to ma ximise the 

proportion of variance of the dependent construct that is explained by the independent 

constructs. T herefore, t he m ajor pur poses of  t he P LS m ethod are to in vestigate th e 

predictive relations between the dependent constructs and independent construct, and to 

determine whether the predictive power of the proposed model is warranted.  

Overall, t he P LS analyses p erformed i n t his s tudy co nfirm t hat Resistance i s 

significantly m easured b y various co nstructs/factors; namely, Time A doption, U sage 

Level, L eaders, Peers, A ffiliates, Knowledge o f ICTs, U se of  ICTs, M otivation, 

Efficacy, A nxiety, P ower, A dvantage, C ompatibility, C omplexity, Learning, T rialling 

and V isibility. A ll me asurement ite ms o f th ese constructs w ere te sted a nd v erified. 

Results o f t he P LS an alysis show t hat t he m easurement m odel i s reasonably valid. A  

very in teresting result, which e merged from th e R2 analysis, is t hat v alues g enerated 

from the PLS analysis of the structural model are substantial (R2 = 0.484). This implies 

that resistance can be predicted by the combination of all factors proposed in the IRFM. 

The path coefficients result (as shown in Table 5.11) and nomological analysis indicate 

that Leaders, C ompatibility, C omplexity a nd T rialling in fluence r esistance mo re th an 

any o ther f actors. As the c ritical d eterminants of r esistance to  u sing OPIMS, t hese 

factors ar e labelled as  Level 1  (see Table 5.14) . The l evel 2  constructs include Peers, 

Advantage, Anxiety, Efficacy, Affiliates, Use, Power, Visibility, Learning, Motivation 

and Knowledge. These were the less influential factors, indicating that these constructs 

did not reach the significant values expected for this research. 
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Table 5.14: Critical factors and significant factors influencing Resistance. 
Factor/Construct Name PLS weights t-statistics p-value Factor Level and Description 

Complexity -> Resistance 0.38 2.37 0.02 Level 1: Critical Factor 
Factors at this level have path 
coefficient (>0.20), p-values 
(<0.10) and t-statistics (>1.65). 

Trialling -> Resistance 0.37 1.94 0.05 

Compatibility -> Resistance 0.27 1.70 0.09 

Leaders -> Resistance 0.24 2.26 0.02 

Peers -> Resistance 0.17 1.60 0.11 Level 2: Less Influential Factor 
Factors at this level have path 
coefficient (<1.20), p-values 
(>0.10) and t-statistics (<1.65). 

Advantage -> Resistance 0.17 1.47 0.14 

Anxiety -> Resistance 0.16 1.34 0.18 

Efficacy -> Resistance 0.12 1.08 0.28 

Affiliates -> Resistance 0.07 0.76 0.45 

Use -> Resistance -0.06 0.73 0.47 

Power -> Resistance 0.07 0.60 0.55 

Visibility -> Resistance -0.06 0.54 0.59 

Learning -> Resistance -0.05 0.41 0.68 

Motivation -> Resistance -0.08 0.35 0.73 

Knowledge -> Resistance 0.01 0.05 0.96 

 

The following chapter will discuss the results from the qualitative study and interviews 

with OPIMS users, with the aim of corroborating the findings presented in this chapter.  
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Chapter 6: Qualitative Data Analysis and Results 

This c hapter pr esents the qua litative f indings obt ained f rom the semi-structured 

interviews. This chapter explores the views and perceptions of the OPIMS users on the 

critical factors of resistance and the potential strategies to overcome r esistance an d 

improve the technology i mplementation pr ocess. T he i nterview d ata were analysed 

using the thematic technique. 

6.1 Themes and Coding 

The interviews were conducted in February and March 2013. Each interview lasted 30–

45 m inutes a nd w as conducted either ove r t he telephone or face-to-face. Interviews 

were audio t aped and transcribed v erbatim. T he i nterview d ata were then ex amined 

using the thematic technique and co ded a ccording t o t he i nitial co des/themes. T he 

process of  c oding be gins w ith a  c omparison of  t he initial th emes, a s s et out  i n the 

margins, with the emerging patterns. Themes are assigned according to the terminology 

used b y p articipants. E merging t hemes are r ecognised b y highlighting the tr anscripts 

and notes; and the consistency of the theme patterns is checked. Themes are reviewed 

and r efined t o en sure t hat the data w ithin th e t heme are coherent and that th ey are 

clearly distinguishable from ot her themes. The transcripts or  not es are evaluated 

according t o t he theme p attern that best enables the r esearcher t o retrieve p ertinent 

statements (Attride-Stirling, 2001). The theme is also evaluated by the number of times 

it is repeated, to ensure that the information contained therein is interpreted accurately 

(Boyatzis, 1998; Braun & Clarke, 2006).  

There a re t hree l evels o f t hemes: g lobal th emes, organising themes an d basic t hemes 

(see S ection 4.5.4 ). A g lobal th eme is  a  p rincipal th eme that contains a s ubject or  a  

claim t hat g enerates the m ain i deas. Based o n t he i nterview d ata, two global th emes 

were s pecified: (1) t he critical f actors to resistance an d ( 2) s trategic a pproaches to 

manage r esistance. In Table 6.1, t he c ritical f actors to resistance are d escribed b y 

participant opi nions on t he r esearch m odel and the factors they consider t he most 

critical and influential in their experience with OPIMS. There are four organising areas 

under Global Theme 1:  support ne twork; skills, knowledge and t raining; a ttitude; and 

technical. Global Theme 2 refers to the strategic actions, plans and activities undertaken 
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by management personnel or individuals to manage the adoption process and overcome 

resistance behaviour. There are two organising themes under Global Theme 2: learning 

and training, and support and motivation. 

Table 6.1: Definition of codes and themes. 
Level of theme Code or theme Theme defined 
Global Theme 1 Critical factors to 

resistance 
This classification refers to participants’ opinions on the 
research model that correspond with their overall experience 
of using OPIMS at work. Organising themes and backing 
statements are established around the theme and are all the 
factors proposed in the model; i.e. Immediate, Peers, 
Leaders, Knowledge, Use, Motivation, Efficacy, Anxiety, 
Power, Advantage, Compatibility, Complexity, Learning, 
Trialling and Visibility. 

Organising Theme Support network This classification refers to the process of using one contact 
to gain support in using OPIMS. This allows the individual to 
create a support system through which an alliance can be 
formed.  

Organising Theme  Experience and 
disposition 

This classification refers to the driving force that initiates and 
directs behaviour. It is the internal energy and feeling of 
motivation, confidence, fear and interpersonal power that 
drives people to do something. 

Organising Theme  Integration and 
technical problems 

This classification refers to the participants’ opinions on the 
useability and accessibility of the technology. 

Organising Theme  Accessible learning 
and training 

This classification refers to the aptitude to identify and 
execute OPIMS, proficiency and talents. 

Global Theme 2 Strategy to overcome 
resistance 

This classification refers to participants’ opinions on 
management’s actions to overcome resistance behaviour 
and motivate participants to use and learn for themselves, 
and help others in using OPIMS.  

Organising Theme Learning and training This classification refers to participants’ opinions on the 
importance of the availability and quality of learning and 
training aimed at bettering the performance of individuals in 
using the technology. 

Organising Theme Support and 
motivation 

This refers to the participants’ opinions about motivation 
building and receiving adequate support at work to help to 
guard against resistance to OPIMS. 

 

The t hird l evel t heme i s t he b asic t heme. The basic themes that emerged w ere, fo r 

example, higher management, s upport s taff, c olleagues, m entoring, i ndependence 

versus dependence, and networking. Only data from the organising themes is presented 

for each. This i s not  to detract from the importance of  the basic themes, but  rather to 

provide a snapshot of the data.  

6.2 Description of Interview Participants 

Fourteen participants were involved i n the interviews. Interview p articipants w ere 

identified from the 29 survey pa rticipants already i n t he s urvey d atabase, who ha d 
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indicated their willingness to  p articipate in  th is p hase o f th e s tudy. Invitations to  

participate in  th e in terview s ession w ere s ent th rough e mail with follow-up done by 

telephone. Table 6 .2 lists th e 14 participants, their code names, backgrounds and j ob 

positions.  

During the interview process, the researcher first asked the participants to describe their 

background, j ob r oles a nd t asks, t he types of  OPIMS s oftware t hey us ed to complete 

their work tasks and the others in their organisation who help them with their jobs and 

the software. It is apparent from the responses that these users of OPIMS vary widely in 

their roles, capacity and type of software used. In particular, the variety of positions, as 

detailed in  Table 6.2,  is u seful f or t he research, as it e nables th e critical r esistance 

factors t o be  ve rified b y i ndustry practitioners f rom a r ange o f different m anagement 

functions. The interview participants also have varying levels of work experience in the 

construction industry, ranging from one to 20 years. This ensures that the research has a 

variety of end-user perspectives across different levels of experience and expertise.  

Table 6.2: Interview participants. 
Pseudonym Description 
Participant A  Participant A is a Project Architect. He has over 10 years of experience working in the 

construction industry. He uses a range of software, including CAD and OPIMS. He 
corresponds quickly in message/email/request for information (RFI) in OPIMS but he was not 
spending much time or relying heavily on that system.  

Participant B  Participant B is a Document Controller. She has nearly five years of experience working in an 
energy company in her current position. She is a relatively heavy user of OPIMS, as it is 
required for her job roles. 

Participant C  Participant C is a Contract Administrator. She has 10 years of experience working in 
construction companies. She has been a heavy user of OPIMS for five years and considers 
herself to have become an expert user after one year.  

Participant D  Participant D is a Construction Manager. He also acts as a Managing Director of his family’s 
own construction company. He has over 14 years of experience working in construction 
overseas and nationally. He is the pioneer, played a role in the implementation of several 
pieces of OPIMS software in the company to be used by the employees and sub-contractors 
for managing tendering and the project. 

Participant E  Participant E is a Building Surveyor. At the same time, he is a Managing Director of his own 
construction company. He has over 20 years of work experience in construction. He built his 
own OPIMS software. The software has been used in the company for over 10 years in 
managing the building certification process.  

Participant F  Participant F is a Strategic Procurement Manager. She has over 10 years of experience in a 
procurement role. She starting her first procurement career in an Army Department, and 
currently is working in an infrastructure company. She is a beginner user of OPIMS. 

Participant G  Participant G is a Project Manager and has 15 years of experience working in construction. 
Although he is a regular user of OPIMS and has experience with a wide range of OPIMS 
software, he does not use it heavily.  

Participant H  Participant H is a Construction Manager. He has 20 years of work experience in construction. 
He uses OPIMS extensively for managing tenders and contracts.  

Participant I  Participant I is a Document Control Manager. She has over 10 years of experience working in 
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a project management firm. She is an expert in project schedule software and uses OPIMS 
regularly.  

Participant J  One of the youngest participants, Participant J is a Graduate Contract Administrator. He has 
previously used OPIMS but is not a regular user and he does not use it heavily.  

Participant K  Participant K is an Engineer in a civil engineering firm. He has three years of work experience. 
He is not a heavy OPIMS user, but regularly uses OPIMS for communication, updating 
drawings and social interaction. He considers himself a ‘moderate user’ of OPIMS. 

Participant L  Participant L is a Building Surveyor. He has two years of work experience in a construction 
company. He has used OPIMS since starting work two years ago, as it is required by the 
company. He is a regular OPIMS user but does not use it heavily.  

Participant M  Participant M is a Sales Director for OPIMS software. He has been working with the OPIMS 
software company for about 13 years. He had over 20 years of experience working in the 
construction industry prior to joining the software company.  

Participant N  Participant N is a cadet, employed as a Contract Administrator. She is currently studying for a 
Bachelor Degree in Engineering and expects to be finished in one year. She is not a 
particularly regular user, but has experience in a wide range of OPIMS software packages. 

 

In the interview, Participant M, from a software provider, stated:  

you can have many people sign-up or log in to [the software], but, may be only 

few people understand better and use the software regularly. Some of people are 

active user and some are guest users. A person who is considered an active user 

may be project admin, document controller, contract admin and so on—we can 

call them the ‘power user’. These are people who could influence others to use 

[the software].  

Participant B, a document controller who uses two different types of OPIMS software 

to manage documents for six projects, stated:  

not all [software] users are active users—some of them are guest users. From 482 

users registered in [software], only 70 of them are registered across my company 

nationwide. They [referred to 70 registered users] are people who deal with the 

software and probably use the software quite often.  

Participant D, a construction manager who is also a m anaging d irector o f a small-to-

medium-sized construction company, stated:  

Our employees used this software and sub-contractors too. Employees have an 

obligation to use this software definitely, but for sub-contractors, we cannot 

‘press’ that on them. Most sub-contractors are old and traditional, and they are 

not an internet savvy person. For example, we have a very skilful tiling contractor 

who offers a cheap price [tender]. He doesn’t really want to use this software. We 
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cannot risk our relationship with that sub-contractor just because they refuse to 

use this software. They offer us a reasonable price and very skilful labour. We 

have our procurement manager to help them upload and download drawings.  

Thus, f or Participant D, sub-contractors’ reluctance to use OPIMS was tolerable. 

Viewed from a nother pe rspective, adoption of OPIMS so ftware m ust be flexible t o 

accommodate sub-contractors’ work preferences. For example, some businesses are still 

using email to send documents or drawings. For them, attaching small-sized files to an 

email may b e more c onvenient t han us ing tailored software. Tailored software might 

only b e useful i n the case o f sending large d rawing files, dow nloading the latest 

drawings or searching for the latest information on the project.  

Based on t he interviews, users were observed to fall into two groups: assigned user or 

guest user. The analysis indicated that assigned users use OPIMS as a prescribed part of 

their job role, to improve the effectiveness of  their work. This group is best p laced to 

empower others to use the software. By contrast, guest users are less implicated in, and 

obtain l ess advantage from using, the OPIMS s oftware. Guest users may u se the 

software fo r managing the overall communication pr ocess of  the project, its 

documentation, and the transparency issues, but it appeared to be less useful overall for 

their specific line o f work. Thus, a  commitment to  use the O PIMS f or the guest u ser 

relates to engagement and connection more than to their job function.  

6.3 Identifying Critical Factors That Influence Resistance 

6.3.1 Support Network 

Approximately ha lf of the participants a greed that t hey were not  concerned about the 

support they received in using OPIMS. However, the other half were of the opinion that 

where users are less l ikely t o ha ve a ssistance f rom a n e xpert or  pe rson w ho ha s an 

immediate r elation to  the online s ystem (such a s IT st aff), their use of t he O PIMS 

software would probably be adversely af fected. For example, Participant A, a p roject 

architect, stated:  

we have two different [OPIMS] software and recent drawings usually upload in 

these software for the client. Uploading or downloading a drawing with a huge 
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file size consumes a lot of time and sometime software crashes—it frustrates me. 

So I ask the IT team to deal with it. Without them, I might just as well send it 

through email or hard copy.  

Participant D assigned one of his employees specifically to provide relevant assistance 

to sub-contractors. 

Leaders or managers were mentioned by the participants as people who provide advice 

and assistance when dealing with difficult issues at work and with OPIMS. Participant 

F, a strategic procurement manager, stated:  

there are a lot of things that you probably knew that you were probably taught 

during training, but you forgot. And when you go to use it in real work, you have 

to go back and look at everything that you learned before. Sometimes it’s just as 

easy to ask your line manager. We needed it to be solved quickly.  

Participant C, a contract administrator, stated:  

I work closely with the contract manager. He needs to review which documents I 

should pass along to someone. I need to be careful in terms of the document and 

the announcement that should be posted online. So, obviously all tasks require his 

advice and approval. 

Colleagues or co -workers were al so important, as expressed b y t he p articipants, with 

respect t o t he s upport a vailable for use of OPIMS. Participant K, an en gineer and 

beginner with OPIMS, stated the following about colleague support:  

I’ve got a lot of help from my colleagues. We discuss about comments and mark-

up on drawing made by others through [the software]. They help me with the 

mark-up tools.  
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Participant J, a graduate contract administrator, stated:  

when you’re new, you don’t get that support. It’s difficult to try and get someone 

to help when everyone is so busy and you’re still learning the ropes. Everyone is 

so busy in this company, especially the manager, so most of the time I learn via 

online and sometimes ask friends or colleagues. 

6.3.2 Experience and Disposition  

Six e xperience an d disposition factors were indicated in t he model as  having no 

influence o n r esistance: Knowledge of ICTs, U se of  ICTs, Motivation, E fficacy, 

Anxiety a nd P ower. Similar r esults w ere f ound f rom th e in terviews. T he m ajority of 

interview p articipants p erceived t hese f actors as of litt le importance to r esistance, 

although a few perceived them as positive. For example, Participant G stated:  

I go to CPD (continuing professional development) programs but it is largely self-

initiated. It takes the form of beginner to advanced course work, and participation 

regularly in off work hours, seminars, workshops and conferences.  

This participant considered certification programs as an external factor interacting with 

his internal need to be good at his job. His attitude is that employees are ‘empowered 

through kno wledge’ and ‘technology i s e mployed w ithin t he c ompany for e mployee 

benefits’. Being good at what he does influences the attribute of efficacy, which was the 

most important factor to him. 

Participant C talked a bout beginning her co ntract ad ministrator ca reer in a co mpany 

that was ‘totally traditional and manual’. In that role, she witnessed inefficient practices 

from sub-contractors, who sent an overabundance of paperwork, tenders and drawings 

for the work on which they were bidding. However, this experience did not cause her to 

incorporate any lack of confidence or fear of loss of critical information while operating 

the OPIMS. Instead, she stated ‘this software improved my work very much’. 

Similarly, Participant N’s career p ath had b een challenging. As a  cadet co ntracts 

administrator, s he had found her first year d ifficult. S he reported ex periencing 

uncertainty a nd c onfusion. Participant N came t o f eel t hat h er en gineering 
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undergraduate de gree w as not  grounded in the reality of practice t o her job. She a lso 

mentioned that, during the first year, she had no training or assistance in using OPIMS. 

However, s he did not  feel that th is n egatively affected her a ttitude towards OPIMS. 

Instead, she stated, ‘the technology saved my career life’. Her response to the situation 

was to take what she was given and adapt it to her needs as best as she could.  

Power i s t he a bility of  one pe rson t o i nfluence w hat another p erson t hinks or  doe s. 

When l ooking a t pow er w ithin a n i nterpersonal r elationship a t w ork, Participant H 

stated:  

you may be the only person who can run programs or software, or who can figure 

out the filing system. You possess knowledge that other people don’t have and the 

top management value you. But in our office we might possess critical expertise 

yet not receive the promotions or raises we deserve as long as management feels 

we would never leave the organisation. This often makes it difficult to convince 

people to do things. We gain compliance when we can force someone to do 

something but at the price of demoralisation and resentment.  

For Participant H, it is apparent that the concept of ‘power’ has negative connotations. 

In most cases, he believes that ‘to push people to use the technology’ and ‘to get things 

done’ requires the authority of a person with a title and high position. 

6.3.3 Integration and Technical Problems 

Overall, participant opinions about the integration of OPIMS at work were varied. For 

example, Participant E stated:  

you need to know what you are doing. This system is designed to suit your job 

roles, improve your performance and efficiency. I think it is impossible for them 

[users] not able to understand how the system works—resistance can be avoided 

if the technology suits their roles and they know how to operate it within their job.  

  



 

167 
 

Participant D stated:  

to me this system is very simple, easy and intuitive. The average person would 

require a pretty thorough briefing, but it is not difficult for them, and it is not 

difficult for older people either. Employees don’t have that [resistance] issue 

because this software works well for their job. To them it is just a normal change 

management issue.  

Participant G stated:  

I need software that integrates with work and improves work process. The 

software updates me with the latest drawing and documents. It is quite handy and 

that’s all I need for my job.  

Participant H stated:  

Instead of dropping an email, they have to write up their communications and 

copy everyone in the email and wait two or three days to get an answer back. 

Here [in the software] you can manage the things like tender records, sub-

contractor information in a well-organised manner. It seems to me that this 

software was customised according to construction management requirements. 

However, s everal p articipants reported ha ving confronted p ractical and t echnical 

problems using certain software, and consequently expressed a low level of acceptance 

of i t. For ex ample, Participant B, who has excellent skills with OPIMS software and 

who is currently using two different pieces of software at work, compared between two 

software packages (X and Y) as follows:  

I think that software X and software Y both are easy. I didn’t take so long to get 

used to it, but software X seems to lag a bit behind in terms of graphical 

interfaces. Software Y is more advanced. Frankly, I prefer software Y and I think 

in the future my company will use software Y only.  
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Participant K said:  

I understand why somebody would be less favourable towards this system. There 

is some frustration with technical aspects. Certain of them [the users] are 

unfamiliar with it, and they are sceptical that this software can greatly improve 

their working methods. The software will certainly increase efficiency in some 

situations, but in other circumstances it may actually slow down the process. For 

example, while working onsite and briefing with sub-contractors, I cannot rely on 

my tablet [computer] only, because it has limited views and usually the greater 

complexity of a project the bigger the scale of engineering details drawn for them. 

So A1 drawing should be in hand. 

Participant A stated:  

this is really a superb piece of software, easy to use and well presented, keeping 

track of project documents. But for us [architects] this software is not really the 

main use. In our office, we mostly use AutoCAD for drafting, although we do own 

Revit as well. Other software that is normally used is SketchUp and Photoshop. 

There are other platforms out there that allow some really amazing 3D work but 

our clients generally don’t request that level of visualisation.  

6.3.4 Accessible Learning and Training 

From the interviews, the majority o f p articipants u sed at  l east t wo d ifferent t ypes o f 

software i n t heir work. Most of  t hem a greed that without pr oper t raining, employees 

would not ha ve a dequate s kills i n using O PIMS. The training p rograms for each 

software seemed to be designed to help users learn how to master the software quickly 

and put  i t t o w ork f or t hemselves and t heir organisation. T he r esearch f ound the 

majority of participants d escribed ‘self-paced learning’, with users accessing quick 

learning and training using a video-based tutorial approach.  

Some of participants commented that training through the video-based tutorial was easy 

and s aved both m oney and t ime. Participant I, a  doc ument c ontrol m anager, stated 

‘online t raining a nd vi deo t utorial he lps m e get t he m ost out  of  [software]. It i s f ree, 
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easy-to-understand a nd e ffective, and s aves my time ’. Participant H, a  c onstruction 

manager, stated ‘we turn to online video training due to cost effective reasons’.  

The o nline tu torial is  a lso h ighly a ccessible and f lexible, as Participant G, a p roject 

manager, acknowledges. The online training video is ‘easy to follow and it is accessible 

whether you watch it at the office or at home’. Participant L, a building surveyor, stated 

‘with face-to-face training we usually did not get flexibility. But with online videos we 

can l earn a nd pr ogress a t our  ow n pa ce a nd w atch t he t utorial a gain a nd a gain i f 

needed’. O nline t raining a lso a llowed some pa rticipants t o g o m obile, for example, 

Participant J stated, ‘I can learn at home, on the job, or anywhere using a smartphone’.  

Face-to-face t raining i s also a vailable but  a ppears t o be  the less p referred ap proach. 

Participant L, a building surveyor, explained:  

that’s all done online and does not rely on any human interaction, so I can start 

watching the tutorial videos now. I can be constantly pausing, rewinding or 

replaying the videos. The company prefers this style of training: the quality is 

good and it’s a 24/7 resource. It’s cheap and free and a simple process—gone are 

the days of sending employees off for two-days for an in-person course.  

Participant K pointed out that:  

the results of face-to-face training and mentoring are invariably a bit 

disappointing, and with mounting time pressures employees need information and 

training at their fingertips, now. They should have access to training on-demand.  

While th e imp ortance o f tr aining in  O PIMS is  c lear, th e approach to training a nd 

facilitation of effective learning is also significant. Based on the interviews, it is evident 

that a  tr aditional face-to-face approach to training is less f avoured than onl ine video-

based tutorials. However, none of the participants stated that the traditional method of 

training s hould b e discontinued. Online video-based tutorial-style l earning does s ave 

money and time to some extent. It is also easy, accessible and has greater flexibility for 

users, but it is not a total solution. Video-based tutorials can better be regarded as a new 

context for learning processes. 



 

170 
 

6.4 Strategy to Overcome Resistance 

6.4.1 Support and Motivation 

In addition to verifying the critical factors to resistance, the interview participants were 

asked their opi nions on the best strategy to  overcome resistance. M ost p articipants 

thought that top management and key personnel positions related to OPIMS were key to 

the successful adoption of OPIMS. In their view, support and motivation from managers 

and peers most influences effective uptake of this technology. The following statements 

and suggestions were made: 

I see my manager acts as if he is part of the team, not just the boss of it. He 

routinely helps with the work and is always readily available to anyone who has a 

problem, whether it’s related to work or personal. (Participant C) 

We’ve not gotten much like that [motivation to use OPIMS] and not even a debrief 

on what we should do with it ... I think that’s what management should do at the 

very beginning when implementing this software. (Participant B) 

This job [project] must be managed by someone who is trustworthy, cares about 

people as well as the business, and acts with integrity. The manager’s role in 

motivation is the key to employee motivation. (Participant A) 

We need a lot of help in that area—we need to improve. It ain’t about systems, 

and it ain’t about processes. It’s about interpersonal social interactions 

(Participant I) 

People want careers, not jobs, and that means they want to learn and develop. 

The job of a manager is to actively help your staff succeed. Focus on giving your 

staff exciting and challenging tasks and monitor them. (Participant N) 

Human beings are social creatures at heart. Simply talking to a colleague or 

manager is sometimes the best way to communicate a clear message. (Participant 

K) 
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While s ome participants a greed t hat the manager s hould be  s upportive, they a lso 

emphasised that staff should take the initiative to discuss issues with the manager, rather 

than waiting until the problems have developed:  

It’s not fair to expect people to read your mind when it comes to support—and it’s 

not effective either. Just ask for what you need. The idea that the manager should 

simply be being more supportive is better, but it’s important for you [staff/users] 

to open up a discussion to see what types of support are needed here. (Participant 

E) 

6.4.2 Learning and Training 

Some participants emphasised learning and training and gave the following suggestions: 

Typically, the best way to get technology integrated into the work is to make sure 

people are provided with lots and lots of training. However, this cannot be the 

only solution. Training is one way to build skills. It doesn’t need a long training, 

instead, training should be continuous. Learning and training support can be 

provided in a variety of formats. Training and technical support is usually 

provided by the service provider, it’s freely available. They provide assistance 

and help the user to solve specific problems with the product. The online video 

tutorial is a good example. (Participant H) 

We deal with the complexity of large projects. We are gathering and sharing 

information. We collaborate and team-up, yet how can we maintain a productive 

collaboration environment if there is too little support? Rather than telling you 

that you should use the technology, someone should offer you tangible support. 

For example, point out the strengths you’re forgetting you have, or help you 

actively deal with the issue at hand, or help you brainstorm solutions. 

(Participant F) 

The person who is considered an active user may be in project admin, a document 

controller, and contract admin and so on—we can call them the ‘power users’. 

These are people who could influence others to use the [software] ... The ‘power 

user’ uses the [software] frequently. [Software] has been integrated effectively in 



 

172 
 

their roles. So it is important to introduce the ‘power user’ to other users, to 

disseminate the advantages of [software] and persuade others to use it, and to 

support others when they use it. (Participant M) 

6.5 Summary 

In a qualitative study, the central theme is expressed with regard to verification of the 

critical factors that predict r esistance t owards O PIMS. T he resistance f actors w ere 

grouped into f our br oad t hemes, which i ncluded support ne twork, experience an d 

disposition, integration a nd t echnical pr oblems, a nd a ccessible l earning a nd t raining. 

Another c entral aim o f this s tudy was to un derstand how organisations manage 

resistance, to allow f or t he recommendation of  a strategy t o o vercome resistance an d 

drive the implementation of OPIMS. 

The analysis concludes that OPIMS users can be classified into two groups: (1) assigned 

users and ( 2) g uest users. A n a ssigned user is a pe rson w ho us es t he O PIMS as a 

prescribed part of his or her job role. The guest user is a person who uses the OPIMS to 

maintain c onnections and e ngagement with a project. It i s n ecessary for the assigned 

user to use OPIMS actively and heavily, but this is not crucial for the guest user. 

Overall, p articipant a ttitudes w ere generally p ositive about O PIMS. M ost p articipants 

stated that they were comfortable with the software. Efficacy, anxiety and power were 

described as not very important factors in influencing resistance to OPIMS. Participants 

frequently re ferred t o di fferent a spects of  t heir pe rceptions of  O PIMS (e.g. technical, 

ease of use and usability) when responding to the resistance question and/or expressing 

their p ositive a ttitudes. F or example, Participant E stated ‘this s ystem i s d esigned to  

suit your j obs’, Participant D stated ‘this s ystem is  v ery s imple, e asy and in tuitive’, 

Participant G stated ‘it is quite handy and that’s all I need for my job’, and Participant 

B said ‘I don’t take so long to get used to it’. Most participants seemed to take what was 

implemented for them and adapt it as effectively as possible.  

The importance of  l eaders and managers was the most consistent theme expressed by 

participants w ith r espect t o r esistance a nd s upport for using OPIMS. T he r ole of  a 

manager, whether he or she is internal or external to the company, is important to the 
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support ne twork. A s Participant D stated, ‘we h ave o ur p rocurement m anager h elp 

them [ sub-contractors]’. T he qua ntity of  s upport was not seen as critical, but t he 

intensity (or frequency) was. As stated by Participant C, ‘I work closely with contract 

manager’, and Participant K, ‘sometimes it’s just easiest to ask your line manager’. A 

colleague o r f riend is a lso an important pe rson t o ask for support, as are IT s taff. As 

Participant A stated, ‘I ask the IT team to deal with it’. Participant J said, ‘sometimes 

you ask a friend or colleagues’. 

Most participants in this study agreed that training is an important factor in influencing 

resistance. Training has been seen to be more than just building skills and knowledge; it 

has personal a nd c areer be nefits. F or e xample, Participant N stated, ‘People w ant 

careers, not jobs, and that means they want to learn and develop’. Participant C stated, 

‘this software improved my work very much’, and Participant G stated, ‘technology is 

employed w ithin th e c ompany for employee benefits’. The study also f ound t hat 

training methods are being revolutionised by internet technologies. Traditional face-to-

face training is being supplemented or replaced by interactive video tutorials containing 

information and instructions on how to operate the technology. The traditional method 

alone will not prepare OPIMS users for a future that requires continuous learning on the 

job. Face-to-face is no longer the main method for improving skills in using OPIMS. A 

combination of  both f ace-to-face an d o nline s eems to of fer the b est o verall tr aining 

experience. As Participant L stated, ‘with face-to-face training we usually did not get 

flexibility, but  w ith onl ine vi deos we can l earn and pr ogress at our  ow n pa ce’. T he 

training used m ust be  t he r ight f it f or the learning au dience. The combination of  

traditional and online could make people feel more connected to the training experience 

and thus more engaged and motivated, which in turn would optimise content retention 

and knowledge transfer. 

In addition to the training content, participants gained the opportunity for what can be 

called ‘self-paced t raining’. In s elf-paced t raining, there are no time  r estrictions on 

duration of  t raining, and the pressure to achieve a p articular outcome within a  given 

timeframe is reduced. A key advantage of this self-direction process is that the learner 

develops a n i ndependence a nd gains access t o potentially unlimited i nformation. T he 

learner is thus less dependent on the instructor for information about OPIMS. However, 
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they m ight r equire more help f rom the manager in  in teracting w ith th e software in  a 

meaningful way while on the job.  

Regarding the s trategy t o overcome resistance, the majority o f participants referred to 

most o f t he f actors t hat i nfluence r esistance. T he ef fects that these factors ha ve on  

people he lped t o shape the s trategy. Strategies suggested b y pa rticipants fell in to two 

categories: s upport a nd t raining. T raditionally, s upport ha s be en vi ewed r elative t o 

individual m otivation, a nd t raining has b een linked w ith t he cap acity t o l earn. S ome 

participants suggested that it w ould be more appropriate to  do ‘classroom’ training to  

complement the online training program for effective overall gains. Classroom training 

was p erceived as  cr edible, as it is  th e b est w ay to  c ommunicate a c lear m essage, 

although online training was also an acceptable option and a solution to save time and 

money. 

Participants al so s uggested t he n eed for wide s upport f rom m anagers, p eers and co -

workers. This is because the way that OPIMS is operated depends on t he work that is 

executed by managers, peers and co-workers in a project team. The nature of the work 

on c onstruction pr ojects i s br oadly framed i n the or ganisational s tructure of  s uch 

ventures, which promote interdependency and interactivity among members of the team. 

Leader, peer and co-worker relationships are influential on motivation and intention to 

use OPIMS. As Participant B said:  

We’ve not gotten much like that [motivation to use OPIMS] and not even a debrief 

on what we should do with it ... I think that’s what management should do at the 

very beginning when implementing this software.  

Likewise, a ccording t o Participant A, ‘the ma nager’s r ole in  mo tivation is  e mployee 

motivation’, and in the words of Participant I, ‘We need a l ot of help in that area, we 

need t o i mprove. It a in’t a bout s ystems, and i t a in’t about pr ocess. It’s about 

interpersonal people interactions’. T able 6.3 provides a  s ummary o f t he qua litative 

results. 
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Table 6.3: Summary of qualitative results. 
Constructs of IRFM Critical factors to 

resistance 
Less influential factors to 
resistance 

Strategy to overcome 
and manage resistance 

Support network 
(Leaders, Peers, Affiliates) 

• Support from leaders, 
peers, co-workers and 
technical staff. 

 

 

• Variety in learning 
and training 
experience. 

• Diversity in support 
to increase 
motivation. 

 

Experience and 
disposition 
(Knowledge on ICTs, Use 
of ICTs, Motivation, 
Efficacy, Anxiety, Power) 

• Motivation • Knowledge of ICTs 
• Use of ICTs 
• Efficacy 
• Anxiety 
• Power 

Integration and 
accessibility 
(Advantages, 
Compatibility, 
Complexity, Learning, 
Trialling, Visibility) 

• Compatibility 
• Learning and training  

• Advantage 
• Complexity 
• Trialling 
• Visibility 
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Chapter 7: Discussion, Implications and Conclusion  

This c hapter di scusses t he ove rall f indings of  t he s tudy; c ombining t he ke y f indings 

from the quantitative and qualitative results to  verify the c ritical factors to r esistance. 

The key findings and their implications for a  final model of resistance are highlighted 

and ove rall c onclusions a re pr esented, i ncluding how  t hey c ontribute t o t heory a nd 

future pr actice. T he s tudy l imitations a re a lso di scussed a nd directions fo r fu ture 

research are proposed. 

7.1 Verifying the Critical Factors of Resistance towards OPIMS 

7.1.1 Influence of Support Network Factors on Resistance 

Three factors were indicated in the support network: Leaders, Peers and Affiliates. The 

Leaders factor stands out, as it has a standardised path coefficient (PLS weight) of 0.24. 

This p ath c oefficient, in  lin e w ith th e r ecommendations b y Chin ( 1998a), s hould be  

between 0.20 to 0.30 or greater for it to be taken as providing a meaningful construct. It 

also h as an  anticipated s ignificance v alue ( t-statistic) gr eater t han 1.65  a nd a  p -value 

below 0.10. From t he combination of  t hese r esults, t he f actor o f Leaders (which 

includes m anagers a nd s upervisors) d oes h ave a  cr itical i nfluence o n u ser r esistance. 

The s ignificant influence of Leaders was also recognised by the majority of interview 

participants, a s di scussed i n S ection 6.3.1.  T hese r esults confirm Hypothesis 3:  A  

network that consists of  support ties f rom leaders will have a  s ignificant influence on 

resistance.  

The other indicators were Peers (path coefficient 0.17, t-statistic 1.60 and p-value 0.11) 

and A ffiliates ( path c oefficient 0.07, t -statistic 0.76 a nd p -value 0.45) . H owever, as 

previously discussed, this outcome does not  necessarily mean that the factors have no 

significant influence on resistance. The underlying theoretical evidence is supported by 

the qua litative f indings that P eers and A ffiliates do ha ve a  s ignificant i nfluence on 

resistance. P eople a re mo re lik ely to  c ommunicate w ith o thers if  th ey have s imilar 

interests (Granovetter, 1 973), a nd i f a pe rson s peaks t o friends, p eers or c o-workers 

about t echnology, s uch c ommunication w ill r einforce t he us er’s be lief s ystem a nd 

perceptions t owards t echnology (Valente, 1996 b). The r elationship i s m ore br oadly 
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supported from the social network and SNT perspectives (Granovetter, 1973; Valente, 

1996b). In pa rticular, given t hat P eers ha s a path c oefficient j ust 0.03 f rom t he 

recommended minimum cut-off value (of 0.20) , a t -statistic that is  only 0.05 from the 

target value (of 1.65) and a p-value within 0.01 ( of 0.10), it is reasonable to retain that 

factor as a  s ignificant c omponent of  t he r esistance m odel. Further, a s discussed i n 

Section 6.3.1, some of the interview participants agreed on the role of peers in providing 

support. 

Theoretical support for Affiliates or technical staff as representing a significant factor in 

resistance is  a lso e vident in  S NT th eory (Valente, 1996b ). H owever, t he l ow pa th 

coefficient value (0.07), t-statistic (0.76) and p-value (0.45) measures obtained from the 

PLS tests are deemed insufficient to confirm Affiliates in the final model. Affiliates is 

thus a potential contributing factor for resistance, promoted by the theoretical literature, 

but was not  confirmed by the current mixed methods study. Considering that research 

into resistance factors using as broad a palette of theories as is used to frame the current 

model is  s till in  its  in fancy, th is s tudy can be d escribed as exploratory i n nature, and 

Affiliates will thus be retained as a potential factor in the model. 

7.1.2 Influence of Experience and Disposition Factors on Resistance 

The e xperience and di sposition f actors i nclude K nowledge on ICTs, Use of  ICTs, 

Motivation, Efficacy, Anxiety and Power. None of these factors obtained a statistically 

significant relationship to resistance in the PLS tests. Most have a path coefficient less 

than 0.10 ( target 0.20)  a nd none  ha ve above 0.1 6; m ost ha ve a  t -statistic w ell b elow 

1.00 (target 1.65), with the highest being 1.34; and none of the p-values are anywhere 

close t o t he t arget ( 0.10). T he qua ntitative r esults pr ovide no g rounds t o c onfirm 

experience or disposition as providing significant factors in resistance.  

Support f or e xperience a nd di sposition f actors i n t he qua litative s tudy i s a lso poor. 

Perhaps the only exception is for the Motivation factor, which did receive some strong 

endorsement a s a n i mportant i ndicator of  r esistance. Interview pa rticipants not ed t hat 

people s ometimes l acked m otivation t o us e OPIMS, be cause t hey had not  be en 

informed or  br iefed s ufficiently on why t hey s hould us e i t. O ther pa rticipants 

commented on how using OPIMS is considered by some as being beyond their normal 
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job r esponsibilities. M otivation t o us e i t i s t hus m ore a bout t he pe rceived pe rsonal 

benefit of  i ndividual pr ogression a nd s kill de velopment. T his i s in l ine w ith t he 

literature on Motivation (Davis et al., 1992; Hartmann, 2006; Rogers, 2003).  

The s trength of  support for Motivation as a  s ignificant factor in the qualitative survey 

and lite rature d oes s uggest th at it h as p otential as a  s ignificant f actor i n th e mo del. 

However, the PLS test results are so poor (path coefficient of 0.08, t-statistic of 0.35 and 

a p-value of 0.73) that none of the experience and disposition factors justify recognition 

as s ignificant f actors i n t he f inal m odel. A t be st, M otivation c an be  r egarded a s a  

potential c ontributing f actor f or r esistance, a nd t he ot her f actors c an be  deemed l ow-

level factors. 

7.1.3 Influence of Integration and Accessibility Factors on Resistance 

Six factors are proposed in the research model relating to integration and accessibility: 

Advantage, C ompatibility, C omplexity, Learning, T rialling a nd V isibility. O f th ese 

factors, three were shown to have path coefficients greater than 0.20, t-statistics greater 

than 1.65 and p-values lower than 0.10; namely, Compatibility (path coefficient 0.27, t-

statistic 1.70 and p-value 0.09), Complexity (path coefficient 0.38, t-statistic 2.37 and p-

value 0.02) and Trialling (path coefficient 0.37, t-statistic 1.94 and p-value 0.05). These 

strong r esults s upport th e h ypothesis th at C ompatibility, C omplexity a nd T rialling 

before use do have a significant influence on resistance. The results are also compatible 

with the theoretical literature, which highlights the influence of perceived usefulness to, 

and compatibility with, a user’s job requirements on the potential for resistance (Liao & 

Lu, 2008 ; Son e t a l., 2 012; Teo, 2011 ). T rialling t he t echnology be fore us e i s a lso 

directly related to user resistance as one influencing condition of  user uncertainty and 

discomfort with new technologies (Meutera et al., 2003; Venkatesh, 1999; Venkatesh et 

al. 2011). 

However, t he f indings f rom t he qua litative s tudy do not  s upport t he s ignificance of  

these factors. For example, despite the strong PLS test results for Trialling, only one of 

the pa rticipants e xpressed a  s trong opi nion s upporting t hat f actor. This c onfounding 

result m ight h ave b een af fected b y t he s ample s ize o f t he qua litative s tudy. 

Alternatively, t he s trong f ocus on e merging l earning a nd t raining oppor tunities m ay 
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have overshadowed the consideration of Trialling. The strength of support for Trialling 

as a significant factor in the PLS test and literature does provide sufficient evidence to 

confirm H ypothesis 1 6: O pportunities to  tr ial th e O PIMS b efore u sing it w ill 

significantly i nfluence resistance b ehaviour. A  similar cas e can b e m ade t o co nfirm 

Hypothesis 13:  C ompatibility of  t he O PIMS w ith w ork t asks s ignificantly i nfluences 

resistance (Compatibility), and H ypothesis14: H ow c omplex t he t echnology i s 

perceived to  b e w ill s ignificantly in fluence r esistance to wards O PIMS ( Complexity). 

However, all three hypotheses do warrant further consideration and testing. 

The PLS test results for Advantage, Learning and Visibility are clearly unable to verify 

the significance of these factors: Advantage (path coefficient of 0.17, t-statistic 1.47 and 

p-value 0.14), Learning (path coefficient of -0.05, t-statistic 0.41 and p-value 0.68) and 

Visibility (path coefficient of -0.06, t-statistic 0.54 and p-value 0.59). Together with the 

lack o f a ny s upport f or V isibility in  th e q ualitative s tudy, th ese r esults in dicate th at 

Visibility s hould be  c onsidered a s a  m inor i nfluence on r esistance. H owever, t he 

interview participants in the qualitative study did express a relatively strong opinion that 

the pe rceived A dvantage of  a  t echnology a nd Learning r esources a re s ignificant. 

Advantage and Learning factors can therefore be considered as potentially significant to 

resistance. 

7.1.4 Critical Factors and the Final IRFM 

The IRFM w as d eveloped as  a research m odel of t he cr itical factors t o r esistance t o 

OPIMS (see justification in Chapter 2). The IRFM, for the first time, seeks to integrate 

three previously separate theoretical perspectives: DoI, TAM and SNT. A case i s also 

presented in Chapter 2 that resistance can be measured in terms of the time of adoption 

and t he l evel of  us age. T ime of  A doption a nd U sage Level pr ovide a m easure of  

resistance against which the significance of the resistance factors can be assessed. 

As pr esented i n S ection 5.3.1, t he r esults o f t he P LS t est applied to t he i nitial 

measurement model indicate that a small number of the measurement items considered 

are not v alid measures. Those f ew m easures are t herefore omitted from the s tructural 

model before application of the PLS test. Results from the structural model PLS tests, 

qualitative i nterviews a nd t he l iterature i dentify only f our causal c onstructs a nd t wo 
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measurement co nstructs that t he r esearch can  co nfirm b y v erification o f t heir r elated 

hypotheses. T he f ive critical c ausal f actors ar e Leaders, P eers, Compatibility, 

Complexity and Trialling. The two c ritical measurement factors a re Time of adoption 

and U sage l evel. A f urther f our c ausal f actors ar e p otentially critical. T he f our 

potentially critical factors are Affiliates, Motivation, Relative Advantage and Learning. 

The remaining six factors, Knowledge, Use, Efficacy, Anxiety, Power and Visibility to 

users, are deemed weak. A summary of these conclusions is presented in Table 7.1. 

Table 7.1: Critical, potential and weak factors on Resistance 

 

 

 

Over and above these findings, the collective strength of the IRFM structural model has 

an R2 of 0.484. According to Chin (1998b), an R2 value of 0.484 is more than sufficient 

to c onfirm t he pr edictive c apacity of  a  m odel. Given t his l evel of pr edictive s trength 

overall, and the theoretical literature that supports the inclusion of each factor in the first 

place, although individual factors can only be assessed as weak, for overall consistency, 

all factors should be retained in the model. The final IRFM model indicating the relative 

significance of each resistance factor is shown in Figure 7.1. 

 

Factor  Strength/Level of factor on Resistance 
Social Network Factor  

Leaders  Critical 
Peers  Critical 
Affiliates  Potential 

Experience and Disposition Factor  
Knowledge Weak 
Use Weak 
Motivation Potential 
Efficacy Weak 
Anxiety Weak 
Interpersonal Power Weak 

Integration and Accessibility Factor  
Relative Advantage Potential 
Compatibility Critical 
Complexity Critical 
Learning Potential 
Trialling Critical 
Visibility Weak 
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Figure 7.1: Final IRFM and critical factors of resistance towards OPIMS. 

 

The indicators of resistance, t ime of adoption of  technology and usage level, have not 

been verified in the qualitative study. However, as discussed in Section 5.4.1, the PLS 

tests pr oved t hat t hese i ndicators a re s ignificant a nd va lid i n t he qua ntitative study. 

Time of  adoption has a path coefficient of  0.81 (t-statistic 3.50 a nd p-value 0.00)  and 

usage level has a path coefficient of  0.59 (t-statistic 2.09 a nd p-value 0.04). Based on 

the v alue o f t he co rresponding p ath co efficients an d s ignificance v alues, time  o f 
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adoption and usage level have a  great influence on resistance. These path coefficients 

are in line with the recommendations of Chin (1998a), who states that path coefficients 

should be  a t l east 0.20 or g reater t han 0.30 t o be c onsidered m eaningful. It c ould be  

interpreted th at b oth in dicators, time  of a doption a nd us age l evel, a re a ppropriate 

indicators for resistance.  

In l ine w ith Figure 7.1 , i n t otal, 17 h ypotheses w ere d eveloped a nd t ested i n t he 

quantitative study. Seven of the 17 h ypotheses were strongly supported by both phases 

of this mixed methods study. These are: 

Hypothesis 1: Resistance towards OPIMS is significantly indicated by time of 

adoption. 

Hypothesis 2: Resistance towards OPIMS is significantly indicated by the 

individual usage level of the technology at work. 

Hypothesis 3: A network that consists of support ties from leaders will have a 

significant influence on resistance. 

Hypothesis 4: Support from peers significantly influences resistance. 

Hypothesis 13: Compatibility of the OPIMS with work tasks significantly 

influences resistance. 

Hypothesis14: How complex the technology is perceived to be will 

significantly influence resistance towards OPIMS. 

Hypothesis 16: Opportunities to trial the OPIMS before using it will 

significantly influence resistance behaviour. 

The following hypotheses were partially supported: 

Hypothesis 5:  The support network that is formed through relationships with 

immediate people who are assigned to uncover new technology 

(i.e. technical staff) significantly influences individual 

resistance. 

Hypothesis 8:  Motivation will have a significant influence on resistance. 
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Hypothesis 12:  Perceived advantage towards use of OPIMS significantly 

influences an individual’s resistance towards OPIMS. 

Hypothesis15:  Inadequate learning in developing competency on OPIMS 

significantly influences resistance behaviour. 

The following hypotheses were NOT supported: 

Hypothesis 6: General knowledge of ICT-related technologies significantly 

influences an individual’s resistance towards OPIMS. 

Hypothesis 7:  General use of ICT technology at work significantly influences 

resistance towards OPIMS. 

Hypothesis 9:  Efficacy significantly influences an individual’s resistance 

towards OPIMS. 

Hypothesis 10:  Feelings of strong anxiety or uncertainties related to the use of 

OPIMS will significantly influence resistance. 

Hypothesis 11:  Interpersonal power will significantly influence an individual’s 

resistance to OPIMS. 

Hypothesis 17:  Visibility of the use of OPIMS at work will significantly 

influence resistance behaviour. 

7.2 Achievement of Research Objectives  

Four objectives were formulated at the beginning of this research. All objectives were 

achieved, as discussed below. 

Objective 1: To develop a comprehensive model of the key resistance factors identified 

in the literature.  

This r esearch de veloped a n IRFM ba sed on a r eview of  t he l iterature, i ncluding 

resistance-related t heory and m odels. P ast s tudies s howed t hat v arious s ocial, 

organisational and technical elements could influence resistance; thus, this study applied 

a multi-theoretical perspective. To understand resistance better, aside f rom DoI theory 
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and T AM, t his s tudy added a  t heoretical f ramework de rived f rom t he s ocial ne twork 

perspective. A s a r esult, t his o bjective h as b een ach ieved. T he l iterature r eviews an d 

proposed IRFM are presented in Chapters 2 and 3. 

Objective 2: To test and evaluate the significance of the variables/constructs in 

influencing the development of resistance.  

Surveys were used to measure and test the research hypotheses and constructs proposed 

in the IRFM. The collected data from surveys (quantitative s tudy) were managed and 

statistically analysed using PLS. The PLS analysis included identifying, examining and 

validating the relationships of the variables/constructs proposed in the IRFM. From the 

analysis, t he r esults w ere p resented i n t wo p arts. F irst, t he m easurement m odel w as 

evaluated in Section 5.3. The aim was to address the validity and reliability of the items 

of t he i ndividual v ariables/constructs. T he s econd s tep, c onsidered a  p riority o f th is 

analysis, w as t he evaluation of  t he whole s tructure of  t he IRFM. This was a chieved 

using the R2 statistic of PLS. R2 suggests to what extent the variables/constructs help to 

predict, explain or influence resistance. From the analysis, the IRFM has a R2 value of 

0.484, which is sufficient to conclude that the values are substantial (Chin, 1998b). This 

explains a  r easonably l arge a nd acceptable pr oportion of  t he va riance in a ll of  t he 

constructs t o pr edict t he r esistance f actors. Based on t his r esult, t he I RFM ha s be en 

verified as adequate. Therefore, this objective has also been achieved. 

Objective 3: To verify the critical resistance factors using a mixture of quantitative 

and qualitative methods.  

This research in tegrated qualitative with quantitative data to  verify the critical f actors 

influencing r esistance. T he f inal IRFM i n F igure 7.1 s hows t hat f rom 17  

constructs/factors p roposed in  th e mo del, tw o w ere id entified a s c ritical 

indicators/measures o f r esistance: T ime o f A doption an d U sage Level. F ive were 

identified a s critical causal c onstructs/factors: L eaders, Peers, C ompatibility, 

Complexity a nd Trialling. F our ( i.e. Affiliates, M otivation, Relative Advantage a nd 

Learning) are p otentially cr itical, an d t he r emaining s ix f actors ar e w eak (i.e. 

Knowledge, Use, E fficacy, A nxiety, P ower and V isibility). Based on t hese r esults, 

Objective 3 has been achieved. 
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Objective 4: To consider the potential training and technology deployment strategies 

that could overcome individual resistance. 

From the f inal model, i t i s c lear t hat when construction organisations implement new 

technology, attention should be given to learning and training, support, motivation and 

ensuring a ctive t eamwork. Learning a nd t raining, f or e xample, s hould be  s een a s a  

continuous process, not only for career progression, but also for personal development. 

Conventional face-to-face training still has a r ole; however, new and extended training 

alternatives, s uch as  accredited t raining and o n-the-job t raining, are be coming 

increasingly i mportant. Based on t hese r esults, t his obj ective ha s be en a chieved. T he 

specific c ontributions of  t his s tudy t o t he c onstruction i ndustry a nd ove rcoming 

resistance will be further discussed in Section 7.3 below. 

7.3 Significant Contributions to Construction Industry and Basic Strategy to 

Overcome Resistance 

From an industry and practical perspective, the critical factors that influence resistance 

and possibly hinder the technology implementation process have been determined, and 

a b asic s trategy for addressing t hat r esistance h as b een o utlined. T he r esearch h as 

confirmed t hat l eaders a nd pe ers c an i nfluence t he d evelopment of r esistance. 

Therefore, construction organisations might consider recruiting these groups into their 

existing implementation systems or training programs. Indeed, supportive environments 

from l eaders an d p eers ar e r obust i ndicators, able t o b reak current p ractice i n t he 

construction industry (Kissi et al., 2012).  

7.3.1 Improved Management Strategy for Learning and Training 

One aim of this research was to provide basic guidelines on how resistance (resistance 

factors) might best be  overcome. The quantitative f indings of  t his s tudy revealed that 

learning and tr aining h ave a  s ignificant impact on resistance. The qualitative f indings 

identified that learning and training for OPIMS should change. A number of participants 

believed t hat training s hould s hift t o f ocus on w hole-person de velopment, r ather t han 

being di rected t owards s pecific t echnical s kills t ransfer a nd de velopment. S kills 

development in the context of  rapidly changing technology should not  be  restricted to 
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technical product training, but should involve anything that helps a person to make an 

adjustment to technological change and effectively use technology to build motivation, 

commitment a nd pe rsonal de velopment (Luse et  al ., 2013; Marler e t al., 2006 ; Piore, 

1968). T raining ne eds a  br oader f ocus t han ha s t raditionally be en t he case, t o c over 

individual trainee, software, job and organisation characteristics (Compeau et al., 1995). 

According to Compeau e t al. (1995), t raining might reasonably begin with a  focus on  

the particulars of the software, a given set of materials and specific activities designed 

to in form th e tr ainee. Once th e te chnology is  mo re f amiliar to  th e tr ainee, th en 

approaches t o l earning a nd t raining should move to focus on t he appropriation of  t he 

software capabilities and how t hese c an m ost ef fectively be l everaged to improve the 

trainee’s j ob c haracteristic a nd or ganisational ne eds. T hus, c onventional pr oduct 

training i s s till r equired, but  s o a re ne w a nd extended t raining opt ions. The s cope of  

possibilities for new training initiatives is  quite large, and includes accredited t raining 

(Russell & Alpay, 2000) and on-the-job training (Venkatesh & Speier, 1999). 

To i llustrate t he i mportance of  t echnology t raining us ing an e xample from another 

setting, i n a  s tudy on t he us e of  IT b y nu rses i n a  pr imary c are s etting ( Russell a nd 

Alpay ( 2000), i t was ev ident t hat t heir l ow l evel o f IT l iteracy w as a co nsequence o f 

inadequate a ccredited IT tr aining. A ccredited training in cludes f ormal te chnology 

qualifications, such as a Certificate or Diploma. On-the-job training is less formal, and 

is unde rtaken a s t he us er i s w orking, s upervised a nd s upported b y a ppropriate pe ers, 

mentors or professional trainers (Mincer, 1962; Venkatesh & Davis, 2000). All forms of 

learning a nd t raining o pportunities a re no w a vailable w ell b eyond t he c onventional 

classroom/workplace setting. Certainly, a  number of  t he pa rticipants i n the i nterviews 

identified onl ine r esources a s currently p roviding s trong pot ential for learning a nd 

training in OPIMS technologies. Online learning and training resources have the added 

benefit of availability and r epeatability: p articipants c an s tudy th e te chnology a t th eir 

own pace. 

It i s r ecommended that management, i n implementing new t echnologies, consider not  

just t echnical t raining, but  a lso t he br oader pe rsonal, s oftware, j ob a nd or ganisational 

training needs necessary to address a range of resistance factors. The potential of online 

and other non-traditional teaching methods is also an important consideration. 
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7.3.2 Building a Wide Support Network and Motivation 

This study has confirmed that user attitudes towards technology are strongly influenced 

by s ocial p rocesses an d structures (Orlikowski, 2 000; Rogers, 2003 ; Valente, 1996b ). 

People f rom i nside a nd outside of  a n or ganisation c an exert c ritical i nfluence on  t he 

attitude of  t echnology u sers, i ncluding b y t aking a  ke y s upporting role. For e xample, 

from th e in terviews in  th e q ualitative s tudy, the p rocurement ma nager o f a m ain 

contractor could provide direct assistance to sub-contractors in the use of the technology 

for uploading and downloading project information during a construction project. The 

full s cope o f a  s upport ne twork can i nclude managers, s upervisors, p eers an d co -

workers from inside and outside the organisation, project team members, IT staff inside 

the or ganisation a nd software p roviders. T herefore, w ith r eference t o O PIMS 

implementation, it is  e ssential th at o rganisations consider and h elp to  ma intain u sers’ 

support networks to ensure that they are well connected, with a sufficiently broad range 

of others t o provide t hem with assistance i n di fferent w ays and in di fferent s ituations 

when using the technology. 

These findings resonated strongly with the findings of more generic studies on the role 

of l eaders, peers and affiliates i n fostering innovation (Jiang e t a l., 2000 ; Kissi e t a l., 

2012; Martinko et al., 1996; Valente & Davis, 1999). A study undertaken by Kissi et al. 

(2012) examined the role of  middle managers who have responsibility for developing 

the r ight e nvironments t o f oster i nnovation i n c onstruction or ganisations. T hat s tudy 

highlighted the fact that the support provided from middle managers to users (including 

technical, w ork and personal m otivation) dur ing t he pr ocess o f t echnology 

implementation h elped in  o vercoming r esistance. S imilarly, Jiang e t al. ( 2000), i n a  

study of  66 m anagers i n a  va riety o f or ganisations, found that based on system t ypes 

and key reasons for user resistance, the most favourable strategy to overcome resistance 

is a  pa rticipative a pproach. E mployees a re a t t heir m ost pos itive t owards ne w 

technologies w hen m anagers a re s upportive. Being s upportive i n t his s ense i nvolves 

adopting an e nvironment of  ope n communication, i n w hich i nformation on t he 

technology is provided to users, employees participate in the decision-making process 

and there is a clear set of expectations for how the technology is to be used. 
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For some participants in the interviews, having a clear motivational target was central to 

improving attitudes, confidence and user performance. This is the case not just towards 

OPIMS, but  also to the job as a  whole. Salary increments o r monetary rewards a lone 

need not be the only driver of motivation. Monetary rewards do increase motivation, but 

they a re not a lways sufficient in  isolation. A wide range o f actions and initiatives are 

available to improve user motivation, and this thesis recommends pursuing these. These 

include hol ding a s eries of  w orkshops, c onferences, m eetings a nd e vents r elated t o 

OPIMS, a nd i nvolving as r ich a m ix of  pot ential c ollaborators a nd m entors i n t hose 

sessions as possible. 

7.3.3 Active Role by Project Team to Achieve Successful Technology 

Implementation 

In construction management generally, there is an assumption that clients have a role to 

play in driving innovation (Blayse & Manley, 2004; Brandon & Lu, 2008; Brown et al., 

2006). Even though clients are not expected to invent something new, the industry does 

regard clients as having a role in the promotion and introduction of new initiatives that 

have ongoing potential benefit to the project team. However, there can be a tendency to 

rely too heavily on c lients to drive innovation. This is the case most especially where 

the technology is relatively mature and already well understood by the industry, but still 

subject t o r esistance. O PIMS h as ex isted i n t he i ndustry f or o ver a d ecade, b ut t he 

broader i mplementation of  t he t echnology cannot de pend s olely on c lient i nitiative. 

Different c lients a nd s takeholders hol d di fferent i nterests a nd g ain t he be nefits of  

innovation i n di fferent w ays (Sexton e t a l., 2 009), a nd t his c an a ct t o c onfound 

successful technology implementation. 

According t o Sexton e t a l. ( 2009), t he r ole of  t he c lient c an be  va ried dur ing t he 

innovation pr ocess. T he c lient c an a dopt a dom inant, ba lanced c o-production a nd/or 

passive relationship to innovation a t di fferent s tages o f the deployment (Sexton et  al ., 

2009). Clients are dominant when they are the lead users (Sexton et al., 2009), or what 

can be called a ‘reformer’ of the project team. The balanced co-production role is when 

both t he c lient a nd t he pr oject t eam dr ive i nnovation. T he pa ssive r ole i s w here t he 

project team drives innovation (Sexton e t a l., 2009). In the case o f OPIMS, when the 

spread and p rogression of  t he t echnology in t he c onstruction i ndustry ha s reached 
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maturity, the client’s role in driving the technology becomes more passive. Clients do 

not necessarily drive the diffusion process of OPIMS in the long term, as the active role 

and m otivation t o a dopt t he t echnologies ha s b een s hared a nd di spersed a cross t he 

industry by the project team. The focus, and expectations, then shifts to the ‘technology 

champions’ w ithin t he i ndustry t o pr omote further a doption. O PIMS i s a t a  s tage at 

which i t i s no l onger be ing dr iven b y c lient r equirements, a nd r ather ne eds t o be  

championed and used by project teams themselves to promote wider participation across 

the industry (by designers, engineers, project managers, surveyors and builders). 

This shift i s evident in the f indings of  this research. The qualitative s tudy shows how 

each i ndividual or ganisation c an a dopt a  m ore di rect a nd a ctive r ole i n t he 

implementation of  O PIMS, ha ving t hemselves be en i ntroduced t o t he t echnology 

previously b y a cl ient. The m ost ef fective w ay to o vercome t he r esistance t o O PIMS 

that r emains ev en a fter the t echnology ha s r eached m aturity i s f or i ndividual pr oject 

teams to actively support the typically smaller-scale and more conservative consultant 

and s ub-contractor or ganisations. O f c ourse, not  a ll c onsultancies a nd s ub-contractors 

are small-scale or conservative, but where they are, the strongest motivation for change 

is to maintain a long-term business relationship with them based on the kind of win-win 

situation that OPIMS can offer.  

7.4 Significant Contributions to Knowledge, Limitations and Recommendations 

for Future Research 

Section 7.3 di scussed the s ignificant contributions of  t his r esearch to t he construction 

industry a nd pr actitioners. A nother s ignificant contribution of  t his r esearch i s t he 

development of  ne w kn owledge a nd a  m odel t hat m easures r esistance and p rovides 

insight into the problems encountered in implementing technology. Although the model 

should not  be  a pplied r igidly, i t c an s erve a s a ba sic guideline f or o rganisations t o 

prioritise technology implementation. The model can assist construction organisations 

to i dentify pot ential pr oblems i n t he t echnology implementation pr ocess a nd m ake 

decisions about implementation strategies and plans. 
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7.4.1 Theoretical Background, Model and Research Case 

This present study has made an original and significant contribution to knowledge and 

theory. It ha s i mproved a nd c omplements t he t heoretical t echnology acceptance, 

adoption a nd D oI l iterature. F urther, t his s tudy has a ddressed t he de ficiency i n t he 

existing literature by confirming the concepts and role of  resistance in the technology 

implementation process. This study has identified 17 factors related to resistance. Two 

are c ategorised as  m easures o f r esistance, w hile 1 5 ar e f actors o f r esistance. T he 

relationships of these factors with resistance have also been determined, revealing that 

Leaders, P eers, C ompatibility, C omplexity a nd T rialling a re c ritical f actors, w hile 

Affiliates, Motivation, Advantaged and Learning are potentially critical. The remaining 

factors: Knowledge, Use, Efficacy, Anxiety, Power and Visibility are considered weak. 

No pr evious r esearch h as i ntegrated a nd categorised a ll t hese f actors. T his f inding 

should enrich the construction innovation body of knowledge, especially in relation to 

the te chnology imp lementation pr ocess. In a ddition, t his r esearch h as s hown how  

resistance can be understood and managed, and how technology implementation can be 

improved by integrating three perspectives: DoI, TAM and SNT. From the perspective 

of DoI, Compatibility, Complexity and Trialling were found to be critical on resistance. 

From a  TAM perspective, Motivation was found to be  particularly important. Finally, 

from t he t hird p erspective, s ocial s upport from Leaders a nd P eers w as t he ke y factor 

influencing individuals’ resistance.  

Although a  wide range of  s tudies have addressed resistance (Hirschheim & Newman, 

1988; Joshi, 2005; Kim & Kankanhalli, 2009; Laumer & Eckhardt, 2012; Martinko et 

al., 1996 ), n ature o f r esistance (Lapointe &  R ivard, 2005 ; Marakas &  H ornik, 1996; 

Rivard & Lapointe, 2012) and approaches to manage (Jiang et al., 2000; Legare, 1995) 

and m easure r esistance (Davis, 2004 ), f ew h ave i nvestigated, de veloped a nd t ested 

models of factors that influence resistance. This thesis contributes to the technological 

innovation l iterature b y offering a b roader vi ew on r esistance. It i s t he first r esearch 

exploring r esistance f actors t o t echnologies t hrough t hree di fferent pe rspectives: D oI, 

TAM a nd SNT. F rom t hese t heories, t he r esearch d eveloped i ts IRFM. T he r esearch 

considers t hat t he f undamental t heoretical f ramework a nd m odel i s successful a nd 

produces t he i ntended r esult; t hat i s, i t i dentifies t he cr itical f actors o f resistance t o 
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OPIMS. H owever, f uture r esearch s hould not  be  l imited b y t he t heory o ffered i n t his 

study.  

The cu rrent t esting o f t he IRFM h as b een s pecific t o O PIMS. F urther r esearch i s 

required t o t est and c ompare t he m odel on  o ther t echnical i nnovations of  i ncreasing 

relevance to the construction industry, such as mobile computing devices and BIM. As 

discussed in Section 1.2.3, BIM is currently the main agenda of BEIIC initiatives for the 

Australian c onstruction i ndustry. It h as been r eported t hat r esistance t o change i s t he 

key challenge facing the promotion of  BIM across the industry (see Allen Consulting 

Group, 2010;  BEIIC, 2012; buildingSMART, 2012; CRCCI, 2009). This research has 

highlighted the value of resistance specifically to OPIMS; however, it also offers initial 

evidence a nd s upport f or a  f ramework of  t he f actors of  r esistance, a nd explains ho w 

these factors are relevant for IT innovations. Thus, this study could help BEIIC to frame 

and justify the existence of resistance towards BIM. 

Current t esting h as a lso be en c onfined t o a  p articular r ange of  generic i ndividuals 

already recognised i n t he l iterature as s ignificant m embers o f t he s ocial n etwork 

pertaining to technology resistance. Given the importance of this particular aspect of the 

IRFM, f urther i nvestigation i s r ecommended t o i dentify a ny further s upport ne twork 

actors not previously recognised. 

7.4.2 Research Method and Analysis Techniques 

This thesis employed a mixed methods research approach. This is not a novel method in 

the context of technology resistance or the construction industry. However, by using a 

combination of  quantitative (survey) and qualitative ( interview) data and perspectives, 

the r esearch d emonstrated t he v alue o f s eeking t o address resistance i n a m ore 

comprehensive m anner. T he r esearch s uccessfully t ested r esistance f actors b y 

estimating t he va riables in t he e quations us ing a  P LS t echnique, a nd i t ve rified t hose 

factors using a systematic narrative based on thematic analysis.  

The us e o f a  m ixed m ethods a pproach do es r aise ke y l imitations t hat a re i nherent 

characteristics of  that approach. For example, mixed methods can produce bias in the 

collection pr ocess a nd t ends t o a dd c omplexity in t he a nalysis of  t he da ta (Cameron, 
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2009; Teddlie &  T ashakkori, 2011 ). T he m ixed m ethods a pproach applied t o t his 

research was designed systematically and sequentially, and explicitly aimed to address 

key potential limitations. In the quantitative study, survey was used to explore and test 

the r esistance f actors. In t he q ualitative s tudy, i nterview w as u sed t o d eepen t he 

understanding of critical factors of resistance and explore basic strategies to overcome 

resistance. This s eparation of  t he i mplementation a nd i nterpretation of  t he t wo m ain 

techniques helps to limit bias and reduce the complexity of the analysis.  

Models t hat a re ba sed on a  f ormative d esign p rocess can  al so cr eate b ias w hen t he 

validity of the measurement items and constructs is being determined (Bagozzi, 2007b; 

Diamantopoulos &  S iguaw, 2006 ). U nlike r eflective de sign, guides f or e nsuring t he 

validity and reliability of formative models a re under-developed and more di fficult to 

source. In f ormative de sign, t here a re no e stablished r ules a bout t he num ber o f items 

required to inform or logically induct a construct. The approach in this thesis has been 

to capture and include as many items as possible relating to each construct based on the 

theory. Moreover, in this study, the objective has been to test a new model of resistance 

rather than to t est an  al ready well-established theoretical model. P LS i s recognised as  

the opt imum t est w hen the pur pose of  t he s tudy is e xploratory and a imed a t t heory 

development (Chin, 1998b). The strength of the PLS measure of the IRFM is taken as 

confirmation t hat t he f ormative de sign us ed i n t his t hesis ha s be en a ppropriately 

developed and applied to predict and generate a model of resistance factors.  

Until now , f ormal a nalyses of  t he va lidity of  f ormative de sign ha ve be en a lmost 

exclusively limi ted to  multicollinearity a nd n omological m easures (Andreev et  al., 

2009; Diamantopoulos et al., 2008; Roberts & Thatcher, 2009). Formal validity analysis 

techniques f or formative de sign h ave not  r eceived t he br oad research attention t his 

warrants. T his t hesis ha s c ontributed t o t he f ield b y adopting a  c omplementary and 

simplified c orrelation p rocedure ba sed on S pearman’s correlation c oefficient. T his 

technique ha s be en applied s uccessfully on ce previously, i n a  s tudy on e -business 

success f actors ( Haenlein, 2004 ). T he ut ility of  t he a pproach i n t his t hesis s trongly 

recommends t hat f uture s tudies de aling with f ormative de sign us e Spearman’s 

correlation coefficient for validity analysis. 
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7.4.3 Sample Size and Composition  

The sample size for any mixed method approach that relates to a difficult and sensitive 

business practice will be of concern since eliciting responses is more likely to be time-

consuming and commercially sensitive. The sample size achieved for this research was 

limited for both the quantitative and qualitative aspects of the study. However, a sample 

size of 88 is deemed to be sufficient for the purposes of model testing using PLS (Chin, 

1998b; Chin &  N ewsted, 1999 ), a nd t aken a s s ufficient f or t his s tudy. However, t he 

possibility of  bi as i n t he da ta r emains, a nd f uture r esearch w ould us efully i nvolve a  

larger sample for both the quantitative and qualitative studies. 

The c omposition of  the s ample also p laces lim itations o n th e f indings. A s a n in itial 

exploration of the issue, the sample in this research was comprised of as broad a mix of 

participants a s pos sible. T his i ncluded bot h pr ofessionals and s tudents/trainees 

employed in different scales of organisation and in different sectors of the industry. Due 

to this mix, the research was not able to test a significant proportion of the population of 

OPIMS users, and no a nalysis of  particular user groups was possible. Future research 

could c omplement t he wide, e xploratory s cope of  t his s tudy with a  greater focus on  

specific p rofessions or  j ob pos itions. S uch a  f ocus i n f uture w ould pr ovide f indings 

more s pecific t o, f or e xample, i ndividual popul ations of  a rchitects, e ngineers, p roject 

managers, doc ument c ontrollers a nd/or s ub-contractors. M ore f ocus on pa rticular 

professions w ould reveal a ny di fferentiation b etween s uch groups a nd/or w ith t he 

broader population represented in this study. 

7.5 Conclusion 

Section 2.2  highlighted th at, in  the w orld of  t echnology i nnovation, r esistance i s 

generally c onsidered ne gative a nd a s s omething t o be  a voided r ather than s tudied. 

Consequently, s tudies of t echnology a cceptance dom inate t he l iterature a nd t he 

outcomes inevitably hinge on e mphasising the positives. Turning research attention to 

resistance is not just a matter of flipping the coin; it exposes a new set of variables and 

possibilities to improve the rate and extent of technological innovation. Resistance is a 

marker for us er di ssatisfaction a nd d ysfunctional t echnology. A s s uch, i t of fers a  

particularly helpful perspective on technology innovation where user dissatisfaction and 
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dysfunctional technology are evident. This is most often the case once a technology has 

reached maturity in an industry. 

As d iscussed i n S ection 1.2.3, OPIMS t echnology i s r elevant t o t he c onstruction 

industry, where i t is a mature innovation, widely known and in use for over a decade. 

The es tablished b enefits o f O PIMS are s ignificant, an d t he c apacity t o m ove l arge 

quantities o f di gital i nformation onl ine ha s c hanged how  c ommunication a nd 

information ex change i s p racticed across t he project t eam. H owever, d espite t he 

effectiveness o f t he t echnology a s i t i s c urrently i mplemented, further a doption of  

OPIMS appears to have stalled. Attempts to promote further and broader acceptance of 

OPIMS have been fruitless. The purpose of this research is to consider the potential for 

an alternative conception to acceptance, instead based on resistance. 

The l iterature i s cl ear. R esistance t o t echnology in or ganisations i s m ost s trongly 

influenced by three aspects: how well users understand the functionality and limitations 

of the technology; the operation and s tructure of  the hos t organisation; and individual 

user a ttitudes, be haviours a nd bi ases. N ever b efore, h owever, h as r esistance b een 

considered through the triple lens of all three aspects. This thesis has sought to develop 

and test just such a model. The IRFM, as presented in Section 3.1.3, i s a construct of  

concepts and t heory de rived f rom the DoI, T AM a nd SNT. T he de veloped IRFM 

comprises two variables used to indicate and measure resistance (Time of Adoption and 

Usage Level of the technology) and 15 variables that influence resistance; specifically, 

support network (Leaders, Peers, and Affiliates), experience (Knowledge on ICTs, Use 

of ICTs), di sposition ( Motivation, E fficacy, A nxiety, P ower), i ntegration (Advantage, 

Compatibility, Complexity) and accessibility factors (Learning, Trialling, Visibility). 

A m ixed m ethods a pproach ha s be en a dopted f or t he pur pose of  t his r esearch, which 

aims to  id entify the fundamental f actors t hat i nfluence i ndividual r esistance, how  t he 

presence of resistance can be measured and to what extent individual resistance factors 

influence o verall r esistance. The m ixed m ethods c omprise qua ntitative (survey) and 

qualitative (interview) techniques to complement an extensive review of the literature. 

The approach has been most effective in supporting an exploratory engagement with the 

research que stions, a dopting a  pr agmatist p aradigm to  gain h olistic p erspectives o n 

practical p roblems. E ssential t o the ef fectiveness o f t his ap proach h as b een t he cl ear 
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delineation maintained between in itial model formulation ( from theory), identification 

of s ignificant in fluences f rom a  fixed s et of  c andidate f actors ( using a  s urvey), a nd 

further i nterrogation a nd ve rification of  t he s ignificant f actors b y s takeholders ( using 

interviews). The methodology of the research has been explained in Chapter 4. 

Data collection and analysis in the quantitative and qualitative phases were conducted 

sequentially (as presented in Chapters 5 a nd 6). First, a set of surveys were distributed 

to t he i ndustry, generating 88 va lid r esponses. D ata f rom t he s urveys were a nalysed 

using t he P LS t echnique, a dopted f rom S EM. T he P LS a nalysis s howed t hat, 

collectively, al l o f t he f actors p roposed i n t he IRFM ar e n ecessary an d s ufficient t o 

predict r esistance. This result c onfirms t hat t he model i s c redible a nd robust ove rall. 

Individual f actors w ere also t ested us ing P LS, a nd t he f indings of  t hat analysis w ere 

validated through a series of interviews with industry stakeholders. The interview data 

were in terrogated u sing th ematic a nalysis. T he c omposition o f th e f inal IRFM w as 

determined ba sed on a  c ombination a nd c omparison of  t he s urvey, interview a nd 

literature r eview results. In th is f inal c hapter, t he f actors in  th e f inal IRFM w ere 

classified as critical (identified and fully verified), potential (identified but only partially 

verified) or weak (identified but not verified). The critical resistance factors are support 

from l eaders; s upport f rom pe ers; c ompatibility of t he t echnology; complexity of  t he 

technology; and tr ialling o f th e te chnology. T he mo st e ffective strategies f or 

overcoming r esistance are t herefore those t hat focus o n cr eating a n ew l earning an d 

training e xperience, w idening and i ncreasing t he a ccessibility of  s upport, i mproving 

motivation and promoting a more active role from management. 

The i ntention of  t his r esearch ha s b een t o explore a nd gain a  better, more in -depth 

understanding o f t he resistance factors t hat t ypically attend a m ature t echnology 

innovation, such as OPIMS. The final IRFM is based on an extensive review of every 

key aspect o f the r esistance r esearch, and for the f irst t ime consolidates the three key 

theoretical p erspectives that r elate to  te chnology innovation in to a tr iple le ns. T he 

critical r esistance f actors id entified in  th e IRFM a lso p oint to  th e mo st e ffective 

strategies f or ove rcoming r esistance. From a  pr actical s tandpoint, t he f indings of  t his 

research represent a key shift towards conceiving technology innovation more usefully 

in terms of resistance, especially for mature technologies. Further research should aim 



 

197 
 

to test the IRFM on ot her technologies, acquire a larger and more stratified sample set 

and c onsolidate t he a pplication of  P LS as a n analysis t echnique f or m ixed m ethod 

approaches. 
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Appendices 

Appendix A: A Summary of the Literature Specific to Construction. 

Literature review Potential barriers and factors for successful technology implementation and adoption Level of 
investigation 

Research 
design and 
methods 

Technological and process 
consequences 

Individual consequences Social, structural and 
organisational  

Others 

Laage-
Hellman and 
Gadde (1996) 

Identified Electronic 
Data Interchange 
(EDI) implementation 
problems and 
barriers. 

Information exchange and 
communication 
standardisation. 
Other applications 
support EDI. 
Upgrade hardware and 
software to use EDI. 

IT skill and competence 
among staff. 

Top management 
support. 
Change in business 
process. 
Knowledge and 
awareness of EDI 
benefits. 
Long-term partnership. 

NA Organisation. Case study. 
Interview. 

Johnson and 
Clayton (1998) 

Investigated the 
impact of and 
potential barriers to 
IT implementation in 
design and 
construction 
organisations. 

Reliability.  
Interoperability.  
Customise the technology 
to meet the organisation’s 
needs. 

Learning and training. Prioritising technology to 
suits current needs.  
Assessment of return on 
investment (ROI)  
In-house support.  
Familiarity of senior 
management with the 
use and potential of the 
technology. 
Cost (related to 
operation, maintenance 
and staff training). 
Culture change. 

NA Organisation.  Survey. 
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Literature review Potential barriers and factors for successful technology implementation and adoption Level of 
investigation 

Research 
design and 
methods 

Technological and process 
consequences 

Individual consequences Social, structural and 
organisational  

Others 

Marsh and 
Finch (1998) 
and Marsh 
and Flanagan 
(2000) 

Investigated the 
driver and barriers of 
automatic 
identification (Auto-
ID) adoption. 

Equipment under-
developed. 
Vague products and 
component. 

Employee resistance.  
Training. 

Awareness and 
motivation. 
Conservative 
organisation. 
 

Uncertainty 
towards 
measuring cost 
and benefits of 
technology 
investment. 
Unwillingness to 
invest. 

Organisation. Survey. 

Marosszeky et 
al. (2000) 

Investigated risk 
factors of IT 
implementation and 
barriers contributing 
to low-level 
adoption. 

NA. NA Restricted vision in 
strategic IT use. 
Limited skills among top 
management. 
Financial risk.  
Unclear about benefits 
and advantages of IT 
investment. 

Industry’s 
fragmented 
nature. 
Low level of 
trust. 

Organisation. Field study. 
Interview. 

Mitropoulos 
and Tatum 
(2000) 

Investigated the 
forces that drive 
construction firms to 
adopt new IT such as 
CAD and EDI. 

Process problems (supply, 
demand and sector 
growth). 
Technological opportunity 
(cost, availability skills and 
complementary 
technologies). 

NA Competitive advantage 
(core technology and 
adoption by competitors). 

External 
requirement 
(owners 
demand, 
regulations, use 
by competitors). 

Organisation. Case study. 
Interview. 
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Literature review Potential barriers and factors for successful technology implementation and adoption Level of 
investigation 

Research 
design and 
methods 

Technological and process 
consequences 

Individual consequences Social, structural and 
organisational  

Others 

Love et al. 
(2001) 

Evaluate the barriers 
of e-commerce 
implementation in 
small-medium size 
contractors. 

Compatibility with other 
software. 
Integration with 
employees’ work. 
Security and 
authentication. 

Jobs lost. 
Reluctance to change. 
Concern over the 
requirement to undertake 
additional training and skill 
development. 
Fear and uncertainty. 
Self-respect and image. 
Support. 
 

Cost and financial 
(maintenance cost, cost 
of training and education, 
market uncertainty, 
productivity and risk). 
Impact of e-commerce to 
business. 
Investment appraisal 
techniques. 
Organisation strategic 
planning. 
Employee knowledge. 
IT infrastructure. 
Reluctance from partners. 
Reluctance to change the 
business process. 

NA Organisation. Interview. 

Stephenson 
and Blaza 
(2001) 

Investigated 
problems related to 
management 
information system 
(MIS) 
implementation in 
medium size 
construction 
organisations. 

Pilot test and trial. 
 

Employees’ existing skill 
base. 
Ongoing staff training. 
 

Cost. 
Culture. 
Top management 
support. 
 

NA Organisation. Case study. 
Interview.  

Weippert et 
al. (2002) 

Studied benchmark 
and success factors 
to internet-based 
information and 
communication 
system (ICPM) and 
communication 
technologies (ICT) 
implementation. 

Quality and accuracy of 
communication and 
information.  
Reliability and relevance. 
Compatibility. 
Ease of use. 
Trialling. 

Ongoing learning and 
training. 
Early involvement. 

Legal issues (electronic 
signature, requirement 
for hardcopies). 
Corporate commitment. 
IT support. 

NA Organisation. Case study. 
Interview. 
Survey. 
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Literature review Potential barriers and factors for successful technology implementation and adoption Level of 
investigation 

Research 
design and 
methods 

Technological and process 
consequences 

Individual consequences Social, structural and 
organisational  

Others 

Whyte et al. 
(2002) 

Issues and problems 
to implementation of 
virtual reality (VR). 

Interoperability. 
Functionality. 
Time, quality and 
effectiveness. 
Transition strategy.  
System support. 

User involvement. Prior experience to 
similar technology. 
Uncertainty about 
projects. 
Work pressures. 
Temporal and fiscal 
strategy. 

NA Organisation. Case study. 
Interview. 
Artefacts. 

Alshawi and 
Ingirige (2003) 

Investigated 
problems and 
benefits of the 
implementation of 
web-enabled project 
management in 
selected 
organisations.   

Security of project 
information. 
Integration. 
Compatibility. 

NA.  Culture change.  
Copyrights and ownership 
of drawings. 
Concern that the 
technology would replace 
face-to-face meeting. 
Appropriate IT staff. 
Cost. 

Project size. 
Project 
duration. 
Type of 
contract. 

Organisation.  Case study. 
 

Mohamed 
and Stewart 
(2003) 

Explored users’ 
perceptions on web-
based 
communication 
technology and 
potential indicators 
to improve 
implementation. 

Reliability. 
Availability. 
Security. 
Suitability, integration and 
process coordination. 
Efficiency. 

Usage level. 
Training. 
Technical support. 
Personal satisfaction with 
the technology. 

Cost and benefits. 
Competitive advantage. 
Organisation image. 
Culture change. 
 

NA Individual.  Case study. 
Survey. 

Voordijk et al. 
(2003) 

Implementation of an 
enterprise resource 
planning (ERP) 
system in a 
construction 
organisation. 

Technology maturity. NA Business strategy (cost 
control, free market, 
central planning). 
Implementation process 
and change management. 

NA Organisation. Case study. 
Interview. 
Artefacts. 
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Literature review Potential barriers and factors for successful technology implementation and adoption Level of 
investigation 

Research 
design and 
methods 

Technological and process 
consequences 

Individual consequences Social, structural and 
organisational  

Others 

Nitithamyong 
and 
Skibniewski 
(2004, 2006) 

Investigated success 
and failure factors of 
web-based 
construction project 
management 
systems (WPMS) 
implementation. 

Ease of use. 
Data quality and 
reliability. 
System reliability. 
Output quality. 
Data security. 
Integration with team’s 
internal systems. 
Integration among PM-
ASP features. 
Integration with external 
software program. 
Number of users. 
Type of hosting options. 
Frequency of 
software/version update. 

Internet access availability. 
Team attitudes towards the 
technology. 
Type of Internet 
service/access. 
Level of support from top 
management. 
Adequacy of training. 
Presence of champion. 
Adequacy of resources. 
Prior experience with the 
technology. 
Alignment of the 
implementation objectives to 
project objectives. 
Users’ involvement during 
planning. 
Party who decides on use of 
the technology. 
Ability of project manager. 
Frequency of usage. 
Party who pays for use of the 
technology. 
Computer experience. 

Starting stage of 
technology development 
Type of owner. 
Complexity related to 
construction tasks. 
Type of contract. 
Project size. 
Type of project. 
Project duration. 
Complexity related to 
design and engineering. 
Project location. 
Project cost. 

Promptness of 
responses from 
technology 
provider. 
Technical 
competency of 
technology 
provider’s staff. 
Knowledge of 
construction 
business.  
Attitudes of 
staff. 
Contact 
facilities. 
 

Organisation 
and industry 
professionals.  

Case study. 
Survey. 
Interview 
 

Kale and 
Arditi (2005) 

Investigated factors 
that influence 
organisation to adopt 
Computer-Aided 
Design (CAD). 

NA NA Copying behaviours of 
others. 

Changes in 
government 
regulations. 
Demand 
conditions. 
Consulting firms’ 
suggestions.  
Complying with 
clients’ 
requirement. 

Organisation. Survey. 
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Literature review Potential barriers and factors for successful technology implementation and adoption Level of 
investigation 

Research 
design and 
methods 

Technological and process 
consequences 

Individual consequences Social, structural and 
organisational  

Others 

Ruikar et al. 
(2005) 

Identified end-user 
perspectives on 
possible barrier to 
implementation of 
project extranets. 

Online connectivity. 
Technical (compatibility 
and interactivity) 
Security.  

Pressure. 
Reluctant to change. 

Cost issues. 
Culture change. 
Legal issues. 
 
 

Multiple-vendor 
and software. 

Individual. Case study. 
Interview. 

Peansupap 
and Walker 
(2005, 2006b) 

Explored factors that 
influence ICT 
diffusion and 
adoption in 
construction 
organisation. 

Perceived benefits and 
advantages. 
Technology 
characteristics. 
 

Personal characteristics.  
Positive towards technology 
use. 
Tangible and intangible 
reward. 

Supporting open 
discussion environment. 
Management support 
(e.g. manager, supervisor 
and colleagues). 
Technical support. 

NA Organisation. Case study. 
Survey. 
Interview. 

Aranda-Mena 
et al. (2006) 

E-business uptake in 
small building 
organisation. 

 NA Skills and training.  
 

Influence from 
colleagues, family 
member and junior 
employee. 
Organisation awareness 
and readiness. 
Risk averse and 
scepticism. 

NA Organisation. Case study. 
Interview. 

Miller et al. 
(2006, 2009) 

Factors influence 
application and 
diffusion of 4D CAD 
in project teams. 

Intended benefits. 
Integration with request 
of information (RFI) 
system. 
 

Learning and training. 
User resistance. 
Support. 

Top management 
initiative, awareness and 
skills. 
 

Onsite 
champion.  
Strategic 
planning and 
mutual 
understanding. 
Interest and 
awareness from 
project 
personnel. 
Sustain use. 

Organisation. Case study. 
Interview. 
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Literature review Potential barriers and factors for successful technology implementation and adoption Level of 
investigation 

Research 
design and 
methods 

Technological and process 
consequences 

Individual consequences Social, structural and 
organisational  

Others 

Zou and Seo 
(2006) 

Driver and barriers 
influence effective 
implementation of e-
commerce 
technologies in 
construction supply 
chain. 

Integrated information 
management system. 
User-friendly system. 

Ongoing training. 
Adequate time allocation for 
training. 
Support from middle 
manager. 
Stress and expectation. 
Proficiency. 
Incentives. 
Politics and competition 
among co-workers. 

Reluctance to adopt. 
In-house technical and 
personnel. 
Culture change. 
Fear of business process 
change. 
Cost. 
Industry standard. 
Awareness. 

NA Organisation. Survey. 
Interview. 

Hjelt and 
Björk (2007) 

Investigated end-user 
attitudes towards 
electronic document 
management (EDM). 

System quality 
(functionality and 
usability). 
Information quality (up to 
fate, accurate, complete 
and well structured). 

Involvement in project. 
Involvement in information 
process. 
IT skills. 
Personalities. 

Support quality (training 
and guidelines). 
Management attitude. 
Infrastructure. 
Support from colleagues. 

NA Individual. Case study. 
Survey. 
Interview. 

Croker and 
Rowlinson 
(2007) 

Investigated critical 
factors influencing 
temporal decision 
making on IT 
implementation and 
diffusion in 
construction project 
teams.  
 
 
 
 

Security of information. 
Confidentiality between 
users. 
Software standards. 
Perceived benefits. 
 

Training for collaboration 
work and IT application. 
Skills. 
Work task. 
 
 
 

Culture (resistance to 
change and risk adverse). 
Technology gatekeepers 
and champions. 
Corporate strategy 
(resisting inertia, 
overcoming uncertainty, 
awareness). 
 
 

Project team 
readiness 
(financial and 
technical 
resource 
availability).  
Project size.  
Project team 
structure (short-
term alliances). 
Client and 
contractor 
awareness.  
Consultant to 
promote 
technology to 
clients. 

Organisation.  Case study. 
Survey. 
Interview. 
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Literature review Potential barriers and factors for successful technology implementation and adoption Level of 
investigation 

Research 
design and 
methods 

Technological and process 
consequences 

Individual consequences Social, structural and 
organisational  

Others 

Hartmann and 
Fischer (2009) 

Resistance during 
implementation of 
4D CAD. 

Ease of use. 
Efficient.  

Learning and training. 
Perceived productivity.  

Benefits solely for one 
party (i.e. client). 
Scepticism. 
Reluctant to change. 
Awareness. 

NA Organisation. Case study. 
Interview. 

Lou and 
Alshawi 
(2009) 

Identified critical 
success factors for e-
tendering system. 
Focussed on people 
and soft issues. 

Process-led. 
In line with project team 
strategy. 
Unchanged work process 
to fit technology. 
Conduct self-evaluations 
before change. 
Conduct change through 
change strategies; for 
example, business process 
reengineering or change 
management. 
Alert to current research 
and development 
methods for better 
business processes. 

Motivation of employees. 
Interest in IT. 
Job satisfaction. 
Prior experience with the 
technology. 
Attitude towards the system. 
Technology champion. 
Presence of top 
management support. 
Job security. 
Accessibility and availability 
of internet. 
Training. 
Adequacy of resources. 
Younger staff—more 
interest, training and focus 
on IT. 
Perceived benefits and 
capabilities of the 
technology. 
Improve efficiency and 
productivity. 

NA NA Individual. Case study. 
Interview. 
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Literature review Potential barriers and factors for successful technology implementation and adoption Level of 
investigation 

Research 
design and 
methods 

Technological and process 
consequences 

Individual consequences Social, structural and 
organisational  

Others 

Lam et al. 
(2009) and 
Wong and 
Lam (2010) 

End-user behaviours 
and concerns on 
electronic 
information 
exchange technology. 

Capacity for information 
transfer. 
Complexity. 
Information overload. 
Interactive and friendly 
system. 
Compatibility with 
different systems. 
Alert system when 
receiving a document. 
Fit with work purpose and 
process. 
 

Self-discipline. 
Training. 
Worry about security. 
Tendency to send 
information to irrelevant 
parties. 
Tendency to ignore 
information or non-action. 
Compliance with current 
procedure. 
Update document. 
Tendency to input irrelevant 
information.  
Abuse by system. 

Organisation 
commitment. 
Technical support. 

Document 
handling. 
Time target. 
Collaboration 
relationship 
among 
departments. 
Performance 
targets. 
Work onsite. 
Material 
ordering system.  

Individual. Cross-
sectional 
study. 
Survey. 
 

Rowlinson et 
al. (2009) 

Implementation of 
building information 
modelling (BIM) in 
construction. 

Integration of technology 
and project design 
processes. 
Compatibility with other 
systems (e.g. 
procurement). 
Interoperability. 

NA Business success. 
ICT champion (e.g. senior 
manager). 
Culture change. 

NA Project team.  Case study. 
 

Ahuja et al. 
(2010) 

Factors affecting 
building project 
management (BPM) 
tools adoption. 

Infrastructure maturity.  NA Perceived benefits of the 
technology. 
Perceived barriers for 
adoption. 
Use technology for 
general administration. 
Use technology for 
project scheduling 
purposes. 
Cost management. 
Resource management. 

Geographical 
and location of 
project team 
members. 

Organisation. Mixed 
methods 
study. 
Survey. 
Interview. 
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Literature review Potential barriers and factors for successful technology implementation and adoption Level of 
investigation 

Research 
design and 
methods 

Technological and process 
consequences 

Individual consequences Social, structural and 
organisational  

Others 

Gu and 
London (2010) 

Key issues and 
factors influence BIM 
adoption. 

Compatibility and 
interoperability. 
Integration with time 
sequence, cash 
flow modelling and 
simulation, and risk 
scenario visualisation. 
Integration with 
document management 
system. 
Integration with 
communication and 
document exchange. 
Data storage, security and 
copyright issue. 

Training. 
New roles and 
responsibilities (e.g. BIM 
manager). 
 

Cost and investment. 
Human resourcing. 
Project bidding and 
contractual arrangement. 
Organisation’s strategic 
direction. 

NA Organisation.  Focus group 
interview. 

Arayici et al. 
(2011) 

BIM adoption and 
implementation 
strategy. 

Easy and intuitive. 
Test and trial. 
Produce accurate 
drawings. 
High quality of 
visualisation. 
Information sharing and 
exchange. 
Integration with financial 
and cost control. 
Integration with building 
assessment tools (e.g. 
Codes for Sustainable 
Homes). 
Integration with project 
information database. 
Simultaneous work 
process. 

Training.  
Skills and proficiency. 
Allow feedback from users to 
improve system 
development. 
Automation of project 
quality plan. 
Management support 
system. 
 

Exploration of BIM tools 
and efficiency gains 
identification. 
Increase understanding 
and awareness. 
Piloting BIM tools on past 
projects. 
Compare BIM tools. 
Add value to marketing, 
administration and 
contractual information. 
 

NA Organisation. Case study. 
Interview. 
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Literature review Potential barriers and factors for successful technology implementation and adoption Level of 
investigation 

Research 
design and 
methods 

Technological and process 
consequences 

Individual consequences Social, structural and 
organisational  

Others 

Brewer and 
Gajendram 
(2011) and 
Gajendran 
and Brewer 
(2012) 

Impacts and effective 
decision making on 
implementation of 
ICT and BIM 
technology. 

Technology availability 
externally to facilitate 
inter-firm collaboration. 
Technology matches 
business process maturity.  
Data security and 
intellectual property. 
Integration with work and 
other technologies. 
Interoperability. 
Trial. 

Training.  
Skills and job development.  

Culture change. 
Cost and investment 
(hardware, software, staff 
development, training, 
maintenance). 
Technology champions. 
Embedding own staff to 
train trading partners to 
ensure their use of the 
technology and for 
quality assurance 
purposes. 

Project team 
relationships.  
Contractual 
relationships. 

Organisation. Case study. 
Survey. 
Interview. 

Gambatese 
and Hallowell 
(2011) 

Factors influencing 
the development, 
diffusion and 
implementation of 
technical 
innovations. 

Increase quality of work 
and productivity. 

Support from upper 
management. 
Support from client/owner. 
Fear of change. 
Training. 

Culture. 
Cost. 
Risk of failure. 
Competitive advantage. 
Technology champion. 

Communication.  
Marketing 
effort. 

Organisation. Mixed 
methods 
study. 
Interview. 
Survey. 

Habets et al. 
(2011) 

Adoption process of 
new and innovative 
equipment used for 
transporting asphalt 
from asphalt plant to 
construction site. 

Perceived benefits. 
Function and capacity. 
Trial.  
Flexibility. 
Reliability. 
Velocity. 
Standardisation. 

NA Cost. 
Feasibility. 
Legal aspect. 
Top management 
knowledge. 

NA Organisation.  Case study. 
Interview. 
Survey. 

Abrahamse 
and Lotriet 
(2012) 

Investigated socio-
organisational issues 
affecting mobile 
technology adoption 
and diffusion in a 
small-to-medium-size 
construction 
company. 

Compatibility. 
 

Experience and exposure. 
ICT literacy. 
Personal belief. 
Motivation. 
Stage of career. 
Training and technical 
support. 

Company vision, strategic 
and internal policy. 
Politics. 
Management and IT 
support. 

NA Organisation. Case study. 
Interview. 
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Literature review Potential barriers and factors for successful technology implementation and adoption Level of 
investigation 

Research 
design and 
methods 

Technological and process 
consequences 

Individual consequences Social, structural and 
organisational  

Others 

Khosrowshahi 
and Arayici 
(2012) 

Factors influencing 
BIM adoption, and 
strategy to improve 
implementation.  

Information management 
for building lifecycle. 
Efficiency of design 
process. 
Quality of visualisation, 
analysis modelling and 
documentation. 
Integration work flow to 
lean-oriented process. 
Hardware resource and 
infrastructure. 
Integration between 
design and engineering. 
 
 

Education, knowledge 
transfer and training. 
Experience using 3D 
visualisation, modelling, 
analysis and dataset. 
Understanding and 
awareness. 
Resistance to change. 
 

Culture change.  
Reluctance to initiate 
workflow. 
Cost and investment 
(installation and training). 
Intangible benefits.  
Demand of use. 
Risk management. 
Sustainability for design 
and construction. 
Support and collaboration 
for uptake and 
implementation between 
project team, including 
contractors. 
Legal aspect. 

NA Organisation.  Mixed 
methods 
study. 
Interview. 
Survey. 

Kissi et al. 
(2012) 

Investigated the role 
of middle manager in 
influencing 
technology adoption 
in an organisation; in 
particular, with 
regard to project 
monitoring and 
reporting software, 
new paving material 
and site survey 
systems. 

NA Supportive climate.  
Personal involvement.  
Personal responsibility.  
Autonomy to encourage 
creativity. 
Awareness. 
Championing behaviour. 
Network with the 
involvement of IT team and 
across company. 

Financial resource.  NA Organisation.  Case study. 
Interviews. 
Artefacts. 

Son et al. 
(2012) 

Investigated 
construction 
professionals’ 
acceptance of mobile 
computing 
technology. 

Usefulness. 
Ease of use. 
Complexity. 
Job relevance. 
Result demonstrability. 
Perceived performance. 

Training. 
Personal satisfaction. 
Technical support. 

Top management 
support. 
Social influence. 

NA Individual. Survey. 
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Literature review Potential barriers and factors for successful technology implementation and adoption Level of 
investigation 

Research 
design and 
methods 

Technological and process 
consequences 

Individual consequences Social, structural and 
organisational  

Others 

Wong and 
Zhang (2013) 

Limitations and 
critical factors to 
improve WPMS 
implementation. 

Stable computer system. 
User access, password 
and security. 
Internet connection and 
web browser. 
Server and secure data 
centre. 
Active server and easy 
technology installation 
effort. 
Data integration with 
construction 
management, project 
management and 
communication. 
Compatibility with in-
house systems. 

Training. 
Incentives. 
Certificate and/or recognised 
qualification. 
 

Review periodically 
implementation process. 
 
 

Client 
established 
contractual 
requirement to 
apply the 
technology. 

Organisation. Case study. 
Interview. 
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Appendix B: Resistance Theory and Models. 

Literature Model  Theoretical foundation Conjecture and supposition Core elements of the model, reasons and factors that influence the 
resistance 

Joshi (1991, 
2005) 

Equity 
Implementation 
Model (EIM). 

Equity theory (Walster et 
al., 1978). 

EIM proposes that technology change 
involves changes in inputs and 
outcomes. If individuals perceive less 
benefit (net gains) from the change, 
they are likely to be distressed and 
resist the change.  

Increase in outcomes (pleasant work environment, less tension, job 
satisfaction, opportunities for advancement, customer services, 
recognition, visibility, salary, job grade, job level, power and 
influence, learning marketable skills, reduced dependence on 
others, usefulness of technology). 
Decrease in outcomes (reduced job satisfaction, reduced power, 
threat of loss of employment, loss of marketable skills, reduced 
importance and control, increased monitoring, reduced scope of 
advancement, conflict and ambiguity, potential failure in learning 
and adopting new system). 
Increase in inputs (more work in entering data, tension, higher level 
of skills, effort in learning a new system, additional tasks, more 
effort in performing task and monitoring, more time intensive, fear 
and anxiety). 
Decrease in inputs (ease of use, effortless, reduced information 
searching, reduced manual effort, cognitive effort, less rework and 
errors). 

Marakas and 
Hornik (1996) 

Passive Resistance 
Misuse (PRM). 
 

Passive-Aggressive (P-A) 
behaviour theory (Fine et 
al., 1992). 
Action science’s espoused 
theories v. theories in use 
(Argryis et al., 1985). 

Passive resistance is identified as a 
covert behaviour that is not inherently 
criminal or motivated by personal gain. 
It results from fear and stress related 
to the intrusion of the technology into 
the conventional method. 

Overt support for implementation strategies and objectives. 
Outward expressions of ‘relief’ that new technology is being 
implemented. 
Constantly bringing the new system into conversation. 
Covert procrastination. 
Working deliberately slowly, and outperformed. 
Privately protesting. 
Avoiding obligations by claiming to have forgotten or 
misunderstood. 
Unrealistic view of job performance compared to others’ 
assessment. 
Resentment of useful suggestions of ways to be more productive. 
Unreasonable criticism of people in positions of authority who 
implement new technology. 
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Literature Model  Theoretical foundation Conjecture and supposition Core elements of the model, reasons and factors that influence the 
resistance 

Martinko et 
al. (1996) 

Attributional Model 
of Reactions to 
Information 
Technologies 
(AMRIT). 

Psychological attributions 
(Abramson et al., 1978). 
Organisationally induced 
helplessness (Martinko & 
Gardner, 1982). 
Math anxiety (Kloosterman, 
1984). 

User reactions to IT implementation 
including external influences, internal 
influences, reactions of behaviour and 
affect, attributions and expectations.  

External influences (prior experience, attributional style). 
External influences (co-worker behaviour, technology 
characteristics, management support). 
Behaviour of reactions (acceptance, active resistance, passive 
resistance, reactance). 
Affect reactions (satisfaction, self-esteem, hostility, anger, stress, 
fear, apprehension, anxiety).  
Attributions (stability, ability, task difficulty, effort, luck/change). 
Expectations (efficacy, outcome). 

Prasad and 
Prasad (2000) 

Routine form of 
workplace 
resistance. 

Iron Cage (Barker, 1993). Routine resistance is covert in nature. 
It is less visible, unplanned and 
spontaneous, and recurring within the 
organisation. 

Direct acknowledgement of intentional opposition, interruptions 
and questions during training sessions, working with manual 
methods, proxy grievances). 
Attributions of intentional opposition (carelessness). 
Attributions of non-intentional oppositions (employee 
reinterpretations of managerial discourses). 

Cenfetelli 
(2004); 
Cenfetelli and 
Schwarz 
(2011) 

Dual-factor model 
of IT usage. 

Theory reasoned action 
(TRA) (Fishbein & Ajzen, 
1975). 
Theory of planned 
behaviour (TPB) (Ajzen, 
1991). 
Technology acceptance 
model, (TAM) (Davis et al., 
1989; Venkatesh & Davis, 
2000). 

Rejection or resistance to use a 
technology may not result from the 
absence of an adopting perception (as 
theorised in TAM). Factors relevant to 
adoption did not contribute to 
rejection. Rejection refers to users’ 
decisions to avoid a system; it is based 
on critical barriers such as lack of 
knowledge. 

Information inhibitors (information overload, irrelevant request for 
information, deceptiveness). 
Information quality (timeliness, responsiveness). 
System quality (compatibility, reliability, relative advantage). 
System inhibitors (intrusiveness, effort redundancy, process 
uncertainty). 
Usage intention (perceive usefulness, perceived ease of use). 
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Literature Model  Theoretical foundation Conjecture and supposition Core elements of the model, reasons and factors that influence the 
resistance 

Davis (2004) Social Architecture 
Factor Model 
(SAFM). 

Change management. 
TRA (Fishbein & Ajzen, 
1975). 
TPB (Ajzen, 1991). 

Resistance to IT change can be 
indicated by type and scope and 
change; method and speed of 
introduction; demographic of 
individual; attitudes, beliefs and fears 
of individual; and demographic of 
organisation. 

Type and scope of change (perceived changes in company, tasks 
requiring IT and their interdependence with other tasks). 
Method and speed of introduction (decision maker, training in the 
specific technological, resource availability, reward and punishment 
used). 
Demographic of individual (profession, age, gender, education level, 
member in a union, professional certification, position in the 
organisation, personality type, computer use). 
Attitude, beliefs and fear (computer anxiety, attitude towards 
computers and technology, computer confidence, adaptability, 
acceptance of uncertainty, readiness for change, locus of control, 
irrational idea, perceived interpersonal power, previous positive or 
negative technological experiences, motivation to use new 
technologies, disposition to innovation, perceived support for 
change, defence mechanism of the individual during change). 
Demographics of organisations (industry sector, company size). 

Lapointe and 
Rivard (2005); 
Rivard and 
Lapointe 
(2012) 

Multilevel model of 
resistance to 
information 
technology 
(MMRIT). 

Power and politics in IT 
implementation (Markus, 
1983). 
EIM (Joshi, 1991). 
PRM (Marakas & Hornik, 
1996). 
AMRIT (Martinko et al., 
1996). 

Resistance contains elements of 
behaviours, object, subject, threats and 
initial conditions. 

Resistance behaviours (speaking resentfully of the system, follow 
former or conventional procedures, misuse, harmful use, low-level 
use). 
Object (patterns that already exist or established routine and mode 
of work, political setting, individual rigidity and resentment). 
Subject (group, individual). 
Interaction (interaction between demands of the IT and established 
modes of work, attributional processes). 
Perceived threat (power loss and power gain for another, inequality, 
stress, fear, efficacy expectation, outcome expectations). 
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Literature Model  Theoretical foundation Conjecture and supposition Core elements of the model, reasons and factors that influence the 
resistance 

Ferneley and 
Sobreperez 
(2006) 

Compliance-
Resistance-
Workaround (CRW). 

Resistance literature 
(Bhattacherjee & Hikmet, 
2007; Cenfetelli, 2004; Kim 
& Kankanhalli, 2009; 
Lapointe & Rivard, 2005; 
Marakas & Hornik, 1996; 
Markus, 1983; Martinko et 
al., 1996). 

User engagement with new technology 
is associated with compliance 
(whereby use of the technology is 
prescribed by a manager or 
stakeholder), rather than based on the 
merits of the technology’s 
effectiveness or suitability. Potential 
impacts from compliance are 
resistance (positive or negative) and 
workaround behaviours (e.g. non-use, 
sabotage, avoidance at work and 
entering inaccurate data).  

Compliance conditions (enforced procedure, discipline, non-
engagement with system, organisational and personal issues). 
Negative resistance (compliance and acceptance by supervisors, 
avoid monitoring, inappropriate target, time overhead to log in and 
out of the system, lack of understanding, lack of knowledge, culture, 
peer pressure). 
Positive resistance (avoidance of inappropriate procedures, 
inflexible and unsuitable for work, not supportive of team 
collaboration, lack of understanding, lack of knowledge on data 
requirement and usage, personal judgement). 
Workaround: harmless, hindrance, essential (e.g. incorrect job 
sequencing, sub-divide tasks that are traditionally performed 
collectively, unreasonable target, use for reasons of friendships, 
non-use, balance workload, avoidance of work). 

Kim and 
Kankanhalli 
(2009) 

Integrated 
framework of 
resistance and 
status quo bias. 

TAM (Davis et al., 1989; 
Venkatesh & Davis, 2000). 
EIM (Joshi, 1991). 
Status quo bias theory 
(Samuelson & Zeckhauser, 
1988). 

Resistance can be driven by switching 
cost and threats, attitude and 
subjective norm associated with the 
new technology implementation. 

Switching costs: changes in cost incurred from moving from the 
status quo to new technology (transition costs, uncertainty costs, 
sunk costs). 
Switching benefits (increase in outcomes, decrease in inputs). 
Attitude (loss aversion, net benefits, equity). 
Subjective norm (colleague opinion, self-efficacy for change, 
organisational support for change). 

Meissonier 
and Houzé 
(2010) 

IT Conflict-
Resistance Theory 
(IT-CRT). 

Conflicts associated with IT 
implementation in 
information system 
literature (e.g. Besson & 
Rowe, 2001; Markus, 1983; 
Markus et al., 2000; 
Wagner & Newell, 2004; 
Walczuch et al., 2007). 

Resistance can be associated with task-
oriented and socio-political conflicts in 
the organisation.  

Task-oriented conflicts: conflicts about the system, definition and 
execution of task, and skills required. 
Socio-political conflicts: cultural conflicts and loss of power.  
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Literature Model  Theoretical foundation Conjecture and supposition Core elements of the model, reasons and factors that influence the 
resistance 

Klaus et al. 
(2010) 

Resistance to 
enterprise system 
implementation. 

Resistance literature. 
TAM. 
Concourse theory 
(Stephenson, 1978). 
 

Resistance is driven by the 
characteristics of resisting users and 
the shared communication and beliefs 
that exist within user groups. 

User characteristics (gender, education level, years in current 
position, age, job position, training). 
Reasons for user resistance (workload, lack of fit, technical 
problems, changed job, complexity, environment, lack of input, 
communication, training, uncertainty, self-efficacy, lose control). 
Resistance behaviours (challenge, impatient, complain, old system, 
defensive, procrastinated, unmotivated, inappropriate, does not 
follow processes, less productivity, shadow system, avoid, hack, 
turnover intention, does not want to learn system, quit, refusal). 
Management strategies (clear plan, expertise, communication, 
feedback, training, customisations, provide support, incentives). 

Laumer and 
Eckhardt 
(2010); 
Laumer and 
Eckhardt 
(2010); 
Laumer 
(2012) 

Model of Resistance 
to IT-induced 
Organizational 
Change (MRTOC). 

TRA (Fishbein & Ajzen, 
1975). 
TPB (Ajzen, 1991). 
TAM (Davis et al., 1989; 
Venkatesh & Davis, 2000). 
Social influence (Eckhardt 
et al., 2009). 
Resistance literature 
(Bhattacherjee & Hikmet, 
2007; Cenfetelli, 2004; Kim 
& Kankanhalli, 2009; 
Lapointe & Rivard, 2005; 
Marakas & Hornik, 1996; 
Markus, 1983; Martinko et 
al., 1996). 

Resistance is caused by outcome 
factors, process factors, individual 
personality, context and social 
influence factors. 

Individual differences and personality (age, gender, self-efficacy, 
experience, personality). 
Context (management interventions, system characteristic, process 
change). 
Social influence (private and workplace referents). 
Technology perceptions. 
Resistance to change (belief and attitudes, perceived threats, loss of 
power). 
Process and working routine perceptions. 
Work-related outcomes. 
Technology-related outcomes. 
Process and working routine–related outcomes. 
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Appendix C: Summary of indicators, factors, constructs, definitions, hypotheses and measurement items. 

Indicator and 
Factor Name 

Construct 
Name Construct Definition Hypothesis Items and Labels 

Resistance 
Indicator 

Time of 
adoption 

Time of adoption after period 
of implementation of the 
technology in the 
organisation. 

Hypothesis 1: Resistance towards 
OPIMS is significantly indicated by time 
of adoption. 

Indicator 1: How long has it been since you first started using the 
technology? 

Usage level Percentage of use of the 
technology on a daily basis. 

Hypothesis 2: Resistance towards 
OPIMS is significantly indicated by the 
individual’s usage level of the 
technology at work. 

Indicator 2: On average, I use the technology for ______ per cent (%) of 
my working day. 

Support 
Network 
Factor 

Leaders Leaders include supervisors, 
middle managers and 
directors. 

Hypothesis 3: A network that consists 
of support ties from leaders will have a 
significant influence on resistance. 
 

Leaders 1: My immediate supervisor encourages me to apply OPIMS in 
my work. 
Leaders 2: On average, how often have you [received direction on how 
to do your job; sought or gotten technical assistance to undertake your 
work; discussed your personal strengths and weaknesses specific to 
your work; discussed the use of OPIMS] with this person?  

 Peers Peers can be friends, co-
workers and other 
professional colleagues. 
 

Hypothesis 4: Support from peers 
significantly influences resistance. 

Peers 1: Colleagues in my immediate work group are able to help me 
make effective use of OPIMS in my work. 
Peers 2: On average, how often have you [received direction on how to 
do your job; sought or gotten technical assistance to undertake your 
work; discussed your personal strengths and weaknesses specific to 
your work; discussed the use of OPIMS] with this person? 

 Affiliates Technical staff, customer 
services and administrative 
staff. 

Hypothesis 5: The support network 
that is formed through relationships 
with immediate people who are 
assigned to uncover new technology 
(i.e. technical staff) significantly 
influences individual resistance. 

Affiliates 1: Organisational technical support (e.g. help desk, IT support) 
is sufficient to allow me to apply OPIMS effectively in my work. 
Affiliates 2: On average, how often have you received [direction on how 
to do your job; seek or get technical assistance to undertake your work; 
discussed your personal strengths and weaknesses specific to your 
work; discussed the use of OPIMS] with this person? 
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Indicator and 
Factor Name 

Construct 
Name Construct Definition Hypothesis Items and Labels 

Experience 
Factor 

General 
Knowledge of 
ICTs 

Individuals’ exposure and 
familiarity with ICT-related 
technologies in general. 

Hypothesis 6: General knowledge of 
ICT-related technologies significantly 
influences an individual’s resistance 
towards OPIMS. 

Knowledge 1: I have an excellent understanding of how to use and apply 
ICT effectively. 
Knowledge 2: I can see clear advantages from using ICT in my work. 
Knowledge 3: My skill in using ICT at work is well above average. 

Use of ICTs Individuals’ literacy on 
particular use of ICT in their 
work for work-related 
purpose, specifically 
communication and 
collaboration. 

Hypothesis 7: General use of ICT 
technology at work significantly 
influences resistance towards OPIMS. 

Use 1: I use ICT to communicate, manage and coordinate work with my 
immediate work team within the organisation. 
Use 2: I use ICT to communicate, manage and coordinate work with 
external organisations (project teams, consultant, clients etc.). 
Use 3: How frequently would each of the following technologies be used 
by you at work for work-related purpose? Please refer to Attachment A 
(given in Section 3.4.2). 

Disposition 
Factor 

Motivation  Individual’s perception on 
what interests and drives 
them to increase adoption, 
and that simultaneously will 
decrease resistance. 

Hypothesis 8: Motivation will have a 
significant influence on resistance. 

Motivation 1: I use OPIMS in my work because I believe it is a 
requirement of the organisation. 
Motivation 2: I use OPIMS in my work because I find it is a requirement 
of my work. 
Motivation 3: I use OPIMS because of the intangible rewards I get from 
my work (enjoyment, satisfaction, etc.). 
Motivation 4: I use OPIMS because of the tangible rewards I get from 
my work (job security, advancement, new skills, etc.). 

 Efficacy  Individuals’ level of 
confidence in the use of the 
technology for work. 

Hypothesis 9: Efficacy significantly 
influences an individual’s resistance 
towards OPIMS. 

Efficacy 1: I am confident in my ability to use OPIMS to complete a range 
of tasks related to my work. 
Efficacy 2: I am confident in my ability to find useful help should a 
problem arise in using OPIMS for my work. 

 Anxiety Level of apprehension and 
hesitation in the use of 
OPIMS for work. 

Hypothesis 10: Feelings of strong 
anxiety or uncertainties related to the 
use of OPIMS will significantly influence 
resistance. 

Anxiety 1: It concerns me that I could lose a lot of important information 
using the OPIMS should I make a mistake. 
Anxiety 2: I try to avoid using OPIMS in my work because the 
information it contains is so critical to the organisation. 

 Interpersonal 
Power 

Individual subjective qualities 
gained from the use of 
OPIMS for work. 
 

Hypothesis 11: Interpersonal power 
will significantly influence an 
individual’s resistance to OPIMS. 
 

Power 1: Using OPIMS effectively is an important factor if I want to work 
in this industry in the future. 
Power 2: Knowing how to use the OPIMS is an important factor for 
getting people in this organisation to take you seriously. 
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Indicator and 
Factor Name 

Construct 
Name Construct Definition Hypothesis Items and Labels 

Integration 
Factor 

Perceived 
Advantage 

The extent to which users 
believe that the technology 
complements their work. 

Hypothesis 12: Perceived advantage 
towards use of OPIMS significantly 
influences an individual’s resistance 
towards OPIMS. 

Advantage 1: Using OPIMS makes me productive. 
Advantage 2: Using OPIMS gives me greater control over the work I do. 
Advantage 3: Using OPIMS improves the quality of the work I do. 

Compatibility The extent to which an 
OPIMS user believes that the 
technology is suited to and 
well integrated with the work 
they do. 

Hypothesis 13: Compatibility of the 
OPIMS with work tasks significantly 
influences resistance. 

Compatibility 1: The OPIMS provides a good fit with my current work 
practices and requirements. 
Compatibility 2: The OPIMS allows full compatibility with other systems 
and software required for my work. 

Complexity The degree of difficulty 
involved in applying the 
technology at work. 

Hypothesis14: How complex the 
technology is perceived to be will 
significantly influence resistance 
towards OPIMS. 

Complexity 1: Interacting with the OPIMS is clear and intuitive. 
Complexity 2: Overall, I find the OPIMS easy to use. 

Accessibility 
Factor 

Learning The adequacy of learning and 
training received to learn 
OPIMS for users at work. 

Hypothesis15: Inadequate learning in 
developing competency in OPIMS 
significantly influences resistance 
behaviour. 

Learning 1: The quality of the learning and training that I have received 
in OPIMS is very good. 
Learning 2: The time and opportunity provided for me to learn how to 
make effective use of the OPIMS in my work is sufficient. 

Trialling The degree to which users 
have had opportunities to 
trial OPIMS before using it. 

Hypothesis 16: Opportunities to trial 
the OPIMS before using it will 
significantly influence resistance 
behaviour. 

Trialling 1: I was permitted to use OPIMS on a trial basis. 
Trialling 2: I have had ample opportunity to use OPIMS during a trial 
period. 

 Visibility The degree to which the 
OPIMS is capable of being 
discovered by a user to 
become familiar with it. 

Hypothesis 17: Visibility of the use of 
OPIMS at work will significantly 
influence resistance behaviour. 

Visibility 1: I have had an opportunity to see OPIMS being used by 
others in the construction industry. 
Visibility 2: I have seen that the use of OPIMS in my organisation is 
widespread. 
Visibility 3: My perception is that most of the key people in this 
organisation are active users of OPIMS. 
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Appendix D: UNSW FBE Human Resources Ethics Approval 
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Appendix E: Survey Instrument (Final Questionnaires) 

Part 1: Introduction and project information statement 

Participant selection and focus of the study: 

You are invited to participate in a s tudy of Resistance Factors to the Effective Use of 

Online P roject Information M anagement Systems (OPIMS) i n C onstruction 

Organisations. Y ou w ere s elected as a pos sible pa rticipant i n t his s tudy because you 

have be en identified as a student, cadet, graduate t rainee or  p rofessional f rom a  wide 

variety of  b ackgrounds/disciplines ( i.e. a rchitecture, bui lding, s urveying, engineering, 

and c onstruction m anagement) a nd a  pot ential user of  a n onl ine pr oject i nformation 

management system. 

There are m any t erms us ed t o r efer t o a n onl ine pr oject i nformation m anagement 

system, for example: p roject web, p roject ex tranet, web based project hosting, project 

management platform, virtual document exchange, and so on. Broadly speaking, and for 

the purposes of this study, the online project information management systems are used 

to m anage a r ange o f i nformation specific t o a p articular construction project: p roject 

information, de sign de tails, pr oject m anagement a nd f inancial i nformation. S uch 

information mig ht in clude p roject d etails, project t eam co ntacts, an  em ail d irectory, 

CAD drawings, specifications, requests for information (RFIs), contract administration 

information, contract s tatus, p roject t ime an d s chedule, s afety i nformation, c ost 

estimation, cash flow, and so on. To be as inclusive as possible, we use the term online 

project information management system to refer to any web enable software package or 

online s ystem us ed s pecifically t o s upport information e xchange on  a c onstruction 

project. 

Description and purpose of the study: 

The purpose of the study is to determine the factors that contribute to users being more 

or l ess r esistant t o t he use of  O PIMS's i n a c onstruction organisation. Through t his 

research we aim to understand better how construction practitioners relate to the online 

technologies and what factors most affect any resistance on their part. Through a better 
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understanding of the resistance factors we aim to foster more effective implementation 

of and training support for the use of OPIMS technologies in construction. 

If you agree t o pa rticipate, pl ease c omplete t his s urvey a nd s imply click on t he 

SUBMIT button at the end. The questionnaire should take approximately 20-30 minutes 

to c omplete. W e c annot a nd do not  g uarantee or pr omise t hat you w ill r eceive any 

material benefits from this study. 

Confidentiality and disclosure of information: 

Any information that is obtained in connection with this study and that can be identified 

with you w ill r emain c onfidential to  th e s tudy a nd w ill be di sclosed on ly with your 

permission, or  except a s r equired b y l aw. If you g ive us  your p ermission, we pl an to 

publish the results of this study in the form of a PhD thesis and as scholarly journal and 

conference articles. 

Recompense to participants: 

There will be no financial compensation given to participants. 

Participant consent: 

Your decision to participate will not prejudice your future relations with The University 

of New South Wales or any other participating organisations. 

If you have any questions, please feel free to ask Siti Salwa Mohd Ishak, PhD Candidate 

at UNSW, on z3295765@student.unsw.edu.au. 

If yo u have any further questions a t any point, Associate Professor S idney Newton a t 

s.newton@unsw.edu.au will be happy to discuss these with you. 

Thank you for your time and participation. 
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Part 2: Demographic of respondent 

We are interested in whether the duration of work experience, education, employment 

role and other demographics of the participants has any impact on the survey outcomes. 

1. Your current age: 

 < 20 years 

 20 < 25 years 

 25 < 30 years 

 30 < 35 years 

 35 < 45 years 

 45 < 55 years 

 55 < 60 years 

 60 < 65 years 

 65 or more years 

 

2. Gender:  

 Male  

 Female 

 

3. What is the highest level of academic qualification you have already achieved? 

 High School Certificate 

 Certificate I-IV 

 Diploma 

 Advance Diploma 

 Bachelor Degree 

 Undergraduate Honours 

 Graduate Certificate 

 Graduate Diploma 

 Masters 

 PhD 

 None of the above (Please specify: ____________) 
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4. Are you a  c urrent s tudent e mployed i n t he c onstruction i ndustry a s a  cadet, 

intern or graduate trainee?  

 Yes  

 No (I am experienced employee / professional)  

If you answer "No" to this question, please skip to Question 8. 

 

5. What is your current enrolment status in study? 

 High School Certificate 

 Certificate I-IV 

 Diploma 

 Advance Diploma 

 Bachelor Degree 

 Undergraduate Honours 

 Graduate Certificate 

 Graduate Diploma 

 Masters 

 PhD 

 None of the above (Please specify: ____________) 

 

6. What is the general field of your current study? 

 Building and Construction 

 Engineering 

 Architecture 

 Property Development 

 Facilities Management 

 Quantity Surveying 

 None of the above (Please specify: ____________) 
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7. How much longer do you expect to be enrolled in the current program of study? 

 <6 months  

 6 months < 1 year  

 1 < 2 years  

 2 < 3 years  

 3 < 4 years  

 4 or more years 

 

8. How long have you been working with your current employer? 

 < 6 months 

 6 months < 1 year 

 1 < 2 years 

 2 < 3 years 

 4 < 5 years 

 5 or more years 

 

9. Which of the following is closest to your current job title? 

 Architect 

 Building Surveyor 

 CAD Operator 

 Contract Administrator 

 Construction Manager 

 Engineer 

 Estimator 

 Facilities Manager 

 Foreman/Builder 

 Project Manager 

 Property Development 

 Quantity Surveyor 

 Site Supervisor 

 None of the above (Please specify: ____________) 
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10. What is your total duration of relevant industry work experience to date? 

 < 6 months 

 6 months < 1 year 

 1 < 2 years 

 2 < 3 years 

 4 < 5 years 

 5 or more years 

 

Part 3: General knowledge and use about ICTs 

We are interested in your exposure and familiarity with ICT in general. 

Please select from each of the lists below, whichever term best suits you to complete the 

sentence. 

Note: ICT refers to information and communication technologies such as desktop and 

laptop computers and intelligent handheld devices such as the iPad and iPhone. It also 

includes applications such as the worldwide web, Facebook and Google. 

11. Does your j ob r equire you t o us e a ny i nformation a nd c ommunication 

technologies (ICTs)? 

 Yes  

 No  

If you answer "No" to this question, please skip to Question 48. 

 

12. I believe that I have ____________ understanding of how to use and apply ICT 

effectively. 

 an excellent 

 a better than average 

 an average 

 a less than average 

 a minimal 
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13. I can see clear advantages from using ICT in my work ____________. 

 a clear majority of the times I use it 

 most of the times I use it 

 some of the times I use it 

 only a few of the times I use it 

 none of the times I use it 

 

14. Compared to my fellow workers, I would describe the level of my skill in using 

ICT at work as ____________. 

 well above average (top 20%) 

 above average (top 20-40%) 

 average (middle 40-60%) 

 below average (lowest 20-40%) 

 well below average (lowest 20%) 

 

We are interested in the particular ICT you use in your work. 

Please select from each of the lists below, whichever term best suits you to complete the 

sentence. 

15. I us e ICT t o communicate, m anage a nd coordinate w ork with m y i mmediate 

work team within the organisation ____________. 

 all the time (several times a day) 

 most of the time (daily) 

 some of the time (once or twice a week) 

 rarely (once or twice a month) 

 very rarely 

 never 
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16. I us e ICT t o communicate, m anage a nd c oordinate w ork w ith e xternal 

organisations (project teams, consultants, clients etc.) ____________. 

 all the time (several times a day) 

 most of the time (daily) 

 some of the time (once or twice a week) 

 rarely (once or twice a month) 

 very rarely 

 never 

 

17. In your experience, how frequently would each of the following technologies be 

used by you at work for work related purposes? 

ICT Tools’ Name 5 = 
Several 
times a 
day 

4 = 
Daily 

3 = 
Once 
or 
twice a 
week 

2 = 
Once 
or 
twice a 
month 

1 = 
Very 
rarely 

0 = 
Never 

Electronic Calendar 
(e.g. MS Outlook 
Agenda) 

      

Email       
Facsimile       
Instant Messenger 
Service (IMS) 

      

Mobile Computing 
(PDA/Smart 
Phone/PC tablet) 

      

Mobile Phone       
Organisations Own 
Intranet System 

      

Pager       
Radio Transceiver 
(Walkie Talkie) 

      

Short Message 
Service (SMS/Text) 

      

Telephone (Landline)       
Telephone-
conferencing 

      

Video-conferencing 
(e.g. Skype) 

      

World-Wide Web in 
General 
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We a re in terested in  th e p articular o nline p roject in formation ma nagement s ystem 

(OPIMS) that you may or may not use in your work. 

Note: There are many terms used to refer to an online project information management 

system (OPIMS), for example: project web, project extranet, web based project hosting, 

project management platform, virtual document exchange, and so on. Broadly speaking, 

and for the purposes of this study, the online project information management systems 

are used to manage a range of information specific to a particular construction project: 

project information, design details, project management and financial information. Such 

information mig ht in clude p roject d etails, p roject te am contacts, an  em ail d irectory, 

CAD drawings, specifications, requests for information (RFIs), contract administration 

information, c ontract s tatus, pr oject t ime a nd s chedule, s afety i nformation, c ost 

estimation, cash flow, and so on. To be as inclusive as possible, we use the term online 

project information management system to refer to any web enable software package or 

online s ystem us ed s pecifically t o s upport i nformation e xchange on a  c onstruction 

project. 

18. Have you ever used an online project information management system (OPIMS) 

at work?  

 Yes  

 No  

If you answer "No" to this question, please skip to Question 48. 

 

19. Please list the name(s) of the online project information management system(s) 

you use at work currently. 

 Software Name 1: __________________________________ 

 Software Name 2: __________________________________ 

 Software Name 3: __________________________________ 

 Software Name 4: __________________________________ 

 Software Name 5: __________________________________ 
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20. Who f irst introduced you t o t he importance of  t his ki nd of  software f or your 

work? 

 Organisation (manager, supervisor, IT technical staffs) 

 University (program courses, tutorials) 

 Software Provider (software company) 

 Others (Please specify: ____________) 

 

21. How long has it been since you first started using any of the OPIMS's mentioned 

above? 

 < 6 months 

 6 months < 1 year 

 1 < 2 years 

 2 < 3 years 

 4 < 5 years 

 5 or more years 

 

22. On average, I use OPIMS for ____________ percent (%) of my working day. 

 <100 

 <80 

 <60 

 <40 

 <20 
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Part 4: Attitude and disposition towards OPIMS 

We a re i nterested i n your a ttitude t owards onl ine pr oject i nformation m anagement 

system (OPIMS). 

Please select from each of the lists below, whichever term best suits you to complete the 

sentence. 

23. I us e onl ine pr oject i nformation m anagement s ystems ( OPIMSs) i n m y w ork 

because I believe it is ____________ requirement of the organisation. 

 a critical 

 a very important 

 an important 

 a somewhat important 

 not an important 

 

24. I use OPIMS in my work because I find it ______________ requirement of my 

work. 

 a critical 

 a very important 

 an important 

 a somewhat important 

 not an important 

 

25. I use OPIMS because it is ___________ factor in the tangible rewards I get from 

my work (job security, advancement, new skills, etc.). 

 a critical 

 a very important 

 an important 

 a somewhat important 

 not an important 
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26. I use OPIMS because i t i s ___________ f actor i n t he i ntangible r ewards I get 

from my work (enjoyment, satisfaction, etc.). 

 a critical 

 a very important 

 an important 

 a somewhat important 

 not an important 

 

We a re i nterested i n your l evel of  c onfidence i n t he us e onl ine pr oject i nformation 

management system (OPIMS) for your work. 

Please use the following scale to indicate your response to the following statements. 

27. I am c onfident in  m y a bility to  u se o nline p roject in formation ma nagement 

system (OPIMS) to complete a range of tasks related to my work. 

 strongly agree 

 agree 

 neither agree nor disagree 

 disagree 

 strongly disagree 

 

28. I am confident in my ability to find useful help should a problem arise in using 

OPIMS for my work. 

 strongly agree 

 agree 

 neither agree nor disagree 

 disagree 

 strongly disagree 
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We a re i nterested i n your l evel of  a nxiety i n t he us e onl ine pr oject i nformation 

management system (OPIMS) for your work. 

Please use the following scale to indicate your response to the following statements. 

29. It concerns me that I could lose a lot of important information using the online 

project information management system (OPIMS) should I make a mistake. 

 strongly agree 

 agree 

 neither agree nor disagree 

 disagree 

 strongly disagree 

 

30. I try to avoid using OPIMS in my work because the information it contains is so 

critical to the organisation. 

 strongly agree 

 agree 

 neither agree nor disagree 

 disagree 

 strongly disagree 

 

We ar e i nterested i n a ny p ower i ssues as sociated w ith t he u se o f o nline p roject 

information management system (OPIMS) for your work. 

Please select from each of the lists below, whichever term best suits you to complete the 

sentence. 

31. Using o nline p roject in formation ma nagement s ystem ( OPIMS) e ffectively is  

___________ factor if I want to work in this industry in the future. 

 a critical 

 a very important 

 an important 

 a somewhat important 

 not an important 
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32. Knowing how to use the OPIMS is _____________ factor for getting people in 

this organisation to take you seriously. 

 a critical 

 a very important 

 an important 

 a somewhat important 

 not an important 

 

Part 5: Integration and accessibility OPIMS to work 

We are interested in the extent to which online project information management system 

(OPIMS) complements your work. 

Please use the following scale to indicate your response to the following statements. 

33. Using o nline p roject in formation ma nagement system ( OPIMS) ma kes me  

productive. 

 strongly agree 

 agree 

 neither agree nor disagree 

 disagree 

 strongly disagree 

 

34. Using OPIMS gives me greater control over the work I do. 

 strongly agree 

 agree 

 neither agree nor disagree 

 disagree 

 strongly disagree 
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35. Using OPIMS improves the quality of the work I do. 

 strongly agree 

 agree 

 neither agree nor disagree 

 disagree 

 strongly disagree 

 

We a re in terested in  h ow c ompatible o nline p roject in formation ma nagement s ystem 

(OPIMS) is to the work you do. 

Please use the following scale to indicate your response to the following statements. 

36. The onl ine pr oject i nformation m anagement s ystem ( OPIMS) pr ovides a  good 

fit with my current work practices and requirements. 

 strongly agree 

 agree 

 neither agree nor disagree 

 disagree 

 strongly disagree 

 

37. The OPIMS allows full compatibility with other systems and software required 

for my work. 

 strongly agree 

 agree 

 neither agree nor disagree 

 disagree 

 strongly disagree 
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We a re i nterested i n ho w di fficult you f ind i t t o a pply t he onl ine pr oject i nformation 

management system (OPIMS) to the work you do. 

Please use the following scale to indicate your response to the following statements. 

38. Interacting with the online project information management system (OPIMS) is 

clear and intuitive. 

 strongly agree 

 agree 

 neither agree nor disagree 

 disagree 

 strongly disagree 

 

39. Overall, I find the OPIMS ____________ to use. 

 extremely easy 

 moderately easy 

 neither easy or difficult 

 moderately difficult 

 Extremely difficult 

 

We ar e i nterested i n t he q uality o f t raining you r eceive t o l earn o nline p roject 

information management system (OPIMS) for your work. 

Please use the following scale to indicate your response to the following statements. 

40. The qua lity of  t he l earning a nd t raining t hat I h ave r eceived i n onl ine p roject 

information management system (OPIMS) is ____________. 

 very good 

 good 

 reasonable 

 poor 

 very poor 

 not applicable / no training given 
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41. The time and opportunity provided for me to learn how to make effective use the 

OPIMS in my work is sufficient. 

 strongly agree 

 agree 

 neither agree nor disagree 

 disagree 

 strongly disagree 

 not applicable / no training given 

 

We a re i nterested i n w hat oppor tunities you h ave ha d t o t rial t he on line pr oject 

information management system (OPIMS) before using it. 

Please use the following scale to indicate your response to the following statements. 

42. I w as pe rmitted t o us e a n onl ine pr oject i nformation m anagement s ystem 

(OPIMS) on a trial basis period to see what it could do. 

 strongly agree 

 agree 

 neither agree nor disagree 

 disagree 

 strongly disagree 

 not applicable / no trial given 

 

43. I’ve had ample opportunity to use various OPIMS applications during the t rial 

period. 

 strongly agree 

 agree 

 neither agree nor disagree 

 disagree 

 strongly disagree 

 not applicable / no trial given 
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We are interested in visible the use of online project information management software 

is in your organisation. 

Please use the following scale to indicate your response to the following statements. 

44. I have had opportunity to see the online project information management system 

(OPIMS) being used by others in construction industry. 

 strongly agree 

 agree 

 neither agree nor disagree 

 disagree 

 strongly disagree 

 

45. I have seen that the use of OPIMS in my organisation is widespread. 

 strongly agree 

 agree 

 neither agree nor disagree 

 disagree 

 strongly disagree 

 

46. My pe rception i s t hat m ost of  t he ke y p eople i n t his or ganisation a re 

____________ users of OPIMS. 

 highly active 

 active 

 neither active nor passive 

 passive 

 very passive 
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Part 6: Support Network 

We are interested in the people in your work environment network (broadly speaking) 

who provide you with direction, support and/or encouragement to undertake your work. 

We also want to see whether they help you specifically with the use of  online project 

information m anagement system ( OPIMS) i n your c urrent employment r ole a nd h ow 

you view that support. 

47. List all of people with who you have significant communication related to your 

current work. 

Please specify at 
least seven (7) 
people with whom 
you have relatively 
frequent or 
significant 
communications. 

Job 
Position 

On average, 
how often 
have you 
received 
direction on 
how to do 
your job 
from this 
person? 

On average, 
how often 
would you 
seek or get 
technical 
assistance to 
undertake 
your work 
from this 
person? 

On average, 
how often 
would you 
have 
discussed 
your 
personal 
strengths and 
weaknesses 
specific to 
your work 
with this 
person? 

On average, 
how often 
would you 
have 
discussed the 
use of online 
project 
information 
management 
system 
(OPIMS) 
with this 
person? 

Person 1      
Person 2      
Person 3      
Person 4      
Person 5      
Person 6      
Person 7      
Person 8      
Person 9      
Person 10      
Categories of Job Position: 
1 = Management (those with higher-level management responsibilities) 
2 = Immediate Supervisor/Manager 
3 = Related Professional (e.g. Architect, Project Manager, Engineer, QS) 
4 = Technical Colleague (e.g. CAD Operator, ICT Support Person) 
5 = Construction Worker (e.g. Onsite tradesperson, Foremen, Sub-contractor) 
6 = Administrative Staff (e.g. Office Assistance, Secretary, HR person) 
7 = Local Peers (Other students/cadets/graduates in a similar role WITHIN the same organisation) 
8 = Other Peers (Other students/cadets/graduates in different organisation) 
9 = None of the  above 
Scales for frequency of communication: 
5 = All the time (several times a day) 
4 = Most of the time (daily) 
3 = Some of the time (once or twice a week) 
2 = Rarely (once or twice a month) 
1 = Very rarely 
0 = Never 
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Part 7: Closing 

Thank you for participating in the survey. 

48. If you i nterested i n r eceiving f eedback on t he r esult of  t his s urvey a nd be  

involved with the research work I n the future, please leave your contact details 

below. 

Name: __________________________________ 

Email: __________________________________ 
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Appendix F: Spearman’s correlation coefficient analysis results 

Table C-1: Spearman’s correlation coefficient among items measuring Leaders. 
 Leaders1 Leaders2 
Leaders1 1.000 .169 
Leaders2 .169 1.000 

 

Table C-2: Spearman’s correlation coefficient among items measuring Peers. 
 Peers1 Peers2 
Peers1 1.000 -.058 
Peers2 -.058 1.000 

 

Table C-3: Spearman’s correlation coefficient among items measuring Affiliates. 
 Affiliates1 Affiliates2 
Affiliates1 1.000 .088 
Affiliates2 .088 1.000 

 

Table C-4: Spearman’s correlation coefficient among items measuring Knowledge on 
ICTs. 
 Knowledge1 Knowledge2 Knowledge3 
Knowledge1 1.000 .336 .612 

Knowledge2 .336 1.000 .425 

Knowledge3 .612 .425 1.000 

 

Table C-5: Spearman’s correlation coefficient among items measuring Use of ICTs. 
 Use1 Use2 Use3 
Use1 1.000 .123 .586 

Use2 .123 1.000 .381 

Use3 .586 .381 1.000 

 

Table C-6: Spearman’s correlation coefficient among items measuring Motivation. 
 Motivation1 Motivation2 Motivation3 Motivation4 
Motivation1 1.000 0.794 .775 .548 
Motivation2 .794 1.000 .707 .647 
Motivation3 .775 .707 1.000 .714 
Motivation4 .548 .647 .714 1.000 
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Table C-7: Spearman’s correlation coefficient among items measuring Efficacy. 

 Efficacy1 Efficacy2 
Efficacy1 1.000 0.726 
Efficacy2 0.726 1.000 

 

Table C-8: Spearman’s correlation coefficient among items measuring Anxiety. 
 Anxiety1 Anxiety2 
Anxiety1 1.000 .741 

Anxiety2 .741 1.000 

 

Table C-9: Spearman’s correlation coefficient among items measuring Power. 
 Power1 Power2 
Power1 1.000 .458 

Power2 .458 1.000 

 

Table C-10: Spearman’s correlation coefficient among items measuring Advantage. 
 Advantage1 Advantage2 Advantage3 
Advantage1 1.000 .718 .713 

Advantage2 .718 1.000 .707 

Advantage3 .713 .707 1.000 

 

Table C-11: Spearman’s correlation coefficient among items measuring Compatibility. 
 Compatibility1 Compatibility2 
Compatibility1 1.000 .640 

Compatibility2 .640 1.000 

 

Table C-12: Spearman’s correlation coefficient among items measuring Complexity. 
 Complexity1 Complexity2 
Complexity1 1.000 .474 

Complexity2 .474 1.000 

 

Table C-13: Spearman’s correlation coefficient among items measuring Learning. 
 Learning1 Learning2 
Learning1 1.000 .545 

Learning2 .545 1.000 
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Table C-14: Spearman’s correlation coefficient among items measuring Trialling. 
 Trialling1 Trialling2 
Trialling1 1.000 .961 

Trialling2 .961 1.000 

 

Table C-15: Spearman’s correlation coefficient among items measuring Trialling. 
 Visibility1 Visibility2 Visibility3 
Visibility1 1.000 .455 .280 

Visibility2 .455 1.000 .718 

Visibility3 .280 .718 1.000 

 


	Title page : Resistance factors to technology innovation in construction organisations
	Abstract
	Research Publications
	Acknowledgements
	Contents
	List of Figures
	List of Tables
	List of Abbreviations and Glossary of Terms

	Chapter 1: Background to the Research
	1.1 Introduction
	1.2 Motivation for the Research
	1.2.1 Innovation Theory in General
	1.2.2 Shifting from Acceptance to Resistance
	1.2.3 Innovation Theory Applied to Construction
	1.2.3.1 Specific Factors
	1.2.3.2 Level of Investigation
	1.2.3.3 Research Methods


	1.3 Scope of the Research
	1.3.1 Online Project Information Management Systems
	1.3.2 A Mature and Robust Technology Context
	1.3.3 A Focus on the Individual Level

	1.4 Theoretical Foundations to the Research
	1.4.1 Diffusion of Innovation Theory
	1.4.2 Technology Acceptance Model
	1.4.3 Social Network Perspective
	1.4.4 Interrelationships between the Frameworks

	1.5 Research Problem, Aim and Objectives
	1.6 Overview of Research Strategy and Methodology
	1.7 Structure of the Thesis

	Chapter 2: Literature Review
	2.1 Introduction
	2.2 Resistance to Technology Use
	2.2.1 Definitions of Resistance
	2.2.2 Key Sources of Resistance
	2.2.3 Key Causes of Resistance
	2.2.4 Managing User Resistance
	2.2.5 Resistance Theory and Models
	2.2.6 A New Theoretical Lens Addressing Resistance

	2.3 Diffusion of Innovation Theory
	2.3.1 Core Elements of Theory
	2.3.2 Attributes of Innovation
	2.3.3 The Dimensions of Theory and the Attributes of Innovation in Previous Studies

	2.4 Technology Acceptance Model
	2.4.1 Development of Constructs and Measures
	2.4.2 Application of Technology Acceptance in Research

	2.5 Social Network
	2.5.1 Social Network Perspective
	2.5.2 Concepts and Model of Social Network Threshold
	2.5.3 Justification of Social Network Threshold in Research

	2.6 Summary

	Chapter 3: Conceptual Framework, Model, Hypotheses and Instruments
	3.1 Conceptual Framework
	3.1.1 Linking DoI with TAM in the Research Model
	3.1.2 Inclusion of SNT
	3.1.3 Integrated Resistance Factor Model

	3.2 Resistance Indicators
	3.2.1 Time of Adoption
	3.2.2 Usage Level

	3.3 Support Network Factors
	3.3.1 Leaders
	3.3.2 Peers
	3.3.3 Affiliates
	3.3.4 Strength of Ties (frequency of communication)
	3.3.5 Ties and Relations in the Workplace
	3.3.6 Size of Network (number of individuals in specific network)
	3.3.7 Name Generator Instrument

	3.4 Experience and Disposition Factors
	3.4.1 General Knowledge of ICTs
	3.4.2 Use of ICTs
	3.4.3 Motivation
	3.4.4 Efficacy
	3.4.5 Anxiety
	3.4.6 Interpersonal Power

	3.5 Integration and Accessibility
	3.5.1 Perceived Advantage
	3.5.2 Compatibility
	3.5.3 Complexity
	3.5.4 Learning
	3.5.5 Trialling
	3.5.6 Visibility

	3.6 Summary

	Chapter 4: Methodology
	4.1 Research Strategy and Design
	4.1.1 Ontology, Epistemology and Methodology of Research
	4.1.2 Choosing the Mixed Methods Approach
	4.1.3 Mixed Methods Research Design
	4.1.3.1 Nature of Resistance and Exploring the Issue
	4.1.3.2 Solving the Research Problem
	4.1.3.3 Timing of Research: Sequential
	4.1.3.4 Subject, Location and Position of Research

	4.1.4 Process and Phases of Research

	4.2 Phase 1: Theoretical Framework, Model, Hypotheses and Instrument Development
	4.2.1 Objectives of Phase 1
	4.2.2 Sampling and Selecting Research Subjects
	4.2.2.1 Population and Research Sample
	4.2.2.2 Sample Size


	4.3 Phase 2: Pilot Survey
	4.3.1 Objectives of Pilot Survey
	4.3.2 Transformation of Research Instrument into Questionnaire Survey
	4.3.3 Pilot Survey Coverage and Outcome

	4.4 Phase 3: Survey
	4.4.1 Objectives of Phase 3
	4.4.2 Introduction to Structural Equation Modelling Techniques
	4.4.3 Types of SEM Approach: Covariance-Based and Component-Based
	4.4.4 Justification for Using Component-Based or PLS
	4.4.5 PLS Technique, Process and Procedure in Research
	4.4.6 Specification of PLS Model Analysis: Formative Measures and Reflective Measures
	4.4.7 Assessing the PLS Measurement Model
	4.4.7.1 Significant Weight
	4.4.7.2 Multicollinearity
	4.4.7.3 Nomological Validity
	4.4.7.2 Spearman’s Correlation Coefficient

	4.4.8 Assessing the PLS Structural Model
	4.4.8.1 R-square
	4.4.8.2 Effect Size (f2)
	4.4.8.3 Bootstrapping


	4.5 Phase 4: Interviews, Conclusion and Recommendations
	4.5.1 Objectives of Phase 4
	4.5.2 Review of Techniques for Qualitative Approach
	4.5.2.1 Conversation Analysis
	4.5.2.2 Content Analysis
	4.5.2.3 Thematic Analysis
	4.5.2.4 Grounded Theory Method
	4.5.2.5 Narrative Analysis

	4.5.3 Justification for Using Thematic Analysis
	4.5.4 Process of Thematic Analysis and Themes Development
	4.5.5 Interview Instrument

	4.6 Summary

	Chapter 5: Quantitative Data Analysis and Results
	5.1 Preliminary Analysis and Data Examination
	5.2 Responses, Distribution and Profile of Respondents
	5.2.1 Age and Gender
	5.2.2 Education Level, Employment Status and Work Experience

	5.3 Evaluation of Measurement Model
	5.3.1 Significant Weights
	5.3.2 Spearman’s Correlation Coefficient
	5.3.3 Multicollinearity Analysis
	5.3.4 Nomological Validity

	5.4 Evaluation of the Structural Model
	5.4.1 R-squared
	5.4.2 Effect Size (f2)

	5.5 Summary

	Chapter 6: Qualitative Data Analysis and Results
	6.1 Themes and Coding
	6.2 Description of Interview Participants
	6.3 Identifying Critical Factors That Influence Resistance
	6.3.1 Support Network
	6.3.2 Experience and Disposition
	6.3.3 Integration and Technical Problems
	6.3.4 Accessible Learning and Training

	6.4 Strategy to Overcome Resistance
	6.4.1 Support and Motivation
	6.4.2 Learning and Training

	6.5 Summary

	Chapter 7: Discussion, Implications and Conclusion
	7.1 Verifying the Critical Factors of Resistance towards OPIMS
	7.1.1 Influence of Support Network Factors on Resistance
	7.1.2 Influence of Experience and Disposition Factors on Resistance
	7.1.3 Influence of Integration and Accessibility Factors on Resistance
	7.1.4 Critical Factors and the Final IRFM

	7.2 Achievement of Research Objectives
	7.3 Significant Contributions to Construction Industry and Basic Strategy to Overcome Resistance
	7.3.1 Improved Management Strategy for Learning and Training
	7.3.2 Building a Wide Support Network and Motivation
	7.3.3 Active Role by Project Team to Achieve Successful Technology Implementation

	7.4 Significant Contributions to Knowledge, Limitations and Recommendations for Future Research
	7.4.1 Theoretical Background, Model and Research Case
	7.4.2 Research Method and Analysis Techniques
	7.4.3 Sample Size and Composition

	7.5 Conclusion

	Bibliography
	Appendices
	Appendix A: A Summary of the Literature Specific to Construction.
	Appendix B: Resistance Theory and Models.
	Appendix C: Summary of indicators, factors, constructs, definitions, hypotheses and measurement items.
	Appendix D: UNSW FBE Human Resources Ethics Approval
	Appendix E: Survey Instrument (Final Questionnaires)
	Appendix F: Spearman’s correlation coefficient analysis results




