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## Abstract

In this thesis, we investigate the design of partially coupled codes for transport block (TB) based transmission protocol adopted in 5G mobile communication network. In this protocol, an information sequence in a TB is segmented into multiple code blocks ( CBs ) and each CB is protected by a channel codeword independently. This is inefficient in terms of transmit power and spectrum efficiency because any erroneous CB in a TB leads to the retransmission of the whole TB. An important research problem related to this transport block based transmission is how to improve the TB error rate (TBER) performance so that the number of retransmissions reduces.

To tackle this challenge, we present a class of spatial coupling techniques called partial coupling in the TB encoding operation, which has two subclasses: partial information coupling (PIC) and partial parity coupling (PPC). To be specific, the coupling is performed such that a fraction of the information/parity sequence of one component code at the current CB is used as the input of the component encoder at the next CB , leading to improved TBER performance. Each CB is encoded with exactly the same component code. One of the appealing features of partial coupling (both PIC and PPC) is that the coupling can be applied to any component codes without changing their encoding and decoding architectures, making them compatible with the TB-based transmission protocol.

The main body of this thesis consists of two parts. In the first part of our
research, we apply both PIC and PPC to turbo-like codes. We investigate various coupling designs and analysis the performance of the partially coupled turbo codes over the binary erasure channel (BEC) via density evolution (DE). Both simulation results and DE analysis show that existing turbo codes can significantly benefit from partial coupling schemes. To be specific, we first introduce the concept of partial coupling by constructing PIC-turbo codes (PIC-TCs) and PPCturbo codes (PPC-TCs). The encoding structure and the corresponding decoding scheme of PIC-TCs and PPC-TCs are introduced, respectively. Their iterative decoding thresholds are optimized by exploring their exact density evolution function over the BECs. Then, we construct partially coupled duo-binary turbo codes, which overcome the rate-loss issue of partially coupled turbo codes. Various coding schemes within this class are proposed. By analyzing their decoding thresholds and distance properties respectively, we show that each scheme has different characteristics that can be exploited to satisfy different requirements. Last, we introduce a class of generalized spatially coupled turbo coding scheme, where PIC-TCs can be seen as a special subclass of it. Our analysis shows that the decoding threshold of such a generalized scheme can be very close to the BEC capacity.

In the second part of our research, we apply PIC technique to systematic polar codes and construct PIC-polar codes. We investigate the design of PIC-polar codes with respect to the polarization phenomenon. A DE based performance analysis is also conducted. Both performance analysis and simulation results confirm that polar codes can benefit from properly designed PIC schemes. To be specific, we note that due to the polarization phenomenon, the information bits of a polar code have different error probabilities. With this observation, we show that coupling the information bits with higher error probability effectively
improves the performance of the underlaying polar codes. In addition, we also explore the design of PIC-polar coding scheme for high order modulations by employing bit-interleaved polar coded modulation (BIPCM) techniques. PICBIPCM constructed with different underlaying BIPCM schemes are proposed, and the joint design of coupling and modulation bit-mapping is discussed. Numerical results show that spatial coupling gain can be obtained on top of high order modulations.
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## Chapter 1

## Introduction

Channel coding is a fundamental component in wireless communication systems. Since 2G, mobile communication networks have adopted state-of-the-art channel coding techniques. At the present 5G new radio (NR) standard, the performance of NR channel codes can almost approach the Shannon limit over an additive white Gaussian noise (AWGN) channel. The next generation (6G) mobile communication network, which is expected to be commercially available in 2030, will cover many diverse usage scenarios with extreme requirements such as ultrahigh data rates, ultra-low latency, and ultra-low power consumption. Evolved channel coding techniques are needed to deliver reliable data transmission for these diverse use cases. In this thesis, we focus on coding techniques for highspeed data transmission. In this chapter, we first briefly present the research background. Then, we state our motivation of this research, and list the main contributions of the thesis.

### 1.1 Channel Coding for Mobile Communication Networks

Channel coding is a fundamental component of the basic point-to-point communication that provides reliability to all communication systems. In particular, it is essential for the success of various wireless communication systems.

The concept of channel coding was introduced in Claude Shannon's landmark paper [1] in 1948. Shannon showed that a channel can be characterized by its capacity, which measures how much information the channel can convey reliably. In practice, channel coding helps to improve user experience of wireless networks in many aspects. For instance, improved coding gain contributes to extending network coverage and improving quality of service (QoS), especially at cell edges. In addition, as one of the most complex and computationally intense components in the digital baseband processing chain, introducing highly parallelized decoding algorithms is able to improve peak data rates [2-5], while introducing lowcomplexity decoders substantially reduces power consumption, thereby extending battery life for mobile devices [6-8].

Since the introduction of Shannon's theorem [1], various channel coding schemes have been proposed and implemented in wireless communication systems. From 2G standard to 5 G new radio (NR) standard, mobile communication networks have always adopted the state-of-the-art channel coding techniques. To be specific, 2G [9] uses convolutional codes. Both 3 G [10, 11] and 4G [12] use convolutional codes and turbo codes for control channels and data channels, respectively. The latest 5G [13], standardized by the 3GPP Release 15 and 16, adopts polar codes and low-density parity-check (LDPC) codes for control channels and data channels, respectively.

### 1.2 Research Background and Motivation

At the present time, 5G is at an initial stage of large-scale commercial use. The technical specification of 3GPP states that the "full" 5G network would support three usage scenarios [14]: enhanced mobile broadband (eMBB), ultra reliable low latency communications (URLLC), and massive machine-type communications (mMTC). Up to the latest 3GPP release, LDPC codes and polar codes have been adopted by eMBB, while the channel coding techniques for URLLC and mMTC are under discussion.

The next generation (6G) mobile communication network is expected to be commercially available by 2030 . 6G will not only make performance improvements in existing 5G usage scenarios, but also cover more diverse scenarios, including autonomous driving, industry verticals, satellite communications, and etc. These diverse use cases bring some extreme requirements such as ultra-high data rates, ultra-low latency, and ultra-low power consumption. To cover these diverse use cases, 6 G needs powerful channel coding techniques.

The typical target key performance indicators (KPIs) of 6G are summarized as follows $15-17$.

- Tbps throughput: Augmented reality (AR) and virtual reality (VR) will become a key application in various use cases including education, health care, industrial manufacturing, and etc. These applications rely on highspeed data transmission over short distances. To fulfill such a requirement, a peak data rate of 1 Tbps will be a basic KPI. To accomplish this target, the data length of each transmission will increase, which requires long channel codes of near-capacity performance with low decoding latency.
- Ultra reliable short-length codes: Machine type communications typically
adopt channel codes with length around or lower than a few hundred bits. To support mission critical machine type communications, such as smart traffic control and remote surgery, 6 G channel codes need to have performance approaching finite-length performance bound [18] to provide ultra reliable communication. Meanwhile, such performance should be obtained using a decoder with reasonable decoding complexity.
- Low power consumption decoding: Internet-of-Things (IoT) applications that mainly focus on sensing and data collection, such as environmental monitoring and wildfire prevention, require wireless networks to provide connectivity for a huge number of devices. Such types of devices are resource-limited due to battery constraints, thus low-complexity decoding are required to extend battery life.

In this thesis, we aim to design new spatial coupling schemes that support future high speed data transmission. In this section, we will review the channel coding techniques employed in 5 G eMBB, and our motivations of studying spatial coupling schemes.

### 1.2.1 5G Channel Codes

## NR LDPC Codes

LDPC codes were first introduced by R. Gallager in 1962 [19], and were rediscovered in the mid-1990s 20, 21. Since then LDPC codes have attracted a lot of interest from both academia and industry, and were employed in various communication systems such as DVB-S2 [22], IEEE 802.16e 23] (WiMAX), IEEE 802.11n [24] (Wi-Fi 4), etc.

NR LDPC [13 codes use a quasi-cyclic structure, where the parity-check
matrix is defined by a smaller base matrix such that each entry of the base matrix is either an all-zero matrix or a shifted identity matrix. NR LDPC codes employ two base matrices, supporting information length up to 8848 and 3840 bits, respectively. Meanwhile, NR LDPC codes have a rate-compatible structure, which can adjust code rates within a wide range between $1 / 5$ and $5 / 9$.

Compared to LTE turbo codes, NR LDPC codes have similar error performance with LTE turbo codes for rate equal to or below $1 / 2$. At high code rates, such as $5 / 6$, NR LDPC codes have significant performance gain over LTE turbo codes, because LTE turbo codes have performance degradation at high code rates. In addition, NR LDPC codes have advantages on decoding complexity and latency at high code rates. Unlike LTE turbo codes which have constant decoding complexity and latency, regardless of code rates, the decoding complexity and latency of NR LDPC codes decrease with the increment of code rates (see [25, 26] and references therein).

## NR Polar Codes

Polar codes, proposed by E. Arikan in 2009 [27], have been theoretically proven to be capacity-achieving for discrete memoryless channels. The main idea of polar coding to transform two identical copies of a discrete channel into a set of two correlated bit-channels such that one bit-channel has a higher capacity than the original channel, while the other bit-channel have a worse capacity. Applying such polarizing operation recursively gives a set of bit-channels whose capacity approaches either 0 (completely noisy) or 1 (noise-free). Polar codes take advantage of this polarization phenomenon by only transmitting information through the noise-free bit-channels.

NR polar codes [13 can support a large range of information length between

12 and 1013, and can support codeword length up to 1024 . NR polar codes use a pre-transformed construction, where short outer codes are in serial concatenation with polar codes, and different outer codes are used for uplink and downlink transmissions, respectively. For uplink transmission, an information sequence is encoded with a CRC encoder, a parity check encoder, and a polar encoder in a row. For downlink transmission, an information sequence is processed with a CRC encoder, a CRC interleaver, and a polar encoder in a row.

In various research papers(see [28-30 and references therein), it has been shown that polar codes can outperform LDPC codes for blocklengths 1024 or lower. For large blocklengths, although polar codes can achieve a similar performance as LDPC codes, they have significantly higher decoding and hardware implementation complexity and latency at current research stage 25.

### 1.2.2 High Speed Data Transmission Protocol

The 5G eMBB data channels, as well as the 4 G long term evolution (LTE) data channels, employ a transport block (TB) based hybrid automatic repeat request (HARQ) protocol to support high speed data transmission 12, 13. In this protocol, a TB refers to a data packet sent in one single transmission. In each TB, the information sequence is segmented into several subsequences of the same length. Each subsequence is called a code block (CB). Then, each CB is encoded with a channel code independently. Later, all CBs are transmitted together as one TB. At the receiver, each CB is decoded independently. Once CB decoding error appears, the receiver will send a retransmission request (NACK) so that the entire TB will be retransmitted.

TB-base HARQ mechanism minimizes the HARQ feedback overhead as it only sends one feedback for a TB rather than sending feedback for each CB. However,
it is inefficient in terms of transmit power and spectrum efficiency because any erroneous CB leads to the retransmission of the whole TB so that the successfully received CBs are also retransmitted. In particular, when the number of CBs in a TB increases, the waste of resources due to retransmission gets worse.

To mitigate this problem, CB-based HARQ was proposed and investigated in [31-33]. With this protocol, only erroneous CBs will be retransmitted. Although this approach saves transmission power and improves spectrum efficiency in data channels, it requires an excessive amount of HARQ feedback overhead in control channels, and consequently leads to the waste of control resources.

In addition, 5 G introduces CB group (CBG) based HARQ [13] as a compromise between TB-based HARQ and CB-based HARQ. This protocol groups the CBs into CBGs and a TB may have 2 , 4 , or 8 CBGs. When decoding error appears, the CBGs consisting of erroneous CBs are retransmitted. Compared with TB-based HARQ, it effectively improves the transmission resource utilization efficiency with a small increment in the number of HARQ feedbacks.

### 1.2.3 Designing New Channel Coding Schemes for TBbased HARQ

For 5G and beyond, as the peak throughput is expected to reach Tbps level, a TB (or CBG) would consist of more CBs. In consequence, the transmission resource utilization problem associated with TB (or CBG) based HARQ would become more serious. In 4G, the downlink peak throughput is 1 Gbps , while a TB can consist of tens of CBs with maximum CB length of 6144 [12]. Moving to 5G, the downlink peak throughput reaches 20 Gbps , while the maximum CB length only increases to 8848 [13]. Thus, in 5G, a TB can consist of tens or even hundreds of CBs, while a CBG can consist of tens of CBs. The number of CBs is likely
to keep increasing in future evolution as the downlink peak throughput of 6 G is expected to reach 1 Tbps [15, while the maximum CB length cannot increase proportionally due to high complexity and latency for decoding long codes.

As such a transmission resource utilization problem of HARQ always exists, it is crucial to introduce advanced channel coding techniques to reduce the TB error rate (TBER) so that the number of retransmissions decreases. Before we talk about how to reduce TBER, we use a toy example on a simple average downlink latency model for LTE [34 to show how TBER affect transmission resources utilization. Such a model considers that a single transmission takes 4 transmission time intervals (TTI), where 1 TTI is typically 1 ms , and a HARQ round trip takes 8 TTI. For the typical case where there would be at most one retransmission, the average time for a successful TB transmission is $D=4+8 *$ TBER TTI. When TBER reduces, the average transmission time decreases, so that spectrum efficiency (in terms of the number of TBs transmitted per unit time over the same spectrum) greatly improves.

Generally speaking, there are two approaches to reduce TBER. One straightforward approach is to improve the coding gain of the channel code that encodes each CB so that the error probability of each CB reduces. However, from the finite-length performance bound [18], it is not hard to tell that the potential coding gain of this approach might be limited due to the constraint of blocklength. Another approach is to exploit the benefits of long codes through spatial coupling, where a long codeword chain is constructed by coupling multiple short component channel codes in a certain structure.

Spatial coupling was firstly introduced in [35] for constructing convolutional LDPC codes, also known as spatially coupled LDPC codes. It is a code construction technique that connects a sequence of component codes to form a long
codeword chain. Spatially coupled codes can achieve considerable coding gains over their uncoupled counterparts while maintain the decoding complexity in a reasonably low level by using windowed decoders [36,37]. Thus, spatially coupled codes became very popular in a wide range of applications in communications.

In this thesis, we present a class of spatial coupling techniques for communication systems with TB based HARQ, called partial coupling techniques. In particular, we apply partial coupling to turbo codes and polar codes, and investigate the design of coupling schemes, respectively. In the following sections, we will present the thesis outline and our research contributions.

### 1.3 Thesis Outline

### 1.3.1 Thesis Organization

There are ten chapters in total, including an overview of channel codes for 5G beyond, the motivation of our research, the related works on channel coding, the details on the conducted researches, and the conclusions.

Chapter 1 provides an overview of 5G and beyond wireless communication networks and the design requirements for channel coding techniques, which motivate our research presented in this thesis. It also presents the outline and the main contributions of this thesis.

Chapter 2 provides the fundamental background on channel coding. First, we review the basics of modern point-to-point digital communication systems. Then, different channel models as well as their capacities are presented. In addition, a general overview on the state-of-the-art channel codes and coding techniques is presented.

Chapter 3 reviews the background on turbo codes, including convolutional
codes, encoding and decoding of turbo codes, and performance analysis tools. The relevant works on spatially coupled turbo-like codes are also reviewed. The materials presented in Chapter 3 serve as the necessary background for understanding our work throughout Chapters 4-6.

Chapter 4 introduces partial coupling techniques, including partial information coupling (PIC) and partial parity coupling (PPC). The coupling is performed such that a fraction of the information/parity sequence of a CB is used as a part of the information sequence of the succeeding CBs. PIC turbo codes (PIC-TCs) and PPC turbo codes (PPC-TCs) are constructed. We derive the exact density evolution functions of PIC-TCs and PPC-TCs, respectively, and obtain the asymptotic iterative decoding thresholds of the proposed codes over binary erasure channels (BECs). We also present the optimization of decoding thresholds. Error performance simulation is also presented, showing that partial coupling greatly improves the decoding performance over turbo codes.

Chapter 5 proposes the partially coupled duo-binary turbo codes (dTCs) to overcome the rate loss problem of partial coupling for PIC-TCs and PPCTCs. Specifically, a dTC encoder has two inputs, where one input carries the information bits at the current time instance, while another input carries the coupled information/parity bits from the previous time instances. Depending on whether to couple information bits or parity bits, and whether the coupling is performed on the turbo code level or the convolutional code level, we construct four types of partially coupled dTCs. Each construction within this class has its unique characteristics that can be exploited to satisfy different requirements. Both density evolution analysis and simulation results are shown to demonstrate the performance improvement of partially coupled dTCs over partially coupled turbo codes.

Chapter 6 proposes the generalized spatially coupled parallel concatenated convolutional codes (GSC-PCCs), where a fraction of the information bits is repeated for multiple times before coupling. We show that both PIC-TCs and the spatially coupled parallel concatenated convolutional codes (SC-PCCs) in [38] can be seen as special cases of GSC-PCCs. The density evolution analysis demonstrates that the iterative decoding threshold of GSC-PCCs can be very close to the BEC capacity. Additionally, the design criteria to improve finitelength performance of GSC-PCCs are also discussed.

Chapter 7 reviews the fundamental background on polar codes. First, we review the concept of channel polarization phenomenon. Then, the encoding, decoding, and density evolution analysis of polar codes are presented. The materials presented in this chapter will be used throughout Chapters $8-9$.

Chapter 8 presents the construction of PIC polar codes. The coupling indices design is presented with respect to the polarization property of finite-length polar codes. To be specific, we choose to couple the information bits which have higher error probability than others. The decoding scheme for PIC polar codes is also introduced, and its TB error performance is analyzed. Both theoretical analysis and simulation results show the proposed design greatly improves the decoding performance over finite-length polar codes.

Chapter 9 proposes the PIC polar coding scheme for high-order modulations to show that spatial coupling gain and coded modulation gain can be jointly attained. The joint design of coupling indices and modulation bit-mapper with respect to both the characteristic of polar codes and bit-interleaved coded modulation are discussed. Both theoretical analysis and simulation results are provided to demonstrate the effectiveness of our design.

Chapter 10 concludes the thesis by summarizing the main ideas of each
chapter and the contributions of all the works conducted during my Ph. D. studies. Additionally, several future research topics are presented.

### 1.3.2 Research Contributions

In what follows, a detailed list of publications and my research contributions in Chapters 4-6 and Chapters 8-9 are presented.

The results in Chapter 4 have been presented in the following publications:
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## Chapter 2

## Wireless Communications and <br> Channel Coding

### 2.1 Introduction

In this chapter, we review the fundamental background on channel coding. We first introduce the system model for digital point-to-point communication. We then review different types of channel models. Lastly, we present background on channel coding and review the state-of-the-art coding techniques. The material in this chapter is a review of the literature, and it serves as the technical guideline to provide the necessary background to understand the works in the later chapters.

### 2.2 Digital Communication Framework

Consider the digital point-to-point communication scenario, where a source transmits its information to a sink via a noisy channel. In 1948, Shannon established the fundamental point-to-point communication framework [1] , depicted in 2.1a. The components of this framework are described as follows.


Figure 2.1: Basic point-to-point communication system model. a) Shannon's fundamental system model, and b) simplified channel coding system model.

- Source encoder and source decoder: The source encoder compresses a sequence of information from the source into an information bit stream. The source decoder is the counterpart of source encoder which recovers the source sequence from the output of channel decoder. This process is called source coding.
- Channel encoder and channel decoder: The channel encoder adds redundancy to the information bit stream and generate the coded bit steam (also called codeword), which is to protect the information against the errors introduced by the channel. The channel decoder is the counterpart of channel encoder, which recovers the information bit stream from the output of demodulator. This process is called channel coding (or error control coding). The ratio of the length of information bit stream to the length of codeword is called code rate, denoted by $R$, with $0<R \leq 1$.
- Modulator and demodulator: The modulator converts a bit stream into the signal which is appropriate for transmission. For a wireless communication
channel, the bit steam is converted into analog waveform signal. The demodulator is the modulator's counterpart which recovers a bit steam from received signal.
- Channel: The channel is the physical medium (wireless, phone line, optical fiber, etc.) to transmit the signal. Shannon's channel coding theorem shows that a channel can be characterized by a single parameter $C$, called channel capacity, which measures how much information can be transmitted over the channel. In the context of channel coding, Shannon showed that there exists channel codes with code rate $R$ that provide arbitrarily reliable communication over the channel if and only if $R<C$. Conversely, there exists no code that provides reliable communication if $R>C$.

For studying channel coding techniques, this framework is usually simplified into the channel coding system model depicted in Fig. 2.1b. This model omits the source coding system, and considers that modulation and demodulation are a part of the signal transmission process, so that the channel in this framework consists of modulator, demodulator, and the physical medium.

### 2.3 Common Channel Models for Digital Communication

A communication channel can be modeled as a single-input single-output system. Let $W: \mathcal{X} \rightarrow \mathcal{Y}$ represent a channel with input alphabet $\mathcal{X}$ and output alphabet $\mathcal{Y}$. The channel transition probability $P_{Y \mid X}(y \mid x)$ is defined as the probability that $y \in \mathcal{Y}$ is received when $x \in \mathcal{X}$ is transmitted. In this thesis, we consider the symmetric discrete memoryless channel (S-DMC), which is defined as follows.

- Symmetric: Let $\mathbf{T}$ be the transition probability matrix of a channel, and $T_{i, j}=P_{Y \mid X}\left(y_{j} \mid x_{i}\right)$. A channel is said to be output symmetric if all rows of $\mathbf{T}$ are permutations of each other. A channel is said to be strongly symmetric if all rows of $\mathbf{T}$ are permutations of each other, and all columns of $\mathbf{T}$ are permutations of each other. In this thesis, a "symmetric channel" refers to an output symmetric channel.
- Discrete: A discrete channel is one whose input alphabet is a discrete set $\mathcal{X}=\left\{X_{1}, \ldots, X_{l}\right\}$ and output alphabet is a discrete set $\mathcal{Y}=\left\{Y_{1}, \ldots, Y_{m}\right\}$.
- Memoryless: A channel is memoryless if the channel output at any time instance depends only on the channel input at that time instance.


### 2.3.1 Channel Capacity

The capacity of a channel $W$ is the highest rate which allows for reliable information transmission over $W$ for sufficiently large code length. Let $P_{X}(x)$ and $P_{Y}(y)$ be the probability distribution of channel input $x$ and channel output $y$ respectively. For a DMC channel, the channel capacity is

$$
\begin{equation*}
C \triangleq \max _{P_{X}(x)} I(X ; Y) \tag{2.1}
\end{equation*}
$$

where $I(X ; Y)$ is the mutual information defined as

$$
\begin{align*}
I(X ; Y) & \triangleq \mathbb{E}\left[\log \frac{P_{Y \mid X}(y \mid x)}{P_{Y}(y)}\right] \\
& =\sum_{y \in \mathcal{Y}} \sum_{x \in \mathcal{X}} P_{Y \mid X}(y \mid x) P_{X}(x) \log \frac{P_{Y \mid X}(y \mid x)}{\sum_{a \in \mathcal{X}} P_{Y \mid X}(y \mid x) P_{X}(a)} \tag{2.2}
\end{align*}
$$

Note that $I(X ; Y)$ is the highest code rate allowing reliable information transmission over $W$ when $P_{X}(x)=\frac{1}{\|\mathcal{X}\|}$ for all $x \in \mathcal{X}$. It is also called the symmetric
capacity of $W$, denoted by $I(W)$. For an S-DMC, its symmetric capacity and capacity are the same.

### 2.3.2 Channel Models and Capacities

## Binary Erasure Channel

The binary erasure channel (BEC) is a simple model that only considers whether a transmitted bit is received correctly or erased (not received). As illustrated in Fig. 2.2, the BEC has an input alphabet $\mathcal{X}=\{0,1\}$ and an output alphabet $\mathcal{Y}=\{0,1, ?\}$, where ? refers to a bit erasure. Let $\varepsilon$ be the erasure probability. The BEC transition probabilities are $P_{Y \mid X}(? \mid 0)=P_{Y \mid X}(? \mid 1)=\varepsilon$ and $P_{Y \mid X}(0 \mid 0)=$ $P_{Y \mid X}(1 \mid 1)=1-\varepsilon$. The capacity of the BEC is

$$
\begin{equation*}
C_{\mathrm{BEC}}(\varepsilon)=1-\varepsilon . \tag{2.3}
\end{equation*}
$$

## Binary Symmetric Channel

The binary symmetric channel (BSC) has an input alphabet $\mathcal{X}=\{0,1\}$ and an output alphabet $\mathcal{Y}=\{0,1\}$. As illustrated in Fig. 2.3, each transmitted bit is either received correctly or flipped to the opposite bit (crossover). Let $\varepsilon$ be the crossover probability. The BSC transition probabilities are given by $P_{Y \mid X}(0 \mid 1)=P_{Y \mid X}(1 \mid 0)=\varepsilon$ and $P_{Y \mid X}(0 \mid 0)=P_{Y \mid X}(1 \mid 1)=1-\varepsilon$. The capacity of the BSC is

$$
\begin{equation*}
C_{\mathrm{BSC}}(\varepsilon)=1+\varepsilon \log (\varepsilon)+(1-\varepsilon) \log (1-\varepsilon) . \tag{2.4}
\end{equation*}
$$




Figure 2.2: Binary erasure channel and its capacity.



Figure 2.3: Binary symmetric channel and its capacity.

## AWGN Channel

The additive white Gaussian noise (AWGN) channel is characterized by the signal-to-noise ratio (SNR), defined as $\mathrm{SNR} \triangleq \frac{E_{s}}{N_{0}}$, where $E_{s}$ is the signal power constrain, and $N_{0}$ is the noise spectral density. In this thesis, we consider that the power of transmitted signal is normalized such that $E_{s}=1$ and $\frac{E_{s}}{N_{0}}=\frac{1}{2 \sigma^{2}}$. The input-output relation of the AWGN channel is

$$
\begin{equation*}
y=x+\mathcal{N}_{\mathrm{c}}\left(0, N_{0}\right) . \tag{2.5}
\end{equation*}
$$

where $\mathcal{N}_{\mathrm{c}}\left(0, N_{0}\right)$ is a circularly symmetric complex Gaussian random variable with zero mean and variance $N_{0}$ such that $\Re\left[\mathcal{N}_{\mathrm{c}}\left(0, N_{0}\right)\right]=\mathcal{N}\left(0, \sigma^{2}\right)$ and $\Im\left[\mathcal{N}_{\mathrm{c}}\left(0, N_{0}\right)\right]=$ $\mathcal{N}\left(0, \sigma^{2}\right)$. For an unconstrained AWGN channel, whose input is not restricted to any specific alphabet, the channel capacity is

$$
\begin{equation*}
C_{\mathrm{AWGN}}(\sigma)=\log \left(1+\frac{1}{2 \sigma^{2}}\right) . \tag{2.6}
\end{equation*}
$$

## Binary-Input AWGN Channel

The binary-input AWGN (BI-AWGN) channel is also referred to as the binary phase-shift keying (BPSK) modulated AWGN channel. As illustrated in Fig. 2.4b, a BI-AWGN channel consists of three components: BPSK modulator, AWGN channel, and BPSK demodulator.

The BI-AWGN channel has an input alphabet $\mathcal{X}=\{0,1\}$. The channel input $x \in \mathcal{X}$ is mapped to a symbol $s \in \mathcal{S}$ via BPSK modulation, where $\mathcal{S}=\{+1,-1\}$ is the modulation symbol sets. The modulated symbol $s$ is then transmitted via the AWGN channel. The received signal $r$ is demodulated, resulting in a real-valued channel output $y$. More precisely, the input-output relations are as follows.

$$
\begin{array}{ll}
\text { BPSK modulation: } & s=2 x-1, \\
\text { AWGN channel: } & r=s+\mathcal{N}_{\mathrm{c}}\left(0, N_{0}\right), \\
\text { BPSK demodulation: } & y=\Re[r]=(2 x-1)+\mathcal{N}\left(0, \sigma^{2}\right) . \tag{2.7c}
\end{array}
$$

The transition probability of the BI-AWGN channel is

$$
\begin{equation*}
P_{Y \mid X}(y \mid x)=\operatorname{Pr}\left\{s+\mathcal{N}\left(0, \sigma^{2}\right) \mid s\right\}=\frac{1}{\sigma \sqrt{2 \pi}} e^{-(y-s)^{2} / 2 \sigma^{2}} \tag{2.8}
\end{equation*}
$$


(a) AWGN channel.

(c) Hard-decision BI-AWGN channel.

Figure 2.4: AWGN channels.

In most cases, the channel output is expressed in terms of log-likelihood-ratio (LLR), defined as

$$
\begin{equation*}
L_{c h}(y) \triangleq \ln \frac{P_{Y \mid X}(y \mid x=0)}{P_{Y \mid X}(y \mid x=1)}=-\frac{4 y E_{s}}{N_{0}}=-\frac{2 y}{\sigma^{2}} \tag{2.9}
\end{equation*}
$$

The absolute value of $L_{c h}(y)$ is a Gaussian random variable $\left|L_{c h}(y)\right| \sim \mathcal{N}\left(\frac{2}{\sigma^{2}}, \frac{4}{\sigma^{2}}\right)$. The capacity of the BI-AWGN channel is

$$
\begin{equation*}
C_{\mathrm{BI}-\mathrm{AWGN}}(\sigma)=\frac{1}{\sqrt{2 \pi}} \int e^{-z^{2} / 2}\left(1-\log \left(1+e^{-\left(2 / \sigma^{2}\right)+(2 z / \sigma)}\right)\right) d z \tag{2.10}
\end{equation*}
$$

## Hard-Decision Binary-Input AWGN Channel

The hard-decision BI-AWGN channel refers to that the soft-decision output $y$ of an BI-AWGN channel is processed with a decision union, resulted in the harddecision output $\hat{y}$ according to

$$
\hat{y}= \begin{cases}0 & \text { if } y \leq 0  \tag{2.11}\\ 1 & \text { if } y>0\end{cases}
$$



Figure 2.5: AWGN channel capacity.

The hard-decision converts the BI-AWGN channel to the BSC with crossover probability $\varepsilon=Q(1 / \sigma)$, where the $Q$-function is defined as

$$
\begin{equation*}
Q(x) \triangleq \operatorname{Pr}\{\mathcal{N}(0,1)>x\}=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} e^{-z^{2} / 2} d z \tag{2.12}
\end{equation*}
$$

Thus, the capacity of the hard-decision BI-AWGN channel can be obtained from the capacity of its equivalent BSC. Note that converting soft-decision to harddecision leads to a capacity loss. To demonstrate that, in Fig. 2.5, we compare the capacities of unconstrained AWGN, BI-AWGN, and hard-decision BI-AWGN, respectively.

## AWGN Channel with $2^{m}$-ary Modulations

Let $m$ be a positive integer and $M=2^{m}$. Let $\mathcal{S}=\left\{S_{1}, \ldots, S_{M}\right\}$ be the constellation symbol set of an $M$-ary modulator whose modulation order is $m$. The modulator maps an $m$-bit sequence $\left[x_{1}, \ldots, x_{m}\right]$ to one symbol $y \in \mathcal{Y}$. The mapping from bit-sequence to symbol can be described by the constellation labeling.


(d) Capacities of AWGN channels with PSK and QAM.

Figure 2.6: Examples on PSK and QAM.

The high-order modulations that are commonly used in wireless communication systems include phase-shift keying (PSK), which uses phase (in terms of polar coordinate) to define symbols, and quadrature amplitude modulation (QAM), which uses both phase and amplitude to define symbols. Examples of PSK and QAM are illustrated in Figs. $2.6 \mathrm{a}-2.6 \mathrm{c}$, while the capacities of the AWGN channels with PSK and QAM are shown in Fig. 2.6d.

### 2.4 Channel Coding

Channel encoding can be described as an injective mapping. Consider a binary $(N, K)$ channel code with information length $K$ and codeword length $N$. The encoder maps a length- $K$ information sequence $\mathbf{u} \in\{0,1\}^{K}$ to a codeword $\mathbf{x} \in \mathcal{C}$. The output alphabet $\mathcal{C} \subset\{0,1\}^{N}$ is called the codebook of this code, and $\|\mathcal{C}\|=$ $2^{K}$. In practice, it is considered that information bits are randomly generated with $\operatorname{Pr}\left\{u_{i}=0\right\}=\operatorname{Pr}\left\{u_{i}=1\right\}$ for any $u_{i} \in \mathbf{u}$ so that the codewords are equally likely, i.e, $P_{X}(x)=1 / 2^{K}$.

Some terms to describe the property of channel codes are list in the following.

- Linear code: A $(N, K)$ linear code is a vector subspace with dimension $K$ of the vector space $\mathbb{F}_{q}^{N}$, where $\mathbb{F}_{q}$ is the finite field with $q$ elements. The linear codes with $q=2$ are called binary codes. Linear codes exhibit the following properties:
- The sum of two codewords is another codeword (closed under vector addition).
- The zero vector is a codeword.
- The number of codewords in a $(N, K)$ linear code under $\mathbb{F}_{q}^{N}$ is $q^{K}$.
- Systematic code: A code is said to be in systematic form if its codeword $\mathbf{x}$ for any input sequence $\mathbf{u}$ consists of two parts $\mathbf{x}=[\mathbf{u}, \mathbf{p}]$. The first part $\mathbf{u}$ is called the systematic bits, and the second part $\mathbf{p}$ is called the parity bits (or redundant bits).

Before we process to the overview of channel coding, we would to emphasize that we only consider binary linear codes in this thesis.

### 2.4.1 Error Control Operation

Channel coding techniques may fall into two categories: automatic repeat request (ARQ) schemes and forward error correction (FEC) schemes. In ARQ schemes, the receiver detects whether a received packet contains errors with an errordetection code. When errors are detected, the receiver requests for transmitting the same packet. This process may be repeated until no error is detected or the maximum time of retransmission is reached. In FEC schemes, the receiver tries to correct the errors in the received packet through the decoding process. The codes devised for this case are called error-correction codes. There also exist hybrid$A R Q$ (HARQ) schemes which employ FEC and ARQ jointly. In such scheme, the receiver carries out error correction first and then detects whether all errors are corrected. When decoder fails to correct the errors, the receiver requests for the retransmission.

## TB-based HARQ

TB based HARQ is employed in both 4G [39] and 5G [40] standards. The information sequence in a TB is segmented into multiple sub-sequences of the same length. Each sub-sequence is encoded by a finite-length channel code referred to as the code block (CB). Once errors appear in any of the CBs, the entire TB will be retransmitted.

## Error Performance Measures

One of the most commonly used error performance measures is the bit error rate (BER), defined as the ratio of number of bits received in error to the total number of bits transmitted. Another commonly used error performance measure is the block error rate (BLER), defined as the ratio of number of blocks (i.e., information
sequences) received with error to the total number of blocks transmitted.
When considering the BEC, bit erasure rate is commonly used to measure the error performance instead of bit error rate. It is defined as the ratio of number of erased bits to the total number of bits transmitted. General speaking, bit error rate is half of the bit erasure rate as 0 and 1 are generated with equal probabilities.

In the context of TB-based transmission, TB error rate (TBER), defined as the ratio of number of TBs received in error to the total number of TBs transmitted, is also considered as a performance measure.

### 2.4.2 Decoder Design Criteria

The decoder of a $(N, K)$ channel code inputs the received signal $\mathbf{y}=\left[y_{1}, \ldots, y_{N}\right]$ and output the hard-decision estimation $\hat{\mathbf{u}}=\left[\hat{u}_{1}, \ldots, \hat{u}_{K}\right]$. There exist two commonly used decoder design criteria: maximum a-posteriori (MAP) and maximumlikelihood (ML) decoding. Both of them are optimal design criteria minimizing the probability of codeword error, but their optimization objectives are distinct. Here, a codeword error refers to that the channel decoder faills to recover the correct codeword.

As its name implies, MAP decoding is to maximize the a-posteriori probability $P_{X \mid Y}(\mathbf{x} \mid \mathbf{y})=\prod_{i=1}^{N} P_{X \mid Y}\left(x_{i} \mid y_{i}\right)$ that $\mathbf{x}$ is transmitted when $\mathbf{y}$ is received, i.e., $\hat{\mathbf{u}}=\arg \max _{\mathbf{u}} P_{X \mid Y}(\mathbf{x} \mid \mathbf{y})$, where $\mathbf{u} \in\{0,1\}^{K}$, and $\mathbf{x}=\operatorname{enc}(\mathbf{u})$ is the codeword corresponding to $\mathbf{u}$. ML decoding is to maximize the transition probability $P_{Y \mid X}(\mathbf{y} \mid \mathbf{x})=\prod_{i=1}^{N} P_{Y \mid X}\left(y_{i} \mid x_{i}\right)$ that $\mathbf{y}$ is received when $\mathbf{x}$ is transmitted. That is, $\hat{\mathbf{u}}=\arg \max _{\mathbf{u}} P_{Y \mid X}(\mathbf{y} \mid \mathbf{x}), \mathbf{u} \in\{0,1\}^{K}$, and $\mathbf{x}=\operatorname{enc}(\mathbf{u})$. Following Bayes' rule, the a-posteriori probability can be obtained by $P_{X \mid Y}(\mathbf{x} \mid \mathbf{y})=\frac{P_{Y \mid X}(\mathbf{y} \mid \mathbf{x}) P_{X}(\mathbf{x})}{P_{Y}(\mathbf{y})}$. Due to the fact that $P_{X}(\mathbf{x})$ and $P_{Y}(\mathbf{y})$ are both independent of $\mathbf{u}$, MAP decoding rule
can be rewritten as

$$
\begin{equation*}
\hat{\mathbf{u}}=\arg \max _{\mathbf{u}} P_{X \mid Y}(\mathbf{x} \mid \mathbf{y})=\arg \max _{\mathbf{u}} \frac{P_{Y \mid X}(\mathbf{y} \mid \mathbf{x}) P_{X}(\mathbf{x})}{P_{Y}(\mathbf{y})}=\arg \max _{\mathbf{u}} P_{Y \mid X}(\mathbf{y} \mid \mathbf{x}) \tag{2.13}
\end{equation*}
$$

This implies that MAP decoding and ML decoding have the same decoding performance.

In addition, bit-wise MAP decoding is also widely adopted as a criterion which minimizes the probability of bit error. It is given by

$$
\begin{equation*}
\hat{u}_{i}=\arg \max _{u_{i} \in\{0,1\}} P\left(u_{i} \mid \mathbf{y}\right), \tag{2.14}
\end{equation*}
$$

where $P\left(u_{i} \mid \mathbf{y}\right)$ is the a-posteriori probability that the $i$-th bit of the information sequence equals $u_{i}$.

### 2.4.3 State-of-the-Art Channel Codes

## Linear Block Codes

Linear block codes are a class of codes which take a length- $K$ input sequence and generate a length $N$ codeword via linear mapping. Many well known codes such as Hamming codes 41 and Bose-Chaudhuri-Hocquenghem (BCH) codes 42, 43 are in this class. A linear block code $\mathcal{C}(N, K)$ can be described by its generator matrix $\mathbf{G}$ of size $K \times N$. Let $\mathbf{u}=\left(u_{1}, \ldots, u_{K}\right)$ represent an input sequence, and $\mathbf{x}=\left(x_{1}, \ldots, x_{N}\right)$ represent a codeword. The encoding process can be described as

$$
\begin{equation*}
\mathbf{x}=\mathbf{u} \cdot \mathbf{G} \tag{2.15}
\end{equation*}
$$

which means that the codeword of $\mathcal{C}$ is given by a linear combination of the rows of $\mathbf{G}$. This code can also be described by its parity-check matrix $\mathbf{H}$ of size $(N-K) \times N$ such that

$$
\begin{equation*}
\mathbf{G} \cdot \mathbf{H}^{\mathrm{T}}=\mathbf{O} \tag{2.16}
\end{equation*}
$$

where $\mathbf{O}$ is a all-zero matrix of size $K \times(N-K)$.

## Cyclic Redundancy Checks Codes

Cyclic redundancy checks (CRCs) [44 codes refer to a class of linear block codes proposed for error detection propose. At the transmitter, check bits are produced based on the remainder of a binary division between the information bits and a predetermined divisor. At the receiver, the calculation is repeated. An error is claimed when the check bits produced by the receiver do not agree with that produced by the transmitter.

## Convolutional Codes

Introduced by Elias in 1955 [45], convolutional codes refer to a class of codes generated by the encoder with memory. Consider a convolutional code encoder with memory order $m$. At any time instance, the encoder output depends on the current input as well as the inputs in the previous $m$ time instances. Such a structural property makes convolutional codes applicable for arbitrary information lengths. Viterbi algorithm [46] and BCJR algorithm [47] are widely adopted to decode convolutional codes. Convolutional codes bring a breakthrough in coding theory as these codes have simpler encoder structure than generic linear blocks codes while having same average performance as randomly chosen linear blocks codes.

As we use convolutional codes as one of the components to build our proposed codes in Chapter 4-6, we will give a detailed literature review on convolutional codes in Chapter 3.

## Turbo Codes

Turbo codes are a class of high-performance error correction codes introduced by Berrou et.al in 1993 [48]. They were the first class of practical codes that closely approach the channel capacity. Turbo codes are constructed by concatenating two convolutional codes in parallel. One key factor making turbo codes capacity approaching is the adoption of iterative decoding, where the component codes exchange soft decoding messages between each other over iterations. As the number of iterations increases, the estimated sequence gets closer to the original information sequence.

As we use turbo codes to build our proposed codes in Chapters $4-6$, we will present the detailed literature review on turbo codes in Chapter 3.

## LDPC Codes

Low-density parity-check (LDPC) codes, introduced by R. Gallager in 1962 [19], are a class of linear block codes which allow iteratively decoding. In mid-1990s, MacKay et.al [20,21] showed that LDPC codes have some features similar with the turbo codes and that LDPC codes can approach channel capacity. As their name implies, the parity-check matrix of a LDPC code contains only a very small number of non-zero entries. Such characteristic suppresses the iterative decoding complexity so that it only grows linearly with the increment of code length.

## Polar Codes

Polar codes are a class of linear block codes proposed by E. Arikan in 2009 [27]. This class of codes have been theoretically proved to be capacity-achieving for S-DMC while having low-complexity construction, encoding, and decoding algorithms. Polar codes convert $N$ copies of a channel into a set of $N$ correlated bitchannels whose capacity approaches either 0 or 1 . By transmitting information via the perfect bit-channels, polar codes approach the capacity of an S-DMC when $N$ approaches infinity.

In Chapter 7, we will present the literature review on polar codes. In Chapters $8-9$, We will use polar codes to build our proposed codes.

## Coded Modulation

Coded modulation refers to the techniques that combine channel coding and higher order modulations. A typical example of coded modulation is the trellis-coded modulation (TCM) 49, 50, which combines the design of convolutional encoder and modulation labeling. Apart from TCM, there are two broad categories of code modulation schemes which can use various channel codes as the constituent code. One is multilevel coding (MLC) [51], where multiple codewords with different code rates are modulated simultaneously such that each codeword is transmitted via one of the bit-positions of the modulated symbols. Another is bit-interleaved coded modulation (BICM) [52], which only uses a single channel code and each codeword is independently modulated and transmitted. In recent literature [53], delayed BICM (D-BICM) was proposed as a generalization of BICM. Unlike BICM where each codeword is independently modulated and transmitted in a single time slot, D-BICM divides each codeword into multiple subblocks and modulates the subblocks from both the previous time slots and the current time
slot onto the same signal sequence.

### 2.4.4 Codes on Graphs

The field "codes on graphs" is not a specific class of codes but a class of graphical representations to describe the structure of various codes. In [54], which is the work founded this field, Tanner graph was introduced, providing a bipartite graphical model for LDPC codes. A Tanner graph consists of two types of nodes:

1. Variable nodes (VN) (or bit nodes): each VN represents a coded bit (a bit in the codeword), plotted as a filled circle in the graph.
2. Check nodes (CN): each CN represent a parity check function, plotted as a square in the graph.

Edges are used to connect VNs to CNs. Multiple VNs connecting with a CN means that the sum of their corresponding coded bits is 0 .

The number of edges connected to a node is called the degree of that node. Based on the degree distribution, LDPC codes can be classified into regular codes and irregular codes. A regular code is one that all VNs have the same degree $d_{v}$ and all CNs have the same degree $d_{c}$. An irregular code is one that nodes of the same type may have different degrees.

Example 2.1. Consider the parity-check matrix of a regular LDPC code with $\left(d_{v}, d_{c}\right)=(2,4)$.

$$
\mathbf{H}=\left[\begin{array}{l}
\mathbf{h}_{1}  \tag{2.17}\\
\mathbf{h}_{2} \\
\mathbf{h}_{3} \\
\mathbf{h}_{4}
\end{array}\right]=\left[\begin{array}{llllllll}
0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
1 & 0 & 0 & 1 & 1 & 1 & 0 & 0
\end{array}\right] .
$$

Given a codeword $\mathbf{x}=\left[x_{1}, \ldots, x_{8}\right], \mathbf{H}$ satisfies that $\mathbf{x} \cdot \mathbf{H}^{\mathrm{T}}=\mathbf{0}$. This constraint


Figure 2.7: Tanner graph of a LDPC code.
can also be written as a group of parity check functions $\left\{c_{1}, \ldots, c_{4}\right\}$, where

$$
\begin{equation*}
c_{i}: \mathbf{x} \cdot \mathbf{h}_{i}^{\mathrm{T}}=\sum_{j=1}^{8} x_{j} \cdot h_{i, j}=0 \tag{2.18}
\end{equation*}
$$

for $1 \leq i \leq 4$. The corresponding tanner graph is shown in Fig. 2.7. The columns and rows in $\mathbf{H}$ correspond to VNs and CNs respectively. If $h_{i, j}=1$, then there is an edge connecting the VN representing $x_{j}$ and the CN representing $c_{i}$.

Subsequently, factor graph was introduced in [55] as an extension of Tanner graphs. By introducing state nodes, factor graphs can describe trellis-based codes such as convolutional codes and turbo codes. With the help of factor graphs, it was shown that turbo codes are related to LDPC codes.

In [56], protograph representation of a code ensemble was introduced. A protograph is a Tanner graph with a relatively small number of nodes. Additionally, multiple parallel edges are permitted. Moreover, a "copy-and-permute" operation was proposed to use protograph to design LDPC codes of arbitrary size.

## Belief Propagation Decoding

The outstanding error performance of codes on graphs comes from the message passing decoding algorithms, where the decoding messages are exchanged between the CNs and VNs iteratively via the edge connected between them. A typical algorithm in this class is the belief propagation [55,57] (BP) algorithm, which is
also called sum-product algorithm.
In a Tanner graph, each node (VN/CN) can be seen as one single constituent decoder. The VNs and CNs on each side of the tanner graph can be seen as a set of VN decoders concatenated through an interleaver to a set of CN decoders. The VNs and CNs work cooperatively to estimate the LLR for each coded bit.

The LLR of a bit $x$ is defined as

$$
\begin{equation*}
L(x) \triangleq \ln \frac{\operatorname{Pr}\{x=0\}}{\operatorname{Pr}\{x=1\}} \tag{2.19}
\end{equation*}
$$

The a-posteriori LLR $L(x)$ (i.e., the soft-decision estimation) of a bit $x$ given by a VN/CN is the summation of three terms: a-priori LLR $L_{a}(x)$, channel LLR $L_{c h}(x)$, and extrinsic LLR $L_{e}(x)$, written as

$$
\begin{equation*}
L(x)=L_{a}(x)+L_{c h}(x)+L_{e}(x) . \tag{2.20}
\end{equation*}
$$

In this expression, $L_{a}(x)$ and $L_{c h}(x)$ are the decoder inputs, while $L_{e}(x)$ is the decoder output. To be precise, $L_{a}(x)$ is the estimation of $x$ produced by other decoders, $L_{c h}(x)$ is the channel transition probability of $x$, and $L_{e}(x)$ is the estimation of $x$ made by the current decoder. That is, the extrinsic LLR of one decoder will become the a-priori LLR of the other decodes.

In the iterative decoding process, each iteration starts with the VN side. First, the VNs process their inputs (the a-priori LLRs from CNs and the channel LLRs) and pass its extrinsic LLR to the CNs they are connected with. Consider a VN $x_{i}$ that is connected with CNs $\left\{c_{j}: j \in \mathcal{S}\right\}$ and let $L_{i}$ be the channel LLR of $x_{i}$, $L_{i \leftarrow j}$ be the LLR sent from $c_{j}$ to $x_{i}$. The extrinsic LLR from $x_{i}$ to $c_{j}$ is updated
by

$$
\begin{equation*}
L_{i \rightarrow j}=L_{i}+\sum_{j^{\prime} \in \mathcal{S} \backslash j} L_{i \leftarrow j^{\prime}} . \tag{2.21}
\end{equation*}
$$

Next, the CNs process their inputs (the a-priori LLRs from VNs) and pass its extrinsic LLR to the VNs they are connected with. Consider a CN $c_{j}$ that is connected with VNs $\left\{x_{i}: i \in \mathcal{S}\right\}$ and let $L_{i \rightarrow j}$ be the LLR sent from $x_{i}$ to $c_{j}$. The extrinsic LLR from $c_{j}$ to $x_{i}$ is updated by

$$
\begin{equation*}
L_{i \leftarrow j}=\underset{i^{\prime} \in \mathcal{S} \backslash i}{\boxplus} L_{i^{\prime} \rightarrow j}=2 \tanh ^{-1}\left(\prod_{i^{\prime} \in \mathcal{S} \backslash i} \tanh \left(\frac{L_{i^{\prime} \rightarrow j}}{2}\right)\right), \tag{2.22}
\end{equation*}
$$

where box-plus operation is defined as $a \boxplus b=2 \tanh ^{-1}\left(\tanh \left(\frac{a}{2}\right) \cdot \tanh \left(\frac{b}{2}\right)\right)$, and can be approximated by $a \boxplus b \approx \operatorname{sign}(a, b) \cdot \min (|a|,|b|)$.

The VN-CN process repeats until a preset maximum number of iterations or a stopping criterion is met. Finally, the VNs compute the a-posteriori LLRs of the coded bits using

$$
\begin{equation*}
L\left(x_{i}\right)=L_{i}+\sum_{j \in \mathcal{S}} L_{i \leftarrow j} . \tag{2.23}
\end{equation*}
$$

### 2.4.5 Coding Techniques for Constructing Long Codes

In this section, we present several widely adopted coding techniques to construct powerful long codes from short component codes.

## Concatenated Codes

Concatenated codes are codes build from two or more simple codes in order to achieve good performance with reasonable complexity. There exist two methods

(a) Serial concatenated codes.

(b) Parallel concatenated codes.

Figure 2.8: Encoder block diagram of concatenated codes.
to build concatenated codes: serial concatenation and parallel concatenation.
Fig. 2.8a depicts the encoder block diagram of a serial concatenated code, where the output of the outer encoder becomes the input of the inner encoder, and the output of the inner encoder is the codeword to be transmitted. One representative design is to concatenate an outer Reed-Solomon code to an inner convolutional code, which was firstly used in Voyager 2 space probe [58] and is widely adopted for deep space communication [59].

Fig. 2.8b shows the encoder block diagram of a parallel concatenated code. The input of the upper encoder is interleaved and becomes the input of the lower encoder. The codeword consists of the information bits as well as the parity bits from both component encoder. One typical class of parallel concatenated codes is turbo codes, which are uses in 3G and 4G mobile communication standards (10-12).


Figure 2.9: Structure of product codes.

## Product Codes

A product code $\mathcal{C}(N, K)$ is constructed by two smaller linear block codes $\mathcal{C}_{1}=$ $\left(n_{1}, k_{1}\right)$ and $\mathcal{C}_{2}=\left(n_{2}, k_{2}\right)$, where $N=n_{1} n_{2}$ and $K=k_{1} k_{2}$. Encoding of product codes can be accomplished in two stages. As shown in Fig. 2.9, the information bits are arranged as a $k_{2} \times k_{1}$ matrix $\mathbf{U}$. At the first stage, each row of $\mathbf{U}$ is encoded with $C_{1}$. The resulting parity bits forms a matrix $\mathbf{P}_{1}$ of size $k_{2} \times\left(n_{1}-k_{1}\right)$, referred to as the checks on rows. At the second stage, each column of $\mathbf{U}$ is encoded with $\mathcal{C}_{2}$, giving the parity bits matrix $\mathbf{P}_{2}$ of size $k_{1} \times\left(n_{2}-k_{2}\right)$, referred to as the checks on rows. Meanwhile, each column of $P_{1}$ is encoded with $\mathcal{C}_{2}$, giving the parity bits matrix $\mathbf{P}_{3}$ of size $\left(n_{2}-k_{2}\right) \times\left(n_{1}-k_{1}\right)$, referred to as the checks on checks.

## Spatially Coupled Codes

Spatial coupling is a code construction technique that connects a sequence of component codes to form a long codeword chain. It was firstly introduced in 35 for constructing convolutional LDPC codes, also known as spatially coupled LDPC (SC-LDPC) codes. Extensive research has been conducted on SC-LDPC codes (see $60-62$ and the references therein). Most notably, it has been theoretically proven in 60] that SC-LDPC codes under belief propagation decoding can achieve the MAP decoding threshold of their underlying component codes, namely the threshold saturation phenomenon. Another advantage of spatially


Figure 2.10: Protograph of a) a regular (3,6) LDPC code and b) a terminated SC-LDPC code constructed with $L$ copies of regular (3,6) LDPC code.
coupled codes is that they can be decoded by a sliding window decoder [36] with a lower decoding latency compared to decoding the whole codeword block. Thus, spatially coupled codes have become very popular in a wide range of applications in communications.

Fig. 2.10 shows an example of constructing SC-LDPC codes using a regular $(3,6)$ LDPC code. Given $L$ copies of the $(3,6)$ LDPC code, the edge at the $t$ th copy are spread to the $t-1$-th copy and $t+1$-th copy to form a long code. At each end of the coupling chain, the edges are terminated so that the CNs at two ends have a smaller degree. In the context of BP decoding, CNs with a smaller degree can pass more reliable messages to its neighboring VNs 60, 61. As decoding iteration increases, the reliable messages propagate throughout the nodes in coupling chain.

The edge-spreading (also called unwrapping) procedure can be described by splitting a parity-check matrix $\mathbf{H}$ into $m$ sub-matrices $\mathbf{H}_{0}, \ldots, \mathbf{H}_{m-1}$ such that
$\mathbf{H}=\sum_{i=0}^{m} \mathbf{H}_{i}$. The convolutional parity-check matrix becomes

$$
\mathbf{H}_{c c}=\left[\begin{array}{cccc}
\mathbf{H}_{0} & & &  \tag{2.24}\\
\mathbf{H}_{1} & \mathbf{H}_{0} & & \\
\vdots & \mathbf{H}_{1} & \ddots & \\
\mathbf{H}_{m-1} & \vdots & \ddots & \mathbf{H}_{0} \\
& \mathbf{H}_{m-1} & & \mathbf{H}_{1} \\
& & \ddots & \vdots \\
& & & \mathbf{H}_{m-1}
\end{array}\right] .
$$

For the case shown in Fig. 2.10, where the parity-check matrix can be written as $\mathbf{H}=[3,3]$, the edge spreading is given by $\mathbf{H}=\mathbf{H}_{0}+\mathbf{H}_{1}+\mathbf{H}_{2}=[1,1]+[1,1]+$ $[1,1]$. The convolutional parity-check matrix is

$$
\mathbf{H}_{c c}=\left[\begin{array}{ccccccc}
1 & 1 & & & & &  \tag{2.25}\\
1 & 1 & 1 & 1 & & & \\
1 & 1 & 1 & 1 & \ddots & & \\
& & 1 & 1 & \ddots & 1 & 1 \\
& & & & \ddots & 1 & 1 \\
& & & & & 1 & 1
\end{array}\right] .
$$

Apart from LDPC codes, spatial coupling techniques have also been applied to turbo-like codes [38,63-65] and polar codes 66-69]. In Chapters 4-6, we will present our proposed spatially coupled turbo-like codes. In Chapters $8-9$, we will present our proposed spatially coupled polar codes.

## Chapter 3

## Introduction to Turbo Codes

Turbo codes 48 are widely employed in various communication systems including the 3 G and 4 G mobile communications [10-12], WiMAX [23], and deep space communications [70]. In this chapter, we present the fundamental background on turbo codes, including convolutional codes, encoding and decoding of turbo codes, and performance analysis tools. The relevant spatially coupled turbo-like codes [38] are also reviewed. The material in this chapter is summarized from the literature and will be used as necessary background for the work throughout Chapters 4-6.

### 3.1 Convolutional Codes

We first start with convolutional codes [45], which are the component codes of turbo codes.

### 3.1.1 Encoding

Consider a rate- $\frac{k}{n}$ convolutional code with memory order $m$. Let $\mathbf{u}=\left(\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots\right)$ be the information sequence and $\mathbf{v}=\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots\right)$ be the coded sequence. At time
$t$, the encoder inputs a $k$-bit information sequence $\mathbf{u}_{t}=\left(u_{t}^{(1)}, \ldots, u_{t}^{(k)}\right)$. Then, it outputs an $n$-bit coded sequence $\mathbf{v}_{t}=\left(v_{t}^{(1)}, \ldots, v_{t}^{(n)}\right)$, which is produced depending on not only the current input $\mathbf{u}_{t}$ but also the previous inputs $\mathbf{u}_{t-m}, \ldots, \mathbf{u}_{t-1}$ over $m$ time instants. The convolutional code can be described by the generator matrix

$$
\mathbf{G}=\left[\begin{array}{cccc}
\mathbf{g}_{1}^{(1)} & \mathbf{g}_{1}^{(2)} & \ldots & \mathbf{g}_{1}^{(n)}  \tag{3.1}\\
\mathbf{g}_{2}^{(1)} & \mathbf{g}_{2}^{(2)} & \ldots & \mathbf{g}_{2}^{(n)} \\
\vdots & \vdots & \ldots & \vdots \\
\mathbf{g}_{k}^{(1)} & \mathbf{g}_{k}^{(2)} & \ldots & \mathbf{g}_{k}^{(n)}
\end{array}\right]
$$

where $\mathbf{g}_{i}^{(j)}=\left[g_{i, 1}^{(j)}, \ldots, g_{i, m}^{(j)}\right]$ represents the generator vector corresponding to the $i$-th input bit and $j$-th output bit, $1 \leq i \leq k$, and $1 \leq j \leq n$. The input-output relation at time $t$ can then be expressed by

$$
\begin{equation*}
v_{t}^{(j)}=\sum_{i=1}^{k} \sum_{\delta=0}^{m} u_{t-\delta}^{(i)} \cdot g_{i, \delta}^{(j)} \tag{3.2}
\end{equation*}
$$

Recursive systematic convolutional (RSC) codes are a class of convolutional codes commonly employed for constructing turbo codes. The definitions are as follows.

- A convolutional code is said to be in systematic form if its code sequences satisfy $v_{t}^{(i)}=u_{t}^{(i)}$ for $1 \leq i \leq k$.
- A convolutional code is said to be in recursive form if its encoder consists of a feedback component.

Example 3.1. Fig. 3.1a shows the encoder block diagram of a rate $-\frac{1}{2}$ convolutional code with generator $\left.\mathbf{G}=\left[\mathbf{g}_{1}^{(1)}, \mathbf{g}_{1}^{(2)}\right]=\left[\begin{array}{lll}1 & 1 & 1\end{array}\right),\left(\begin{array}{lll}1 & 0 & 1\end{array}\right)\right]$. At time $t$, the


Figure 3.1: Convolutional code encoder block diagram for $\mathbf{G}=\left[\begin{array}{l}7 \\ 5\end{array}\right]$.
encoder implies the convolution operation

$$
\begin{align*}
& v_{t}^{(1)}=u_{t}+u_{t-1}+u_{t-2}  \tag{3.3a}\\
& v_{t}^{(2)}=u_{t}+u_{t-2} \tag{3.3b}
\end{align*}
$$

We may also express the generator in octal-form [75] or in the polynomial form $\left[1+D+D^{2}, 1+D^{2}\right]$, where $D$ represents the discrete-time delay operator.

Fig. 3.1b shows the systematic encoder realization of [75], which results in an RSC code. In this case, the generator can be rewritten as $\mathbf{G}_{\text {sys }}=\left[1 \frac{\mathrm{~g}_{f}}{\mathrm{~g}_{b}}\right]=\left[1 \frac{5}{7}\right]$, where $\mathbf{g}_{f}$ is the forward generator vector, $\mathbf{g}_{b}$ is the feedback generator vector.

### 3.1.2 Trellis Diagram

Mathematically, a convolutional encoder is modeled as a finite state machine. The encoder state is defined as the bit sequence stored in the delay units at a time instant, so that an encoder with memory order $m$ has a total of $M=2^{m}$ states $\mathcal{S}=\left\{S_{i}=\operatorname{de} 2 \operatorname{bi}(i): 0 \leq i \leq M-1\right\}$, where $\operatorname{de} 2 \operatorname{bi}(i)$ is the function to convert $i$ to the $m$-bit binary expression. The input-output relation and state transition of an encoder can be described by a state-transition table or a state diagram. The time evolution of the encoder given an input sequence $\mathbf{u}$ can be described by a trellis diagram.

Example 3.2. Consider the convolutional encoder given by $\mathbf{G}=\left[\begin{array}{l}7 \\ 5\end{array}\right]$, whose

Table 3.1: State-transition table for $\mathbf{G}=[75]$.

| Input <br> $u_{t}$ | Current state <br> $s_{t, 1} s_{t, 2}$ | Next State <br> $s_{t+1,1} s_{t+1,2}$ | Output <br> $v_{t}^{(1)} v_{t}^{(2)}$ |
| :---: | :---: | :---: | :---: |
| 0 | 00 | 00 | 00 |
| 1 | 00 | 10 | 11 |
| 0 | 01 | 00 | 11 |
| 1 | 01 | 10 | 00 |
| 0 | 10 | 01 | 10 |
| 1 | 10 | 11 | 01 |
| 0 | 11 | 01 | 01 |
| 1 | 11 | 11 | 10 |

encoder block diagram is shown in Fig. 3.1a. Let $s_{t}=\left[s_{t, 1}, s_{t, 2}\right]$ be the encoder state at time $t$, when encoder input $u_{t}$, the encoder state will transit to $s_{t+1}=$ $\left[s_{t+1,1}, s_{t+1,2}\right]$ at time $t+1$, where $s_{t+1,1}=u_{t}$ and $s_{t+1,2}=s_{t, 1}$. Knowing the relation between the encoder states and the encoder input, we may produce the state-transition table, shown in Table 3.1. The corresponding state-transition diagram is depicted in Fig. 3.2a, where edge labels show the input-output relation $u_{t} / v_{t}^{(1)} v_{t}^{(2)}$ for each state transition.

Fig. 3.2b shows the trellis diagram. The nodes in each column represent the set of encoder states $\mathcal{S}$ at a time instant. A solid/dashed edge from node $S_{i}$ at a time $t$ to $S_{j}$ time $t+1$ means that encoder state transits from $S_{i}$ to $S_{j}$ when encoder has input $u_{t}=1 / u_{t}=0$, respectively. As an example, we highlight the state transition for the information sequence $\mathbf{u}=[1,0,1,1,0,0]$ with red arrows.

### 3.1.3 Decoding

There exist two optimal decoding algorithms for convolutional codes: Viterbi algorithm [46] and BCJR algorithm 47. Viterbi algorithm performs sequential

(a) State-transition diagram.

(b) Trellis disgram.

Figure 3.2: Graphical representation for convolutional encoder $\mathbf{G}=\left[\begin{array}{ll}7 & 5\end{array}\right]$.

ML decoding, which minimizes the block error probability, while BCJR algorithm performs bit-wise MAP decoding, which minimizes the bit error probability. Generally speaking, these two algorithms have similar error performance characteristics, in terms of either block error rate or bit error rate. In this subsection, we briefly review the BCJR algorithm, as it is commonly used in turbo decoders.

## BCJR Algorithm

BCJR algorithm is used in turbo decoders to decode the constituent RSC codes, because it has soft-decision output, while Viterbi algorithm only has hard-decision output. Although soft-output Viterbi algorithm (SOVA) [71 also have soft-
decision output, BCJR has slightly better performance than SOVA 72].
Here, we review details of the BCJR algorithm in the log domain, which is also called $\log$-MAP algorithm [72]. The criterion of BCJR is to minimize the bit error probability by maximizing APP $\operatorname{Pr}\left(u_{t} \mid \mathbf{y}\right)$. Let $\mathbf{y}=\left[\mathbf{y}_{1}, \ldots, \mathbf{y}_{K}\right]$ be the received sequence such that $\mathbf{y}_{t}$ is received when $\mathbf{v}_{t}$ is transmitted, $1 \leq t \leq K$. The soft-decision output $L\left(u_{t}\right)$, in terms of LLR, is given by

$$
\begin{align*}
L\left(u_{t}\right) & =\ln \left[\frac{\operatorname{Pr}\left(u_{t}=0 \mid \mathbf{y}\right)}{\operatorname{Pr}\left(u_{t}=1 \mid \mathbf{y}\right)}\right] \\
& =\ln \left[\max _{\left(s^{\prime}, s\right)^{0}}^{*} \alpha_{t-1}\left(s^{\prime}\right) \gamma_{t}\left(s^{\prime}, s\right) \beta_{t+1}(s)\right]-\ln \left[\max _{\left(s^{\prime}, s\right)^{1}}^{*} \alpha_{t-1}\left(s^{\prime}\right) \gamma_{t}\left(s^{\prime}, s\right) \beta_{t+1}(s)\right] . \tag{3.4}
\end{align*}
$$

The hard-decision output $\hat{u}_{t}$ is given by

$$
\hat{u}_{t}= \begin{cases}0, & \text { if } L\left(u_{t}\right)>0  \tag{3.5}\\ 1, & \text { if } L\left(u_{t}\right)<0\end{cases}
$$

In this expression, $\left(s^{\prime}, s\right)^{0}$ represents the set of state transitions when encoder input is $0,\left(s^{\prime}, s\right)^{1}$ represents the set of state transitions when encoder input is 1 , and $\left(s^{\prime}, s\right)$ represents the state transition for an arbitrary input, respectively. The max-star function is $\square$

$$
\begin{equation*}
\max ^{*}(x, y) \triangleq \ln \left(e^{x}+e^{y}\right)=\max (x, y)+\ln \left(1+e^{-|x-y|}\right) \tag{3.6}
\end{equation*}
$$

The branch metric $\gamma_{t}\left(s^{\prime}, s\right) \triangleq \ln \operatorname{Pr}\left(s_{t}=s, \mathbf{y}_{t} \mid s_{t-1}=s^{\prime}\right)$, the forward metric $\alpha_{t}(s) \triangleq \ln \operatorname{Pr}\left(s_{t}=s, \mathbf{y}_{1}^{t}\right)$, and the backward metric $\beta_{t-1}\left(s^{\prime}\right) \triangleq \ln \operatorname{Pr}\left(\mathbf{y}_{t}^{K} \mid s_{t-1}=s^{\prime}\right)$

[^0]are computed as
\[

$$
\begin{align*}
& \gamma_{t}\left(s^{\prime}, s\right)=-\ln p\left(y_{t} \mid u_{t}\right)  \tag{3.7a}\\
& \alpha_{t}(s)=\max _{s^{\prime}}^{*}\left[\alpha_{t-1}\left(s^{\prime}\right)+\gamma\left(s^{\prime}, s\right)\right]  \tag{3.7b}\\
& \beta_{t-1}\left(s^{\prime}\right)=\max _{s}\left[\beta_{t}(s)+\gamma_{t}\left(s^{\prime}, s\right)\right] \tag{3.7c}
\end{align*}
$$
\]

Consider that the encoder is initialized to the all-zero state and eventually terminates at the all-zero state, the initial condition of BCJR decoding is

$$
\alpha_{0}(s)=\beta_{K}(s)= \begin{cases}0, & \text { if } s=0  \tag{3.8}\\ -\infty, & \text { if } s \neq 0\end{cases}
$$

### 3.2 Turbo Codes

Turbo codes, also called parallel-concatenated convolutional codes (PCCs), consist of two or more identical RSC codes concatenated in parallel. In most cases, a widely used "turbo code" refers to a rate $-\frac{1}{3}$ turbo code consisting of two rate- $\frac{1}{2}$ RSC codes with generator matrix

$$
\mathbf{G}=\left[\begin{array}{ll}
1 & \mathbf{g}_{f}  \tag{3.9}\\
\mathbf{g}_{b}
\end{array}\right] .
$$

The encoder and decoder block diagrams of such a code are depicted in Fig. 3.3.

### 3.2.1 Encoding

As shown in Fig. 3.3a, the turbo encoder consists of two RSC encoders separated by an interleaver $\Pi$. The constituent RSC encoders are referred to as the upper/lower RSC encoder respectively. For a $K$-bit information sequence $\mathbf{u}$, the

(a) Encoder block diagram.

(b) Decoder block diagram

Figure 3.3: Turbo code block diagram.
encoder generates the codeword $\mathbf{x}=\left[\mathbf{u}, \mathbf{v}^{\mathrm{U}}, \mathbf{v}^{\mathrm{L}}\right]$, where $\mathbf{v}^{\mathrm{U}}=\mathbf{u} \cdot \frac{\mathbf{g}_{f}}{\mathrm{~g}_{b}}$ is the parity sequence from the upper encoder, $\mathbf{v}^{\mathrm{L}}=\mathbf{u}_{\Pi} \cdot \frac{\mathbf{g}_{f}}{\mathrm{~g}_{b}}$ is the parity sequence from the lower encoder, $\mathbf{u}_{\Pi}=\Pi(\mathbf{u})$, and $\left\|\mathbf{v}^{\mathrm{U}}\right\|=\left\|\mathbf{v}^{\mathrm{L}}\right\|=K$.

### 3.2.2 Decoding

As shown in Fig. 3.3b, the turbo decoder consists of two soft-in soft-out (SISO) decoders matched to the upper and lower RSC encoders, and a pair of interleaver $\Pi$ and deinterleaver $\Pi^{-1}$. The constituent SISO decoders are typically realized by the BCJR algorithm [47] or the SOVA algorithm [71].

Recall that $L_{c h}(\cdot)$ represents channel LLR, $L_{a}(\cdot)$ represents the a-priori LLR, and $L_{e}(\cdot)$ represents extrinsic LLR. Let $L_{\text {out }}(\mathbf{u})=\operatorname{DEC}\left(L_{\text {in }}(\mathbf{u}), L_{\text {in }}(\mathbf{v})\right)$ represents the underlying decoding algorithm for the constituent SISO decoder, where $L_{i n}(\mathbf{u})$ and $L_{i n}(\mathbf{v})$ are the input LLRs for information sequence $\mathbf{u}$ and parity sequence $\mathbf{v}$, and $L_{\text {out }}(\mathbf{u})$ is the soft-decision of $\mathbf{u}$.

Upon receiving a noisy codeword, the upper decoder receives $\left[L_{c h}(\mathbf{u}), L_{c h}\left(\mathbf{v}^{\mathrm{U}}\right)\right]$, while the lower decoder receives $\left[L_{c h}\left(\mathbf{u}_{\Pi}\right), L_{c h}\left(\mathbf{v}^{\mathrm{L}}\right)\right.$ ], where $L_{c h}\left(\mathbf{u}_{\Pi}\right)$ is obtained via interleaving $L_{c h}(\mathbf{u})$. The a-priori LLRs $L_{a}(\mathbf{u})$ and $L_{a}\left(\mathbf{u}_{\Pi}\right)$ are initialized as zero.

In each decoding iteration, the upper decoder performs

$$
\begin{align*}
& L_{i n}(\mathbf{u})=L_{a}(\mathbf{u})+L_{c h}(\mathbf{u})  \tag{3.10a}\\
& L_{\text {out }}(\mathbf{u})=\operatorname{DEC}\left(L_{i n}(\mathbf{u}), L_{i n}\left(\mathbf{v}^{\mathrm{U}}\right)\right)  \tag{3.10b}\\
& L_{e}(\mathbf{u})=L_{\text {out }}(\mathbf{u})-L_{i n}(\mathbf{u}) \tag{3.10c}
\end{align*}
$$

and outputs the extrinsic LLR $L_{e}(\mathbf{u})$. Then, the a-priori LLR of the lower encoder is updated as $L_{a}\left(\mathbf{u}_{\Pi}\right)=\Pi\left(L_{e}(\mathbf{u})\right)$. The lower decoder performs

$$
\begin{align*}
& L_{i n}\left(\mathbf{u}_{\Pi}\right)=L_{a}\left(\mathbf{u}_{\Pi}\right)+L_{c h}\left(\mathbf{u}_{\Pi}\right),  \tag{3.11a}\\
& L_{\text {out }}\left(\mathbf{u}_{\Pi}\right)=\operatorname{DEC}\left(L_{i n}\left(\mathbf{u}_{\Pi}\right), L_{i n}\left(\mathbf{v}^{\mathrm{L}}\right)\right),  \tag{3.11b}\\
& L_{e}\left(\mathbf{u}_{\Pi}\right)=L_{\text {out }}\left(\mathbf{u}_{\Pi}\right)-L_{\text {in }}\left(\mathbf{u}_{\Pi}\right), \tag{3.11c}
\end{align*}
$$

and outputs the extrinsic LLR $L_{e}\left(\mathbf{u}_{\Pi}\right)$. The a-priori LLR of the upper encoder is updated as $L_{a}(\mathbf{u})=\Pi^{-1}\left(L_{e}\left(\mathbf{u}_{\Pi}\right)\right)$. The turbo decoding runs iteratively until it meets a predetermined exit condition or the maximum number of iterations is reached. After iteration terminates, the hard-decision estimation $\hat{\mathbf{u}}$ is produced base on the a-posteriori LLR

$$
\begin{equation*}
L_{\text {out }}(\mathbf{u})=\Pi^{-1}\left(L_{\text {out }}\left(\mathbf{u}_{\Pi}\right)\right)=L_{\text {ch }}(\mathbf{u})+L_{e}(\mathbf{u})+\Pi^{-1}\left(L_{e}\left(\mathbf{u}_{\Pi}\right)\right) . \tag{3.12}
\end{equation*}
$$

### 3.2.3 Duo-Binary Turbo Codes

Duo-binary turbo codes (dTCs) refer to the turbo codes which encode two information sequences 74 -76. Compared with the conventional turbo codes, which encode one information sequence, dTCs have better convergence performance during decoding and better robustness to the simplified decoding algorithms such


Figure 3.4: Encoder block diagram for $\mathbf{G}_{2 / 3}=\left[\begin{array}{lllll}1 & 0 & \frac{5}{7} ; & 0 & 1 \\ \frac{3}{7}\end{array}\right]$.
as constant-log-Map algorithm and max-log-Map algorithm 75. A rate- $\frac{1}{2}$ dTC is a parallel concatenation of two identical rate- $\frac{2}{3}$ RSC codes, whose generator matrix is

$$
\mathbf{G}_{2 / 3}=\left[\begin{array}{ccc}
1 & 0 & \frac{\mathbf{g}_{f}}{\mathbf{g}_{b}}  \tag{3.13}\\
0 & 1 & \frac{\mathbf{g}_{f}^{\prime}}{\mathbf{g}_{b}}
\end{array}\right],
$$

where $\mathbf{g}_{f}$ and $\mathbf{g}_{f}^{\prime}$ are the forward generator polynomials for two information sequences $\mathbf{u}$ and $\mathbf{u}^{\prime}$, respectively, and $\mathbf{g}_{b}$ is the feedback generator polynomial. The codeword of the rate- $\frac{2}{3}$ RSC code is given by $\left[\mathbf{u} \mathbf{u}^{\prime}\right] \cdot \mathbf{G}_{2 / 3}=\left[\begin{array}{ll}\mathbf{u} & \left.\mathbf{u}^{\prime} \mathbf{v}\right] \text {, where }\end{array}\right.$ $\mathbf{v}=\frac{\mathbf{u} \cdot \mathbf{g}_{f}}{\mathbf{g}_{b}}+\frac{\mathbf{u}^{\prime} \cdot \mathbf{g}_{f}^{\prime}}{\mathbf{g}_{b}}$ is the parity sequence. As an example, Fig. 3.4 depicts the encoder block diagram of a rate- $\frac{2}{3}$ RSC code with $\mathbf{G}_{2 / 3}=\left[\begin{array}{lllll}1 & 0 & \frac{5}{7} ; & 0 & 1\end{array} \frac{3}{7}\right]$.

### 3.2.4 Other Turbo-Like Codes

Apart from turbo codes, there are various forms of concatenated convolutional codes, referred to as turbo-like codes. In the following, we have a brief review of two typical classes of turbo-like codes: serially concatenated convolutional codes (SCCs) 77 and hybrid concatenated convolutional codes (HCCs) 78.

## Serially Concatenated Convolutional Codes

SCCs are constructed by two component RSC codes placed in the cascade of each other. Fig. 3.5a shows the encoder structure of a rate $-\frac{1}{4}$ SCC constituting

(a) Encoder block diagram of SCC.

(b) Encoder block diagram of HCC.

Figure 3.5: Example of turbo-like codes.
two rate- $\frac{1}{2}$ RSC codes. First, the outer encoder firstly encodes the information sequence $\mathbf{u}$ of length $K$, and generates the outer parity sequence $\mathbf{v}^{\mathrm{O}}$ of length $K$. Then, the interleaver permutes $\left[\mathbf{u}, \mathbf{v}^{\mathrm{O}}\right]$ received from the outer encoder and passes the interleaved sequence to the inner encoder. Lastly, inner encoder generate the inner parity sequence $\mathbf{v}^{\mathrm{I}}$ of length $2 K$, and the SCC codeword is $\mathbf{x}=\left[\mathbf{u}, \mathbf{v}^{\mathrm{O}}, \mathbf{v}^{\mathrm{I}}\right]$.

## Hybrid Concatenated Convolutional Codes

HCCs are constructed by concatenating three RSC codes. Fig. 3.5b shows the encoder structure of a rate- $\frac{1}{5}$ HCC. The information sequence $\mathbf{u}$ of length $K$ is firstly encoded by two parallel concatenated RSC encoders, giving the parity sequences $\mathbf{v}^{\mathrm{U}}$ and $\mathbf{v}^{\mathrm{L}}$ respectively, and $\left\|\mathbf{v}^{\mathrm{U}}\right\|=\left\|\mathbf{v}^{\mathrm{L}}\right\|=K$. Later, the inner encoder inputs the interleaved sequence $\left[\mathbf{v}^{\mathrm{U}}, \mathbf{v}^{\mathrm{L}}\right]_{\Pi}$ and produce the parity sequence $\mathbf{v}^{\mathrm{I}}$ of length $2 K$, and the HCC codeword is $\left[\mathbf{u}, \mathbf{v}^{\mathrm{U}}, \mathbf{v}^{\mathrm{L}}, \mathbf{v}^{\mathrm{I}}\right]$.

### 3.3 Tools for Performance Analysis

The error performance of a turbo code (or a turbo-like code) has two different behaviors in two different regions. One is the waterfall region in the low SNR, where the error rate drops sharply when SNR increases. The other is the error floor region in the high SNR, where the error rate reduces very slowly. In this section, we first review the density evolution (DE) analysis, which describes the performance in the waterfall region. We then review the distance property analysis, which describes the performance in the error floor region.

### 3.3.1 Density Evolution Analysis

In this section, we review the DE analysis of turbo-like codes over the BEC . DE is a technique to describe the performance of iterative decoders when the codeword length is infinite. For the BEC, DE describes how the erasure probability of decoding messages evolves during the iterative decoding process. Due to the simplicity of BECs, we can express DE explicitly by a set of equations.

To explain how DE describes the iterative decoding performance, we review the DE analysis for turbo codes in this section. We first review the compact graph of turbo codes. Then, we show how to derive the exact DE equations and obtain the iterative decoding threshold, also called belief propagation (BP) decoding threshold using the DE analysis.

[^1]

Figure 3.6: Compact graph of a) a rate $-\frac{1}{2}$ RSC code, and b) a rate- $\frac{1}{3}$ turbo code.

## Compact Graph

In the compact graph [38] representation of a convolutional code, each information sequence is treated as one variable node (VN), and each parity sequence is treated as one VN. The SISO decoder of an RSC code is treated as one factor node. Fig. 3.6a shows the compact graph of a rate $\frac{1}{2}$ RSC code, where the decoder is represented by $f$.

Fig. 3.6 b shows the compact graph of a rate $-\frac{1}{3}$ turbo code. In this graph, we use three variable nodes (represented by filled circles) to represent the information sequence $\mathbf{u}$, the upper parity sequence $\mathbf{v}^{\mathrm{U}}$, and the lower parity sequence $\mathbf{v}^{\mathrm{L}}$. The upper and the lower decoders are represented by $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$. The interleaver is represented by a slash on the edge between $\mathbf{u}$ and $f^{\mathrm{L}}$.

## Density Evolution Functions

We first consider the RSC decoder shown in Fig. 3.6a. The DE of the decoding process $L_{e}(\mathbf{u})=\operatorname{DEC}\left(L_{i n}(\mathbf{u}), L_{i n}(\mathbf{v})\right)-L_{i n}(\mathbf{u})$ can be expressed by the transfer
function 82

$$
\begin{equation*}
p_{\text {out }}=F\left(p_{i n}, q_{i n}\right) \text {, } \tag{3.14}
\end{equation*}
$$

where $p_{i n}$ and $q_{i n}$ are the erasure probability of the decoder inputs $L_{i n}(\mathbf{u})$ and $L_{\text {in }}(\mathbf{v})$, while $p_{\text {out }}$ is the erasure probability of the decoder output $L_{e}(\mathbf{u})$.

Now consider the turbo decoder shown in Fig. 3.6b. For simplicity, we consider that the upper and lower decoder have the same transfer function. The notations for the DE functions at the $i$-th decoding iteration is as follows:

| Notation | Definition |
| :--- | :--- |
| $\bar{p}_{\mathrm{L}}^{(i)}$ | Information input erasure probability of $f^{\mathrm{U}}$ |
| $\bar{q}_{\mathrm{U}}^{(i)}$ | Parity input erasure probability of $f^{\mathrm{U}}$ |
| $p_{\mathrm{U}}^{(i)}$ | Information output erasure probability of $f^{\mathrm{U}}$ |
| $\bar{p}_{\mathrm{U}}^{(i)}$ | Information input erasure probability of $f^{\mathrm{L}}$ |
| $\bar{q}_{\mathrm{L}}^{(i)}$ | Parity input erasure probability of $f^{\mathrm{L}}$ |
| $p_{\mathrm{L}}^{(i)}$ | Information output erasure probability of $f^{\mathrm{L}}$ |

At upper decoder and the $i$-th decoding iteration, the input of the upper decoder information sequence $L_{i n}(\mathbf{u})$ denpends on both the channel LLR and the extrinsic information from the lower decoder, so that its erasure probability is $\bar{p}_{\mathrm{L}}^{(i)}=\varepsilon \cdot p_{\mathrm{L}}^{(i-1)}$. The input of the upper decoder parity sequence $L_{i n}\left(\mathbf{v}^{\mathrm{U}}\right)$ only depends on the channel LLR, so that its erasure probability is $\bar{q}_{U}^{(i)}=\varepsilon$. Therefore, the DE function of the upper encoder is

$$
\begin{equation*}
p_{\mathrm{U}}^{(i)}=F\left(\bar{p}_{\mathrm{L}}^{(i)}, \bar{q}_{\mathrm{U}}^{(i)}\right)=F\left(\varepsilon \cdot p_{\mathrm{L}}^{(i-1)}, \varepsilon\right) . \tag{3.15}
\end{equation*}
$$

Likewise, the DE function of the lower encoder is

$$
\begin{equation*}
p_{\mathrm{L}}^{(i)}=F\left(\bar{p}_{\mathrm{U}}^{(i)}, \bar{q}_{\mathrm{L}}^{(i)}\right)=F\left(\varepsilon \cdot p_{\mathrm{U}}^{(i-1)}, \varepsilon\right) . \tag{3.16}
\end{equation*}
$$

The a-posteriori LLR depends on both the upper and the lower extrinsic LLR, as well as the channel LLR. Thus, the a-posteriori erasure probability is

$$
\begin{equation*}
p_{\mathbf{u}}^{(i)}=\varepsilon \cdot p_{\mathrm{U}}^{(i)} \cdot p_{\mathrm{L}}^{(i)} . \tag{3.17}
\end{equation*}
$$

For a turbo-like code and at a given BEC erasure rate, if the a-posteriori erasure probability drops to zero as the number of iterations increases, it means that any codeword of infinite length received over the BEC can be successfully decoded when BP decoding is used. Otherwise, if the a-posteriori erasure probability becomes a non-zero constant as the number of iterations increases, it means that the decoding of any received codeword would fail. The maximum BEC erasure rate that the a-posteriori erasure probability drops to zero is referred to as the BP decoding threshold. General speaking, a large BP decoding threshold leads to a good finite-length error performance in the waterfall regime.

Example 3.3. Consider the turbo code with component RSC generator $\mathbf{G}=$ $\left[1, \frac{5}{7}\right]$. Fig. 3.7a plots the transfer function of the component RSC code, while 3.7 b plots the evolution of a-posteriori erasure probability over decoding iterations for various BEC erasure rates. When $\varepsilon=0.6428$, the a-posteriori erasure probability drops to zero for around 200 iterations. When $\varepsilon=0.6429$, the a-posteriori erasure probability stays at 0.2622 . Thus, the BP decoding threshold of the turbo code is $\varepsilon_{\mathrm{BP}}=0.6428$.


Figure 3.7: Density evolution for the turbo code with $\mathbf{G}=\left[1, \frac{5}{7}\right]$.

### 3.3.2 Distance Properties

Consider a convolutional code with $\operatorname{codebook} \mathcal{C}$. Let $\mathbf{c} \in \mathcal{C}, w(\mathbf{c})$ be the Hamming weight (the number of 1 s ) of $\mathbf{c}$. Given an information sequence $\mathbf{u}$ producing codeword $\mathbf{c}, w(\mathbf{u})$ is referred to as the information weight of $\mathbf{c}$.

The performance of a convolutional code can be described by its distance spectrum. Let $d$ be the codeword weight, $A_{d}$ be the multiplicity (the total number) of weight- $d$ codewords, and $\bar{w}_{d}$ be the average information weight causing the weight$d$ codewords. The bit error rate (BER) performance of a convolutional code with maximum-likelihood decoding over an AWGN channel is upper-bounded by the union bound 8385

$$
\begin{equation*}
P_{b} \leq \sum_{d=d_{\text {free }}}^{N} \frac{A_{d} \bar{w}_{d}}{K} Q\left(\sqrt{\frac{2 d E_{s}}{N_{0}}}\right) \tag{3.18}
\end{equation*}
$$

where $d_{\text {free }} \triangleq \min _{w(\mathbf{c}) \in \mathcal{C}, \mathbf{c} \neq 0} w(\mathbf{c})$ is the minimum weight of all non-zero codewords, called the free distance. The $Q$-function is defined as $Q(x) \triangleq \frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} e^{-z^{2} / 2} d z$. For a high SNR, the free-distance term dominates the above union bound.

Therefore, the asymptotic performance of a convolutional code approaches

$$
\begin{equation*}
P_{b} \approx \frac{A_{\mathrm{free}} \bar{w}_{\mathrm{free}}}{K} Q\left(\sqrt{\frac{2 d_{\mathrm{free}} E_{s}}{N_{0}}}\right), \tag{3.19}
\end{equation*}
$$

where $A_{\text {free }}$ is the free distance multiplicity, i.e., the number of free-distance codewords whose weight equals $d_{\text {free }}$, and $\bar{w}_{\text {free }}$ is the average information weight causing the free-distance codewords.

Theoretically, the error performance of a turbo code (or a turbo-like code) with ML decoding can also be bounded using (3.18). In addition, 86 have derived upper bounds on the BLER and BER of turbo codes with ML decoding. Due to the interleaver between component encoders, an exhaustive search is required to obtain the exact distance spectrum. Thus, it is extremely difficult to compute the BER upper bound using (3.18) for a large information length due to the large search range. Various works [83, 84, 87, 88] have studied the methods to search for the free distance term, and it was shown that the BER in the error floor regime can be lower bounded by using the free distance asymptote (3.19).

In practice, the BER in the error floor regime is largely determined by the low-weight codewords given by weight-2 information sequences, because the interleaving makes the number of low-weight codewords given by information sequences with a weight higher than two negligibly small [89|. Thus, the minimum codeword weight given by weight-2 information sequences is commonly referred to as the free distance (or effective minimum distance) of the turbo code.

Example 3.4. Consider the turbo code with $\mathbf{G}=\left[1, \frac{5}{7}\right], K=10^{3}$, and pseudorandom interleavers. Although the exact value of free distance terms may change with the interleaver, for most of the interleavers, it is observed that the free distance is 10 , and the averaged multiplicity $A_{10}$ is around 2. Fig. 3.8 shows the BER curve of this turbo code and its free distance asymptote with free distance


Figure 3.8: Free distance asymptote of the turbo code with $\mathbf{G}=\left[1, \frac{5}{7}\right]$ and $K=10^{3}$.
terms $d_{\text {free }}=10, A_{\text {free }}=2$, and $\bar{w}_{\text {free }}=2$.

### 3.4 Spatial Coupling Design for Turbo-Like Codes

There exist many works on applying spatial coupling technique to turbo-like codes. In [63], the authors proposed laminated turbo codes (LTCs), whose component code is a rate- $k / n$ RSC code. The coupling is performed such that the RSC encoder takes the information bits at the current time instant and at the previous $k-1$ time instants, so that each information sequence is encoded by $k$ times. The authors showed that LTCs outperform the turbo codes of the same rates, and meanwhile provide high rate flexibility and good convergence behavior for small codeword lengths. In [64], the authors constructed braided convolutional codes (BCCs), which can be seen as a sliding version of product codes 90] with an RSC code as the component code. BCCs outperform turbo codes in both the waterfall and the error floor regimes. It was also shown that the free distance of

BCCs grows linearly with constraint length. In [38], the authors extended BCCs to large coupling memories and applied spatial coupling on parallel concatenated RSC codes (SC-PCCs) and serially concatenated RSC codes (SC-SCC). In their paper, it was proved that threshold saturation occurs for their proposed codes.

All the above works and their subsequent studies on spatially coupled turbolike codes $65,79,81,91,92$ have reported that spatial coupling brings significantly performance improvement on turbo-like codes in terms of decoding threshold and error floor.

In the following, we review some typical spatially coupled turbo-like codes, which will be used as the performance benchmark in Chapters $4-6$.

### 3.4.1 SC-PCCs and SC-SCCs

In [38], the authors introduced two types of spatially coupled turbo-like codes: spatially coupled parallel concatenated codes (SC-PCCs) and spatially coupled serially concatenated codes (SC-SCCs). For both codes, the coupling is done in a block-wise manner. That is, given a set of $L$ turbo code/SCC encoders, each encoder inputs the subsequences of the outputs of its preceding encoders. In the following, we briefly review the encoding of SC-PCCs and SC-PCCs with coupling memory $m=1$, i.e., the $t$-th encoder only takes a subsequence of the output of the $t-1$-th encoder.

Fig. 3.9aplots the encoder block diagram of a SC-PCC with coupling memory $m=1$. At time $t$, the $t$-th turbo encoder takes information sequence $\mathbf{u}_{t}$. At the upper encoder, $\mathbf{u}_{t}$ is de-multiplexed, giving two subsequences $\mathbf{u}_{t, 0}$ and $\mathbf{u}_{t, 1}$. The upper encoder takes $\left[\mathbf{u}_{t, 0}, \mathbf{u}_{t-1,1}\right]$ as input and produces the upper parity sequence $\mathbf{v}_{t}^{\mathrm{U}}$. Meanwhile, at the lower encoder, $\widetilde{\mathbf{u}}_{t}$ is de-multiplexed, giving two subsequences $\widetilde{\mathbf{u}}_{t, 0}$ and $\widetilde{\mathbf{u}}_{t, 1}$. The lower encoder takes $\left[\widetilde{\mathbf{u}}_{t, 0}, \widetilde{\mathbf{u}}_{t-1,1}\right]$ as input and


Figure 3.9: Encoder block diagram of spatially coupled turbo-like codes.
produces the lower parity sequence $\mathbf{v}_{t}^{\mathrm{L}}$. The output of the $t$-th turbo encoder is given by $\left[\mathbf{u}_{t}, \mathbf{v}_{t}^{\mathrm{U}}, \mathbf{v}_{t}^{\mathrm{L}}\right]$.

Fig. 3.9 c plots the encoder block diagram of an SC-PCC with $m=1$. At the $t$-th SCC encoder, the interleaved output of the outer encoder $\widetilde{\mathbf{v}}_{t}^{\mathrm{O}}$, consisting of the information sequence $\mathbf{u}_{t}$ and the outer parity sequence $\mathbf{v}_{t}^{\mathrm{O}}$, is de-multiplexed, giving the subsequences $\widetilde{\mathbf{v}}_{t, 0}^{\mathrm{O}}$ and $\widetilde{\mathbf{v}}_{t, 1}^{\mathrm{O}}$. The inner coder inputs $\left[\widetilde{\mathbf{v}}_{t, 0}^{0}, \widetilde{\mathbf{v}}_{t-1,1}^{\mathrm{O}}\right]$ and produce the inner parity sequence $\mathbf{v}_{t}^{\mathrm{I}}$. The output of the $t$-th SCC encoder is given by $\left[\mathbf{u}_{t}, \mathbf{v}_{t}^{\mathrm{O}}, \mathbf{v}_{t}^{\mathrm{I}}\right]$.

### 3.4.2 BCCs

There are two types of braided convolutional codes (BCCs). Unlike typical SCPCCs and SC-SCCs which are built by concatenating rate- $\frac{1}{2}$ RSC codes, BCCs are built by concatenating duo-binary turbo codes, i.e., parallel concatenated
rate- $\frac{2}{3}$ RSC codes. The original design of BCCs was firstly introduced in 64. In this design, the authors only consider coupling memory $m=1$. Later, in [38], the authors extend the structure of the original BCCs to $m \geq 1$, referred to as the type-I BCCs.

Fig. 3.9b shows the encoder block diagram of a type-I BCC with $m=1$. In the $t$-th duo-binary turbo encoder, the upper encoder takes two input sequences. The first input sequence is the information sequence $\mathbf{u}_{t}$. The second input sequence is the interleaved parity sequence $\widetilde{\mathbf{v}}_{t-1}^{\mathrm{U}}$ from the lower encoder of the $t-1$-th duobinary turbo encoder. Likewise, the lower encoder takes two input sequences: the interleaved information sequence $\widetilde{\mathbf{u}}_{t}$, and the interleaved parity sequence $\widetilde{\mathbf{v}}_{t-1}^{\mathrm{U}}$ from the upper encoder of the $t$-1-th duo-binary turbo encoder. The output of the $t$-th duo-binary turbo encoder is $\left[\mathbf{u}_{t}, \mathbf{v}_{t}^{\mathrm{U}}, \mathbf{v}_{t}^{\mathrm{L}}\right]$.

In addition, 38 introduced another type of BCCs, referred to as type-II BCCs. On the basis of the coupling structure of type-I BCCs, type-II BCCs also employ the coupling structure of SC-PCCs on the first input sequence of the duo-binary turbo encoder. That is, $\mathbf{u}_{t}$ is split into $\mathbf{u}_{t, 0}$ and $\mathbf{u}_{t, 1}$, while $\widetilde{\mathbf{u}}_{t}$ is split into $\widetilde{\mathbf{u}}_{t, 0}$ and $\widetilde{\mathbf{u}}_{t, 1}$. The first input sequence of the upper and the lower encoder are $\left[\mathbf{u}_{t, 0}, \mathbf{u}_{t-1,1}\right]$ and $\left[\widetilde{\mathbf{u}}_{t, 0}, \widetilde{\mathbf{u}}_{t-1,1}\right]$ respectively.

### 3.5 Summary

In this chapter, we have reviewed the background on turbo codes, including the encoding and decoding algorithm, performance analysis, and existing spatially coupled turbo-like codes.

In Chapters 4-6, we will present our spatially coupled turbo-like codes design. In Chapter 4, we will introduce partially information coupled turbo codes (PICTCs) and partially parity coupled turbo codes (PPC-TCs). In Chapter 5, we
will introduce various partially coupled codes by applying coupling to duo-binary turbo codes. In particular, a generalization of type-I BCCs is also included. In Chapter 6, we will introduce generalized SC-PCCs (GSC-PCCs) and show that PIC-TCs and SC-PCCs are both special cases of GSC-PCCs.

## Chapter 4

## Partially Coupled Turbo Codes

In this chapter, we introduce the partial coupling technique to improve the transmission efficiency of the transport block based communication standards. We propose two types of partially coupled turbo codes: partially information coupled turbo codes and partially parity coupled turbo codes. The coupling is performed such that a fraction of the information/parity sequence of a turbo code block (CB) is used as a part of the information sequence of the succeeding CBs. The asymptotic decoding thresholds of the proposed codes over binary erasure channels (BECs) are analyzed via density evolution. Simulation results show the significant error performance improvement of the proposed codes over the benchmark turbo code and existing designs of spatially coupled turbo codes.

### 4.1 Introduction

Spatial coupling is a code construction technique that connects a sequence of component codes to form a long codeword chain. It was firstly introduced in [35] for spatially coupled LDPC (SC-LDPC) codes. Spatially coupled codes can be decoded by a sliding window decoder [36] with lower decoding latency compared
to decoding the whole codeword block. Thus, spatially coupled codes become very popular in a wide range of applications in communications.

In this chapter, we introduce a new spatial coupling technique called partial coupling, including partially information coupling (PIC) and partially parity coupling (PPC). By applying partial coupling to turbo codes, we construct two types of partially coupled turbo codes: partially information coupled turbo codes (PIC-TCs) and partially parity coupled turbo codes (PPC-TCs) 93, 94]. The main contributions ${ }^{1}$ of this chapter are as follows:

- We employ a rate- $\frac{1}{3}$ turbo code as the component code to construct PICTCs and PPC-TCs. To construct PIC-TCs, a fraction of the information sequence of a turbo encoder at one time instance is used as a part of the information sequence of the turbo code encoder at the succeeding time instances. To construct PPC-TCs, a fraction of the parity sequence of a turbo encoder at one time instance is used as the information sequence of the turbo code encoder at the succeeding time instances.

The decoding scheme of PIC-TCs and PPC-TCs are presented, respectively. Each turbo CB is decoded with the BCJR [47] algorithm as partial coupling preserves the code structure of the underlying turbo code. Then, the reliable decoding messages of each CB are passed to other CBs via the coupled sequences.

- The (belief propagation) BP decoding thresholds of the proposed codes on the binary erasure channel (BEC) are investigated. We first look into the graph models of the proposed code ensembles. Based on the

[^2]graph representations, we respectively derive their exact DE equations and compute their BP decoding thresholds for different coupling ratios $\lambda$ and coupling memories $m$. We also investigate the rate-compatible design of our codes by considering random puncturing. The coupling ratios of our codes are optimized to achieve the largest decoding thresholds for different code rates and coupling memories.

We show that both PIC-TCs and PPC-TCs achieve larger decoding thresholds than turbo codes and SC-PCCs [38] of the same rates. Most notably, PPC-TCs only show a gap to the BEC capacity within 0.0002 for a wide range of code rates for large enough coupling memory.

- We evaluate the error performance of our codes over the BEC via simulation. Simulation results confirm our theoretical analysis and show significant error performance improvement over existing spatially coupled turbo-like codes.


### 4.2 PIC-Turbo Codes

In this section, we introduce PIC-TCs. We first present the encoding process of PIC-TCs. Then, the decoding scheme is presented.

### 4.2.1 Encoding of PIC-TCs

Fig. 4.1 depicts the encoder block diagram of the PIC-polar code with $m=1$. The underlying component code of each CB encoder is a rate- $\frac{1}{3}$ turbo code with information length $K$. The encoding processes are as follows.

1. Information segmentation: Let $\mathbf{u}$ be the information sequence of a TB, $L$ be the number of CBs, and $\mathrm{CB}_{t}$ represent the $t$-th CB. The sequence $\mathbf{u}$


Figure 4.1: Encoding scheme of PIC-TCs.
is segmented into $L$ subsequences $\mathbf{u}_{1}^{\prime}, \ldots, \mathbf{u}_{L}^{\prime}$. For $t=1, \ldots, L-1$, $\mathbf{u}_{t}^{\prime}$ is further segmented into two subsequences $\mathbf{u}_{t, t}$ and $\mathbf{u}_{t, t+1}$, where $\mathbf{u}_{t, t}$ is the uncoupled information sequence encoded by $\mathrm{CB}_{t}$, and $\mathbf{u}_{t, t+1}$ is the coupled information sequence encoded by both $\mathrm{CB}_{t}$ and $\mathrm{CB}_{t+1}$. At $t=L, \mathbf{u}_{t}^{\prime}$ only consists of the uncoupled information sequence so that $\mathbf{u}_{L, L}=\mathbf{u}_{L}^{\prime}$.
2. Padding bits insertion: To initialize and terminate the encoding, two all-zero blocks $\mathbf{u}_{0,1}$ and $\mathbf{u}_{L, L+1}$ are attached before $\mathbf{u}_{1,1}$ and after $\mathbf{u}_{L, L}$ respectively.
3. Information coupling and CB encoding: For $t=1, \ldots, L, \mathrm{CB}_{t}$ takes $\mathbf{u}_{t}=\left[\mathbf{u}_{t-1, t}, \mathbf{u}_{t, t}, \mathbf{u}_{t, t+1}\right]$ as its encoder input, and produce the parity sequence $\mathbf{v}_{t}=\left[\mathbf{v}_{t}^{\mathrm{U}}, \mathbf{v}_{t}^{\mathrm{L}}\right]$, where $\mathbf{v}_{t}^{\mathrm{U}}$ and $\mathbf{v}_{t}^{\mathrm{L}}$ are the parity subsequences produced by the upper and lower RSC encoder of the component turbo code, respectively. The final codeword of $\mathrm{CB}_{t}$ is obtained as $\mathbf{x}_{t}=\left[\mathbf{u}_{t}^{\prime}, \mathbf{v}_{t}\right]$. That is, the coupled sequence $\mathbf{u}_{t-1, t}$ is not included in $\mathbf{x}_{t}$ since it has already been included as a part of $\mathbf{x}_{t-1}$. This also means that each coupled sequence is
encoded twice, but it is only transmitted once.

Remark 4.1. In practice, $\mathbf{u}_{t}$ needs to be processed with a CRC encoder before entering the CB encoder so that receiver can detect whether errors appear in $\mathrm{CB}_{t}$. For simplicity, we omit the CRC bits because they do not affect the decoding performance of PIC-TCs and are only used for error detection.

Recall that $K$ is the information length of the CB encoder, that is $\left\|\mathbf{u}_{t}\right\|=$ $K$. With the rate $-\frac{1}{3}$ component turbo code, the length of a parity sequence is $\left\|\mathbf{v}_{t}\right\|=2 K$. Let $K_{c}$ be the length of a coupled sequence (or a padding sequence), then the length of an uncoupled sequence is $\left\|\mathbf{u}_{t, t}\right\|=K_{u}=K-2 K_{c}$. Note that $\left\|\mathbf{u}_{t}^{\prime}\right\|=K-K_{c}$ for $t=1, \ldots, L-1$ while $\left\|\mathbf{u}_{t}^{\prime}\right\|=K-2 K_{c}$ for $t=L$ because $\mathbf{u}_{L}^{\prime}$ only consists of an uncoupled sequence. The code rate of the PIC-TCs with $m=1$ is

$$
\begin{equation*}
R=\frac{\sum_{t=1}^{L}\left\|\mathbf{u}_{t}^{\prime}\right\|}{\sum_{t=1}^{L}\left\|\mathbf{u}_{t}^{\prime}\right\|+\left\|\mathbf{v}_{t}\right\|}=\frac{L K-(L+1) K_{c}}{3 L K-(L+1) K_{c}}, \tag{4.1}
\end{equation*}
$$

We now consider the encoding of the PIC-TCs with coupling memory $m \geq 1$. The information sequence $\mathbf{u}$ is segmented into subsequences $\mathbf{u}_{1}^{\prime}, \ldots, \mathbf{u}_{L}^{\prime}$, where $\left\|\mathbf{u}_{t}\right\|=K-K_{c}$ for $t=1, \ldots, L-m$, and $\left\|\mathbf{u}_{t}\right\|=K-\frac{L+2 m-t}{m} K_{c}$ for $t=L-$ $t+1, \ldots, L$. At time $t, \mathbf{u}_{t}^{\prime}$ is segmented into the uncoupled sequence $\mathbf{u}_{t, t}$ and the coupled subsequences $\mathbf{u}_{t, t+j}, 1 \leq j \leq \min (m, L-t)$. The $\mathrm{CB}_{t}$ encoder takes $\mathbf{u}_{t}=\left[\mathbf{u}_{t-m, t}, \ldots, \mathbf{u}_{t-m, t}, \mathbf{u}_{t, t}, \mathbf{u}_{t, t+1}, \ldots, \mathbf{u}_{t, t+m}\right]$ as input and produces the parity sequence $\mathbf{v}_{t}$. The codeword of $\mathrm{CB}_{t}$ is obtained as $\mathbf{x}_{t}=\left[\mathbf{u}_{t}^{\prime}, \mathbf{v}_{t}\right]$. Note that $\mathbf{u}_{t-j, t}$ such that $t-j<1$ and $\mathbf{u}_{t, t+j}$ such that $t+j>L$ are the all-zero padding sequences, and are not included in the codewords $\mathbf{x}_{1}, \ldots, \mathbf{x}_{L}$. The length of a coupled (or padding) sequence is $\left\|\mathbf{u}_{t, t+j}\right\|=\frac{K_{c}}{m}, 1 \leq j \leq m$. We define the
coupling ratio as

$$
\begin{equation*}
\lambda \triangleq \frac{\sum_{j=1}^{m}\left\|\mathbf{u}_{t-j, t}\right\|}{\left\|\mathbf{u}_{t}\right\|}=\frac{K_{c}}{K} . \tag{4.2}
\end{equation*}
$$

The code rate of the PIC-TCs with $m \geq 1$ is

$$
\begin{equation*}
R=\frac{\sum_{t=1}^{L}\left\|\mathbf{u}_{t}^{\prime}\right\|}{\sum_{t=1}^{L}\left\|\mathbf{u}_{t}^{\prime}\right\|+\left\|\mathbf{v}_{t}\right\|}=\frac{L-\left(L+\frac{m+1}{2}\right) \lambda}{3 L-\left(L+\frac{m+1}{2}\right) \lambda} \stackrel{L \rightarrow \infty}{=} \frac{1-\lambda}{3-\lambda} . \tag{4.3}
\end{equation*}
$$

Example 4.1. Consider the PIC-TC with $L=5, K=100, \lambda=0.2$, and $m=2$. An information sequence $\mathbf{u}$ is segmented into $\mathbf{u}_{1}^{\prime}, \ldots, \mathbf{u}_{5}^{\prime}$, where $\left\|\mathbf{u}_{1}^{\prime}\right\|=$ $\left\|\mathbf{u}_{2}^{\prime}\right\|=\left\|\mathbf{u}_{3}^{\prime}\right\|=80,\left\|\mathbf{u}_{4}^{\prime}\right\|=70$, and $\left\|\mathbf{u}_{5}^{\prime}\right\|=60$. The padding sequences are: $\mathbf{u}_{-1,1}, \mathbf{u}_{0,1}, \mathbf{u}_{0,2}, \mathbf{u}_{4,6}, \mathbf{u}_{5,6}, \mathbf{u}_{5,7}$. The length of each padding sequence is 10 . The input of each CB is as follows:

| CB | $\mathbf{u}_{t}^{\prime}$ | $\mathbf{u}_{t}$ |
| :--- | :--- | :--- |
| $\mathrm{CB}_{1}$ | $\mathbf{u}_{1}^{\prime}=\left[\mathbf{u}_{1,1}, \mathbf{u}_{1,2}, \mathbf{u}_{1,3}\right]$ | $\mathbf{u}_{1}=\left[\mathbf{u}_{-1,1}, \mathbf{u}_{0,1}, \mathbf{u}_{1}^{\prime}\right]$ |
| $\mathrm{CB}_{2}$ | $\mathbf{u}_{2}^{\prime}=\left[\mathbf{u}_{2,2}, \mathbf{u}_{2,3}, \mathbf{u}_{2,4}\right]$ | $\mathbf{u}_{2}=\left[\mathbf{u}_{0,2}, \mathbf{u}_{1,2}, \mathbf{u}_{2}^{\prime}\right]$ |
| $\mathrm{CB}_{3}$ | $\mathbf{u}_{3}^{\prime}=\left[\mathbf{u}_{3,3}, \mathbf{u}_{3,4}, \mathbf{u}_{3,5}\right]$ | $\mathbf{u}_{3}=\left[\mathbf{u}_{1,3}, \mathbf{u}_{2,3}, \mathbf{u}_{3}^{\prime}\right]$ |
| $\mathrm{CB}_{4}$ | $\mathbf{u}_{4}^{\prime}=\left[\mathbf{u}_{4,4}, \mathbf{u}_{4,5}\right]$ | $\mathbf{u}_{4}=\left[\mathbf{u}_{2,4}, \mathbf{u}_{3,4}, \mathbf{u}_{4}^{\prime}, \mathbf{u}_{4,6}\right]$ |
| $\mathrm{CB}_{5}$ | $\mathbf{u}_{5}^{\prime}=\left[\mathbf{u}_{5,5}\right]$ | $\mathbf{u}_{5}=\left[\mathbf{u}_{3,5}, \mathbf{u}_{4,5}, \mathbf{u}_{5}^{\prime}, \mathbf{u}_{5,6}, \mathbf{u}_{5,7}\right]$ |

The code rate of this PIC-TC is

$$
R=\frac{\sum_{i=1}^{5} \mathbf{u}_{t}^{\prime}}{\sum_{i=1}^{5}\left(\mathbf{u}_{t}^{\prime}+\mathbf{v}_{t}\right)}=\frac{80 * 3+70+60}{80 * 3+70+60+5 * 200}=0.27
$$



Figure 4.2: Decoding of PIC-TCs with $m=1$.

### 4.2.2 Decoding of PIC-TCs

The decoding of PIC can be accomplished by a serial feed-forward and feed-back (FF-FB) scheme. As shown in Fig. 4.2, the FF-FB scheme includes two types of decoding iterations. One is the inner iteration (CB decoding) to decode a CB, where the upper and lower RSC decoders exchange extrinsic information between them, realized by the BCJR algorithm [47, 88]. The other is the outer iteration (global decoding), in which the extrinsic information associated with the coupled sequences is passed between consecutive CBs in forward-backward round trips.

We use $L_{c h}(\mathbf{u})$ to represent the LLRs of sequence $\mathbf{u}$. At $\mathrm{CB}_{t}, t=1, \ldots, L$, we use $L_{a}^{(t)}(\mathbf{u})$ and $L_{e}^{(t)}(\mathbf{u})$ to represent the a-priori LLR and extrinsic LLR associated with $\mathbf{u}$ at $\mathrm{CB}_{t}$, respectively. The input of the CB decoder consists of both the channel LLRs $L_{c h}\left(\mathbf{u}_{t}\right)$ and $L_{c h}\left(\mathbf{v}_{t}\right)$, and the a-priori LLRs $L_{a}\left(\mathbf{u}_{t-j, t}\right)$ and $L_{a}\left(\mathbf{u}_{t, t+j}\right), 1 \leq j \leq m$. The a-priori LLRs $L_{a}^{(t)}\left(\mathbf{u}_{t-j, t}\right)$ is from the extrinsic LLR $L_{e}^{(t-j)}\left(\mathbf{u}_{t-j, t}\right)$ at $\mathrm{CB}_{t-j}$, while $L_{a}^{(t)}\left(\mathbf{u}_{t, t+j}\right)$ is from the extrinsic LLR $L_{e}^{(t-j)}\left(\mathbf{u}_{t, t+j}\right)$
at $\mathrm{CB}_{t+j}$. Thus, for a bit $u \in\left\{\mathbf{u}_{t}, \mathbf{v}_{t}\right\}$, its input LLR of the CB decoder is

$$
L_{i n}^{(t)}(u)= \begin{cases}L_{c h}(u) & \text { if } u \in\left\{\mathbf{u}_{t, t}, \mathbf{v}_{t}\right\}  \tag{4.4}\\ L_{c h}(u)+L_{a}^{(t)}(u)=L_{c h}(u)+L_{e}^{(t-j)}(u) & \text { if } u \in \mathbf{u}_{t-j, t} \\ L_{c h}(u)+L_{a}^{(t)}(u)=L_{c h}(u)+L_{e}^{(t+j)}(u) & \text { if } u \in \mathbf{u}_{t, t+j}\end{cases}
$$

After CB decoder produces the a-posteriori LLR $L^{(t)}\left(\mathbf{u}_{t}\right)$. Then, the extrinsic LLR of a coupled bit $u \in\left\{\mathbf{u}_{t-j, t}, \mathbf{u}_{t, t+j}\right\}$ is updated following

$$
\begin{equation*}
L_{e}^{(t)}(u)=L^{(t)}(u)-L_{i n}^{(t)}(u) \tag{4.5}
\end{equation*}
$$

By putting (4.4) into (4.5), we can rewrite the updating of extrinsic LLRs at $\mathrm{CB}_{t}$ as follows:

$$
\begin{align*}
L^{(t)}\left(\mathbf{u}_{t-j, t}\right) & =L_{e}^{(t)}\left(\mathbf{u}_{t-j, t}\right)+L_{e}^{(t-j)}\left(\mathbf{u}_{t-j, t}\right)+L_{c h}\left(\mathbf{u}_{t-j, t}\right),  \tag{4.6a}\\
L^{(t)}\left(\mathbf{u}_{t, t+j}\right) & =L_{e}^{(t)}\left(\mathbf{u}_{t, t+j}\right)+L_{e}^{(t+j)}\left(\mathbf{u}_{t, t+j}\right)+L_{c h}\left(\mathbf{u}_{t, t+j}\right) . \tag{4.6b}
\end{align*}
$$

### 4.3 PPC-Turbo Codes

In this section, we present the encoding and decoding of PPC-TCs.

### 4.3.1 Encoding of PPC-TCs

Fig. 4.3 depicts the encoder block diagram of a PPC-TC with $m=1$. The encoding processes are as follows.

1. Information segmentation: The sequence $\mathbf{u}$ is segmented into $L$ subsequences $\mathbf{u}_{1}^{\prime}, \ldots, \mathbf{u}_{L}^{\prime}$, where $\left\|\mathbf{u}_{t}^{\prime}\right\|=K-K_{c}$ for $t=1, \ldots, L-1$, and


Figure 4.3: Encoding scheme of PPC-TCs.
$\left\|\mathbf{u}_{L}^{\prime}\right\|=K-2 K_{c}$.
2. Padding bits insertion: To initialize and terminate the encoding, two all-zero blocks $\mathbf{v}_{0,1}$ and $\mathbf{v}_{L, L+1}$ of length $K_{c}$ are attached before $\mathbf{u}_{1}^{\prime}$ and after $\mathbf{u}_{L}^{\prime}$ respectively.
3. Information coupling and CB encoding: For $t=1, \ldots, L-1, \mathrm{CB}_{t}$ takes $\mathbf{u}_{t}=\left[\mathbf{v}_{t-1, t}, \mathbf{u}_{t}^{\prime}\right]$ as its encoder input, and produces the parity sequence $\mathbf{v}_{t}=\left[\mathbf{v}_{t}^{\mathrm{U}}, \mathbf{v}_{t}^{\mathrm{L}}\right]$. The codeword of $\mathrm{CB}_{t}$ is obtained as $\mathbf{x}_{t}=\left[\mathbf{u}_{t}^{\prime}, \mathbf{v}_{t}\right]$. Then, $\mathbf{v}_{t}$ is split into the uncoupled parity sequence $\mathbf{v}_{t, t}$, which only stays in $\mathbf{x}_{t}$, and the coupled parity sequence $\mathbf{v}_{t, t+1}$, which will become a part of the CB encoder input in time $t+1$. For $t=L, \mathrm{CB}_{L}$ takes $\mathbf{u}_{L}=\left[\mathbf{v}_{L-1, L}, \mathbf{u}_{L}^{\prime}, \mathbf{v}_{L, L+1}\right]$ as its encoder input, where $\mathbf{v}_{L, L+1}$ is a padding sequence, and produces the parity sequence $\mathbf{v}_{L}$. The codeword of $\mathrm{CB}_{L}$ is $\mathbf{x}_{L}=\left[\mathbf{u}_{L}^{\prime}, \mathbf{v}_{L}\right]$, i.e., the padding sequence $\mathbf{v}_{L, L+1}$ is not transmitted.

Now consider $m \geq 1$. The information sequence $\mathbf{u}$ is segmented into subsequences $\mathbf{u}_{1}^{\prime}, \ldots, \mathbf{u}_{L}^{\prime}$, where $\left\|\mathbf{u}_{t}\right\|=K-K_{c}$ for $t=1, \ldots, L-m$, and $\left\|\mathbf{u}_{t}\right\|=$ $K-\frac{L+2 m-t}{m} K_{c}$ for $t=L-t+1, \ldots, L$. For $t=1, \ldots, L-m$, the CB encoder inputs $\mathbf{u}_{t}=\left[\mathbf{v}_{t-m, t}, \ldots, \mathbf{v}_{t-1, t}, \mathbf{u}_{t}^{\prime}\right]$ and outputs the parity sequence $\mathbf{v}_{t}$. Then, $\mathbf{v}_{t}$ is segmented into the uncoupled sequence $\mathbf{v}_{t, t}$ and the coupled subsequences $\mathbf{v}_{t, t+j}, 1 \leq j \leq m$. For $t=L-t+1, \ldots, L$, the CB encoder inputs $\mathbf{u}_{t}=\left[\mathbf{v}_{t-m, t}, \ldots, \mathbf{v}_{t-1, t}, \mathbf{u}_{t}^{\prime}, \mathbf{v}_{t, t+1}, \ldots, \mathbf{v}_{t, t+m-L}\right]$, where $\mathbf{v}_{t, t+1}, \ldots, \mathbf{v}_{t, t+m-L}$ are the padding sequences, and outputs the parity sequence $\mathbf{v}_{t}$. Then, $\mathbf{v}_{t}$ is segmented into the uncoupled sequence $\mathbf{v}_{t, t}$ and the coupled subsequences $\mathbf{v}_{t, t+j}, 1 \leq j \leq$ $L-t$. For $t=1, \ldots, L$, the codeword of $\mathrm{CB}_{t}$ is obtained as $\mathbf{x}_{t}=\left[\mathbf{u}_{t}^{\prime}, \mathbf{v}_{t}\right]$.

The length of a coupled (or padding) sequence is $\left\|\mathbf{v}_{t, t+j}\right\|=\frac{K_{c}}{m}, 1 \leq j \leq m$. The coupling ratio of PPC-TCs is defined as

$$
\begin{equation*}
\lambda \triangleq \frac{\sum_{j=1}^{m}\left\|\mathbf{v}_{t-j, t}\right\|}{\left\|\mathbf{u}_{t}\right\|}=\frac{K_{c}}{K} \tag{4.7}
\end{equation*}
$$

The code rate expression of PPC-TCs is the same as that of PIC-TCs in 4.3), so that PIC-TCs and PPC-TCs have the same code rate when they have the same coupling memory and coupling ratio.

Example 4.2. Consider the PPC-TC with $L=5, K=100, \lambda=0.2$, and $m=2$. An information sequence $\mathbf{u}$ is segmented into $\mathbf{u}_{1}^{\prime}, \ldots, \mathbf{u}_{5}^{\prime}$, where $\left\|\mathbf{u}_{1}^{\prime}\right\|=$ $\left\|\mathbf{u}_{2}^{\prime}\right\|=\left\|\mathbf{u}_{3}^{\prime}\right\|=80,\left\|\mathbf{u}_{4}^{\prime}\right\|=70$, and $\left\|\mathbf{u}_{5}^{\prime}\right\|=60$. The padding sequences are: $\mathbf{v}_{-1,1}, \mathbf{v}_{0,1}, \mathbf{v}_{0,2}, \mathbf{v}_{4,6}, \mathbf{v}_{5,6}, \mathbf{v}_{5,7}$. The length of one padding sequence is 10 . The information input and the parity sequence of each CB are as follows:

| CB | Information input | Parity sequence |
| :--- | :--- | :--- |
| $\mathrm{CB}_{1}$ | $\mathbf{u}_{1}=\left[\mathbf{v}_{-1,1}, \mathbf{v}_{0,1}, \mathbf{u}_{1}^{\prime}\right]$ | $\mathbf{v}_{1}=\left[\mathbf{v}_{1,1}, \mathbf{v}_{1,2}, \mathbf{v}_{1,3}\right]$ |
| $\mathrm{CB}_{2}$ | $\mathbf{u}_{2}=\left[\mathbf{v}_{0,2}, \mathbf{v}_{1,2}, \mathbf{u}_{2}^{\prime}\right]$ | $\mathbf{v}_{2}=\left[\mathbf{v}_{2,2}, \mathbf{v}_{2,3}, \mathbf{v}_{2,3}\right]$ |
| $\mathrm{CB}_{3}$ | $\mathbf{u}_{3}=\left[\mathbf{v}_{1,3}, \mathbf{v}_{2,3}, \mathbf{u}_{3}^{\prime}\right]$ | $\mathbf{v}_{3}=\left[\mathbf{v}_{3,3}, \mathbf{v}_{3,4}, \mathbf{v}_{3,5}\right]$ |
| $\mathrm{CB}_{4}$ | $\mathbf{u}_{4}=\left[\mathbf{v}_{2,4}, \mathbf{v}_{3,4}, \mathbf{u}_{4}^{\prime}, \mathbf{v}_{4,6}\right]$ | $\mathbf{v}_{4}=\left[\mathbf{v}_{4,4}, \mathbf{v}_{4,5}\right]$ |
| $\mathrm{CB}_{5}$ | $\mathbf{u}_{5}=\left[\mathbf{v}_{3,5}, \mathbf{v}_{4,5}, \mathbf{u}_{5}^{\prime}, \mathbf{v}_{5,6}, \mathbf{v}_{5,7}\right]$ | $\mathbf{v}_{5}=\left[\mathbf{v}_{5,5}\right]$ |

The code rate of this PPC-TC is

$$
R=\frac{\sum_{i=1}^{5} \mathbf{u}_{t}^{\prime}}{\sum_{i=1}^{5}\left(\mathbf{u}_{t}^{\prime}+\mathbf{v}_{t}\right)}=\frac{80 * 3+70+60}{80 * 3+70+60+5 * 200}=0.27
$$

Remark 4.2. At time $t$, we consider that a coupled sequence $\mathbf{v}_{t, t+j}$ consists of the parity bits from both $\mathbf{v}_{t}^{\mathrm{U}}$ and $\mathbf{v}_{t}^{\mathrm{L}}$. In other words, $\mathbf{v}_{t, t+j}=\left[\mathbf{v}_{t, t+j}^{\mathrm{U}}, \mathbf{v}_{t, t+j}^{\mathrm{L}}\right]$. In addition, we consider $\left\|\mathbf{v}_{t, t+j}^{\mathrm{U}}\right\|=\left\|\mathbf{v}_{t, t+j}^{\mathrm{U}}\right\|=\frac{K_{c}}{2 m}$.

### 4.3.2 Decoding of PPC-TCs

Similar to PIC-TCs, the decoding of PPC can be accomplished by the FF-FB scheme. Consider $\mathrm{CB}_{t}, 1 \leq t \leq L$. Inside the CB decoder, the upper and lower RSC decoders exchange extrinsic LLR of $\mathbf{u}_{t}$ between them. For the global decoding, the extrinsic LLRs associated with the coupled sequences are updated in forward-backward round trips following

$$
\begin{align*}
& L^{(t)}\left(\mathbf{v}_{t-j, t}\right)=L_{e}^{(t)}\left(\mathbf{v}_{t-j, t}\right)+L_{e}^{(t-j)}\left(\mathbf{v}_{t-j, t}\right)+L_{c h}\left(\mathbf{v}_{t-j, t}\right),  \tag{4.8a}\\
& L^{(t)}\left(\mathbf{v}_{t, t+j}\right)=L_{e}^{(t)}\left(\mathbf{v}_{t, t+j}\right)+L_{e}^{(t+j)}\left(\mathbf{v}_{t, t+j}\right)+L_{c h}\left(\mathbf{v}_{t, t+j}\right) . \tag{4.8b}
\end{align*}
$$



Figure 4.4: Compact graph of a) uncoupled turbo codes, b) PIC-TCs with $m=1$, and c) PIC-TCs with $m \geq 1$.

### 4.4 Density Evolution Analysis

In this section, we present the DE analysis of the PIC-TCs and PPC-TCs over the BEC. We first present the graph models and introduce the relevant notations. Then, we derive the DE equations.

### 4.4.1 Graph Model Representation

We first start with the compact graph [38] of uncoupled turbo codes. As shown in Fig. 4.4a, we use two factor nodes $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$ to represent the upper and lower RSC decoders, respectively. The information sequence $\mathbf{u}$ is represented by a variable node (VN) connected to $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$. The two VNs, which only connect to one of the factor nodes, represent the parity sequences $\mathbf{v}^{\mathrm{U}}$ and $\mathbf{v}^{\mathrm{L}}$, respectively. The interleaver is represented by a cross on the edge between $\mathbf{u}$ and $f^{\mathrm{L}}$.

Fig. 4.4b shows the compact graph of the PIC-TC ensemble with coupling memory $m=1$. At time $t$, we use three VNs to represent $\mathbf{u}_{t}$ by treating the


Figure 4.5: Compact graph of a) PPC-TCs with $m=1$ and b) PPC-TCs with $m \geq 1$.
uncoupled sequence $\mathbf{u}_{t, t}$ and the coupled sequences $\mathbf{u}_{t-1, t}$ and $\mathbf{u}_{t, t-1}$ separately. The $\mathrm{VN} \mathbf{u}_{t, t-1}$ is connected to $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$ at time $t-1$ and $t$, meaning that its extrinsic information will be propagated between the upper and lower decoders at time $t-1$ and $t$. In the same token, $\mathbf{u}_{t, t-1}$ is connected to $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$ at time $t-1$ and $t$, meaning that its extrinsic information will be propagated between the upper and lower decoders at time $t$ and $t+1$.

The generalized compact graph of the PIC-TC ensemble with $m \geq 1$ is depicted in Fig. 4.4c. The information sequence $\mathbf{u}_{t}$ is represented by $2 m+1$ VNs, including an uncoupled VN $\mathbf{u}_{t, t}$ and $2 m$ coupled VNs $\mathbf{u}_{t, t-m}, \ldots, \mathbf{u}_{t, t-1}$ and $\mathbf{u}_{t, t+1}, \ldots, \mathbf{u}_{t, t+m}$. The coupled VN $\mathbf{u}_{t, t-j}$ is connected to both time $t-j$ and time $t$, while $\mathbf{u}_{t, t+j}$ is connected to both time $t$ and time $t+j, 1 \leq j \leq m$.

Fig. 4.5a depicts the compact graph of the PPC-TC ensemble with $m=1$. We use one VN to represent $\mathbf{u}_{t}^{\prime}$ and four VNs to represent $\mathbf{v}_{t}$ by treating $\mathbf{v}_{t, t}^{\mathrm{U}}$,
$\mathbf{v}_{t, t+1}^{\mathrm{U}}, \mathbf{v}_{t, t}^{\mathrm{L}}$, and $\left.\mathbf{v}_{t, t+1}^{\mathrm{L}}\right]$ separately . The VNs $\mathbf{v}_{t, t+1}^{\mathrm{U}}$ and $\mathbf{v}_{t, t+1}^{\mathrm{L}}$ are connected to the information input of $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$ at time $t+1$, meaning that the extrinsic information of $\mathbf{v}_{t, t+1}^{\mathrm{U}}$ will be propagated between the upper decoder at time $t$, and the upper and lower decoders at time $t+1$, while the extrinsic information of $\mathbf{v}_{t, t+1}^{\mathrm{L}}$ will be propagated between the lower decoder at time $t$, and the upper and lower decoders at time $t+1$. Likewise, the information input of $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$ at time $t$ are connected to the $\mathrm{VNs} \mathbf{v}_{t-1, t}^{\mathrm{U}}$ and $\mathbf{v}_{t-1, t}^{\mathrm{L}}$ at time $t-1$.

The generalized compact graph of the PPC-TC ensemble with $m \geq 1$ is depicted in Fig. 4.5b, The parity sequence $\mathbf{v}_{t}$ is represented by $2 m+2$ VNs, including two uncoupled VNs $\mathbf{v}_{t, t}^{\mathrm{U}}$ and $\mathbf{v}_{t, t}^{\mathrm{L}}$, and $2 m$ coupled VNs $\mathbf{v}_{t, t+1}^{\mathrm{U}}, \ldots, \mathbf{v}_{t, t+m}^{\mathrm{U}}$ and $\mathbf{v}_{t, t+1}^{\mathrm{L}}, \ldots, \mathbf{v}_{t, t+m}^{\mathrm{L}}$. The coupled VNs $\mathbf{v}_{t, t+j}^{\mathrm{U}}$ and $\mathbf{v}_{t, t+j}^{\mathrm{L}}$ are connected to the information input of $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$ at time $t+j$, while the information input of $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$ at time $t$ are connected to $\mathrm{VNs} \mathbf{v}_{t-j, t}^{\mathrm{U}}$ and $\mathbf{v}_{t-j, t}^{\mathrm{L}}$ at time $t-j, 1 \leq j \leq m$.

### 4.4.2 Notations and Definitions

Now we introduce some notations before we analyze our codes in the following subsections. Let $\varepsilon$ be the BEC erasure probability. The input-output relations of $f^{\mathrm{U}}$ are described by the transfer functions: $F_{1}^{\mathrm{U}}$ and $F_{2}^{\mathrm{U}}$, corresponding to the information sequence and the parity sequence, respectively. Likewise, the input-output relations of $f^{\mathrm{L}}$ are described by the transfer functions $F_{1}^{\mathrm{L}}$ and $F_{2}^{\mathrm{L}}$, respectively. The transfer functions are derived following 82. At time $t$ and the

Table 4.1: Notations for the DE analysis of PIC-TCs and PPC-TCs.

| Notation | Definition |
| :--- | :--- |
| $\bar{p}_{\mathrm{L}, t}^{(i)}$ | Information input erasure probability of $f^{\mathrm{U}}$ |
| $\bar{q}_{\mathrm{U}}^{(i)}$ | Parity input erasure probability of $f^{\mathrm{U}}$ |
| $p_{\mathrm{U}, t}^{(i)}$ | Information output erasure probability of $f^{\mathrm{U}}$ |
| $q_{\mathrm{U}, t}^{(i)}$ | Parity output erasure probability of $f^{\mathrm{U}}$ |
| $\bar{p}_{\mathrm{U}}^{(i)}$ | Information input erasure probability of $f^{\mathrm{L}}$ |
| $\bar{q}_{\mathrm{L}, t}^{(i)}$ | Parity input erasure probability of $f^{\mathrm{L}}$ |
| $p_{\mathrm{L}, t}^{(i)}$ | Information output erasure probability of $f^{\mathrm{L}}$ |
| $q_{\mathrm{L}, t}^{i()}$ | Parity output erasure probability of $f^{\mathrm{L}}$ |

$i$-th decoding iteration, the DE equations of $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$ are

$$
\begin{gather*}
f^{\mathrm{U}}:\left\{\begin{array}{l}
p_{\mathrm{U}, t}^{(i)}=F_{1}^{\mathrm{U}}\left(\bar{p}_{\mathrm{L}, t}^{(i)}, \bar{q}_{\mathrm{U}, t}^{(i)}\right) \\
q_{\mathrm{U}, t}^{(i)}=F_{2}^{\mathrm{U}}\left(\bar{p}_{\mathrm{L}, t}^{(i)}, \bar{q}_{\mathrm{U}, t}^{(i)}\right)
\end{array},\right.  \tag{4.9a}\\
f^{\mathrm{L}}:\left\{\begin{array}{l}
p_{\mathrm{L}, t}^{(i)}=F_{1}^{\mathrm{L}}\left(\bar{p}_{\mathrm{U}, t}^{(i)}, \bar{q}_{\mathrm{L}, t}^{(i)}\right) \\
q_{\mathrm{L}, t}^{(i)}=F_{2}^{\mathrm{L}}\left(\bar{p}_{\mathrm{U}, t}^{(i)}, \bar{q}_{\mathrm{L}, t}^{(i)}\right)
\end{array}\right. \tag{4.9b}
\end{gather*}
$$

The notations for the inputs and outputs of the above transfer functions are in Table 4.1

### 4.4.3 Density Evolution of PIC-TCs

We first consider the PIC-TC ensemble with coupling memory $m=1$. For $f^{\mathrm{U}}$ at time $t$ and the $i$-th iteration, $\bar{p}_{\mathrm{L}, t}^{(i)}$ depends on the erasure probabilities of VNs $\mathbf{u}_{t-1, t}, \mathbf{u}_{t, t}$, and $\mathbf{u}_{t, t+1}$. These three VNs can obtain extrinsic information from $f^{\mathrm{L}}$ at time $t$. In addition, $\mathbf{u}_{t-1, t}$ can further obtain extrinsic information from $f^{\mathrm{L}}$ and $f^{\mathrm{U}}$ at time $t-1$, while $\mathbf{u}_{t, t+1}$ can further obtain extrinsic information from $f^{\mathrm{L}}$ and $f^{\mathrm{U}}$ at time $t+1$. Meanwhile, $\bar{q}_{\mathrm{U}, t}^{(i)}$ only depends on the channel erasure
probability. Thus, the input erasure probabilities of $f^{\mathrm{U}}$ are computed as

$$
\begin{align*}
& \bar{p}_{\mathrm{L}, t}^{(i)}=\varepsilon \cdot p_{\mathrm{L}, t}^{(i)} \cdot\left(1-2 \lambda+\lambda \cdot p_{\mathrm{U}, t-1}^{(i-1)} \cdot p_{\mathrm{L}, t-1}^{(i)}+\lambda \cdot p_{\mathrm{U}, t+1}^{(i-1)} \cdot p_{\mathrm{L}, t+1}^{(i)}\right),  \tag{4.10a}\\
& \bar{q}_{\mathrm{U}, t}^{(i)}=\varepsilon \tag{4.10b}
\end{align*}
$$

Consider coupling memory $m \geq 1$. For $f^{\mathrm{U}}$ at time $t$ and the $i$-th iteration, $\bar{p}_{\mathrm{L}, t}^{(i)}$ depends on the erasure probabilities of VNs $\mathbf{u}_{t-m, t}, \ldots, \mathbf{u}_{t-1, t}, \mathbf{u}_{t, t}$, and $\mathbf{u}_{t, t+1}, \ldots, \mathbf{u}_{t, t+m}$. All VNs can obtain extrinsic information from $f^{\mathrm{L}}$ at time $t$. In addition, $\mathbf{u}_{t-j, t}$ can further obtain extrinsic information from $f^{\mathrm{L}}$ and $f^{\mathrm{U}}$ at time $t-i$, while $\mathbf{u}_{t, t+j}$ can further obtain extrinsic information from $f^{\mathrm{L}}$ and $f^{\mathrm{U}}$ at time $t+j, 1 \leq j \leq m$. Meanwhile, $\bar{q}_{\mathrm{U}, t}^{(i)}$ only depends on the channel erasure probability. Thus, the input erasure probabilities of $f^{\mathrm{U}}$ are computed as

$$
\begin{align*}
& \bar{p}_{\mathrm{L}, t}^{(i)}=\varepsilon \cdot p_{\mathrm{L}, t}^{(i)} \cdot\left(1-2 \lambda+\frac{\lambda}{m} \sum_{j=1}^{m} p_{\mathrm{U}, t-j}^{(i-1)} \cdot p_{\mathrm{L}, t-j}^{(i)}+\frac{\lambda}{m} \sum_{j=1}^{m} p_{\mathrm{U}, t+j}^{(i-1)} \cdot p_{\mathrm{L}, t+j}^{(i)}\right)  \tag{4.11a}\\
& \overline{\mathrm{q}}_{\mathrm{U}, t}^{(i)}=\varepsilon \tag{4.11b}
\end{align*}
$$

We omit the density evolution functions for $f^{\mathrm{L}}$ here and also for the rest analysis as it can be derived in the same manner to that for $f^{U}$. With the knowledge of $p_{\mathrm{U}, t}^{(i)}$ and $p_{\mathrm{L}, t}^{(i)}$, the a-posteriori erasure probability of $\mathbf{u}_{t}$ after $i$ iterations is

$$
\begin{equation*}
p_{\mathbf{u}_{t}}^{(i)}=\varepsilon \cdot p_{\mathrm{U}, t}^{(i)} \cdot p_{\mathrm{L}, t}^{(i)} \cdot\left(1-2 \lambda+\frac{\lambda}{m} \sum_{j=1}^{m} p_{\mathrm{U}, t-j}^{(i)} \cdot p_{\mathrm{L}, t-j}^{(i)}+\frac{\lambda}{m} \sum_{j=1}^{m} p_{\mathrm{U}, t+j}^{(i)} \cdot p_{\mathrm{L}, t+j}^{(i)}\right) \tag{4.12}
\end{equation*}
$$

### 4.4.4 Density Evolution of PPC-TCs

Consider the PPC-TC ensemble with $m=1$. For $f^{\mathrm{U}}$ at time $t$ and the $i$-th iteration, $\bar{p}_{\mathrm{L}, t}^{(i)}$ depends on the erasure probabilities of VNs $\mathbf{u}_{t}^{\prime}, \mathbf{v}_{t-1, t}^{\mathrm{U}}$, and $\mathbf{v}_{t-1, t}^{\mathrm{L}}$, where $\mathbf{u}_{t}^{\prime}$ can obtain extrinsic information from $f^{\mathrm{L}}$ at time $t, \mathbf{v}_{t-1, t}^{\mathrm{U}}$ can obtain extrinsic information from $f^{\mathrm{U}}$ at time $t-1$, and $\mathbf{v}_{t-1, t}^{\mathrm{L}}$ can obtain extrinsic information from $f^{\mathrm{L}}$ at time $t-1$. Meanwhile, $\bar{q}_{\mathrm{U}, t}^{(i)}$ depends on the erasure probabilities of $\mathrm{VNs} \mathbf{v}_{t, t}^{\mathrm{U}}$ and $\mathbf{v}_{t, t+1}^{\mathrm{U}}$, where $\mathbf{v}_{t, t+1}^{\mathrm{U}}$ can obtain extrinsic information from $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$ at time $t+1$. Thus, the input erasure probabilities of $f^{\mathrm{U}}$ are computed as

$$
\begin{align*}
& \bar{p}_{\mathrm{L}, t}^{(i)}=\varepsilon \cdot p_{\mathrm{L}, t}^{(i)} \cdot\left(1-\lambda+\frac{\lambda}{2} \cdot q_{\mathrm{U}, t-1}^{(i-1)}+\frac{\lambda}{2} \cdot q_{\mathrm{L}, t-1}^{(i)}\right),  \tag{4.13a}\\
& \bar{q}_{\mathrm{U}, t}^{(i)}=\varepsilon \cdot\left(1-\frac{\lambda}{2}+\frac{\lambda}{2} \cdot p_{\mathrm{U}, t+1}^{(i-1)} \cdot p_{\mathrm{L}, t+1}^{(i)}\right) . \tag{4.13b}
\end{align*}
$$

Consider coupling memory $m \geq 1$. For $f^{U}$ at time $t$ and the $i$-th iteration, $\bar{p}_{\mathrm{L}, t}^{(i)}$ depends on the erasure probabilities of VNs $\mathbf{u}_{t}^{\prime}, \mathbf{v}_{t-m, t}^{\mathrm{U}}, \ldots, \mathbf{v}_{t-1, t}^{\mathrm{U}}$, and $\mathbf{v}_{t-m, t}^{\mathrm{L}}, \ldots, \mathbf{v}_{t-1, t}^{\mathrm{L}}$. To be specific, $\mathbf{u}_{t}^{\prime}$ can obtain extrinsic information from $f^{\mathrm{L}}$ at time $t$, while $\mathbf{v}_{t-j, t}^{\mathrm{U}} / \mathbf{v}_{t-j, t}^{\mathrm{U}}$ can obtain extrinsic information from $f^{\mathrm{U}} / f^{\mathrm{L}}$ at time $t-j, 1 \leq j \leq m$. Meanwhile, $\bar{q}_{\mathrm{U}, t}^{(i)}$ depends on the erasure probabilities of VNs $\mathbf{v}_{t, t}^{\mathrm{U}}$ and $\mathbf{v}_{t, t+1}^{\mathrm{U}}, \ldots, \mathbf{v}_{t, t+m}^{\mathrm{U}}$, where $\mathbf{v}_{t, t+j}^{\mathrm{U}}$ can obtain extrinsic information from $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$ at time $t+j, 1 \leq j \leq m$. The input erasure probabilities of $f^{\mathrm{U}}$ are computed as

$$
\begin{align*}
& \bar{p}_{\mathrm{L}, t}^{(i)}=\varepsilon \cdot p_{\mathrm{L}, t}^{(i)} \cdot\left(1-\lambda+\frac{\lambda}{2 m} \sum_{j=1}^{m} q_{\mathrm{U}, t-j}^{(i-1)}+\frac{\lambda}{2 m} \sum_{j=1}^{m} q_{\mathrm{L}, t-j}^{(i)}\right),  \tag{4.14a}\\
& \bar{q}_{\mathrm{U}, t}^{(i)}=\varepsilon \cdot\left(1-\frac{\lambda}{2}+\frac{\lambda}{2 m} \sum_{j=1}^{m} p_{\mathrm{U}, t+j}^{(i-1)} \cdot p_{\mathrm{L}, t+j}^{(i)}\right) . \tag{4.14b}
\end{align*}
$$

With the knowledge of $p_{\mathrm{U}, t}^{(i)}, p_{\mathrm{L}, t}^{(i)}, \mathbf{v}_{t-m, t}^{\mathrm{U}}, \ldots, \mathbf{v}_{t-1, t}^{\mathrm{U}}$, and $\mathbf{v}_{t-m, t}^{\mathrm{L}}, \ldots, \mathbf{v}_{t-1, t}^{\mathrm{L}}$, the a-posteriori erasure probability of $\mathbf{u}_{t}$ after $i$ iterations is

$$
\begin{equation*}
p_{\mathbf{u}_{t}}^{(i)}=\varepsilon \cdot p_{\mathrm{U}, t}^{(i)} \cdot p_{\mathrm{L}, t}^{(i)} \cdot\left(1-\lambda+\frac{\lambda}{2 m} \sum_{j=1}^{m} p_{\mathrm{U}, t-j}^{(i)}+\frac{\lambda}{2 m} \sum_{j=1}^{m} p_{\mathrm{L}, t-j}^{(i)}\right) . \tag{4.15}
\end{equation*}
$$

### 4.4.5 Density Evolution with Random Puncturing

We have noted that partial coupling brings rate loss. When using a rate- $\frac{1}{3}$ turbo code to as the building block, the PIC-TCs and PPC-TCs have a rate below $\frac{1}{3}$. Thus, external rate-matching techniques are required to reach $R \geq \frac{1}{3}$. We consider the rate-matching design of our codes by randomly puncturing the parity bits.

Let $\delta$ represent the puncturing ratio, which is the fraction of punctured bits in the parity sequence of a CB. The code rate of a punctured partially coupled turbo code with coupling ratio $\lambda$, coupling memory $m$, and puncturing ratio $\delta$ is

$$
\begin{equation*}
R=\frac{L-\left(L+\frac{m+1}{2}\right) \lambda}{L(3-2 \delta)-\left(L+\frac{m+1}{2}\right) \lambda} \stackrel{L \rightarrow \infty}{=} \frac{1-\lambda}{3-2 \delta-\lambda} . \tag{4.16}
\end{equation*}
$$

On the other hand, we can obtain $\delta$ when given a target code rate $R$ as

$$
\begin{equation*}
\delta \stackrel{L \rightarrow \infty}{=} \frac{3-\lambda}{2}-\frac{1-\lambda}{2 R} \tag{4.17}
\end{equation*}
$$

Given BEC erasure probability $\varepsilon$, the parity erasure probability from channel becomes $\varepsilon^{\prime}=\varepsilon \cdot(1-\delta)+\delta$. For the DE analysis of PIC-TCs, we simply substitute $\bar{q}_{\mathrm{U}, t}^{(i)}=\bar{q}_{\mathrm{L}, t}^{(i)}=\varepsilon^{\prime}$. For the DE analysis of PPC-TCs, we substitute $\varepsilon$ with $\varepsilon^{\prime}$ in 4.13 b and 4.14b).

Table 4.2: BP decoding thresholds for PIC-TCs and PPC-TCs

| $\lambda$ | Rate | Ensemble | $\varepsilon_{\mathrm{BP}}^{(m=1)}$ | $\varepsilon_{\mathrm{BP}}^{(m=5)}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.1 | 0.3103 | PIC-TC | 0.6743 | 0.6749 |
|  |  | PPC-TC | 0.6732 | 0.6741 |
| 0.2 | 0.2857 | PIC-TC | 0.7038 | 0.7053 |
|  |  | PPC-TC | 0.7015 | 0.7036 |
| 0.3 | 0.2593 | PIC-TC | 0.7327 | 0.7351 |
|  |  | PPC-TC | 0.7298 | 0.7332 |
| 0.4 | 0.2308 | PIC-TC | 0.7621 | 0.7655 |
|  |  | PPC-TC | 0.7590 | 0.7637 |
| 0.5 | 0.2000 | PIC-TC | 0.7926 | 0.7974 |
|  |  | PPC-TC | 0.7899 | 0.7958 |

### 4.4.6 BP Decoding Thresholds

We now evaluate the BP decoding thresholds of our codes over the BEC by using the derived DE equations. We consider that the underlying component code is a rate- $\frac{1}{3}$ turbo code with generator $\mathbf{G}=\left[1, \frac{5}{7}\right]$.

For a given coupling memory $m$, the BP decoding thresholds $\varepsilon_{\mathrm{BP}}^{(m)}$ of PIC-TCs and PPC-TCs over coupling ratio $\lambda$ are shown in Table 4.2. In addition, we plot the gap from the decoding thresholds to the BEC capacity $\left(1-R-\varepsilon_{\mathrm{BP}}^{(m)}\right)$ for PIC-TCs and PPC-TCs in Fig. 4.6. From these numerical results, it can be seen that the decoding thresholds of both codes are close to the BEC capacity. It is also observed that PIC-turbos perform better than PPC-TCs when they have the same coupling ratio and coupling memory.

In Fig. 4.7, we plot the decoding thresholds of PIC-TCs and PPC-TCs at $R=$ $\frac{1}{3}$ for various coupling ratio $\lambda$ when the parity bits are randomly punctured. It can be observed that simply maximizing $\lambda$ may not promise the optimal decoding threshold. Thus, we optimize the $\lambda$ to maximize the decoding thresholds.

The maximum decoding thresholds and the corresponding $\lambda$ (which uniquely


Figure 4.6: Gap to capacity for PIC-TCs and PPC-TCs.


Figure 4.7: BP decoding thresholds for rate- $\frac{1}{3}$ PIC-TCs and PPC-TCs.
determines puncturing ratio $\delta$ according to (4.17) of PIC-TCs and PPC-TCs are reported in Table 4.3 for various code rates. For both codes with coupling memory $m=1$, the gap to the BEC capacity is less than 0.02 for all presented rates. Furthermore, the decoding thresholds of both codes improve with increasing coupling memory. We also note that PPC-TCs outperform PIC-TCs for $R \geq \frac{2}{3}$. For comparison purposes, we also include the decoding thresholds of SC-PCCs 38 in the same table. For the thresholds, it can be seen that both PIC-TCs and

Table 4.3: BP decoding thresholds for PIC-TCs and PPC-TCs for $R \geq \frac{1}{3}$.

| Rate | Ensemble | $\varepsilon_{\mathrm{BP}}^{(m=1)}, \lambda$ | $\varepsilon_{\mathrm{BP}}^{(m=15)}, \lambda$ | $\varepsilon_{\mathrm{BP}}^{(m=50)}, \lambda$ |
| :--- | :--- | :--- | :--- | :--- |
| $1 / 3$ | PIC-TC | $0.6576,[0.37,0.42]$ | $0.6635,0.5$ | $0.6639,0.5$ |
|  | PPC-TC | $0.6545,[0.32,0.35]$ | $0.6645,[0.43,0.47]$ | $0.6658,[0.50,0.64]$ |
|  | SC-PCC | 0.6553 | 0.6553 | 0.6553 |
| $1 / 2$ | PIC-TC | $0.4865,[0.44,0.48]$ | $0.4930,0.5$ | $0.4933,0.5$ |
|  | PPC-TC | $0.4865,[0.32,0.33]$ | $0.4977,[0.51,0.58]$ | $0.4991,[0.59,0.73]$ |
|  | SC-PCC | 0.4689 | 0.4689 | 0.4689 |
| $2 / 3$ | PIC-TC | $0.3151,0.5$ | $0.3204,0.5$ | $0.3206,0.5$ |
|  | PPC-TC | $0.3206,[0.30,0.31]$ | $0.3313,[0.54,0.61]$ | $0.3325,[0.61,0.76]$ |
|  | SC-PCC | 0.2772 | 0.2772 | 0.2772 |
| $3 / 4$ | PIC-TC | $0.2307,0.5$ | $0.2349,0.5$ | $0.2351,0.5$ |
|  | PPC-TC | $0.2385,[0.28,0.30]$ | $0.2483,[0.56,0.67]$ | $0.2493,[0.65,0.80]$ |
|  | SC-PCC | 0.1876 | 0.1876 | 0.1876 |
| $4 / 5$ | PIC-TC | $0.1811,0.5$ | $0.1846,0.5$ | $0.1847,0.5$ |
|  | PPC-TC | $0.1896,[0.25,0.28]$ | $0.1985,[0.64,0.72]$ | $0.1994,[0.76,0.83]$ |
|  | SC-PCC | 0.1391 | 0.1391 | 0.1391 |
| $9 / 10$ | PIC-TC | $0.0863,0.5$ | $0.0881,0.5$ | $0.0881,0.5$ |
|  | PPC-TC | $0.0931,[0.19,0.20]$ | $0.0990,[0.69,0.78]$ | $0.0996,[0.78,0.88]$ |
|  | SC-PCC | 0.0582 | 0.0582 | 0.0582 |

PPC-TCs can achieve significant coding gains over SC-PCCs.

### 4.5 Simulation Results

To verify our DE analysis, we simulate the error performance of our codes over the BEC. The error performance is measured in terms of bit erasure rate (BER) versus the channel erasure probability. FF-FB decoding is considered. For all the simulated results, we set $K=10^{5}$ and $m=1$. In addition, we use $L=100$ to minimize the rate loss due to padding sequences. Both interleavers and the positions of coupled bits are randomly chosen.

In Fig. 4.8, we show the performance of both codes with $\lambda \in\left\{\frac{1}{8}, \frac{1}{3}, \frac{1}{2}\right\}$. The corresponding code rates are $R \in\{0.3043,0.2500,0.2000\}$. We also plot the


Figure 4.8: Error performance of PIC-TCs and PPC-TCs with $\lambda \in\left\{\frac{1}{8}, \frac{1}{3}, \frac{1}{2}\right\}$.
performance curves of the uncoupled turbo codes, which have $K=10^{5}$ and are shortened to have the same code rates. Additionally, we include the BP decoding thresholds of our codes and the MAP decoding thresholds 95 of shortened turbo codes. From Fig. 4.8, it can be observed that our codes significantly outperform the shortened turbo codes for all code rates we have simulated. Moreover, the simulated performance of our codes is in agreement with their corresponding DE thresholds.

We also evaluate the performance of our codes with random puncturing. In particular, we plot the error performance of both codes for $R \in\left\{\frac{2}{3}, \frac{3}{4}\right\}$ in Fig. 4.9. We choose $\lambda=0.5$ for the PIC-TC with $R \in\left\{\frac{2}{3}, \frac{3}{4}\right\}, \lambda=0.2870$ for the PPC-TC with $R=\frac{2}{3}$, and $\lambda=0.3093$ for the PPC-TC with $R=\frac{2}{3}$. The BP decoding thresholds for both codes and the MAP decoding thresholds for the uncoupled turbo codes are also shown in the figure. It can be observed that both PICTCs and PPC-TCs perform close to their respective DE thresholds. In addition, PPC-TCs outperform PIC-TCs.


Figure 4.9: Error performance of PIC-TCs and PPC-TCs at $R \in\left\{\frac{2}{3}, \frac{3}{4}\right\}$.

### 4.6 Conclusion

In this chapter, we introduced two coding schemes with partial coupling and constructed PIC-TCs and PPC-TCs. We derived the exact DE equations for our codes with general coupling ratio and coupling memory over the BEC. Ratecompatible designs of our codes for high code rates are also studied. The BP decoding thresholds of our codes with optimized coupling ratio were presented for various code rates. Both theoretical analysis and simulation results showed that the proposed coding scheme can significantly improve the decoding performance over turbo codes.

## Chapter 5

## Partially Coupled Duo-binary Turbo Codes

In this chapter, we propose the partially coupled duo-binary turbo codes. Given a rate- $\frac{1}{3}$ turbo code as the benchmark, we construct a rate $-\frac{1}{2}$ duo-binary turbo code by introducing one extra input to the benchmark code. The coupling is performed such that a fraction of the information/parity sequence of the component code at the current time instance is used as the input of the component encoder at the next time instance. The proposed codes retain the same rates as the benchmark turbo codes, unlike the previous partially information coupled turbo codes whose code rates decrease with increasing the coupling ratio. The asymptotic decoding thresholds of the proposed codes over binary erasure channels are analyzed via density evolution. The impacts of coupling ratios on waterfall and error floor performance are studied. Simulation results show the significant error performance improvement of the proposed codes over the benchmark turbo code, our PIC-TCs and PPC-TCs introduced in Chapter 4, and other existing designs of spatially coupled turbo codes.

### 5.1 Introduction

In this chapter, we still focus on the partial information coupling (PIC) and partial parity coupling (PPC) techniques we have introduced in Chapter 4. Our studies have shown that both PIC-turbo codes and (PIC-TCs) and PPC-turbo codes (PPC-TCs) have comparable performance to the spatially coupled parallel concatenated codes (SC-PCCs) in [38]. However, PIC-TCs and PPC-TCs have lower code rates than their component turbo codes. Hence, some of the coded bits need to be punctured to achieve the same code rates as their component turbo codes. For example, consider a PIC-TC with a rate $-\frac{1}{3}$ turbo code with input length $K$ as its component code. When half of the information sequences are coupled, the PIC-TC has a code rate of $\frac{1}{5}$, and each CB only carries $\frac{K}{2}$ bits information. To achieve a target code rate of $\frac{1}{3}$, half of the parity bits need to be punctured. This could lead to potential performance loss when the CB length is small or medium since the effective codeword length is reduced due to puncturing.

To overcome the aforementioned rate loss issue, and to further investigate the impacts of partial coupling on turbo codes and convolutional codes, we propose a new class of partially coupled codes, namely the partially coupled duo-binary turbo codes (dTCs). Specifically, depending on whether to couple information bits or parity bits, and whether the coupling is performed on the turbo code level or the convolutional code level, we construct partially information coupled dTCs (PIC-dTCs) [96], partially information coupled duo-binary parallel concatenated convolutional codes (PIC-dPCCs), partially parity coupled dTCs (PPC-dTCs), and partially parity coupled duo-binary parallel concatenated convolutional codes (PPC-dPCCs). The main contributions of this chapter are as follows:

- We employ a rate $-\frac{1}{2} \mathrm{dTC}, 74,76$ as the component code to construct PICdTCs, PIC-dPCCs, PPC-dTCs, and PPC-dPCCs. The rate- $\frac{1}{2}$ dTCs have
one extra input compared to the benchmark rate $-\frac{1}{3}$ turbo codes. To construct our codes, one input of the component code carries the information bits at the current time instance, while the extra input carries the coupled information/parity bits from the previous time instance. Specifically, PICdTCs and PPC-dTCs are constructed by applying partial coupling on the turbo code level, while PIC-dPCCs and PPC-dPCCs are constructed by applying partial coupling on the convolutional code level. Our codes can retain the same rate as the benchmark turbo codes regardless of the coupling ratio. In addition, we stress that the class of partially coupled dTCs has a larger design space and more flexibility than the original PIC-TCs and PPC-TCs. Each construction within the proposed class has its unique characteristics that can be exploited to satisfy different requirements.
- The belief propagation (BP) decoding thresholds of the proposed codes over the binary erasure channel (BEC) are investigated. We first look into the graph models of the proposed code ensembles. Based on the graph representations, we respectively derive their exact DE equations and compute their decoding thresholds for different coupling ratios $\lambda$ and coupling memories $m$. We also investigate the rate-compatible design of our codes by considering random puncturing. The coupling ratios of our codes are optimized to achieve the largest decoding thresholds for different code rates and coupling memories.

The DE analysis shows that at code rate $R=\frac{1}{3}$, PIC-dPCCs have the best decoding threshold when coupling memory $m \leq 3$, while PIC-dTCs have the best decoding threshold with a gap to the BEC capacity of around 0.003 when $m>3$. At $R \geq \frac{1}{2}$, PPC-dTCs outperform the rest of our codes and have a gap less than 0.005 to the BEC capacity when $m=5$.

- The error floor performance of our codes is investigated. From both distance property analysis and simulation, it is observed that the error floor of our codes decreases with the increasing coupling ratio.
- The trade-off between decoding threshold and error floor performance is also studied. Specifically, PPC codes with the optimized coupling ratio have better decoding thresholds but worse error floor performance than PIC codes. Hence, we use the interpolation between PIC and PPC to achieve a better trade-off. By allowing both information bits and parity bits to be coupled simultaneously, the resultant partially hybrid coupled dTCs (PHC-dTCs) achieve a gap within 0.005 to the BEC capacity for a wide range of code rates when $m=5$, while having a better error floor than the PPC-dTCs.
- We evaluate the error performance of our codes over the BEC and the AWGN channel via simulation. Simulation results confirm our theoretical analysis and show significant error performance improvement over existing spatially coupled turbo-like codes.


### 5.2 Partially Coupled Duo-binary Turbo Codes

In this section, we introduce the architecture of our partially coupled dTCs. We first review dTCs, which are the building blocks of our codes. Then, we present the encoding and decoding of our codes.

### 5.2.1 Construction of Duo-binary Turbo Codes

Duo-binary turbo codes refer to the turbo codes which encode two information sequences 74 -76. A rate- $\frac{1}{2} \mathrm{dTC}$ is a parallel concatenation of two identical rate- $\frac{2}{3}$

(a)

(b)

Figure 5.1: Encoder block diagram of (a) a rate $-\frac{1}{2}$ RSC code and (b) a rate- $\frac{2}{3}$ RSC code.

RSC codes, whose generator matrix is

$$
\mathbf{G}_{\frac{2}{3}}=\left[\begin{array}{llc}
1 & 0 & \frac{\mathbf{g}_{f}}{\mathbf{g}_{b}}  \tag{5.1}\\
0 & 1 & \frac{\mathbf{g}_{f}^{\prime}}{\mathbf{g}_{b}}
\end{array}\right],
$$

where $\mathbf{g}_{f}$ and $\mathbf{g}_{f}^{\prime}$ are the forward generator polynomials for two information sequences $\mathbf{u}$ and $\mathbf{u}^{\prime}$, respectively, and $\mathbf{g}_{b}$ is the feedback generator polynomial.

Shortening one of the input sequences of the rate $-\frac{2}{3}$ RSC code gives a rate- $\frac{1}{2}$ RSC code. For instance, when $\mathbf{u}^{\prime}=\mathbf{0}$, the rate $-\frac{2}{3}$ RSC code becomes a rate $-\frac{1}{2}$ RSC code with generator matrix $\mathbf{G}_{\frac{1}{2}}=\left[1 \frac{\mathrm{~g}_{f}}{\mathrm{~g}_{b}}\right]$. An example is shown in Fig. 5.1. where the block diagrams of a rate- $\frac{1}{2}$ RSC code with $G_{\frac{1}{2}}=\left[1, \frac{5}{7}\right]$ and a rate- $\frac{2}{3}$ RSC code with $\mathbf{G}_{\frac{2}{3}}=\left[\begin{array}{lllll}1 & 0 & \frac{5}{7} ; & 0 & 1\end{array} \frac{3}{7}\right]$ are plotted. Consequently, a rate- $\frac{1}{3}$ turbo code can be obtained by shortening one of the input sequences of a rate $-\frac{1}{2} \mathrm{dTC}$.

From now on, we will use rate- $\frac{1}{2}$ dTCs to construct the partially coupled dTCs, which have a consistent code rate of $\frac{1}{3}$.

### 5.2.2 Notations and Definitions

Before proceeding, we introduce some frequently used notations in this Chapter. We use $\mathbf{0}_{k}$ to represent a $k$-bit all-zero sequence. Let $L$ denote the number of CBs in a transport block (TB). For $1 \leq t \leq L$, let $\mathrm{CB}_{t}$ represent the $t$-th CB in the TB. The information sequence $\mathbf{u}$ of a TB is divided into $L$ sub-sequences


Figure 5.2: Encoder block diagram of PIC-dTCs with coupling memory $m=1$.
$\mathbf{u}_{1}, \ldots, \mathbf{u}_{L}$ of equal length, where $\mathbf{u}_{t}$ is the information sequence of $\mathrm{CB}_{t}$. The parity sequence of $\mathrm{CB}_{t}$ is denoted by $\mathbf{v}_{t}=\left[\mathbf{v}_{t}^{\mathrm{U}}, \mathbf{v}_{t}^{\mathrm{L}}\right]$, where $\mathbf{v}_{t}^{\mathrm{U}}$ and $\mathbf{v}_{t}^{\mathrm{L}}$ are the parity sequences from the upper and lower RSC encoders of $\mathrm{CB}_{t}$, respectively. The information length of the component code is $\left\|\mathbf{u}_{t}\right\|=K$, and parity length is $\left\|\mathbf{v}_{t}\right\|=2 K$.

### 5.2.3 Construction of PIC-dTCs

In this section, we introduce the architecture of PIC-dTCs. We first describe the encoding of PIC-dTCs with coupling memory $m=1$, i.e., a CB is only coupled with two consecutive CBs. After that, we will describe the encoding of PIC-dTCs with coupling memory $m \geq 1$.

The block diagram of the PIC-dTC encoder with coupling memory $m=1$ is depicted in Fig. 5.2, where the CB encoder refers to a rate- $\frac{1}{2}$ dTC encoder. At time $t$, information sequence $\mathbf{u}_{t}$ is decomposed into $\mathbf{u}_{t, t}$ of length $K-K_{c}$ and
$\mathbf{u}_{t, t+1}$ of length $K_{c}$, where $\mathbf{u}_{t, t}$ is the uncoupled information sequence which only stays in $\mathrm{CB}_{t}$, and $\mathbf{u}_{t, t+1}$ is the coupled information sequence shared between $\mathrm{CB}_{t}$ and $\mathrm{CB}_{t+1}$. Then, the CB encoder takes two input sequences $\mathbf{u}_{t}$ and $\mathbf{u}_{t}^{\prime}=\left[\mathbf{u}_{t-1, t}, \mathbf{0}_{K-K_{c}}\right]$, where $\mathbf{u}_{t-1, t}$ is the coupled information sequence of length $K_{c}$ shared between $\mathrm{CB}_{t-1}$ and $\mathrm{CB}_{t}$, and $\mathbf{0}_{K-K_{c}}$ is the shortened bits to make sure that $\mathbf{u}_{t}$ and $\mathbf{u}_{t}^{\prime}$ have equal length. Note that we set $\mathbf{u}_{0,1}=\mathbf{0}_{K_{c}}$ to initialize the coupling chain, and set $\mathbf{u}_{L, L+1}=\mathbf{0}_{K_{c}}$ to terminate the coupling chain. The codeword of $\mathrm{CB}_{t}$ is obtained as $\left[\mathbf{u}_{t}, \mathbf{v}_{t}\right]$. Since $\mathbf{u}_{t-1, t}$ is a part of $\mathbf{u}_{t-1}$, it is natural to exclude $\mathbf{u}_{t-1, t}$ from the codeword of $\mathrm{CB}_{t}$.

Now consider a general case of coupling memory $m \geq 1$. To initialize and terminate the coupling chain, we set $\mathbf{u}_{t-i, t}=\mathbf{0}_{\frac{K_{c}}{m}}$ for $t \leq i \leq m$ when $1 \leq t \leq m$, and set $\mathbf{u}_{t, t+i}=\mathbf{0}_{\frac{K_{c}}{m}}$ for $L-t+1 \leq i \leq m$ when $L-m+1 \leq t \leq L$. At time $t$, the CB encoder takes $\mathbf{u}_{t}$ and $\mathbf{u}_{t}^{\prime}=\left[\mathbf{u}_{t-m, t}, \ldots, \mathbf{u}_{t-1, t}, \mathbf{0}_{K-K_{c}}\right]$ as inputs, where $\mathbf{u}_{t-i, t}$ is the coupled information sequence from $\mathrm{CB}_{t-i}, 1 \leq i \leq m$, and $\left\|\mathbf{u}_{t-i, t}\right\|=\frac{K_{c}}{m}$. The codeword of $\mathrm{CB}_{t}$ is obtained as $\left[\mathbf{u}_{t}, \mathbf{v}_{t}\right]$, excluding $\mathbf{u}_{t-m, t}, \ldots, \mathbf{u}_{t-1, t}$.

The coupling ratio of PIC-dTCs is defined as $\lambda \triangleq \frac{K_{c}}{K} \in[0,1]$. The component code rate of PIC-dTCs is

$$
\begin{equation*}
R_{0}=\frac{\left\|\mathbf{u}_{t}\right\|+\sum_{i=1}^{m}\left\|\mathbf{u}_{t-i, t}\right\|}{\left\|\mathbf{u}_{t}\right\|+\left\|\mathbf{v}_{t}\right\|+\sum_{i=1}^{m}\left\|\mathbf{u}_{t-i, t}\right\|}=\frac{1+\lambda}{3+\lambda} . \tag{5.2}
\end{equation*}
$$

The code rate of PIC-dTCs is

$$
\begin{equation*}
R=\frac{\sum_{t=1}^{L}\left\|\mathbf{u}_{t}\right\|-K_{\text {Term }}}{\sum_{t=1}^{L}\left(\left\|\mathbf{u}_{t}\right\|+\left\|\mathbf{v}_{t}\right\|\right)-K_{\text {Term }}}=\frac{L-\frac{m+1}{2} \lambda}{3 L-\frac{m+1}{2} \lambda} \stackrel{L \rightarrow \infty}{=} \frac{1}{3}, \tag{5.3}
\end{equation*}
$$

where $K_{\text {Term }}$ is the total number of termination bits.
Remark 5.1. We highlight the differences between PIC-TCs in 93, 97 and the proposed PIC-dTCs. PIC-TCs use a rate- $\frac{1}{3}$ turbo code as the component code


Figure 5.3: Encoder block diagram of PPC-dTCs with coupling memory $m=1$.
so that the CB encoder only has one input sequence. For input length $K$ and coupling ratio $\lambda \in\left[0, \frac{1}{2}\right]$, each CB effectively carries $(1-\lambda) K$ bits information, and the code rate is given by $\frac{1-\lambda}{3-\lambda}$. Therefore, there is a rate loss compared to the uncoupled turbo code, and puncturing is required to increase the code rate of PICTCs to $\frac{1}{3}$. In contrast, PIC-dTCs introduce an additional information sequence on top of the benchmark rate- $\frac{1}{2}$ turbo code to carry the coupled information sequences from the CBs in the previous time instances. Thus, PIC-dTCs have a constant code rate of $\frac{1}{3}$.

### 5.2.4 Construction of PPC-dTCs

In this section, we present the construction of PPC-dTCs. As an example, the encoder block diagram of the PPC-dTCs with $m=1$ is depicted in Fig. 5.3. For initialization, we set $\mathbf{v}_{t-i, t}=\mathbf{0}_{\frac{K_{c}}{m}}$ for $t \leq i \leq m$ and $1 \leq t \leq m$. For termination, we insert termination bits into $\mathbf{u}_{t}$ for $L-m+1 \leq t \leq L$ so that $\mathbf{u}_{t}$ consists
of $K-\frac{(t+m-L) K_{c}}{m}$ information bits and $\frac{(t+m-L) K_{c}}{m}$ termination bits. At time $t$, the CB encoder takes $\mathbf{u}_{t}$ and $\mathbf{u}_{t}^{\prime}=\left[\mathbf{v}_{t-m, t}, \ldots, \mathbf{v}_{t-1, t}, \mathbf{0}_{K-K_{c}}\right]$ as inputs, where $\mathbf{v}_{t-m, t}, \ldots, \mathbf{v}_{t-1, t}$ are the coupled parity sequences of length $\frac{K_{c}}{m}$ decomposed from $\mathbf{v}_{t-m}, \ldots, \mathbf{v}_{t-1}$, respectively. The codeword of $\mathrm{CB}_{t}$ is obtained as $\left[\mathbf{u}_{t}, \mathbf{v}_{t}\right]$. Then, $\mathbf{v}_{t}$ is decomposed as $\mathbf{v}_{t}=\left[\mathbf{v}_{t, t}, \mathbf{v}_{t, t+1}, \ldots, \mathbf{v}_{t, t+m}\right]$, where the uncoupled parity sequence $\mathbf{v}_{t, t}$ stays in $\mathrm{CB}_{t}$, and $\mathbf{v}_{t, t+1}, \ldots, \mathbf{v}_{t, t+m}$ are passed to $\mathrm{CB}_{t+1}, \ldots, \mathrm{CB}_{t+m}$, respectively. The coupling ratio of PPC-dTCs is defined as $\lambda \triangleq \frac{K_{c}}{K}$. The code rate, as well as the component code rate, of the PPC-dTCs is the same as that of the PIC-dTCs when both codes have the same coupling memory and coupling ratio.

Remark 5.2. PPC-dTCs are similar to the type-I BCCs [38] in the sense that the parity sequence of a component code at a time instance becomes a part of the input of the component encoders at the succeeding time instances. The component encoder of both schemes consists of two parallel RSC encoders. Contrary to the type-I BCCs, where the whole parity sequence is coupled and the two RSC encoders take different subsequences of it, for PPC-dTCs, only a part of the parity sequence is coupled and the two RSC encoders take the same parity subsequences.

### 5.2.5 Construction of PIC-dPCCs and PPC-dPCCs

Apart from applying partial coupling on turbo code level to construct PIC-dTCs and PPC-dTCs, we also apply partial coupling on convolutional code level and construct PIC-dPCCs and PPC-dPCCs. To show the differences between these two coupling levels, we plot their CB encoder block diagrams in Fig. 5.4. As shown in Fig. 5.4a, coupling on turbo code level refers to that the upper and lower RSC encoders of $\mathrm{CB}_{t}$ take the same input sequences. In specific, both RSC
encoders take $\mathbf{u}_{t}$ and $\mathbf{u}_{t}^{\prime}=\left[\mathbf{u}_{t-m, t}, \ldots, \mathbf{u}_{t-1, t}, \mathbf{0}_{K-K_{c}}\right]$ for encoding PIC-dTCs, and take $\mathbf{u}_{t}$ and $\mathbf{u}_{t}^{\prime}=\left[\mathbf{v}_{t-m, t}, \ldots, \mathbf{v}_{t-1, t}, \mathbf{0}_{K-K_{c}}\right]$ for encoding PPC-dTCs. On contrary, as shown in Fig. 5.4b, coupling on convolutional code level refers to that the coupled information or parity sequences are de-multiplexed to the upper and lower RSC encoders. Therefore, the upper and lower RSC encoders of $\mathrm{CB}_{t}$ take different input sequences. In the following, we present the encoding of PICdPCCs and PPC-dPCCs respectively.

We first introduce the construction of PIC-dPCCs. At time $t$, the CB encoder obtains $\mathbf{u}_{t}$ and $\mathbf{u}_{t-m, t}, \ldots, \mathbf{u}_{t-1, t}$. For $1 \leq i \leq m, \mathbf{u}_{t-i, t}$ is decomposed into two sub-sequences $\mathbf{u}_{t-i, t}^{\mathrm{U}}$ and $\mathbf{u}_{t-i, t}^{\mathrm{L}}$. The upper RSC encoder of $\mathrm{CB}_{t}$ takes $\mathbf{u}_{t}$ and $\mathbf{u}_{t}^{\mathrm{U}}=\left[\mathbf{u}_{t-m, t}^{\mathrm{U}}, \ldots, \mathbf{u}_{t-1, t}^{\mathrm{U}}, \mathbf{0}_{K-\frac{K_{c}}{2}}\right]$, while the lower RSC encoder of $\mathrm{CB}_{t}$ takes $\mathbf{u}_{t}$ and $\mathbf{u}_{t}^{\mathrm{L}}=\left[\mathbf{u}_{t-m, t}^{\mathrm{L}}, \ldots, \mathbf{u}_{t-1, t}^{\mathrm{L}}, \mathbf{0}_{K-\frac{K_{c}}{2}}\right]$, respectively. The codeword of $\mathrm{CB}_{t}$ is $\left[\mathbf{u}_{t}, \mathbf{v}_{t}\right]$. The length of the upper and lower coupled sequences is $K_{c}^{\mathrm{U}}=\sum_{i=1}^{m}\left\|\mathbf{u}_{t-i, t}^{\mathrm{U}}\right\|$ and $K_{c}^{\mathrm{L}}=\sum_{i=1}^{m}\left\|\mathbf{u}_{t-i, t}^{\mathrm{L}}\right\|$, respectively. We define the coupling ratio of PIC-dPCCs as $\lambda \triangleq \frac{K_{c}}{K}=\lambda_{\mathrm{U}}+\lambda_{\mathrm{L}}$, where $\lambda_{\mathrm{U}}=\frac{K_{\mathrm{U}}^{\mathrm{U}}}{K}$ and $\lambda_{\mathrm{L}}=\frac{K_{C}^{\mathrm{L}}}{K}$ are the upper and lower coupling ratios, respectively. For simplicity, we consider that $\lambda_{\mathrm{U}}=\lambda_{\mathrm{L}}=\frac{\lambda}{2}$. The component code rate is

$$
\begin{equation*}
R_{0}=\frac{1+\frac{\lambda}{2}}{3+\frac{\lambda}{2}}=\frac{2+\lambda}{6+\lambda} \tag{5.4}
\end{equation*}
$$

The termination procedure for PIC-dPCCs is the same as for PIC-dTCs. Thus, the code rate expression of the PIC-dPCCs is the same as in (5.3).

Now we introduce the construction of PPC-dPCCs. At time $t$, the CB encoder obtains $\mathbf{u}_{t}$ and $\mathbf{v}_{t-m, t}, \ldots, \mathbf{v}_{t-1, t}$. For $1 \leq i \leq m, \mathbf{v}_{t-i, t}$ is interleaved and then decomposed into $\widetilde{\mathbf{v}}_{t-i, t}^{\mathrm{U}}$ and $\widetilde{\mathbf{v}}_{t-i, t}^{\mathrm{L}}$. The upper RSC encoder of $\mathrm{CB}_{t}$ takes $\mathbf{u}_{t}$ and $\mathbf{u}_{t}^{\mathrm{U}}=\left[\widetilde{\mathbf{v}}_{t-m, t}^{\mathrm{U}}, \ldots, \widetilde{\mathbf{v}}_{t-1, t}^{\mathrm{U}}, \mathbf{0}_{K-\frac{K_{c}}{2}}\right]$ as inputs, while the lower RSC encoder $\mathrm{CB}_{t}$ takes $\mathbf{u}_{t}$ and $\mathbf{u}_{t}^{\mathrm{L}}=\left[\widetilde{\mathbf{v}}_{t-m, t}^{\mathrm{L}}, \ldots, \widetilde{\mathbf{v}}_{t-1, t}^{\mathrm{L}}, \mathbf{0}_{K-\frac{K_{c}}{2}}\right]$ as inputs, respectively.


Figure 5.4: CB encoder block diagram of (a) PIC-dTCs and PPC-dTCs, and (b) PIC-dPCCs and PPC-dPCCs, where $\mathbf{c}_{t}$ represents coupled information/parity sequences. "ENC" represents the RSC encoder, and the slash on the edge represents the interleaver.

The codeword of $\mathrm{CB}_{t}$ is $\left[\mathbf{u}_{t}, \mathbf{v}_{t}\right]$. The length of the coupled sequences are $K_{c}^{\mathrm{U}}=\sum_{i=1}^{m}\left\|\widetilde{\mathbf{v}}_{t-i, t}^{\mathrm{U}}\right\|$ and $K_{c}^{\mathrm{L}}=\sum_{i=1}^{m}\left\|\widetilde{\mathbf{v}}_{t-i, t}^{\mathrm{L}}\right\|$, respectively. We define the coupling ratiq ${ }^{1}$ as $\lambda \triangleq \frac{K_{c}}{2 K}=\frac{\lambda_{\mathrm{U}}+\lambda_{\mathrm{L}}}{2}$, where $\lambda_{\mathrm{U}} \triangleq \frac{K_{\mathrm{U}}}{K}$, and $\lambda_{\mathrm{L}} \triangleq \frac{K_{C}^{\mathrm{L}}}{K}$. For simplicity, we consider that $\lambda_{\mathrm{U}}=\lambda_{\mathrm{L}}=\lambda$ such that $R_{0}=\frac{1+\lambda}{3+\lambda}$. The termination procedure for PPC-dPCCs is the same as for PPC-dTCs. Thus, the code rate expression of PPC-dPCCs is the same as (5.3).

Remark 5.3. For constructing PPC-dPCCs, the selection of $\widetilde{\mathbf{v}}_{t-i, t}^{\mathrm{U}}$ and $\widetilde{\mathbf{v}}_{t-i, t}^{\mathrm{L}}$ can be implemented in two ways. In addition to the one described above, where $\mathbf{v}_{t-i, t}$ is randomly decomposed, another way is to choose $\widetilde{\mathbf{v}}_{t-i, t}^{\mathrm{U}}=\mathbf{v}_{t-i, t}^{\mathrm{L}}$ and $\widetilde{\mathbf{v}}_{t-i, t}^{\mathrm{L}}=\mathbf{v}_{t-i, t}^{\mathrm{U}}$, such that the upper parity sequence of $\mathrm{CB}_{t-i}$ becomes a part of the input of the lower RSC encoder of $\mathrm{CB}_{t}$, while the lower parity sequence of $\mathrm{CB}_{t-i}$ becomes a part of the input of the upper RSC encoder of $\mathrm{CB}_{t}$. As we use identical generator for the upper and lower RSC encoders, these two methods have the same decoding performance. In this work, we consider the second implementation. Note that type-I BCCs can be seen as a special case of PIC-dPCCs with $\lambda=1$ and using the second implementation.

[^3]Table 5.1: Structural characteristics of various spatially coupled turbo-like codes.

| Ensemble | Component <br> code | Coupling <br> level | Coupled bits | Node degree <br> regularity |
| :--- | :--- | :--- | :--- | :--- |
| PIC-TC | Turbo code | Turbo code | Info. | Regular/irregular |
| PPC-TC | Turbo code | Turbo code | Parity | Irregular |
| PIC-dTC | dTC | Turbo code | Info. | Regular/irregular |
| PPC-dTC | dTC | Turbo code | Parity | Irregular |
| PIC-dPCC | dTC | RSC code | Info. | Regular/irregular |
| PPC-dPCC | dTC | RSC code | Parity | Regular/irregular |
| SC-SCC | SCC | RSC code | Info. \& parity | Regular |
| SC-PCC | Turbo code | RSC code | Info. | Regular |
| Type-I BCC | dTC | RSC code | Parity | Regular |
| Type-II BCC | dTC | RSC code | Info. \& parity | Regular |

### 5.2.6 Comparison with Existing Codes

In Table. 5.1, we compare the structural characteristics of our codes with other benchmark coding schemes, including PIC-TCs and PPC-TCs, SC-PCCs, SCSCCs, and BCCs. The most important property of the partially coupled codes is the irregularity of variable node degrees. When PIC is employed, the uncoupled information bits are protected by two RSC codes. For PIC-TCs and PIC-dTCs, the coupled information bits are protected by four RSC codes. For PIC-dPCCs, the coupled information bits are protected by three RSC codes. For PPC codes, the uncoupled parity bits are only protected by one RSC code, while the coupled parity bits are protected by one (for PPC-dPCCs) or two (for PPC-TCs and PPC-dTCs) RSC codes.

In contrast, other SC-TCs have regular node degree. For SC-PCCs, although a part of the information bits is coupled, all the information bits are protected by two RSC codes so that they have the same node degree. For SC-SCCs, where a part of the information bits and a part of the outer parity bits are coupled, all information bits have the same node degree, and all outer parity bits have the
same node degree. For type-I and type-II BCCs, all parity bits have the same node degree, while all information bits have the same node degree.

Note that for PIC codes, their node degree becomes regular when $\lambda=1$. This is because all information bits are coupled and consequently have regular node degree. Similarly, PPC-dPCCs with $\lambda=1$ have regular node degree as all parity bits are coupled. Meanwhile, PPC-TCs and PPC-dTCs are always irregular even with the largest coupling ratio, because at most half of the parity bits can be coupled.

### 5.2.7 Decoding Scheme

The decoding of PIC codes and PPC codes can be accomplished by a feed-forward and feed-back (FF-FB) scheme 93, 97. In summary, the FF-FB scheme includes two types of decoding iterations. One is the inner iteration of the CB decoder, where the upper and lower RSC decoders exchange extrinsic information between them, realized by the BCJR algorithm [47, 88]. The other is the outer iteration, in which the extrinsic information of the coupled sequences is passed between consecutive CBs in forward-backward round trips. Let $I_{\mathrm{CB}}$ and $I_{\mathrm{TB}}$ represent the maximum numbers of the inner and outer iterations, respectively. To decode $\mathrm{CB}_{t}$, the decoder takes the received signal associated with the component codeword $\left[\mathbf{u}_{t}, \mathbf{v}_{t}\right]$ as well as the extrinsic information associated with the coupled sequences. Then, it outputs the estimation of $\mathbf{u}_{t}$ and $\mathbf{v}_{t}$, and updates the extrinsic information of the coupled sequences. Specifically, for PIC codes, the extrinsic information of $\mathbf{u}_{t-i, t}$ and $\mathbf{u}_{t, t+i}$ for $1 \leq i \leq m$ is updated during CB decoding. For PPC codes, the extrinsic information of $\mathbf{v}_{t-i, t}$ and $\mathbf{v}_{t, t+i}$ for $1 \leq i \leq m$ is updated during CB decoding. The update rules for coupled information sequences and coupled parity sequences are the same with that of PIC-TCs and PPC-TCs
presented in Chapter 4, so we omit the details here.

### 5.3 Density Evolution Analysis

In this section, we present the DE analysis of the partially coupled dTCs over the BEC. We first present the graph models of all proposed code ensembles and then introduce the relevant notations. Next, we derive the DE equations. Coupling memory $m=1$ is considered in this section. The derivation of DE equations for $m \geq 1$ is deferred to Appendix 5.A.

### 5.3.1 Graph Model Representation

We start with the graph model of the uncoupled dTCs. Then, we look into the graph models of our partially coupled dTCs, respectively.

Fig. 5.5 a shows the compact graph representation of the uncoupled dTCs. We use two factor nodes $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$ to represent the upper and lower RSC decoders, respectively. The two information sequences $\mathbf{u}$ and $\mathbf{u}^{\prime}$ are represented by two different variable nodes connected to the upper and lower factor nodes, meaning that the extrinsic information is passed between the upper and lower decoders via the corresponding variable nodes. The two variable nodes, which only connect to one of the factor nodes, represent the parity sequences $\mathbf{v}^{\mathbf{U}}$ and $\mathbf{v}^{\mathrm{L}}$, respectively. An interleaver is represented by a cross on the edge between the variable nodes and the lower factor node.

Fig. 5.5b shows the compact graph of PIC-dTCs. We use a node connecting to dashed lines to represent the shortened bits. At time $t$, we decompose the information node $\mathbf{u}_{t}$ into the uncoupled node $\mathbf{u}_{t, t}$, the coupled node $\mathbf{u}_{t, t+1}$. The coupled node $\mathbf{u}_{t-1, t}$ is connected to both $\mathbf{u}_{t-1}$ and $\mathbf{u}_{t}^{\prime}$, meaning that $\mathbf{u}_{t-1, t}$ is a


Figure 5.5: Compact graph of (a) uncoupled dTCs, (b) PIC-dTCs, and (c) PICdPCCs. Coupling memory $m=1$.
part of the decoder inputs at both $t-1$ and time $t$. Due to the similar reason, the coupled node $\mathbf{u}_{t, t+1}$ is connected to both $\mathbf{u}_{t}$ and $\mathbf{u}_{t+1}^{\prime}$.

Fig. 5.5 s shows the compact graph of PIC-dPCCs. At time $t$, we use $\mathbf{u}_{t}^{\mathrm{U}}$ and $\mathbf{u}_{t}^{\mathrm{L}}$ to represent the second information sequence entering the upper and lower decoders, respectively. Variable node $\mathbf{u}_{t, t+1}$ is decomposed into $\mathbf{u}_{t, t+1}^{\mathrm{U}}$ and $\mathbf{u}_{t, t+1}^{\mathrm{L}}$, connecting to $\mathbf{u}_{t+1}^{\mathrm{U}}$ and $\mathbf{u}_{t+1}^{\mathrm{L}}$, respectively.

Fig. 5.6a shows the compact graph of PPC-dTCs. At time $t$, we decompose the parity nodes $\mathbf{v}_{t}^{\mathrm{U}}$ and $\mathbf{v}_{t}^{\mathrm{L}}$ into the coupled nodes $\mathbf{v}_{t, t+1}^{\mathrm{U}}$ and $\mathbf{v}_{t, t+1}^{\mathrm{L}}$, and the uncoupled nodes $\mathbf{v}_{t, t}^{\mathrm{U}}$ and $\mathbf{v}_{t, t}^{\mathrm{L}}$, respectively. Then, the coupled nodes are connected to $\mathbf{u}_{t+1}^{\prime}$, meaning that their extrinsic information is a part of the decoder input at time $t+1$.

Fig. 5.6b shows the compact graph of PPC-dPCCs. At time $t$, the coupled node $\mathbf{v}_{t, t+1}^{\mathrm{U}}$ is connected to $\mathbf{u}_{t+1}^{\mathrm{L}}$, meaning that its extrinsic information is a part of the lower decoder input at time $t+1$. The coupled node $\mathbf{v}_{t, t+1}^{\mathrm{L}}$ is connected to $\mathbf{u}_{t+1}^{\mathrm{U}}$, meaning that its extrinsic information is a part of the upper decoder input at time $t+1$.

### 5.3.2 Notations and Definitions

Now we introduce some notations before we analyze our codes in the following subsections. Let $\varepsilon$ be the BEC erasure probability. The input-output relations of $f^{\mathrm{U}}$ are described by the transfer functions: $F_{1}^{\mathrm{U}}, F_{2}^{\mathrm{U}}$, and $F_{3}^{\mathrm{U}}$, corresponding to the two information sequences and the parity sequence, respectively. Likewise, the input-output relations of $f^{\mathrm{L}}$ are described by the transfer functions $F_{1}^{\mathrm{L}}, F_{2}^{\mathrm{L}}$, and $F_{3}^{\mathrm{L}}$, respectively. The transfer functions are derived following [82]. At time


Figure 5.6: Compact graph of (a) PPC-dTCs, and (b) PPC-dPCCs. Coupling memory $m=1$.

Table 5.2: Notations for the DE analysis of PIC-dTCs and PPC-dTCs.

| Notation | Definition |
| :--- | :--- |
| $\bar{p}_{1, \mathrm{~L}, t}^{(i)}$ | Information input $\left(\mathbf{u}_{t} \rightarrow f^{\mathrm{U}}\right)$ erasure probability of $f^{\mathrm{U}}$ |
| $\bar{p}_{2, \mathrm{~L}, t}^{(i)}$ | Information input $\left(\mathbf{u}_{t}^{\prime} \rightarrow f^{\mathrm{U}}\right)$ erasure probability of $f^{\mathrm{U}}$ |
| $\bar{q}_{\mathrm{U}, t}^{(i), t}$ | Parity input erasure probability of $f^{\mathrm{U}}$ |
| $p_{1, \mathrm{U}, t}^{(i)}$ | Information output $\left(f^{\mathrm{U}} \rightarrow \mathbf{u}_{t}\right)$ erasure probability of $f^{\mathrm{U}}$ |
| $p_{2, \mathrm{U}, t}^{(i)}$ | Information output $\left(f^{\mathrm{U}} \rightarrow \mathbf{u}_{t}^{\prime}\right)$ erasure probability of $f^{\mathrm{U}}$ |
| $q_{\mathrm{U}, t}^{(i)}$ | Parity output erasure probability of $f^{\mathrm{U}}$ |
| $\bar{p}_{1, \mathrm{U}, t}^{(i)}$ | Information input $\left(\mathbf{u}_{t} \rightarrow f^{\mathrm{L}}\right)$ erasure probability of $f^{\mathrm{L}}$ |
| $\bar{p}_{2, \mathrm{U}, t}^{(i)}$ | Information input $\left(\mathbf{u}_{t}^{\prime} \rightarrow f^{\mathrm{L}}\right)$ erasure probability of $f^{\mathrm{L}}$ |
| $\bar{q}_{\mathrm{L}, t}^{(i)}$ | Parity input erasure probability of $f^{\mathrm{L}}$ |
| $p_{1, \mathrm{~L}, t}^{(i)}$ | Information output $\left(f^{\mathrm{L}} \rightarrow \mathbf{u}_{t}\right)$ erasure probability of $f^{\mathrm{L}}$ |
| $p_{2, \mathrm{~L}, t}^{(i)}$ | Information output $\left(f^{\mathrm{L}} \rightarrow \mathbf{u}_{t}^{\prime}\right)$ erasure probability of $f^{\mathrm{L}}$ |
| $q_{\mathrm{L}, t}^{(i)}$ | Parity output erasure probability of $f^{\mathrm{L}}$ |

$t$ and the $i$-th iteration, the DE equations of $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$ are

$$
\begin{gather*}
f^{\mathrm{U}}:\left\{\begin{array}{l}
p_{1, \mathrm{U}, t}^{(i)}=F_{1}^{\mathrm{U}}\left(\bar{p}_{1, \mathrm{~L}, t}^{(i)} \bar{p}_{2, \mathrm{~L}, t}^{(i)}, \bar{q}_{\mathrm{U}, t}^{(i)}\right) \\
p_{2, \mathrm{U}, t}^{(i)}=F_{2}^{\mathrm{U}}\left(\bar{p}_{1, \mathrm{~L}, t}^{(i)} \bar{p}_{2, \mathrm{~L}, t}^{(i)}, \bar{q}_{\mathrm{U}, t}^{(i)}\right), \\
q_{\mathrm{U}, t}^{(i)}=F_{3}^{\mathrm{U}}\left(\bar{p}_{1, \mathrm{~L}, t}^{(i)}, \bar{p}_{2, \mathrm{~L}, t}^{(i)}, \bar{q}_{\mathrm{U}, t}^{(i)}\right)
\end{array}\right.  \tag{5.5a}\\
f^{\mathrm{L}}:\left\{\begin{array}{l}
p_{1, \mathrm{~L}, t}^{(i)}=F_{1}^{\mathrm{L}}\left(\bar{p}_{1, \mathrm{U}, t}^{(i)}, \bar{p}_{2, \mathrm{U}, t}^{(i)}, \bar{q}_{\mathrm{L}, t}^{(i)}\right) \\
p_{2, \mathrm{~L}, t}^{(i)}=F_{2}^{\mathrm{L}}\left(\bar{p}_{1, \mathrm{U}, t}^{(i)}, \bar{p}_{2, \mathrm{U}, t}^{(i)}, \bar{q}_{\mathrm{L}, t}^{(i)}\right) \\
q_{\mathrm{L}, t}^{(i)}=F_{3}^{\mathrm{L}}\left(\bar{p}_{1, \mathrm{U}, t}^{(i)} \bar{p}_{2, \mathrm{U}, t}^{(i)}, \bar{q}_{\mathrm{L}, t}^{(i)}\right)
\end{array}\right. \tag{5.5b}
\end{gather*}
$$

The notations for the inputs and outputs of the above transfer functions can be found in Table 5.2.

With (5), it then remains to derive the input erasure probabilities for each proposed code at $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$. As the DE analysis for $f^{\mathrm{L}}$ is derived similarly as that for $f^{\mathrm{U}}$, we only present the DE update at $f^{\mathrm{U}}$ in the following subsection.

### 5.3.3 Density Evolution Analysis

## PIC-dTCs

We first consider PIC-dTCs with coupling memory $m=1$. For $f^{U}$ at time $t$ and the $i$-th iteration, $\bar{p}_{1, \mathrm{~L}, t}^{(i)}$ depends on the erasure probabilities of $\mathbf{u}_{t, t}$ and $\mathbf{u}_{t, t+1}$, while $\bar{p}_{2, \mathrm{~L}, t}^{(i)}$ only depends on the erasure probability of $\mathbf{u}_{t-1, t}$ because the erasure probability of shortened bits is 0 . Both $\mathbf{u}_{t-1, t}, \mathbf{u}_{t, t}$, and $\mathbf{u}_{t, t+1}$ can obtain extrinsic information from $f^{\mathrm{L}}$ at time $t$. In addition, $\mathbf{u}_{t-1, t}$ can further obtain extrinsic information from $f^{\mathrm{L}}$ and $f^{\mathrm{U}}$ at time $t-1$, while $\mathbf{u}_{t, t+1}$ can further obtain extrinsic information from $f^{\mathrm{L}}$ and $f^{\mathrm{U}}$ at time $t+1$. Thus, the average erasure probabilities from $\mathbf{u}_{t}, \mathbf{u}_{t}^{\prime}$, and $\mathbf{v}_{t}^{\mathrm{U}}$ to $f^{\mathrm{U}}$ are computed as

$$
\begin{align*}
& \bar{p}_{1, \mathrm{~L}, t}^{(i)}=\varepsilon \cdot p_{1, \mathrm{~L}, t}^{(i)} \cdot\left(1-\lambda+\lambda \cdot p_{2, \mathrm{U}, t+1}^{(i-1)} \cdot p_{2, \mathrm{~L}, t+1}^{(i)}\right),  \tag{5.6a}\\
& \bar{p}_{2, \mathrm{~L}, t}^{(i)}=\varepsilon \cdot \lambda \cdot p_{2, \mathrm{~L}, t}^{(i)} \cdot p_{1, \mathrm{U}, t-1}^{(i-1)} \cdot p_{1, \mathrm{~L}, t-1}^{(i)},  \tag{5.6b}\\
& \bar{q}_{\mathrm{U}, t}^{(i)}=\varepsilon . \tag{5.6c}
\end{align*}
$$

As no extrinsic information is passed to the parity nodes, the erasure probability of $\mathbf{v}_{t}^{\mathrm{U}}$ is always the same as in (5.6c) for PIC codes. So we do not show $\mathbf{v}_{t}^{\mathrm{U}}$ repeatedly in the rest of the DE analysis for PIC codes.

With the knowledge of the input erasure probabilities, the evolution of the erasure probability for $\mathbf{u}_{t}$ and $\mathbf{u}_{t}^{\prime}$ inside $f^{\mathrm{U}}$ can be obtained with transfer functions (5.5). After computing the evolution of the erasure probability for $\mathbf{u}_{t}$ and $\mathbf{u}_{t}^{\prime}$, the a-posteriori erasure probability of $\mathbf{u}_{t}$ after $i$ time of iterations is

$$
\begin{equation*}
p_{\mathbf{u}_{t}}^{(i)}=\varepsilon \cdot p_{1, \mathrm{U}, t}^{(i)} \cdot p_{1, \mathrm{~L}, t}^{(i)} \cdot\left(1-\lambda+\lambda \cdot p_{2, \mathrm{U}, t+1}^{(i)} \cdot p_{2, \mathrm{~L}, t+1}^{(i)}\right) . \tag{5.7}
\end{equation*}
$$

The DE analysis for PIC-dTCs with $m \geq 1$ is given in Appendix 5.A.1.

## PIC-dPCCs

We now consider PIC-dPCCs with coupling memory $m=1$. For $f^{\mathrm{U}}$ at time $t$ and the $i$-th iteration, $\bar{p}_{1, \mathrm{~L}, t}^{(i)}$ depends on the erasure probabilities of $\mathbf{u}_{t, t}, \mathbf{u}_{t, t+1}^{\mathrm{U}}$ and $\mathbf{u}_{t, t+1}^{\mathrm{L}}$, while $\bar{p}_{2, \mathrm{~L}, t}^{(i)}$ depends on the erasure probability of $\mathbf{u}_{t-1, t}^{\mathrm{U}}$. Specifically, $\mathbf{u}_{t, t+1}^{\mathrm{U}}$ can obtain extrinsic information from $f^{\mathrm{L}}$ at time $t$ and $f^{\mathrm{U}}$ at time $t+1, \mathbf{u}_{t, t+1}^{\mathrm{L}}$ can obtain extrinsic information from $f^{\mathrm{L}}$ at time $t$ and $f^{\mathrm{L}}$ at time $t+1$, and $\mathbf{u}_{t-1, t}^{\mathrm{U}}$ can obtain extrinsic information from $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$ at time $t-1$. Thus, the average erasure probabilities from $\mathbf{u}_{t}$ and $\mathbf{u}_{t}^{\prime}$ to $f^{\mathrm{U}}$ are computed as

$$
\begin{align*}
& \bar{p}_{1, \mathrm{~L}, t}^{(i)}=\varepsilon \cdot p_{1, \mathrm{~L}, t}^{(i)} \cdot\left(1-\lambda+\frac{\lambda}{2} \cdot\left(p_{2, \mathrm{U}, t+1}^{(i-1)}+p_{2, \mathrm{~L}, t+1}^{(i)}\right)\right)  \tag{5.8a}\\
& \bar{p}_{2, \mathrm{~L}, t}^{(i)}=\varepsilon \cdot \frac{\lambda}{2} \cdot p_{1, \mathrm{U}, t-1}^{(i-1)} \cdot p_{1, \mathrm{~L}, t-1}^{(i)} \tag{5.8b}
\end{align*}
$$

The a-posteriori erasure probability of $\mathbf{u}_{t}$ after $i$ iterations is

$$
\begin{equation*}
p_{\mathbf{u}_{t}}^{(i)}=\varepsilon \cdot p_{1, \mathrm{U}, t}^{(i)} \cdot p_{1, \mathrm{~L}, t}^{(i)} \cdot\left(1-\lambda+\frac{\lambda}{2} \cdot\left(p_{2, \mathrm{U}, t+1}^{(i)}+p_{2, \mathrm{~L}, t+1}^{(i)}\right)\right) . \tag{5.9}
\end{equation*}
$$

The DE analysis for PIC-dPCCs with $m \geq 1$ is given in Appendix 5.A.2.

## PPC-dTCs

Consider PPC-dTCs with coupling memory $m=1$. For $f^{\mathrm{U}}$ at time $t$ and the $i$-th iteration, $\bar{p}_{1, \mathrm{~L}, t}^{(i)}$ only depends on the erasure probability of $\mathbf{u}_{t}$, and $\bar{p}_{2, \mathrm{~L}, t}^{(i)}$ depends on the erasure probabilities of $\mathbf{v}_{t-1, t}^{\mathrm{U}}$ and $\mathbf{v}_{t-1, t}^{\mathrm{L}}$, where $\mathbf{v}_{t-1, t}^{\mathrm{U}}$ can obtain extrinsic information from $f^{\mathrm{U}}$ at time $t-1$ and $f^{\mathrm{L}}$ at time $t$, and $\mathbf{v}_{t-1, t}^{\mathrm{L}}$ can obtain extrinsic information from $f^{\mathrm{L}}$ at time $t-1$ and $f^{\mathrm{L}}$ at time $t$. For the parity node $\mathbf{v}_{t}^{\mathrm{U}}, \bar{q}_{\mathrm{U}, t}^{(i)}$ depends on the erasure probabilities of $\mathbf{v}_{t, t}^{\mathrm{U}}$ and $\mathbf{v}_{t, t+1}^{\mathrm{U}}$, where $\mathbf{v}_{t, t+1}^{\mathrm{U}}$ can obtain extrinsic information from both $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$ at time $t+1$. The average erasure
probabilities from $\mathbf{u}_{t}, \mathbf{u}_{t}^{\prime}$, and $\mathbf{v}_{t}^{\mathrm{U}}$ to $f^{\mathrm{U}}$ are computed as

$$
\begin{align*}
& \bar{p}_{1, \mathrm{~L}, t}^{(i)}=\varepsilon \cdot p_{1, \mathrm{~L}, t}^{(i)},  \tag{5.10a}\\
& \bar{p}_{2, \mathrm{~L}, t}^{(i)}=\varepsilon \cdot \frac{\lambda}{2} \cdot p_{2, \mathrm{~L}, t}^{(i)} \cdot\left(q_{\mathrm{U}, t-1}^{(i-1)}+q_{\mathrm{L}, t-1}^{(i)}\right)  \tag{5.10b}\\
& \bar{q}_{\mathrm{U}, t}^{(i)}=\varepsilon \cdot\left(1-\frac{\lambda}{2}+\frac{\lambda}{2} \cdot p_{1, \mathrm{U}, t+1}^{(i-1)} \cdot p_{1, \mathrm{~L}, t+1}^{(i)}\right) \tag{5.10c}
\end{align*}
$$

The a-posteriori erasure probability of $\mathbf{u}_{t}$ is computed as

$$
\begin{equation*}
p_{\mathbf{u}_{t}}^{(i)}=\varepsilon \cdot p_{1, \mathrm{U}, t}^{(i)} \cdot p_{1, \mathrm{~L}, t}^{(i)} . \tag{5.11}
\end{equation*}
$$

The DE analysis for PPC-dTCs with $m \geq 1$ is given in Appendix 5.A.3. Note that for both PPC-dTCs and PPC-dPCCs, as $\mathbf{u}_{t}$ does not share information with other nodes, $\bar{p}_{1, \mathrm{~L}, t}^{(i)}$ is always the same as in 5.10a) regardless the coupling memory. So we do not show $\bar{p}_{1, \mathrm{~L}, t}^{(i)}$ repeatedly in the rest of the DE analysis for PPC codes.

## PPC-dPCCs

Lastly, we consider PPC-dPCCs with coupling memory $m=1$. For $f^{\mathrm{U}}$ at time $t$ and the $i$-th iteration, $\bar{p}_{2, \mathrm{~L}, t}^{(i)}$ depends on the erasure probability of $\mathbf{v}_{t-1, t}^{\mathrm{L}}$, while $\bar{q}_{\mathrm{U}, t}^{(i)}$ depends on the erasure probabilities of $\mathbf{v}_{t, t}^{\mathrm{U}}$ and $\mathbf{v}_{t, t+1}^{\mathrm{U}}$, where $\mathbf{v}_{t, t+1}^{\mathrm{U}}$ can obtain extrinsic information from $f^{\mathrm{L}}$ at time $t+1$. The average erasure probabilities from $\mathbf{u}_{t}^{\prime}$ and $\mathbf{v}_{t}^{\mathrm{U}}$ to $f^{\mathrm{U}}$ are computed as

$$
\begin{align*}
& \bar{p}_{2, \mathrm{~L}, t}^{(i)}=\varepsilon \cdot \lambda \cdot q_{\mathrm{L}, t-1}^{(i)}  \tag{5.12a}\\
& \bar{q}_{\mathrm{U}, t}^{(i)}=\varepsilon \cdot\left(1-\lambda+\lambda \cdot p_{1, \mathrm{~L}, t+1}^{(i)}\right) \tag{5.12b}
\end{align*}
$$

The a-posteriori erasure probability of $\mathbf{u}_{t}$ is computed with the same expression in (5.11). The DE analysis for PPC-dPCCs with $m \geq 1$ is given in Appendix

### 5.3.4 Density Evolution with Random Puncturing

In this subsection, we consider rate-compatible designs for the proposed codes by randomly puncturing the parity bits. Let $\delta$ represent the puncturing ratio, which is the fraction of punctured bits in the parity sequence of a CB. The code rate of a punctured partially coupled dTC with coupling ratio $\lambda$, coupling memory $m$, and puncturing ratio $\delta$ is

$$
\begin{equation*}
R=\frac{L-\frac{m+1}{2} \lambda}{L(3-2 \delta)-\frac{m+1}{2} \lambda} \stackrel{L \rightarrow \infty}{=} \frac{1}{3-2 \delta} . \tag{5.13}
\end{equation*}
$$

On the other hand, we can obtain the puncturing ratio when given a target code rate $R$ as

$$
\begin{equation*}
\delta \stackrel{L \rightarrow \infty}{=} 1-\frac{1-R}{2 R} . \tag{5.14}
\end{equation*}
$$

Given BEC erasure probability $\varepsilon$, the parity erasure probability becomes $\varepsilon^{\prime}=\varepsilon$. $(1-\delta)+\delta$. For the DE analysis of PIC codes, we simply substitute $\bar{q}_{\mathrm{U}, t}^{(i)}=\bar{q}_{\mathrm{L}, t}^{(i)}=\varepsilon^{\prime}$. For the DE analysis of PPC codes, we substitute $\varepsilon$ with $\varepsilon^{\prime}$ in 5.10b, 5.10c), and (5.12).

### 5.4 BP Decoding Thresholds

In this section, we present the BP decoding thresholds $\varepsilon_{\mathrm{BP}}$ of our codes over the BEC by using the DE equations derived in Section 5.3. The error floor performance is also discussed.

We consider the rate- $\frac{1}{3}$ turbo code with generator $G_{\frac{1}{2}}=\left[1, \frac{5}{7}\right]$ as the perfor-
mance benchmark. For constructing PIC codes, we consider $\mathbf{G}_{\frac{2}{3}}=\left[\begin{array}{lllll}1 & 0 & \frac{5}{7} ; 0 & 1 & \frac{3}{7}\end{array}\right]$. For constructing PPC codes, we consider $\mathbf{G}_{\frac{2}{3}}=\left[\begin{array}{lllll}1 & 0 & \frac{4}{7}\end{array} ; 01 \frac{5}{7}\right]$. We choose different generators for PIC codes and PPC codes due to the different coupling design. PIC codes require a good information distance spectrum [83] as only information sequences are coupled. PPC codes require a good codeword distance spectrum [64] because the distance properties of parity sequences can also affect the decoding performance.

### 5.4.1 Decoding Thresholds at $R=\frac{1}{3}$

In Fig. 5.7a, we compare the BP decoding thresholds of our codes with coupling memory $m=1$ and various coupling ratio $\lambda$. The decoding thresholds of PIC codes improve with $\lambda$ increasing, and the improvement becomes smaller when $\lambda$ approaches 1 . When $\lambda=1$, PIC-dPCCs have the best decoding threshold which is within 0.0028 to the BEC capacity. PIC-dTCs have a gap to the BEC capacity of around 0.0072 . The decoding thresholds of PPC-dTCs and PPC-dPCCs are close. Both of them have a gap to the BEC capacity of around 0.01 .

To see how decoding threshold improves with the coupling memory $m$, we plot the decoding thresholds of our codes with $\lambda=1$ as functions of $m$ in Fig. 5.7b, It is observed that the decoding thresholds of all codes except PIC-dPCC improve with $m$. In particular, when $m=50$, they can approach the BEC capacity with a gap around 0.001 to 0.002 . Although it is unclear how the decoding performance would be when $m$ approach infinite, the thresholds still keep improving even when $m>50$. For example, the decoding threshold of the PIC-dTC with $\lambda=1$ and $m=200$ is 0.6657 , which is 0.0001 better than that with $m=50$. In contrast, although PIC-dPCC outperforms others when $m=1$, its decoding threshold does not improve with $m$.


Figure 5.7: BP decoding thresholds of rate $-\frac{1}{3}$ partially coupled dTCs with a) $m=1$ over coupling ratio, and b) $\lambda=1$ over coupling memory.

In Table 5.3, we compare our codes with the PIC-TCs and PPC-TCs in [94], and the SC-TCs (SC-PCCs, SC-SCCs, and BCCs ${ }^{2}$ ] in [38|. Code rate $R=\frac{1}{3}$ and $m \in\{1,5,50\}$ are considered. All codes are constructed with state-4 RSC codes. When $m=1$, PIC-dTCs and PIC-dPCCs outperform PIC-TCs, while PPC-dTCs and PPC-dPCCs outperform PPC-TCs. PIC-dPCCs are slightly worse than the type-II BCCs but outperform all other codes. When $m=50$, PIC-dTCs are

[^4]Table 5.3: Decoding thresholds for rate- $\frac{1}{3}$ spatially coupled codes.

| Ensemble | $\varepsilon_{\mathrm{BP}}^{(m=1)}, \lambda$ | $\varepsilon_{\mathrm{BP}}^{(m=5)}, \lambda$ | $\varepsilon_{\mathrm{BP}}^{(m=50)}, \lambda$ |
| :--- | :--- | :--- | :--- |
| PIC-TC | $0.6576,[0.37,0.42]$ | $0.6625,0.5$ | $0.6639,0.5$ |
| PPC-TC | $0.6545,[0.32,0.35]$ | $0.6618,[0.58,0.61]$ | $0.6658,[0.78,0.88]$ |
| PIC-dTC | $0.6594,1$ | $0.6644,1$ | $0.6656,1$ |
| PIC-dPCC | $0.6639,1$ | $0.6639,1$ | $0.6639,1$ |
| PPC-dTC | $0.6564,[0.83,0.93]$ | $0.6622,1$ | $0.6640,1$ |
| PPC-dPCC | $0.6555,[0.83,0.94]$ | $0.6619,1$ | $0.6639,1$ |
| SC-PCC | 0.6553 | 0.6553 | 0.6553 |
| SC-SCC | 0.6437 | 0.6654 | 0.6654 |
| Type-I BCC | 0.6553 | 0.6619 | 0.6639 |
| Type-II BCC | 0.6641 | 0.6653 | 0.6653 |

slightly worse than PPC-TCs but outperform all other codes. On the other hand, PPC-dTCs and PPC-dPCCs slightly outperform type-I BCCs.

### 5.4.2 Decoding Threshold with Random Puncturing

Table 5.4 shows the optimal decoding thresholds and the corresponding $\lambda$ of the partially coupled dTCs for various code rates ${ }^{3}$. At a high code rate, PPC codes outperform PIC codes. Note that choosing $\lambda=1$ always maximizes the decoding thresholds of PIC codes, which may not be the case for PPC codes. To be specific, for a fixed $m$, the optimized $\lambda$ which gives the best decoding threshold for PPC codes decreases with an increasing code rate. However, as we will show later in Sec. 5.5, the error floor of partially coupled dTCs rises with a decreasing $\lambda$. This means that the PPC-dTCs with optimized decoding thresholds may suffer from high error floor.

To achieve a better trade-off between waterfall and error floor at high code rates, we allow both information sequences and parity sequences to be coupled

[^5]Table 5.4: Decoding thresholds for punctured partially coupled dTCs.

| $R$ | Ensemble | $\varepsilon_{\mathrm{BP}}^{(m=1)}, \lambda$ | $\varepsilon_{\mathrm{BP}}^{(m=5)}, \lambda$ | $\varepsilon_{\mathrm{BP}}^{(m=50)}, \lambda$ |
| :--- | :--- | :--- | :--- | :--- |
| $1 / 2$ | PIC-dTC | $0.4905,1$ | $0.4955,1$ | $0.4966,1$ |
|  | PIC-dPCC | $0.4910,1$ | - | - |
|  | PPC-dTC | $0.4887,[0.75,0.78]$ | $0.4960,1$ | $0.4983,1$ |
|  | PPC-dPCC | $0.4872,[0.75,0.77]$ | $0.4953,1$ | $0.4982,1$ |
| $2 / 3$ | PIC-dTC | $0.3197,1$ | $0.3237,1$ | $0.3246,1$ |
|  | PIC-dPCC | $0.3146,1$ | - | - |
|  | PPC-dTC | $0.3231,[0.60,0.63]$ | $0.3301,[0.86,0.94]$ | $0.3325,1$ |
|  | PPC-dPCC | $0.3214,[0.57,0.65]$ | $0.3293,[0.80,0.96]$ | $0.3324,1$ |
| $3 / 4$ | PIC-dTC | $0.2343,1$ | $0.2377,1$ | $0.2383,1$ |
|  | PIC-dPCC | $0.2275,1$ | - | - |
|  | PPC-dTC | $0.2407,[0.49,0.57]$ | $0.2472,[0.72,0.84]$ | $0.2495,1$ |
|  | PPC-dPCC | $0.2393,[0.49,0.56]$ | $0.2466,[0.75,0.78]$ | $0.2494,1$ |
| $4 / 5$ | PIC-dTC | $0.1839,1$ | $0.1867,1$ | $0.1872,1$ |
|  | PIC-dPCC | $0.1768,1$ | - | - |
|  | PPC-dTC | $0.1916,[0.45,0.47]$ | $0.1975,[0.65,0.80]$ | $0.1996,1$ |
|  | PPC-dPCC | $0.1903,[0.43,0.49]$ | $0.1969,[0.63,0.77]$ | $0.1995,1$ |
| $9 / 10$ | PIC-dTC | $0.0872,1$ | $0.0887,1$ | $0.0890,1$ |
|  | PIC-dPCC | $0.0820,1$ | - | - |
|  | PPC-dTC | $0.0938,[0.26,0.32]$ | $0.0982,[0.48,0.54]$ | $0.0997,1$ |
|  | PPC-dPCC | $0.0932,[0.28,0.30]$ | $0.0978,[0.46,0.56]$ | $0.0996,1$ |

simultaneously, which we call partially hybrid coupled duo-binary codes (PHCdTCs). The DE equations of PHC-dTCs are derived similarly to PIC-dTCs and PPC-dTCs shown in Sec. 5.3, so we omit the details here. Let $\lambda_{\mathrm{i}}$ and $\lambda_{\mathrm{p}}$ represent the coupling ratio corresponding to the coupled information sequences and the coupled parity sequences, respectively. As the error floor of partially coupled dTCs rises with a decreasing $\lambda$, we let $\lambda_{\mathrm{i}}+\lambda_{\mathrm{p}}=1$ to ensure that the PHC-dTCs have better error floor than the PPC-dTCs shown in Table. 5.4. Then, we search for the range of $\lambda_{i}$ which gives the best decoding threshold. The optimized decoding thresholds and corresponding $\lambda_{i}$ are shown in Table 5.5. When $m=1$, the decoding thresholds of PHC-dTCs are between those of PIC-

Table 5.5: Decoding thresholds for punctured PHC-dTCs.

| $R$ | $\varepsilon_{\mathrm{BP}}^{(m=1)}, \lambda_{\mathrm{i}}$ | $\varepsilon_{\mathrm{BP}}^{(m=5)}, \lambda_{\mathrm{i}}$ |
| :--- | :--- | :--- |
| $1 / 2$ | $0.4897,[0.63,0.84]$ | $0.4960,[0.00,0.40]$ |
| $2 / 3$ | $0.3227,[0.54,0.67]$ | $0.3301,[0.06,0.34]$ |
| $3 / 4$ | $0.2399,[0.60,0.67]$ | $0.2472,[0.18,0.39]$ |
| $4 / 5$ | $0.1905,0.70$ | $0.1975,[0.29,0.41]$ |
| $9 / 10$ | $0.0927,[0.75,0.82]$ | $0.0981,[0.48,0.56]$ |
| $\lambda=1$ and $\lambda_{\mathrm{p}}=1-\lambda_{\mathrm{i}}$ |  |  |

dTCs and PPC-dTCs. When $m=5$, the decoding thresholds of PHC-dTCs are close to PPC-dTCs. This means that PHC-dTCs can achieve a close-to-optimal performance in the waterfall regime while maintaining a low error floor, and we will show that in Fig. 5.10, Sec. 5.6.

### 5.5 Error Floor Performance

Here, we investigate the error floor performance of partially coupled dTCs via distance property analysis. As discussed in various literature [83 85, 87], the error floor performance of a turbo code depends on its distance spectrum, especially the free distance $d_{\text {free }}$ and the free distance multiplicity $A\left(d_{\text {free }}\right)$. In particular, the free distance asymptote of a turbo code under ML decoding over the AWGN channel is

$$
\begin{equation*}
P_{b} \approx \frac{A\left(d_{\mathrm{free}}\right) \bar{w}_{\text {free }}}{K} Q\left(\sqrt{\frac{2 d_{\mathrm{free}} R E_{b}}{N_{0}}}\right), \tag{5.15}
\end{equation*}
$$

where $\bar{w}_{\text {free }}$ is the average weight of the information sequences causing freedistance codewords. In the following, we will discuss the impacts of coupling level and coupling ratio on the BER in the error floor regime by using the free distance asymptote. Strictly speaking, the distance-based analysis does not take
the sub-optimally of iterative decoding into account, so it may not give a very tight bound on the error floor BER. With this in mind, several works [78, 81, 98 have demonstrated that such an analysis can roughly reflect the error floor performance of different classes of spatially coupled turbo-like codes. Thus, we choose to use free distance asymptote to give a rough description of how our partially coupled codes behave in the error floor regime.

First, we introduce a notation $\theta$, which is the proportion of uncoupled sequence in a CB. To be specific, for PIC-dTCs and PPC-dTCs, $\theta$ is the ratio between the length of the uncoupled information sequence and the information length, i.e.,

$$
\begin{equation*}
\theta \triangleq \frac{\left\|\mathbf{u}_{t, t}\right\|}{\left\|\mathbf{u}_{t}\right\|}=1-\frac{K_{c}}{K}=1-\lambda . \tag{5.16}
\end{equation*}
$$

For PPC-dTCs and PPC-dPCCs, $\theta$ is the ratio between the length of the uncoupled parity sequence and the parity length, i.e.,

$$
\theta \triangleq \frac{\left\|\mathbf{v}_{t, t}\right\|}{\left\|\mathbf{v}_{t}\right\|}=1-\frac{K_{c}}{2 K}=\left\{\begin{array}{l}
1-\frac{\lambda}{2} \text { for PPC-dTCs }  \tag{5.17}\\
1-\lambda \text { for PPC-dPCCs }
\end{array}\right.
$$

For PIC-dTCs and PIC-dPCCs, at most $K$ information bits can be coupled so that $0 \leq \theta \leq 1$. Likewise, $0 \leq \theta \leq 1$ for PPC-dPCCs because at most $2 K$ parity bits can be coupled. For PPC-dTCs, $0.5 \leq \theta \leq 1$ because at most half of the parity sequence in a CB can be coupled.

We first consider the cases that $\theta>0$. For PIC-dTCs and PIC-dPCCs with $\mathbf{G}_{\frac{2}{3}}=\left[10 \frac{\mathbf{g}_{f}}{g_{b}} ; 01 \frac{\mathbf{g}_{f}^{\prime}}{\mathbf{g}_{b}}\right]$, their free distances are the same as the free distance of the turbo code with $\mathbf{G}_{\frac{1}{2}}=\left[1 \frac{\mathbf{g}_{f}}{\mathrm{~g}_{b}}\right]$ when $\lambda<1$. This is because when the bits leading to a CB decoding error event are not coupled, the extrinsic information from other CBs is unable to correct this error event. We call this case the uncoupled error
event. On the contrary, when the bits leading to a CB decoding error event are coupled, it is more likely that it can be corrected in the later decoding iterations with the extrinsic information from other CBs. In another aspect, although the free distance stays constant when $\theta>0$, its multiplicity decreases with $\theta$ because the probability that uncoupled error events occur reduces with $\theta$. Thus, the error floor drops. When PIC-dTCs and PIC-dPCCs have the same $\theta$, they have similar free distance multiplicity and thus similar free distance asymptote. Due to similar reasons, we can say that the error floor of PPC-dTCs and PPC-dPCCs reduces with decreasing $\theta$. When PPC-dTCs and PPC-dPCCs have the same $\theta$, they have similar free distance asymptote.

In Table 5.6, we show $d_{\text {free }}$ and $\bar{A}\left(d_{\text {free }}\right)$ for the partially coupled dTCs with $K=1000$. The component codes we considered here are the same as in Sec. 5.4. Note that the exact free distanc $4^{4} \widetilde{d}_{\text {free }}$ and its multiplicity of a partially coupled dTC are affected by information length, interleaver, and coupling indices (position of coupled bits), we consider the averaged free distance multiplicity $\bar{A}\left(d_{\text {free }}\right)$ with randomly generated interleaver and coupling indices. The method to obtain $\bar{A}\left(d_{\text {free }}\right)$ is given in Appendix 5.B.

Now we consider that $\theta=0$. Recall that PPC-dTCs have $0.5 \leq \theta \leq 1$, so they are not considered in this case. For PIC-dTC, PIC-dPCC, and PPC-dPCC with $K=1000$ and $\lambda=1$ the minimum $\widetilde{d}_{\text {free }}$ we found by searching over randomly generated interleaver and coupling indices are 22,12 , and 28 , respectively. This suggests that the PIC-dTCs and PPC-dPCCs might have better error floor performance than the PIC-dPCCs.

[^6]Table 5.6: Free distance multiplicity for partially coupled dTCs.

|  | $\bar{A}(10)$ |  |  | $\bar{A}(6)$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\theta$ | PIC-dTC | PIC-dPCC |  | PPC-dTC | PPC-dPCC |
| 0.7 | 0.98 | 0.97 |  | 0.47 | 0.47 |
| 0.6 | 0.69 | 0.68 |  | 0.26 | 0.26 |
| 0.5 | 0.49 | 0.49 |  | 0.13 | 0.13 |
| 0.4 | 0.29 | 0.30 |  | - | 0.05 |
| 0.3 | 0.17 | 0.17 |  | - | 0.02 |
| 0.2 | 0.09 | 0.08 |  | - | $<0.01$ |
| 0.1 | 0.01 | 0.01 |  | - | $<0.01$ |
| $K=1000, m=1$ |  |  |  |  |  |

Table 5.7: Error floor BER for partially coupled dTCs at $E_{b} / N_{0}=3 \mathrm{~dB}$.

|  | Error floor BER |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| $\theta$ | PIC-dTC | PIC-dPCC | PPC-dTC | PPC-dPCC |
| 0.7 | $4.8 \times 10^{-7}$ | $4.9 \times 10^{-7}$ | $5.4 \times 10^{-6}$ | $4.7 \times 10^{-6}$ |
| 0.6 | $3.5 \times 10^{-7}$ | $3.4 \times 10^{-7}$ | $2.0 \times 10^{-6}$ | $2.1 \times 10^{-6}$ |
| 0.5 | $2.6 \times 10^{-7}$ | $2.3 \times 10^{-7}$ | $7.3 \times 10^{-7}$ | $7.8 \times 10^{-7}$ |
| 0.4 | $1.8 \times 10^{-7}$ | $1.7 \times 10^{-7}$ | - | $3.9 \times 10^{-7}$ |
| 0.3 | $1.3 \times 10^{-7}$ | $1.4 \times 10^{-7}$ | - | $1.5 \times 10^{-7}$ |
| 0.2 | $8.0 \times 10^{-8}$ | $9.9 \times 10^{-7}$ | - | $6.1 \times 10^{-8}$ |
| 0.1 | $4.9 \times 10^{-8}$ | $7.0 \times 10^{-8}$ | - | $1.6 \times 10^{-8}$ |
| 0 | $1.8 \times 10^{-9}$ | $3.4 \times 10^{-8}$ | - | $<10^{-9}$ |
| $* K=1000, L=100, m=1$. |  |  |  |  |

In 5.7. we show the error floor BER for our partially coupled dTCs over the AWGN channel. For each class of codes, the error floor BER decreases with $\theta$. When $\theta>0$, PIC-dTCs and PIC-dPCCs have similar error floor BER, while PPC-dTCs and PPC-dPCCs have similar error floor BER. For $0<\theta \leq 0.2$, although PPC-dPCCs have a smaller free distance than PIC codes, PPC-dPCCs have a lower error floor than PIC codes due to low free distance multiplicity. When $\theta=0$, the PIC-dTC and the PPC-dPCC have significantly lower error floor BER than the PIC-dPCC as they have much higher free distance.


Figure 5.8: Error performance of PIC-dTCs and PPC-dTCs with $K=10^{5}$ over the BEC.

### 5.6 Simulation Results

In this section, we present the simulation results for the partially coupled dTCs. We first present the results over the BEC to verify the DE analysis. Later, we investigate the performance of the partially coupled dTCs over the AWGN channel. For all the results in this section, $m=1$ is employed. Also, $R=\frac{1}{3}$ is employed if not specified. We set $L=100$ to minimize the rate loss due to coupling termination unless otherwise specified.

### 5.6.1 Error Performance over the BEC

In this subsection, we demonstrate the error performance of our codes over the BEC. The component codes we used here are the same as in Sec. 5.4. Turbo code interleavers and coupling indices are randomly chosen. FF-FB decoding is adopted. The error performance is measured in terms of bit erasure rate (BER) versus the BEC erasure probability.

To verify the DE analysis, we plot the decoding thresholds and the simulated

BER curves (denoted as "sim" in the legend) of PIC-dTCs and PPC-dTCs in Fig. 5.8. For simulation, $K=10^{5}$ is employed. At $\mathrm{BER}=10^{-5}$, all PIC-dTCs are within 0.002 to their decoding thresholds, and all PPC-dTCs are within 0.004 to their decoding thresholds. This is in agreement with our DE analysis. In addition, it can be seen that the PPC-dTCs have a larger gap to the decoding threshold than the PIC-dTCs with the same $\lambda$. This suggests that PPC codes may have worse scaling parameter $[99,100]$ than the PIC codes, i.e., the PPC codes may suffer more performance degradation than the PIC codes when $K$ decreases.

To evaluate the performance of our codes with moderate blocklength, we plot the BER of the our codes with $K=10^{4}$ in Fig. 5.9. The PIC-TC and the PPCTC in [97] with $K=10^{4}$ and optimized $\lambda$, and the turbo code with $K=10^{6}$ are also shown in Fig. 5.9. All of our codes outperform the turbo code even though they have almost the same total information length. Our codes also outperform the optimized PIC-TC and PPC-TC. Particularly, the PIC-dPCC with $\lambda=\frac{1}{2}$ has the best error performance among all simulated codes. The performance of PPCdTCs is better than PPC-dPCCs but worse than PIC-dTCs when they have the same $\lambda$.

Next, we investigate the performance of our codes with random puncturing over the BEC. In Fig. 5.10, we plot the error performance of our codes with $K=10^{4}$ and the turbo code with $K=10^{6}$ at code rate $R=\frac{4}{5}$. Although the PPC-dTC has the best performance in the waterfall regime among all simulated codes, its error floor is at a BER above $10^{-5}$. The PPC-dPCC has slightly worse performance in the waterfall regime but a lower error floor compared to PPCdTC. Both PIC codes show an error floor below $10^{-6}$, but their performance in the waterfall regime is worse than the PPC codes. In contrast, PHC-dTC has performance close to PPC-dTC in the waterfall regime and an error floor lower


Figure 5.9: Error performance of partially coupled codes with $K=10^{4}$ over the BEC.
than PPC-dTC.

## Finite Length Scaling

Here, we demonstrate how finite-length scaling [100, 101] affects the performance of our codes. Finite-length scaling refers to that the performance of a code degrades with its length. The speed of performance degradation depends on


Figure 5.10: Error performance of rate- $\frac{4}{5}$ partially coupled dTCs with $K=10^{4}$ over the BEC. $\left(\lambda_{\mathrm{i}}, \lambda_{\mathrm{p}}\right)=(0.7,0.3)$ for PHC-dTC.
the code structure. Although the BP decoding threshold of a code indicates the performance of this code under infinite information length and random interleaving, the coupling ratio that maximizes iterative decoding threshold may not promise optimal performance for a short information length due to scaling.

For our partially coupled dTCs, we observe that the performance degradation becomes worse when coupling ratio $\lambda$ increases. To demonstrate that, Fig. 5.11 shows the performance of PIC-dTCs with $K \in\left\{10^{3}, 10^{4}\right\}$ at $R=\frac{4}{5}$. Recall that the decoding threshold of PIC-dTC is maximized when $\lambda=1$. When $K=10^{3}$, the PIC-dTC with $\lambda=1$ does not show significant performance improvement over the PIC-dTC with $\lambda=0.5$ when channel erasure probability is above 0.16 . When $K=10^{4}$, the PIC-dTC with $\lambda=1$ outperforms the PIC-dTC with $\lambda=0.5$, which complies with their decoding threshold.

We also observe that PPC codes suffer from more performance degradation than PIC codes. To show that, we plot the performance of our codes with $K=10^{3}$ at $R=\frac{4}{5}$ in Fig. 5.12. Although we have shown that PPC codes outperforms PIC codes when $K=10^{4}$ in Fig. 5.10, we observe that PIC codes outperform


Figure 5.11: Error performance of rate- $\frac{4}{5}$ PIC-dTCs over the BEC.


Figure 5.12: Error performance of rate- $-\frac{4}{5}$ partially coupled dTCs with $K=10^{3}$ over the BEC.

PPC codes when $K=10^{3}$.

### 5.6.2 Error Performance over the AWGN Channel

In this subsection, we investigate the performance of our codes over the AWGN channel. We evaluate the error performance in terms of TB error rate (TBER). We use the LTE turbo codes $[12]$ with generator $\mathbf{G}_{\frac{1}{2}}=\left[\begin{array}{ll}1 & 15 \\ 13\end{array}\right]$ as a performance
benchmark. For constructing PIC codes, we use generator $\mathbf{G}_{\frac{2}{3}}=\left[\begin{array}{lllll}1 & 0 & \frac{15}{13} ; 0 & 1 & \frac{17}{13}\end{array}\right]$. For constructing PPC codes, we use generator $\mathbf{G}_{\frac{2}{3}}=\left[\begin{array}{lllll}1 & 0 & \frac{17}{13} ; 0 & 1 & \frac{15}{13}\end{array}\right]$. The LTE turbo interleaver [12] is also applied to our codes, while the coupling indices are randomly chosen. The FF-FB decoding scheme ${ }^{5}$ is adopted if otherwise mentioned.

We first show the error performance of PIC-dTCs for various $\lambda$ and $K$. We consider that the length of a TB is 102400 , and $(K, L) \in\{(1024,100),(5120,20)\}$ for both LTE turbo codes and PIC-dTCs. For $\lambda \in\left\{\frac{1}{2}, 1\right\}$, the effective code rates with $K=1024$ are $R \in\{0.3309,0.3298\}$, and the effective code rates with $K=5120$ are $R \in\{0.3275,0.3218\}$. The simulation results are shown in Fig. 5.13. Although Fig. 5.7a shows that the decoding threshold of PIC-dTCs improve with $\lambda$ over BEC, it is observed that PIC-dTCs with $\lambda=\frac{1}{2}$ outperform the PICdTCs with $\lambda=1$ over the AWGN channel. This is due to two reasons: one reason is that the rate loss caused by termination increases with $\lambda$, and another reason is that the finite-length scaling. Similar observations can be made for PIC-dPCCs and PPC codes. At TBER $=10^{-2}$ and $\lambda=\frac{1}{2}$, the PIC-dTC with $K=1024$ can achieve about 0.6 dB gain over the LTE turbo code with $K=1024$, and the PIC-dTC with $K=5120$ can achieve about 0.3 dB gain over the LTE turbo code with $K=5120$.

Next, we show the error performance of our codes under sliding window decoding in Fig. 5.14. We use $K=1024$ and $\lambda=\frac{1}{2}$ for code construction. Window size $10, I_{\mathrm{TB}}=10$, and $I_{\mathrm{CB}}=5$ are used for sliding window decoding. For comparison, we also plot the error performance of LTE turbo code and the type-I BCC. The BCC has the same component RSC generator as the PPC-
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Figure 5.13: Error performance of rate- $\frac{1}{3}$ PIC-dTCs with $K L=102400$ over the AWGN channel.
dTC and PPC-dPCC, and has the same sliding window decoder parameter. In terms of TBER, all of our codes outperform the BCC and LTE turbo codes. In terms of BER, although all of our codes have lower BER than the BBC, the PPC codes have higher BER than the LTE turbo code when $E_{b} / N_{0}$ is relatively low. In specific, the PPC-dTC only outperforms the LTE turbo code when $E_{b} / N_{0}$ is above 0.45 dB , while the PPC-dPCC only outperforms the LTE turbo when $E_{b} / N_{0}$ is above 0.65 dB .

### 5.6.3 Discussion

The simulation results for both the BEC and the AWGN channel show that the existing turbo codes can significantly benefit from partial coupling schemes. The partially coupled dTCs have different characteristics. At $R=\frac{1}{3}$, PIC codes have a better decoding threshold than PPC codes. Specifically, PIC-dPCCs have the best decoding threshold for small coupling memory, while PIC-dTCs have the best decoding threshold for large coupling memory. It is also observed that PIC-dTCs have better error floor performance than PIC-dPCC. For $R \geq \frac{1}{2}$, PPC


Figure 5.14: Error performance of rate- $\frac{1}{3}$ partially coupled dTCs under sliding window decoding over the AWGN channel. $K=1024, \lambda=\frac{1}{2}$.
codes have a better decoding threshold than PIC codes. PPC-dTCs have the best decoding threshold but the worst error floor performance. By allowing coupling information and parity simultaneously, PHC-dTCs can achieve a better trade-off between decoding threshold and error floor performance.

### 5.7 Conclusion

In this chapter, we studied spatially coupled turbo-like codes by investigating the impact of partial coupling on the turbo code level and convolutional code level. We introduced four different coding schemes with partial coupling, and constructed PIC-dTCs, PIC-dPCCs, PPC-dTCs, and PPC-dPCCs. We derived the exact DE equations for our codes with general coupling ratio and coupling memory over the BEC. Rate-compatible designs of our codes for high code rates are also studied. The BP decoding thresholds of our codes with optimized coupling ratio were presented for various code rates. The error floor performance was also investigated via distance property analysis. Both theoretical analysis and simulation results showed that the proposed coding scheme can significantly improve the decoding performance over turbo codes.

## Appendices

## 5.A Density Evolution Analysis for $m \geq 1$

## 5.A. $1 \quad$ PIC-dTCs with $m \geq 1$

For coupling memory $m \geq 1$, at the upper decoder, $\bar{p}_{1, \mathrm{~L}, t}^{(i)}$ depends on the erasure probabilities of $\mathbf{u}_{t, t}$ and $\mathbf{u}_{t, t+1}, \ldots, \mathbf{u}_{t, t+m}$, while $\bar{p}_{2, \mathrm{~L}, t}^{(i)}$ depends on the erasure probabilities of $\mathbf{u}_{t-m, t}, \ldots, \mathbf{u}_{t-1, t}$. The average extrinsic erasure probabilities from
$\mathbf{u}_{t}$ and $\mathbf{u}_{t}^{\prime}$ to $f^{\mathrm{U}}$ are computed as

$$
\begin{align*}
& \bar{p}_{1, \mathrm{~L}, t}^{(i)}=\varepsilon \cdot p_{1, \mathrm{~L}, t}^{(i)} \cdot\left(1-\lambda+\frac{\lambda}{m} \sum_{j=1}^{m} p_{2, \mathrm{U}, t+j}^{(i-1)} \cdot p_{2, \mathrm{~L}, t+j}^{(i)}\right)  \tag{5.18a}\\
& \bar{p}_{2, \mathrm{~L}, t}^{(i)}=\varepsilon \cdot p_{2, \mathrm{~L}, t}^{(i)} \cdot \frac{\lambda}{m} \sum_{j=1}^{m} p_{1, \mathrm{U}, t-j}^{(i-1)} \cdot p_{1, \mathrm{~L}, t-j}^{(i)} . \tag{5.18b}
\end{align*}
$$

The a-posteriori erasure probability of $\mathbf{u}_{t}$ after $i$ iterations is

$$
\begin{equation*}
p_{\mathbf{u}_{t}}^{(i)}=\varepsilon \cdot p_{1, \mathrm{U}, t}^{(i)} \cdot p_{1, \mathrm{~L}, t}^{(i)} \cdot\left(1-\lambda+\frac{\lambda}{m} \sum_{j=1}^{m} p_{2, \mathrm{U}, t+j}^{(i)} \cdot p_{2, \mathrm{~L}, t+j}^{(i)}\right) \tag{5.19}
\end{equation*}
$$

## 5.A. 2 PIC-dPCCs with $m \geq 1$

For coupling memory $m \geq 1$, at the upper decoder, $\bar{p}_{1, \mathrm{~L}, t}^{(i)}$ depends on the erasure probabilities of $\mathbf{u}_{t, t}, \mathbf{u}_{t, t+1}^{\mathrm{U}}, \ldots, \mathbf{u}_{t, t+m}^{\mathrm{U}}$, and $\mathbf{u}_{t, t+1}^{\mathrm{L}}, \ldots, \mathbf{u}_{t, t+m}^{\mathrm{L}}$, while $\bar{p}_{2, \mathrm{~L}, t}^{(i)}$ depends on the erasure probabilities of $\mathbf{u}_{t, t-m}^{\mathrm{U}}, \ldots, \mathbf{u}_{t, t-1}^{\mathrm{U}}$. The average erasure probabilities from $\mathbf{u}_{t}$ and $\mathbf{u}_{t}^{\prime}$ to $f^{\mathrm{U}}$ is computed as

$$
\begin{align*}
\bar{p}_{1, \mathrm{~L}, t}^{(i)} & =\varepsilon \cdot p_{1, \mathrm{~L}, t}^{(i)} \cdot\left(1-\lambda+\frac{\lambda}{2 m} \cdot \sum_{j=1}^{m}\left(p_{2, \mathrm{U}, t+j}^{(i-1)}+p_{2, \mathrm{~L}, t+j}^{(i)}\right)\right),  \tag{5.20a}\\
\bar{p}_{2, \mathrm{~L}, t}^{(i)} & =\varepsilon \cdot \frac{\lambda}{2 m} \sum_{j=1}^{m} p_{1, \mathrm{U}, t-j}^{(i-1)} \cdot p_{1, \mathrm{~L}, t-j}^{(i)} . \tag{5.20b}
\end{align*}
$$

The a-posteriori erasure probability of $\mathbf{u}_{t}$ after $i$ iterations is

$$
\begin{equation*}
p_{\mathbf{u}_{t}}^{(i)}=\varepsilon \cdot p_{1, \mathrm{U}, t}^{(i)} \cdot p_{1, \mathrm{~L}, t}^{(i)} \cdot\left(1-\lambda+\frac{\lambda}{2 m} \cdot \sum_{j=1}^{m}\left(p_{2, \mathrm{U}, t+j}^{(i)}+p_{2, \mathrm{~L}, t+j}^{(i)}\right)\right) . \tag{5.21}
\end{equation*}
$$

## 5.A. 3 PPC-dTCs with $m \geq 1$

For coupling memory $m \geq 1$, at the upper decoder, $\bar{p}_{2, \mathrm{~L}, t}^{(i)}$ depends on the erasure probabilities of $\mathbf{v}_{t, t-m}^{\mathrm{U}}, \ldots, \mathbf{v}_{t, t-1}^{\mathrm{U}}$ and $\mathbf{v}_{t, t-m}^{\mathrm{L}}, \ldots, \mathbf{v}_{t, t-1}^{\mathrm{L}}$, while $\bar{q}_{\mathrm{L}, t}^{(i)}$ depends on
the erasure probabilities of $\mathbf{v}_{t, t}^{\mathrm{U}}$ and $\mathbf{v}_{t, t+1}^{\mathrm{U}}, \ldots, \mathbf{v}_{t, t+m}^{\mathrm{U}}$. The averaged extrinsic probabilities from $\mathbf{u}_{t}^{\prime}$ and $\mathbf{v}_{t}^{\mathrm{U}}$ to $f^{\mathrm{U}}$ are computed as

$$
\begin{align*}
& \bar{p}_{2, \mathrm{~L}, t}^{(i)}=\varepsilon \cdot p_{2, \mathrm{~L}, t}^{(i)} \cdot \frac{\lambda}{2 m} \sum_{j=1}^{m}\left(q_{\mathrm{U}, t-j}^{(i-1)}+q_{\mathrm{L}, t-j}^{(i)}\right),  \tag{5.22a}\\
& \bar{q}_{\mathrm{L}, t}^{(i)}=\varepsilon \cdot\left(1-\frac{\lambda}{2}+\frac{\lambda}{2 m} \sum_{j=1}^{m} p_{1, \mathrm{U}, t+j}^{(i-1)} \cdot p_{1, \mathrm{~L}, t+j}^{(i)}\right) . \tag{5.22b}
\end{align*}
$$

The a-posteriori erasure probability of $\mathbf{u}_{t}$ is computed with the same expression in (5.11).

## 5.A. $4 \quad$ PPC-dPCCs with $m \geq 1$

For coupling memory $m \geq 1$, at the upper decoder, $\bar{p}_{2, \mathrm{~L}, t}^{(i)}$ depends on the erasure probabilities of $\mathbf{v}_{t-m, t}^{\mathrm{L}}, \ldots, \mathbf{v}_{t-1, t}^{\mathrm{L}}$, while $\bar{q}_{\mathrm{U}, t}^{(i)}$ depends on the erasure probabilities of $\mathbf{u}_{t, t+1}^{\mathrm{L}}, \ldots, \mathbf{u}_{t, t+m}^{\mathrm{L}}$. Thus, the average erasure probabilities from $\mathbf{u}_{t}^{\prime}$ and $\mathbf{v}_{t}$ to $f^{\mathrm{U}}$ are computed as

$$
\begin{align*}
& \bar{p}_{2, \mathrm{~L}, t}^{(i)}=\varepsilon \cdot \frac{\lambda}{m} \sum_{j=1}^{m} q_{\mathrm{L}, t-j}^{(i)}  \tag{5.23a}\\
& \bar{q}_{\mathrm{U}, t}^{(i)}=\varepsilon \cdot\left(1-\lambda+\frac{\lambda}{m} \sum_{j=1}^{m} p_{1, \mathrm{~L}, t+j}^{(i)}\right) . \tag{5.23b}
\end{align*}
$$

The a-posteriori erasure probability of $\mathbf{u}_{t}$ is computed with the same expression in (5.11).

## 5.B Process to Obtain Free Distance Multiplicity

Let $T_{\text {max }}$ be sampling number of the code ensembles with the given information length and coupling ratio. To simplify the process of searching the exact free
distance $\widetilde{d}_{\text {free }}$, we adopt two commonly used assumptions for turbo codes 83,85, 87, 89, 102, 103].

- The free distance of a turbo code is given by weight- 2 information sequences, i.e., $\bar{w}_{\text {free }}=2$.
- Let $\mathbf{u}_{(i, D)}$ be a weight- 2 information sequence $\left[u_{1}, \ldots, u_{K}\right]$ with $u_{i}=u_{i+D}=$ 1. The codeword weight of $\mathbf{u}_{(i, D)}$ is larger than $d_{\text {free }}$ when $D>D_{\max }$, where $D_{\max }$ is a value much larger than the constraint length of the constituent RSC code.

For the results in Table 5.7, we consider $K=1000, m=1, T_{\max }=2000$, and $D_{\text {max }}=20$. The steps to obtain $\bar{A}\left(d_{\text {free }}\right)$ are as follows.

Step 1. Initialize the free distance multiplicity counter $A=0$.
Step 2. For $T=1,2, \ldots, T_{\max }$, obtain the Hamming weight of codeword produced by weight-2 information sequence with the given information length and coupling ratio. Record the total free distance multiplicity.

1. Randomly generate turbo code interleaver and coupling indices.
2. Let $L=2$. For $i=1,2, \ldots, K-\left(D_{\max }-1\right)$ and $0<D \leq D_{\max }$ :
(a) For $\mathrm{CB}_{1}$, initialize $\mathbf{u}_{1}=\mathbf{u}_{(i, D)}$.
(b) For $\mathrm{CB}_{2}$, initialize $\mathbf{u}_{2}$ as an all-zero sequence.
(c) Apply coupling between $\mathrm{CB}_{1}$ and $\mathrm{CB}_{2}$, and encode $\mathrm{CB}_{1}$ and $\mathrm{CB}_{2}$ respectively.
(d) Compute the Hamming weight of codeword: $d=2+w\left(\mathbf{v}_{1}\right)+w\left(\mathbf{v}_{2}\right)$.
(e) If $d=d_{\text {free }}$, then increase counter $A$ by 1 .

Step 3. Compute the averaged free distance multiplicity $\bar{A}\left(d_{\text {free }}\right)=\frac{A}{T_{\text {max }}}$

## Chapter 6

## Generalized Spatially Coupled PCCs

In this chapter, we introduce the generalized spatially coupled parallel concatenated convolutional codes (GSC-PCCs), constructed by applying spatial coupling on parallel concatenated convolutional codes (PCCs) with a fraction of information bits repeated $q$ times. GSC-PCCs can be seen as a generalization of the spatially-coupled parallel concatenated codes proposed in [38]. In addition, the PIC-TCs can also be seen as a subclass of GSC-PCCs. To characterize the asymptotic performance of GSC-PCCs, we derive the corresponding density evolution equations and compute their decoding thresholds. Both density evolution analysis and simulations show the superiority of the proposed codes over the existing spatially coupled turbo-like codes.

### 6.1 Introduction

In the last two chapters, we studied the partial coupling techniques and constructed various partially couple turbo codes. In the partially coupled scheme,
a fraction of the codeword at one time instance is repeated two times and the replica becomes a part of the information sequence of the component encoder at the succeeding time instances. The partial coupling scheme where the information bits are repeated is referred to as the partial information coupling (PIC), while the scheme where the parity bits are repeated is referred to as the partial parity coupling (PPC).

In this chapter, we combine the ideas of spatially coupled parallel concatenated convolutional codes [38] (SC-PCCs) and PIC turbo codes [93 94] (PIC-TCs) and construct the generalized spatially coupled parallel concatenated convolutional codes (GSC-PCCs) 104 by applying spatial coupling on parallel concatenated convolutional codes (PCCs) with a fraction of information bits repeated $q$ times. The main contributions ${ }^{1}$ of this chapter are as follows:

- We introduce the construction method for GSC-PCCs with an arbitrary PCC. First, a fraction $\lambda$ of the information sequence at one time instance is repeated by $q$ times. Then, the spatial coupling method used for constructing SC-PCCs is applied to the information sequence with partial repetition. In addition, we show that both SC-PCCs and PIC-TCs can be seen as the special subclasses of GSC-PCCs.
- The exact density evolution (DE) equations for the GSC-PCC ensembles on the binary erasure channel (BEC) are derived. For the rate-compatible GSC-PCC ensembles based on random puncturing on parity bits, we find the optimal repetition ratio $\lambda$ that gives the largest BP decoding threshold for a given target code rate $R$, coupling memory $m$, and repetition factor $q$. The DE analysis results show that GSC-PCCs can surpass SC-PCCs and

[^8]PIC-TCs of the same rates. In particular, the GSC-PCCs with $q=6$ and $m=5$ can have a gap less than 0.005 to the BEC capacity for various code rates.

- We evaluate the error performance of GSC-PCC with randomly generated coupling indices over the BEC via simulation. Simulation results confirm our theoretical analysis and show significant error performance improvement over SC-PCCs and PIC-TCs. Furthermore, we show that the finite-length performance of GSC-PCCs can be further improved by carefully choosing the coupling indices.


### 6.2 Construction of GSC-PCCs

In this section, we first briefly introduce the PCCs with partial information repetition (PR-PCCs) which are used as the building blocks to construct GSCPCCs. Then, we present the construction of GSC-PCCs. The constituent PCC can be arbitrary. For simplicity, we consider that the constituent code is a rate- $\frac{1}{3}$ PCC built with two rate- $\frac{1}{2}$ RSC codes throughout this chapter.

### 6.2.1 Encoding of PR-PCCs

The PR-PCCs are constructed by repeating a fraction of the information bits for $q$ times. The encoder block diagram of PR-PCCs is depicted in Fig. 6.1. A length- $K$ information sequence $\mathbf{u}$ is segmented into two subsequences $\mathbf{u}_{\mathrm{r}}$ and $\mathbf{u}_{0}$. Then, $q$ copies of $\mathbf{u}_{\mathrm{r}}$ are combined with $\mathbf{u}_{\mathrm{o}}$ to form a length- $K^{\prime}$ sequence $\mathbf{u}^{\prime}=$ $\left[\mathbf{u}_{\mathrm{r}}, \ldots, \mathbf{u}_{\mathrm{r}}, \mathbf{u}_{\mathrm{o}}\right]$. Next, $\mathbf{u}^{\prime}$ and its reordered copy $\Pi\left(\mathbf{u}^{\prime}\right)$ is encoded by the upper and lower RSC encoders, producing the parity sequences $\mathbf{v}^{\mathrm{U}}$ and $\mathbf{v}^{\mathrm{L}}$, respectively. The codeword is given by $\mathbf{x}=\left[\mathbf{u}, \mathbf{v}^{\mathrm{U}}, \mathbf{v}^{\mathrm{L}}\right]$.


Figure 6.1: Encoder block diagram of PR-dTCs.

We define the repetition ratio as the ratio of the length of the repeated subsequence $\mathbf{u}_{r}$ to the length of the encoder input sequence $\mathbf{u}^{\prime}$, that is

$$
\begin{equation*}
\lambda \triangleq \frac{\left\|\mathbf{u}_{\mathrm{r}}\right\|}{\left\|\mathbf{u}^{\prime}\right\|}=\frac{K^{\prime}-K}{(q-1) K^{\prime}}, \tag{6.1}
\end{equation*}
$$

and $0 \leq \lambda \leq \frac{1}{q}$. This gives $K=(1-(q-1) \lambda) K^{\prime},\left\|\mathbf{u}_{\mathrm{r}}\right\|=\lambda K^{\prime},\left\|\mathbf{u}_{\mathrm{o}}\right\|=(1-q \lambda) K^{\prime}$, and $\|x\|=3 K^{\prime}-(q-1) \lambda K^{\prime}$. The code rate of PR-PCCs is

$$
\begin{equation*}
R_{0}=\frac{\|\mathbf{u}\|}{\|\mathbf{x}\|}=\frac{1-(q-1) \lambda}{3-(q-1) \lambda} . \tag{6.2}
\end{equation*}
$$

### 6.2.2 Encoding of GSC-PCCs

We now construct GSC-PCCs by applying spatial coupling to PR-PCCs. As an example, we plot the encoder block diagram of GSC-PCCs with coupling memory $m=1$ in Fig. 6.2.

An information sequence $\mathbf{u}$ is segmented into $L$ subsequence $\mathbf{u}_{1}, \ldots, \mathbf{u}_{L}$ of length $K$. At time $t, \mathbf{u}_{t}$ is decomposed into $\mathbf{u}_{t, \mathrm{r}}$ and $\mathbf{u}_{t, \mathrm{o}}$, where $\left\|\mathbf{u}_{t, \mathrm{r}}\right\|=\lambda K^{\prime}$ and $\left\|\mathbf{u}_{t, o}\right\|=(1-q \lambda) K^{\prime}$. Then, $q$ copies of $\mathbf{u}_{t, \mathrm{r}}$ are combined with $\mathbf{u}_{t, \mathrm{o}}$ to form a length- $K^{\prime}$ sequence $\mathbf{u}_{t}^{\prime}=\left[\mathbf{u}_{t, \mathrm{r}}, \ldots, \mathbf{u}_{t, \mathrm{r}}, \mathbf{u}_{t, \mathrm{o}}\right]$. Next, $\mathbf{u}_{t}^{\prime}$ is decomposed into $m+1$ subsequences $\mathbf{u}_{t, t}^{\mathrm{U}}, \ldots, \mathbf{u}_{t, t+m}^{\mathrm{U}}$ of length $\frac{K^{\prime}}{m+1}$, where $\mathbf{u}_{t, t+j}^{\mathrm{U}}$ will become a part of the input sequence to the upper encoder at time $t+j, j=0, \ldots, m$. Meanwhile,


Figure 6.2: Encoder block diagram of the GSC-dPCCs with $m=1$ at time $t$.
$\Pi\left(\mathbf{u}_{t}^{\prime}\right)$ is decomposed into $m+1$ subsequences $\mathbf{u}_{t, t}^{\mathrm{L}}, \ldots, \mathbf{u}_{t, t+m}^{\mathrm{L}}$ of length $\frac{K^{\prime}}{m+1}$, where $\mathbf{u}_{t, t+j}^{\mathrm{L}}$ will become a part of the input sequence to the lower encoder at time $t+j$, $j=0, \ldots, m$. Later, the upper encoder inputs $\left[\mathbf{u}_{t-m, t}^{\mathrm{U}}, \ldots, \mathbf{u}_{t, t}^{\mathrm{U}}\right]$ and produces the upper parity sequence $\mathbf{v}_{t}^{\mathrm{U}}$, while the lower encoder inputs $\left[\mathbf{u}_{t-m, t}^{\mathrm{L}}, \ldots, \mathbf{u}_{t, t}^{\mathrm{L}}\right]$ and produces the lower parity sequence $\mathbf{v}_{t}^{\mathrm{L}}$. Eventually, the codeword at time $t$ is $\mathbf{x}_{t}=\left[\mathbf{u}_{t}, \mathbf{v}_{t}^{\mathrm{U}}, \mathbf{v}_{t}^{\mathrm{L}}\right]$.

To initialize and terminate the coupled chain, we can simply set $\mathbf{u}_{t}=\mathbf{0}$ for $t<1$ and $t>L$. As a result, the code rate of the GSC-PCC is

$$
\begin{equation*}
R=\frac{\sum_{t=1}^{L}\left\|\mathbf{u}_{t}\right\|}{\sum_{t=1}^{L}\left\|\mathbf{x}_{t}\right\|+\sum_{t=L+1}^{L+m}\left\|\mathbf{v}_{t}^{\mathrm{U}}\right\|+\left\|\mathbf{v}_{t}^{\mathrm{L}}\right\|}=\frac{(1-(q-1) \lambda) K^{\prime} L}{(3-(q-1) \lambda) K^{\prime} L+2 m K^{\prime}} \tag{6.3}
\end{equation*}
$$

When $L \rightarrow \infty$, the code rate of a GSC-PCC approaches the code rate of its component PR-PCC, i.e.,

$$
\begin{equation*}
R \stackrel{L \rightarrow \infty}{=} \frac{1-(q-1) \lambda}{3-(q-1) \lambda} . \tag{6.4}
\end{equation*}
$$

### 6.2.3 Comparison with Existing Codes

GSC-PCCs can be seen as a generalization of the conventional SC-PCCs. In particular, a GSC-PCC becomes an SC-PCC when $q=1$ or $\lambda=0$. GSC-PCCs have significant performance improvement over SC-PCCs. Moreover, GSC-PCCs have a better flexibility on code rate as they can reach any code rate between $\frac{1}{2 q+1}$ and $\frac{1}{3}$ without additional rate-matching technique.

PIC-TCs can be seen as special cases of GSC-PCCs with $q=2$. To be precise, we can obtain the PIC-TCs with $m=1$ by setting $\mathbf{u}_{t, t}^{\mathrm{U}}=\mathbf{u}_{t, t}^{\mathrm{L}}=\left[\mathbf{u}_{t, \mathrm{r}}, \mathbf{u}_{t, 0}\right]$ and $\mathbf{u}_{t, t+1}^{\mathrm{U}}=\mathbf{u}_{t, t+1}^{\mathrm{L}}=\mathbf{u}_{t, \mathrm{r}}$. We can obtain PIC-TCs with $m \geq 1$ by setting $\mathbf{u}_{t, t}^{\mathrm{U}}=\mathbf{u}_{t, t}^{\mathrm{L}}=\left[\mathbf{u}_{t, \mathrm{r}}, \mathbf{u}_{t, \mathrm{o}}\right]$ and $\mathbf{u}_{t, t+j}^{\mathrm{U}}=\mathbf{u}_{t, t+j}^{\mathrm{L}}=\mathbf{u}_{t, \mathrm{r}, j}$, where $1 \leq j \leq m$ and $\mathbf{u}_{t, \mathrm{r}}=\left[\mathbf{u}_{t, \mathrm{r}, 1}, \ldots, \mathbf{u}_{t, \mathrm{r}, m}\right]$. For both PIC-TCs and GSC-PCCs with $q=2$, coupled bits is protected by four RSC encoders. However, as the coupling of PIC-TCs is on the turbo code level, coupled bits is only protected by two time instants. The coupling of the GSC-PCCs is on the convolutional code level, so that coupled bits can be protected by no less than two time instants.

### 6.3 Density Evolution Analysis

In this section, we present the DE analysis of GSC-PCCs over the BEC. With the help of compact graphs, we first derive the DE equations for the uncoupled PR-PCCs and then derive the DE equations for the GSC-PCCs with coupling memory $m \geq 1$. Lastly, we evaluate the BP decoding thresholds of our codes over the BEC by using the derived DE equations.

Due to the symmetrical structure of PR-PCCs and GSC-PCCs, we only present the DE equations for the upper encoder to avoid repetition. In addition, as parity bits are not involved in the coupling, the DE equations for the parity

Table 6.1: Notations for the DE analysis of PR-PCCs and GSC-PCCs.

| Notation | Definition |
| :--- | :--- |
| $f^{\mathrm{U}}$ | Upper decoder |
| $f^{\mathrm{L}}$ | Lower decoder |
| $f^{\mathrm{R}}$ | Partial repeater |
| $\bar{p}_{\mathrm{L}}^{(i)}$ | Information input erasure probability of $f^{\mathrm{U}}$ |
| $p_{\mathrm{U}, t}^{(i)}$ | Information output erasure probability of $f^{\mathrm{U}}$ |
| $\bar{p}_{\mathrm{U}}^{(i)}$ | Information input erasure probability of $f^{\mathrm{L}}$ |
| $p_{\mathrm{L}, t}^{(i)}$ | Information output erasure probability of $f^{\mathrm{L}}$ |
| $\bar{\varphi}_{\mathrm{U}, t}^{(i)}$ | Input erasure probability from $f^{\mathrm{U}}$ to $f^{\mathrm{R}}$ |
| $\bar{\varphi}_{\mathrm{U}, t}^{(i)}$ | Input erasure probability from $f^{\mathrm{L}}$ to $f^{\mathrm{R}}$ |
| $\varphi_{\mathrm{L}, t}^{(i)}$ | Output erasure probability from $f^{\mathrm{R}}$ to $f^{\mathrm{U}}$ |
| $\varphi_{\mathrm{L}, t}^{(i)}$ | Output erasure probability from $f^{\mathrm{R}}$ to $f^{\mathrm{L}}$ |

bits of PR-PCCs and GSC-PCCs are the same as that of PIC-PCs (which can be found in Sec. 4 Chapter 4), so we omit their details there. The notations involved in the DE analysis can be found in Table 6.1.

### 6.3.1 Density Evolution of PR-PCCs

Fig. 6.3a shows the compact graph of PR-PCCs. For $f^{U}$ at the $i$-th iteration, both $\mathbf{u}_{0}$ and $\mathbf{u}_{\mathrm{r}}$ can obtain extrinsic information from $f^{\mathrm{L}}$. Additionally, $\mathbf{u}_{\mathrm{r}}$ can obtain extrinsic information from $f^{\mathrm{U}}$ via its $q-1$ replicas. Thus, the average erasure probability from $\mathbf{u}_{o}$ to $f^{\mathrm{U}}$ is $\varepsilon \cdot p_{\mathrm{L}, t}^{(i)}$, while the average erasure probability from $\mathbf{u}_{\mathrm{r}}$ to $f^{\mathrm{U}}$ is $\varepsilon\left(p_{\mathrm{L}, t}^{(i)}\right)^{q} \cdot\left(p_{\mathrm{U}, t}^{(i-1)}\right)^{q-1}$. The input erasure probability of $f^{\mathrm{U}}$ is

$$
\begin{equation*}
\bar{p}_{\mathrm{L}, t}^{(i)}=\varepsilon\left(q \lambda\left(p_{\mathrm{L}, t}^{(i)}\right)^{q} \cdot\left(p_{\mathrm{U}, t}^{(i-1)}\right)^{q-1}+(1-q \lambda) \cdot p_{\mathrm{L}, t}^{(i)}\right) . \tag{6.5}
\end{equation*}
$$



Figure 6.3: Compact graph of a) RP-PCCs and b) GSC-PCCs with $m \geq 1$.

### 6.3.2 Density Evolution of GSC-PCCs

Fig. 6.3b depicts the compact graph of GSC-PCCs, where the partial repetition operator is represented by a factor node $f^{\mathrm{R}}$. For $f^{\mathrm{U}}$ at time $t$ and the $i$-th iteration, $\mathbf{u}_{t-m, t}^{\mathrm{U}}, \ldots, \mathbf{u}_{t, t}^{\mathrm{L}}$ can obtain extrinsic information from $f^{\mathrm{R}}$ at time $t-$ $m, \ldots, t$, respectively. Node $f^{\mathrm{R}}$ can obtain extrinsic information from both $f^{\mathrm{U}}$ and $f^{\mathrm{L}}$ at time $t, \ldots, t+m$. By taking into account the DE update inside $f^{\mathrm{R}}$,
the information input erasure probability of $f^{\mathrm{U}}$ is given by

$$
\begin{align*}
& \bar{p}_{\mathrm{L}, t}^{(i)}=\frac{\varepsilon}{m+1} \sum_{j=0}^{m} \varphi_{\mathrm{L}, t-j},  \tag{6.6a}\\
& \varphi_{\mathrm{L}, t-j}^{(i)}=q \lambda\left(\bar{\varphi}_{\mathrm{L}, t-j}^{(i)}\right)^{q} \cdot\left(\bar{\varphi}_{\mathrm{U}, t-j}^{(i-1)}\right)^{q-1}+(1-q \lambda) \cdot \bar{\varphi}_{\mathrm{L}, t-j}^{(i)},  \tag{6.6b}\\
& \bar{\varphi}_{\mathrm{L}, t}^{(i)}=\frac{1}{m+1} \sum_{j=0}^{m} p_{\mathrm{L}, t+j}^{(i)},  \tag{6.6c}\\
& \bar{\varphi}_{\mathrm{U}, t}^{(i-1)}=\frac{1}{m+1} \sum_{j=0}^{m} p_{\mathrm{U}, t+j}^{(i-1)} . \tag{6.6d}
\end{align*}
$$

### 6.3.3 BP Decoding Thresholds

We now evaluate the BP decoding thresholds of our codes over the BEC by using the derived DE equations. We consider that the underlying component code is a rate- $\frac{1}{3}$ turbo code with generator $\mathbf{G}=\left[1, \frac{5}{7}\right]$. Given a target code rate $R$ and repetition times $q$, we optimize the repetition ratio $\lambda$ such that the BP decoding threshold is maximized. Same as Chapter 4 and Chapter 5, we consider the rate-matching design by randomly puncturing the parity bits.

From Table 6.2, it can be observed that the BP decoding thresholds of GSC-PCCs improve with increasing $q$ for all considered code rates and coupling memories. Moreover, the thresholds of GSC-PCCs surpass those of SC-PCCs and PIC-TCs (see Table 4.3, Chapter 4) for the same coupling memories and same code rates.

### 6.4 Simulation Results

To verify our DE analysis, we simulate the error performance of our codes over the BEC. The error performance is measured in terms of bit erasure rate versus the erasure probability over the BEC. For all the simulated results, we set $K=10^{5}$,

Table 6.2: BP decoding thresholds for GSC-PCCs.

| Rate | $q$ | $\varepsilon_{\mathrm{BP}}^{(m=1)}, \lambda$ | $\varepsilon_{\mathrm{BP}}^{(m=3)}, \lambda$ | $\varepsilon_{\mathrm{BP}}^{(m=5)}, \lambda$ |
| :--- | :--- | :--- | :--- | :--- |
| $1 / 4$ | 2 | $0.7478,[0.319,0.353]$ | $0.7491,0.5$ | $0.7491,0.5$ |
|  | 4 | $0.7487,[0.152,0.162]$ | $0.7495,[0.216,0.229]$ | $0.7497,0.24$ |
|  | 6 | $0.7490,[0.112,0.116]$ | $0.7496,[0.134,0.143]$ | $0.7497,[0.143,0.158]$ |
| $1 / 3$ | 2 | $0.6627,[0.37,0.39]$ | $0.6647,0.5$ | $0.6647,0.5$ |
|  | 4 | $0.6642,[0.162,0.172]$ | $0.6656,[0.216,0.229]$ | $0.6660,0.25$ |
|  | 6 | $0.6648,[0.121,0.122]$ | $0.6658,[0.138,0.146]$ | $0.6661,[0.151,0.158]$ |
| $1 / 2$ | 2 | $0.4907,0.44$ | $0.4938,0.5$ | $0.4938,0.5$ |
|  | 4 | $0.4940,[0.187,0.188]$ | $0.4969,0.23$ | $0.4978,0.25$ |
|  | 6 | $0.4952,0.131$ | $0.4974,[0.150,0.151]$ | $0.4982,[0.156,0.160]$ |
| $3 / 4$ | 2 | $0.2326,0.5$ | $0.2352,0.5$ | $0.2352,0.5$ |
|  | 4 | $0.2380,[0.201,0.206]$ | $0.2430,0.24$ | $0.2443,0.25$ |
|  | 6 | $0.2406,0.137$ | $0.2442,[0.152,0.154]$ | $0.2457,[0.162,0.163]$ |

$m=1$, and $L=100$.
Fig. 6.4 shows the simulated performance and BP decoding thresholds of rate $-\frac{1}{2}$ and rate $-\frac{1}{3}$ GSC-PCCs, respectively. In the same figure, we also include the simulated performance and decoding thresholds of SC-PCCs and PIC-TCs for comparison, where the code rates, input information lengths, coupling lengths, and coupling memory are the same as those of GSC-PCCs. The interleavers and the coupling indices are randomly chosen.

For both rates, the simulation results show that the GSC-PCCs perform better than the SC-PCCs and PIC-TCs of the same rates. We observed that choosing $q=2$ is sufficient to allow GSC-PCCs to outperform SC-PCCs and PIC-TCs. Furthermore, GSC-PCCs with $q=4$ have a noticeable performance gain over the GSC-PCCs with $q=2$. All these observations agree with the DE analysis results.

(b) $R=\frac{1}{3}$

Figure 6.4: Error performance of GSC-PCCs over the BEC.

### 6.4.1 Design of Coupling Indices

In this section, we provide an effective method to choose the coupling indices to further enhance the error performance of the GSC-PCCs under finite block length. To be precise, coupling indices design refers how we decompose $\mathbf{u}_{t}^{\prime}$ into subsequences $\mathbf{u}_{t, t}^{\mathrm{U}}, \ldots, \mathbf{u}_{t, t+m}^{\mathrm{U}}$ and decompose $\Pi\left(\mathbf{u}_{t}^{\prime}\right)$ into $\mathbf{u}_{t, t}^{\mathrm{L}}, \ldots, \mathbf{u}_{t, t+m}^{\mathrm{L}}$.


Figure 6.5: Two equivalent compact graphs of SC-PCCs with $m=1$.

## Equivalent Compact Graph of SC-PCCs

Before we explain the design of coupling indices for GSC-PCCs, we first have a look at SC-PCCs (the GSC-PCCs with $q=1$ ) with coupling memory $m=1$. Fig. 6.5a depicts the compact graph of SC-PCCs given in 38. We first consider time $t$. Note that $\mathbf{u}_{t}^{\prime}=\mathbf{u}_{t}$ when $q=1$. When we randomly decompose $\mathbf{u}_{t}^{\prime}$ and $\Pi\left(\mathbf{u}_{t}^{\prime}\right)$, there exists bits which belong to both $\mathbf{u}_{t, t}^{\mathrm{U}}$ and $\mathbf{u}_{t, t}^{\mathrm{L}}$ and are only encoded by the upper and lower encoder at time $t$. We call them the uncoupled bits of time $t$ and denote them as $\mathbf{u}_{t, a, 0}=\mathbf{u}_{t, t}^{\mathrm{U}} \cap \mathbf{u}_{t, t}^{\mathrm{L}}$.

Likewise, there exists bits which belong to both $\mathbf{u}_{t, t+1}^{\mathrm{U}}$ and $\mathbf{u}_{t, t+1}^{\mathrm{L}}$, denoted by $\mathbf{u}_{t+1, a, 1}=\mathbf{u}_{t, t+1}^{\mathrm{U}} \cap \mathbf{u}_{t, t+1}^{\mathrm{L}}$. Effectively, such bits are only encoded by the upper and lower encoder at time $t+1$. Hence, we call them the uncoupled bits of time $t+1$ even though they are decomposed from $\mathbf{u}_{t}^{\prime}$. For the same reason, we can tell that there is another set of uncoupled bits of time $t$, denoted by $\mathbf{u}_{t, a, 1}=\mathbf{u}_{t-1, t}^{\mathrm{U}} \cap \mathbf{u}_{t-1, t}^{\mathrm{L}}$, which is decomposed from $\mathbf{u}_{t-1}^{\prime}$. In summary, the set of uncoupled bits of time $t$ is $\mathbf{u}_{t, a}=\left[\mathbf{u}_{t, a, 0}, \mathbf{u}_{t, a, 1}\right]$.

Then, we can classify the rest of the bits in $\mathbf{u}_{t}^{\prime}$ into two subsets. One is the set of coupled bits shared between the upper encoder at time $t$ and the lower encoder at time $t+1$, denoted by $\mathbf{u}_{t, b}^{\mathrm{U}}=\mathbf{u}_{t, t}^{\mathrm{U}} \cap \mathbf{u}_{t, t+1}^{\mathrm{L}}$. The other is the set of coupled bits shared between the lower encoder at time $t$ and the upper encoder at time $t+1$, denoted by $\mathbf{u}_{t, b}^{\mathrm{L}}=\mathbf{u}_{t, t}^{\mathrm{L}} \cap \mathbf{u}_{t, t+1}^{\mathrm{U}}$.

With these new notations, we can rewrite the encoding process when the coupling indices are randomly selected. At time $t$, the input to the upper encoder is $\left[\mathbf{u}_{t-1, b}^{\mathrm{L}}, \mathbf{u}_{t, a}, \mathbf{u}_{t, b}^{\mathrm{U}}\right]$, while the input to the lower encoder is $\left[\mathbf{u}_{t-1, b}^{\mathrm{U}}, \mathbf{u}_{t, a}, \mathbf{u}_{t, b}^{\mathrm{L}}\right]$. The equivalent compact graph corresponding to the new notations are depicted in Fig. 6.5b. On average, the input sequence of the upper/lower encoder at time $t$ consists of $\frac{1}{2}$ uncouple bits, $\frac{1}{4}$ coupled bits shared with time $t-1$, and $\frac{1}{4}$ coupled bits shared with time $t+1$.

Additionally, we can change the proportion of coupled bits in the input sequence by carefully choosing the coupling indices. For example, by setting $\mathbf{u}_{t, t}^{\mathrm{L}}=\left[u_{i}: u_{i} \in \mathbf{u}_{t}^{\prime}, u_{i} \notin \mathbf{u}_{t, t}^{\mathrm{U}}\right]$ and $\mathbf{u}_{t, t+1}^{\mathrm{L}}=\left[u_{i}: u_{i} \in \mathbf{u}_{t}^{\prime}, u_{i} \notin \mathbf{u}_{t, t+1}^{\mathrm{U}}\right]$ for each time $t$, the proportion of coupled bits becomes 1 .

## Design of Coupling Indices for GSC-PCCs

We now consider the GSC-PCCs with randomly selected coupling indices. At time $t$, around half of the bits in $\mathbf{u}_{t, o}$ are encoded by the upper and lower encoders at the same time instance. Meanwhile, around $\frac{1}{2 q^{2}}$ of the bits in $\mathbf{u}_{t, \mathrm{r}}$ (i.e., the information bits to be repeated) and their $q-1$ replicas are encoded by the upper and lower encoders at the same time instance. These uncoupled bits cannot benefit from coupling as no extrinsic information from the component codewords at other time instances can be obtained. To avoid the uncoupled bits, we choose the coupling indices such that each bit in $\mathbf{u}_{t, r}$ and its replicas will be encoded by the encoders


Figure 6.6: Error performance of rate- $\frac{1}{3}$ GSC-PCCs with designed coupling indices. $K=10^{4}$ and $L=100$.
at different time instances.
In Fig. 6.6, we plot the performance of GSC-PCCs with properly selected coupling indices which avoid uncoupled bits (labeled as "Designed CP") and that of GSC-PCCs with randomly selected coupling indices ("labeled as "Random CP"). For both $q=2$ and $q=4$, we observe significant performance improvement when the designed coupling indices are used.

Apart from the above observations, we also note that the GSC-PCCs with $q \geq 2$ consist of multiple coupling methods. For example, the GSC-PCCs with $q=2, \lambda=0.5$, and $m=1$ consist of three coupling methods, whose compact graphs are shown in Fig. 6.7, respectively. The proportion of these coupling methods in GSC-PCCs can be adjusted via modifying the coupling indices. By deriving the DE equations for each coupling method individually, we find that they have different decoding thresholds. This suggests that we might further improve the finite-length performance of GSC-PCCs by adjusting the proportion of different coupling methods, which can be done by carefully choosing coupling indices.


Figure 6.7: Equivalent compact graph for GSC-PCCs with $q=2, \lambda=0.5$, and $m=1$.

### 6.5 Conclusion

In this chapter, we introduced generalized spatially-coupled parallel concatenated codes, which are generalizations of the conventional SC-PCCs and also have a similar structure to PIC-TCs. We derived the density evolution equations for the newly proposed codes. We searched the maximum decoding thresholds via optimizing the fraction of repeated information bits. Simulation results under finite blocklength shown that our codes outperform some existing class of spatially-coupled codes built with the same component PCC. Additionally, an effective method of selecting coupled bits to further enhance the finite-length decoding performance was provided.

## Chapter 7

## Introduction to Polar Codes

In this chapter, we present the background on polar codes, including the construction of polar codes, various decoding algorithms, and performance analysis tools. The materials in this chapter are summarized from the literature and will be used as necessary background for the work throughout Chapters $8-9$.

### 7.1 Notations and Definitions

We list the relevant notations and definitions in the following.
$W \quad$ A binary-input discrete memoryless channel (B-DMC)
$W(y \mid x) \quad$ Transition probability of $W$ with input $x$ and output $y$
$W_{N} \quad$ A vector channel consisting $N$ subchannels
$W_{N}^{(i)} \quad$ The $i$-th subchannel of $W_{N}$
$I(W) \quad$ Symmetric capacity of $W$
$x_{1}^{N}$
$x_{i}^{j}$
A row vector $\left[x_{1}, \ldots, x_{N}\right]$
A subvector $\left[x_{i}, x_{i+1}, \ldots, x_{j}\right]$ with $i<j$. When $i=j$,
$x_{i}^{j}=x_{i}$. When $i>j, x_{i}^{j}=\emptyset$.

| $x_{\mathcal{A}}$ | A subvector of $x_{1}^{N}$ consisting of elements with indices in $\mathcal{A}$, |
| :--- | :--- |
|  | and $\mathcal{A} \subset\{1,2, \ldots, N\}$ |
| $u_{1, o}^{N}$ | A subvector of $u_{1}^{N}$ consisting of all the elements with odd |
|  | indices. |
| $u_{1, e}^{N}$ | A subvector of $u_{1}^{N}$ consisting of all the elements with even |
|  | indices. |
| $\oplus$ | Modulo-two addition |
| $\mathbf{A} \otimes \mathbf{B}$ | Kronecker product of two matrices $\mathbf{A}$ and $\mathbf{B}$ |
| $\mathbf{A}^{\otimes n}$ | $n$-fold Kronecker power of matrix $\mathbf{A}$ |
| $\mathbf{G}_{N}$ | A matrix of size $N \times N$ |
| $\mathbf{G}_{\mathcal{A}}$ | A submatrix of $\mathbf{G}_{N}$ consisting of rows with indices in $\mathcal{A}$ |
|  | and $\mathcal{A} \subset\{1,2, \ldots, N\}$ |
| $\mathbf{G}_{\mathcal{A} \mathcal{A}^{\prime}}$ | A submatrix of $\mathbf{G}_{N}$ consisting of elements $g_{i, j}$ with $i \in \mathcal{A}$, |
|  | $j \in \mathcal{A}^{\prime}$, and $\mathcal{A}, \mathcal{A}^{\prime} \subset\{1,2, \ldots, N\}$ |

Let $W: \mathcal{X} \rightarrow \mathcal{Y}$ represent a B-DMC with input alphabet $\mathcal{X}=\{0,1\}$ and output alphabet $\mathcal{Y}$, and $W(y \mid x)$ denote the transition probability that $y \in \mathcal{Y}$ is received when $x \in \mathcal{X}$ is transmitted. The symmetric capacity of $W$ is defined as

$$
\begin{equation*}
I(W) \triangleq \sum_{y \in \mathcal{Y}} \sum_{x \in \mathcal{X}} \frac{1}{2} W(y \mid x) \log \frac{W(y \mid x)}{\frac{1}{2} W(y \mid 0)+\frac{1}{2} W(y \mid 1)}, \tag{7.1}
\end{equation*}
$$

which is the maximum code rate for reliable transmission when $\operatorname{Pr}\{x=0\}=$ $\operatorname{Pr}\{x=1\}=\frac{1}{2}$. In the field of information theory, $I(W)$ is the mutual information between the input and output of channel $W$. For a symmetric channel, $I(W)$ equals the capacity of $W$. In this thesis, we only consider symmetric channels. Hence, for the convenience of presentation, we will call $I(W)$ the capacity of $W$
in Chapters $7-9$.

### 7.2 Channel Polarization

We now review the concept of channel polarization introduced in [27]. Channel polarization is a two-phase operation consisting of the channel combining phase and the channel splitting phase. With this operation, a set of $N$ subchannels $\left\{W_{N}^{(i)}: 1 \leq i \leq N\right\}$ can be constructed from $N$ independent copies of a B-DMC $W$. These subchannels are referred to as bit-channels. As $N$ increases, $I\left(W_{N}^{(i)}\right)$ converges to either 1 or 0 . This phenomenon is referred to as the polarization phenomenon. By utilizing the channel polarization, polar codes achieve the symmetric capacity of any B-DMC.

### 7.2.1 Channel Combining

Channel combining is to combine $N$ independent copies of $W$ recursively and produce a vector channel $W_{N}: \mathcal{X}^{N} \rightarrow \mathcal{Y}^{N}$. The recursion begins with $n=0$ and $W_{1} \triangleq W$. The first level of recursion combines two independent copies of $W$. As shown in Fig. 7.1a, a vector channel $W_{2}: \mathcal{U}^{2} \rightarrow \mathcal{Y}^{2}$ is constructed by performing linear combinations

$$
\left\{\begin{array}{l}
x_{1}=u_{1} \oplus u_{2}  \tag{7.2}\\
x_{2}=u_{2}
\end{array}\right.
$$

This linear combination is the basic construction unit of a polar code and is called the kernel of polar code. Let $\mathbf{F} \triangleq\left[\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right]$ be the kernel matrix, the matrix representation for 7.2 is $x_{1}^{2}=u_{1}^{2} \cdot \mathbf{F}$. In the next level of recursion, as shown in Fig. 7.1b, two independent copies of $W_{2}$ are combined to obtain channel $W_{4}$.


Figure 7.1: Channel combining to obtain (a) $W_{2}$ and (b) $W_{4}$.


Figure 7.2: General representation of recursive channel combining.

The matrix representation for the linear combinations for constructing $W_{4}$ is $x_{1}^{4}=u_{1}^{4} \cdot \mathbf{F} \otimes \mathbf{F}=u_{1}^{4} \cdot \mathbf{F}^{\otimes 2}$.

The general from for the $n$-th level of recursion is depicted in Fig. 7.2, where $W_{N}$ is constructed by combining two independent copies of $W_{N / 2}$. To be specific, $u_{1}^{N}$ is the input vector of $W_{N}$, while $v_{1, o}^{N}$ and $v_{1, e}^{N}$ are the input vectors of the two copies of $W_{N / 2}$, respectively. They are related by $v_{1, o}^{N}=u_{1, o}^{N} \oplus u_{1, e}^{N}$ and $v_{1, e}^{N}=u_{1, e}^{N}$. The matrix representation for such recursion is

$$
\begin{equation*}
x_{1}^{N}=u_{1}^{N} \cdot \mathbf{F} \otimes \mathbf{F}^{\otimes n-1}=u_{1}^{N} \cdot \mathbf{F}^{\otimes n} . \tag{7.3}
\end{equation*}
$$

### 7.2.2 Channel Splitting

Channel splitting is to split the vector channel $W_{N}$ back into $N$ coordinate bitchannels. The $i$-th bit-channel is $W_{N}^{(i)}: \mathcal{X} \rightarrow\left\{\mathcal{Y}^{N}, \mathcal{X}^{i-1}\right\}$ with $1 \leq i \leq N$, and its transition probability is $W_{N}^{(i)}\left(y_{1}^{N}, u_{1}^{i-1} \mid u_{i}\right)$.

Consider splitting $W_{2}$ into $W_{2}^{(1)}: \mathcal{U}_{1} \rightarrow\left\{\mathcal{Y}_{1}, \mathcal{Y}_{2}\right\}$ and $W_{2}^{(2)}: \mathcal{U}_{2} \rightarrow\left\{\mathcal{Y}_{1}, \mathcal{Y}_{2}, \mathcal{U}_{1}\right\}$. The transition probabilities of these two bit-channels are

$$
\begin{align*}
& W_{2}^{(1)}\left(y_{1}^{2} \mid u_{1}\right)=\frac{1}{2} \sum_{u_{2}} W\left(y_{1} \mid u_{1} \oplus u_{2}\right) \cdot W\left(y_{2} \mid u_{2}\right)  \tag{7.4a}\\
& W_{2}^{(2)}\left(y_{1}, y_{2}, u_{1} \mid u_{2}\right)=\frac{1}{2} W\left(y_{1} \mid u_{1} \oplus u_{2}\right) \cdot W\left(y_{2} \mid u_{2}\right) \tag{7.4b}
\end{align*}
$$

Consider the general expression for splitting $W_{N}^{(i)}$ from $W_{N}$. When $i$ is odd, the transition probability is

$$
\begin{align*}
& W_{N}^{(i)}\left(y_{1}^{N}, u_{1}^{i-1} \mid u_{i}\right) \\
& \quad=\frac{1}{2} \sum_{u_{i+1}} W_{N / 2}^{(i)}\left(y_{1, o}^{N}, u_{1, o}^{i-1} \oplus u_{1, e}^{i-1} \mid u_{i} \oplus u_{i+1}\right) \cdot W_{N / 2}^{(i)}\left(y_{1, e}^{N}, u_{1, e}^{i-1} \mid u_{i+1}\right) \tag{7.5a}
\end{align*}
$$

When $i$ is even, the transition probability is

$$
\begin{align*}
& W_{N}^{(i)}\left(y_{1}^{N}, u_{1}^{i-1} \mid u_{i}\right) \\
& \quad=\frac{1}{2} \cdot W_{N / 2}^{(i)}\left(y_{1, o}^{N}, u_{1, o}^{i-2} \oplus u_{1, e}^{i-2} \mid u_{i-1} \oplus u_{i}\right) \cdot W_{N / 2}^{(i)}\left(y_{1, e}^{N}, u_{1, e}^{i-2} \mid u_{i}\right) \tag{7.5b}
\end{align*}
$$

### 7.2.3 Polarization of Capacity

During the channel polarization process, the total capacity is constant, while the capacities of bit-channels move away from $I(W)$ following

$$
\begin{align*}
& I\left(W_{N}^{(2 i-1)}\right)+I\left(W_{N}^{(2 i)}\right)=2 I\left(W_{N / 2}^{(i)}\right)  \tag{7.6a}\\
& I\left(W_{N}^{(2 i-1)}\right) \leq I\left(W_{N / 2}^{(i)}\right) \leq I\left(W_{N}^{(2 i)}\right) . \tag{7.6b}
\end{align*}
$$

When the level of recursion increases, $I\left(W_{N}^{(i)}\right)$ converges to either 0 or 1 . We call the bit-channel whose capacity approaches 1 the capacity-achieving bit-channel. When $N$ approaches infinity, the ratio between the number of capacity-achieving bit-channels and $N$ approaches $I(W)$. Consequently, polar codes with infinite code length can approach the channel capacity.

Example 7.1. To visualize the polarization phenomenon, we show the bitchannel capacities for various codeword lengths $N$ in Fig. 7.3a over a BEC with erasure probability $\epsilon=0.5$. Furthermore, we plot the polarization ratio against $N$ in Fig. 7.3b, Given a threshold $\delta$, the polarization ratio $\alpha_{\delta}$ is computed as

$$
\begin{equation*}
\alpha_{\delta}=\frac{\left\|\left\{i: 1-I\left(W_{N}^{(i)}\right) \leq \delta\right\}\right\|}{N} . \tag{7.7}
\end{equation*}
$$

From these figures, we can see that the polarization ratio grows with $N$.

### 7.3 Polar Codes

Polar codes take advantage of the polarization phenomenon by transmitting information through the bit-channels with high capacity and leaving bit-channels with low capacity unused (i.e., frozen). We call these two types of bit-channels the information channels and the frozen channels, respectively. The indices


Figure 7.3: Bit-channel polarization over BEC.
of information channels are called the information indices and are collectively denoted by $\mathcal{A}$, while the indices of frozen channels (frozen indices) are collectively denoted by $\mathcal{A}^{c}$.

In this section, we first present the encoding and decoding of polar codes. Then, we study the density evolution analysis. Lastly, the design of information indices is reviewed.

### 7.3.1 Encoding

The encoding of polar codes is to perform channel combining. The matrix representation of polar encoding is

$$
\begin{equation*}
x_{1}^{N}=u_{1}^{N} \cdot \mathbf{G}_{N}=u_{1}^{N} \cdot \mathbf{F}^{\otimes n} \tag{7.8}
\end{equation*}
$$

where $N$ is the codeword length, and $\mathbf{G}_{N} \triangleq \mathbf{F}^{\otimes n}$ is called polarization matrix, and $\mathbf{F} \triangleq\left[\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right]$ is the kernel matrix. Each row of $\mathbf{G}_{N}$ represents a bit-channel of $W_{N}$. Let $\mathcal{A} \subset\{1, \ldots, N\}$ be the information indices, and $\mathcal{A}^{c}=\{1, \ldots, N\} \backslash \mathcal{A}$
be the frozen indices such that $u_{\mathcal{A}^{c}}=0,(7.8)$ can be rewritten as

$$
\begin{equation*}
x_{1}^{N}=u_{\mathcal{A}} \cdot \mathbf{G}_{\mathcal{A}}, \tag{7.9}
\end{equation*}
$$

meaning that bit-channels $\left\{W_{N}^{(i)}: i \in \mathcal{A}^{c}\right\}$ are used to transmit information bits. The code rate of polar encoder is $R=\frac{K}{N}$, where $K=\|\mathcal{A}\|$ is the information length. We use $\mathscr{P}(N, K)$ to represent a polar code with information length $K$, and codeword length $N$.

## Reed-Muller Codes

In [27, 105], it was shown that the generator matrices of length- $N$ Reed-Muller (RM) codes are the submatrices of the polarization matrix $\mathbf{G}_{N}$. In particular, the order- $k$ RM code is constructed by choosing $\mathcal{A}=\left\{i: w\left(\mathbf{g}_{i}\right) \geq 2^{n-k+1}\right\}$, where $\mathbf{g}_{i}$ is the $i$-th row of $\mathbf{G}_{N}$ and $w\left(\mathbf{g}_{i}\right)$ is the Hamming weight of $\mathbf{g}_{i}$. The minimum Hamming distance of the order- $k$ RM code is $2^{n-k+1}$ and its code rate is

$$
\begin{equation*}
R=\frac{\sum_{i=k}^{n}\binom{n}{x}}{N} . \tag{7.10}
\end{equation*}
$$

### 7.3.2 Decoding

## Successive Cancellation Decoding

As the reverse operation of encoding, successive cancellation (SC) decoding is to perform channel splitting 27. For a received signal $y_{1}^{N}$, the SC decoder outputs the hard-decision estimation $\hat{u}_{1}^{N}$ following

$$
\hat{u}_{i}=\left\{\begin{array}{ll}
0 & \text { if } i \in \mathcal{A}^{c}  \tag{7.11a}\\
h_{i}\left(y_{1}^{N}, \hat{u}_{1}^{i-1}\right) & \text { if } i \in \mathcal{A}
\end{array},\right.
$$

where $h_{i}\left(y_{1}^{N}, \hat{u}_{1}^{i-1}\right)$ is the decision function defined as

$$
h_{i}\left(y_{1}^{N}, \hat{u}_{1}^{i-1}\right)=\left\{\begin{array}{ll}
0 & \text { if } \frac{W_{N}^{(i)}\left(y_{1}^{N}, \hat{u}_{1}^{i-1} \mid 0\right)}{W_{N}^{(i)}\left(y_{1}^{N}, \hat{1}_{1}^{i-1} \mid 1\right)} \geq 1  \tag{7.11b}\\
1 & \text { otherwise }
\end{array},\right.
$$

while the path metrics $W\left(y_{1}^{N}, \hat{u}_{1}^{i-1} \mid 0\right)$ and $W\left(y_{1}^{N}, \hat{u}_{1}^{i-1} \mid 1\right)$ are computed using 7.5). To be specific, the decoder needs to split $W_{2}^{\left(b_{1}\right)}, W_{4}^{\left(b_{2}\right)}, \ldots, W_{N}^{\left(b_{n}\right)}$ successively to determine $\hat{u}_{i}$, where $b_{j}=\left\lceil i \cdot \frac{2^{j}}{N}\right\rceil$ for $1 \leq j \leq n$. The complexity of SC decoding is $O\left(N \log _{2} N\right)$.

The SC decoding can be described as the process to search for a correct path $\hat{u}_{1}^{N}$ in the binary decoding tree $\{0,1\}^{K}$ given a noisy observation $y_{1}^{N}$ of the origin path $u_{1}^{N}$. In the $i$-th intermediate decoding stage, the decoder makes a decision on $\hat{u}_{i}=a, a \in\{0,1\}$, and all paths consisting $\hat{u}_{i} \neq a$ will be excluded from the searching scope for the rest of the decoding stage.

Due to the polarization phenomenon, SC decoding would give the optimal decoding performance under infinite blocklength. However, SC decoding suffers from the performance lost under finite blocklength because the bit-channels are partially polarized. To improve the finite-length performance of polar codes, various of SC-based decoding algorithms are proposed, including SC list (SCL) decoding [28], CRC-aided SC list (CASCL) decoding [28], SC bit-flipping decoding [106, 107], SC stack decoding [108], Fano decoding [109], etc. In the following, we review the two most representative algorithms: SCL decoding and CASCL decoding.

## Successive Cancellation List Decoding

The SCL decoding is proposed in [28]. It has been shown that SCL decoding can greatly improve the error performance of polar codes under finite blocklength. Unlike SC decoding, which only tracks one path in each intermediate decoding stage of the decoding tree, SCL decoding reserves up to $L$ paths with the highest transition probabilities $W_{N}^{(i)}\left(y_{1}^{N}, \hat{u}_{1}^{i-1} \mid \hat{u}_{i}\right)$ in each intermediate decoding stage. Here, $L$ is called the list size of the SCL decoder. In the last decoding stage, one path with the highest transition probability is determined as the decoder output. The complexity of SCL decoding is $O(L N \log N)$.

SCL decoding can be seen as a generalization of SC decoding. When $L=1$, an SCL decoder becomes an SC decoder. When $L=2^{K}$, an SCL decoder becomes an ML decoder.

## CRC-aided Successive Cancellation List Decoding

In [28], the authors also proposed the CRC-aided polar codes and the associated CASCL decoding. CRC-aided polar codes are constructed by appending a few CRC-bits to the information sequence before polar encoding. To conduct CASCL decoding, SCL decoding is conducted first. In the last stage of SCL decoding, $L$ surviving paths with the highest transition probabilities are produced. Then, CRC error detection is applied on the surviving paths in descending order with respect to the transition probabilities. The first path with no error detected is declared as the decoder output. If all the paths fail in the error detection, the path with the highest transition probability is considered as the decoder output.

There have been many works shown that polar codes under CASCL decoding have superior errors performance and can outperform various well-designed LDPC codes under finite block lengths. In various works, the performance under CASCL
decoding is commonly used as a performance benchmark of polar codes.

## BP-Based Decoding

Apart from SC-based decoding, another class of decoding approach is the BPbased decoding, which treats polar codes as a special class of LDPC codes. The decoding algorithms falling into this category include BP flooding [110], softcancellation [111, BP list decoding 112, 113, etc. Although BP-based decoding may not have as good error performance as CASCL decoding, it is widely studied due to high parallelism which brings high throughput and low latency.

### 7.3.3 Density Evolution Analysis

We now present the density evolution (DE) analysis of polar codes, which is used to design the information indices and to approximate the block error rate (BLER) of a polar code under SC decoding.

## Factor Graph

Before we go to the details of DE analysis, we first introduce the factor graph of polar codes and some relevant notations. Fig. 7.4 shows the factor graph of the polarization kernel $\mathbf{F}$. The factor graph has two layers, the two VNs $\left(x_{1}\right.$ and $\left.x_{2}\right)$ at layer- 0 represent the bits transmitted via two copies of $W$, while the two VNs ( $u_{1}$ and $u_{2}$ ) at layer-1 represent the bits transmitted via bit-channels $W_{2}^{(1)}$ and $W_{2}^{(2)}$, respectively. The Z-shaped VN-CN connection at layer-1 represents the linear combination $x_{1}^{2}=u_{1}^{2} \cdot \mathbf{F}$. Its corresponding channel transform is written as $(W, W) \rightarrow\left(W_{1}^{(1)}, W_{2}^{(2)}\right)$.

The factor graph of length- $N$ polar codes has $n+1$ layers, where $n=\log N$. Let $\tau$ denote the layer, and $0 \leq \tau \leq n$. In layer- $\tau$, there are $2^{n-\tau}$ copies


Figure 7.4: Factor graph of a polarization kernel.
of vector channel $W_{2^{\tau}}$. Each copy of $W_{2^{\tau}}$ consists of $2^{\tau}$ bit-channels. In the previous sections, we simply use $W_{2^{\tau}}^{(1)}, \ldots, W_{2^{\tau}}^{\left(2^{\tau}\right)}$ to represent the bit-channels from one copy of $W_{2^{\tau}}$. In such notations, it is hard to distinguish the bit-channels from different copies of $W_{2^{\tau}}$. To make it clear, we use the following bit-channel notations in the rest of this chapter.

- Bit-channel notations: Let $W_{2^{\tau}}^{\left((i-1) * 2^{n-\tau}+j\right)}$ denote the $i$-th bit-channel of the $j$-th copy of $W_{2^{\tau}}$, where $1 \leq i \leq 2^{\tau}$ and $1 \leq j \leq 2^{n-\tau}$. The channel transforms at layer- $\tau$ is written as $\left(W_{2^{\tau-1}}^{(i)}, W_{2^{\tau-1}}^{(j)}\right) \rightarrow\left(W_{2^{\tau}}^{(i)}, W_{2^{\tau}}^{(j)}\right)$, where $i=(a-1) 2^{n-\tau+1}+b, j=i+2^{n-\tau}, 1 \leq a \leq 2^{\tau-1}$, and $1 \leq b \leq 2^{n-\tau}$.

As an example, we plot the factor graph for $\mathscr{P}(8, K)$ in Fig. 7.5. We mark each VN with its corresponding bit-channel using the new notation. In each layer, VNs belonging to the same vector channel are filled with the same color.

## DE for BEC

We use $\epsilon$ to represent the erasure probability of $W$, and use $\epsilon_{N}^{(i)}$ to represent the erasure probability of a bit-channel $W_{N}^{(i)}$. The evolution of erasure probabilities for channel transform $\left(W_{N}^{(i)}, W_{N}^{(j)}\right) \rightarrow\left(W_{2 N}^{(i)}, W_{2 N}^{(j)}\right)$ is

$$
\left\{\begin{array}{l}
\epsilon_{2 N}^{(i)}=\epsilon_{N}^{(i)}+\epsilon_{N}^{(j)}-\epsilon_{N}^{(i)} \epsilon_{N}^{(j)},  \tag{7.12}\\
\epsilon_{2 N}^{(j)}=\epsilon_{N}^{(i)} \epsilon_{N}^{(j)}
\end{array}\right.
$$



Figure 7.5: Factor graph of the polar code with $N=8$.

Consider $\mathscr{P}(N, K)$, whose encoder takes input sequence $u_{1}^{N}$ and generate codeword $x_{1}^{N}$. At layer- $0, W_{1}^{(i)}$ corresponds to the $i$-th coded bits $x_{i}$. At layer $n, W_{N}^{(i)}$ corresponds to the $i$-th input (information/frozen) bit $u_{i}$. The decoding starts from layer 0 and terminates at layer $n$. To analyze the decoding performance of SC decoder, we initialize $\epsilon_{1}^{(1)}, \ldots, \epsilon_{1}^{(N)}$ with the erasure probability of the transmission channel. Then, we can track the evolution of erasure probability from layer 0 to layer $n$ with 7.12, and eventually obtain $\epsilon_{N}^{(1)}, \ldots, \epsilon_{N}^{(N)}$ at layer $n$. The error probability of $u_{i}$ is

$$
\begin{equation*}
p^{(i)}=\frac{\epsilon_{N}^{(i)}}{2} . \tag{7.13}
\end{equation*}
$$

## GA for AWGN

Instead of digging into the details of DE analysis of polar codes in [114, 115], we review the Gaussian approximation (GA) analysis [116-118], which is a simplified DE analysis for AWGN channels and widely used due to high accuracy.

For an AWGN channel $W$, let $\sigma^{2}$ denote its noise variance per real dimension. With normalized signal power, the channel SNR is $\frac{E_{s}}{N_{0}}=\frac{1}{2 \sigma^{2}}$, where $\sigma^{2}$ is the noise variance per dimension. The LLR density function of $W$ is $\mathcal{N} \sim\left\{\frac{2}{\sigma^{2}}, \frac{4}{\sigma^{2}}\right\}$. Let $\mu$ denote the mean of the LLR density function of $W$, and $\mu_{N}^{(i)}$ denote that of $W_{N}^{(i)}$. For each channel transformation $\left\{W_{N}^{(i)}, W_{N}^{(j)}\right\} \rightarrow\left\{W_{2 N}^{(i)}, W_{2 N}^{(j)}\right\}$, the evolution of the LLR density function can be described by

$$
\left\{\begin{array}{l}
\mu_{2 N}^{(i)}=f^{-1}\left(1-\left(1-f\left(\mu_{N}^{(i)}\right)\right)\left(1-f\left(\mu_{N}^{(j)}\right)\right)\right)  \tag{7.14}\\
\mu_{2 N}^{(j)}=\mu_{N}^{(i)}+\mu_{N}^{(j)}
\end{array}\right.
$$

where $f(x)$ can be approximated by 119

$$
f(x) \approx \begin{cases}1 & \text { if } x=0  \tag{7.15}\\ e^{\left(-0.4527 x^{0.86}+0.0218\right)} & \text { if } 0<x \leq 10 \\ \sqrt{\frac{\pi}{x}}\left(1-\frac{10}{7 x}\right) e^{-\frac{x}{4}} & \text { if } x>10\end{cases}
$$

To evaluate the error performance of $\mathscr{P}(N, K)$. We initialize $\mu_{1}^{(1)}, \ldots, \mu_{1}^{(N)}$ with the knowledge on the SNR of the transmission channel, and track the evolution of LLR from layer- 0 to layer- $n$ with (7.15) to obtain $\mu_{N}^{(1)}, \ldots, \mu_{N}^{(N)}$. The error probability of $u_{i}$ can then be approximated by [116, 117]

$$
\begin{equation*}
p_{N}^{(i)} \approx Q\left(\sqrt{\mu_{N}^{(i)} / 2}\right) \tag{7.16}
\end{equation*}
$$

## Block Error Rate Upper Bound Under SC decoding

Given information indices $\mathcal{A}$, the union bound of block error rate (BLER) of $\mathscr{P}(N, K)$ under SC decoding is

$$
\begin{equation*}
P_{e} \leq 1-\prod_{i \in \mathcal{A}}\left(1-p^{(i)}\right) \tag{7.17}
\end{equation*}
$$

As this upper bound is tight at a high SNR (or a low erasure rate), it is commonly used as the approximation of BLER. Additionally, it can be used as a loose upper bound for polar codes under SCL decoding or CASCL decoding. Empirically, we can also draw a lower bound for polar codes under SC decoding by using the truncated union bound

$$
\begin{equation*}
P \geq 1-\prod_{i \in \mathcal{M}}\left(1-p_{N}^{(i)}\right) \tag{7.18}
\end{equation*}
$$

where $\mathcal{M}$ is an indices set satisfies that $p_{N}^{(i)}>p_{N}^{(j)}$ for any $i \in \mathcal{M}$ and $j \in \mathcal{A} \backslash \mathcal{M}$, and $\|\mathcal{M}\| \ll K$.

Example 7.2. Fig. 7.6 shows the simulated BLER performance of $\mathscr{P}(1024,512)$ under SC decoding and its performance bounds. For the truncated union bound, $\|\mathcal{M}\| \in\{10,20\}$ is considered.

### 7.3.4 Design of Information Indices

As we can tell from (7.17), the design of information indices (also called rate profiling in some literature [109]) greatly affect the error performance of polar codes. Note that the criteria of choosing information indices may change depending on the decoding algorithm used. Generally speaking, there are two major design directions [27]: reliability-based and weight-based.


Figure 7.6: Performance bounds of $\mathscr{P}(1024,512)$ under SC decoding.

The reliability-based design means to take advantage of the polarization phenomenon. The reliability order of bit-channels can be evaluated with different methods. One widely adopted method is to use density evolution to compute the error probability of each bit-channel. Besides, predetermined reliability lists are also studied [13, 120-122]. Most noticeably, 5G standard polar codes [13] use a reliability list to choose information indices for codeword length between 64 and 1024, as well as a large range of code rates. Apart from that, there are also some simulation based method to obtain the reliability order.

The weight-based design means to improve the distance properties of the polarization matrix to achieve good performance for very short codeword lengths, e.g., 256 or less 109 123. In particular, as we have reviewed in Sec. 7.3.1, RM codes are constructed with a weight-based design criteria on maximizing the minimum Hamming distance.

There also exist reliability-weight jointly designs $124-126$. A typical case for such design direction is the RM-polar method [124]. Given a weight threshold $w_{\text {th }}$, the information channels are chosen among the bit-channels with weight not
lower than $w_{\text {th }}$ according to their reliability order.
For consistency, we always use the DE analysis reviewed in Sec. 7.3 .3 to design the information indices in the rest of the thesis.

### 7.4 Systematic Polar Codes

Systematic polar codes were introduced in 127. Recall that the matrix representation of polar encoding is $x_{1}^{N}=u_{\mathcal{A}} \mathbf{G}_{\mathcal{A}}$. Consider that $x_{1}^{N}$ is split into two subvectors $x_{\mathcal{A}}$ and $x_{\mathcal{A}^{c}}$ while $\mathbf{G}_{\mathcal{A}}$ is split into two submatrices $\mathbf{G}_{\mathcal{A} \mathcal{A}}$ and $\mathbf{G}_{\mathcal{A} \mathcal{A}^{c}}$. The submatrix $\mathbf{G}_{\mathcal{A A}}$ consists of elements $g_{i, j}$ of $\mathbf{G}_{N}$ with $i, j \in \mathcal{A}$, while $\mathbf{G}_{\mathcal{A} \mathcal{A}^{c}}$ consists of elements $g_{i, j}$ of $\mathbf{G}_{N}$ with $i \in \mathcal{A}$ and $j \in \mathcal{A}^{c}$, the polar encoding process can be rewritten as

$$
\left\{\begin{array}{l}
x_{\mathcal{A}}=u_{\mathcal{A}} \mathbf{G}_{\mathcal{A A}}  \tag{7.19}\\
x_{\mathcal{A}^{c}}=u_{\mathcal{A}} \mathbf{G}_{\mathcal{A A}^{c}}
\end{array}\right.
$$

With (7.19), it can be seen that the codeword of a systematic polar code can be obtained by first mapping $u_{\mathcal{A}}$ into $v_{\mathcal{A}}=u_{\mathcal{A}} \mathbf{G}_{\mathcal{A} \mathcal{A}}^{-1}$, and then performing the polar encoding $x_{1}^{N}=v_{\mathcal{A}} \mathbf{G}_{\mathcal{A}}$. The resultant systematic codeword is rewritten as

$$
\left\{\begin{array}{l}
x_{\mathcal{A}}=v_{\mathcal{A}} \mathbf{G}_{\mathcal{A} \mathcal{A}}=u_{\mathcal{A}} \mathbf{G}_{\mathcal{A} \mathcal{A}}^{-1} \mathbf{G}_{\mathcal{A} \mathcal{A}}=u_{\mathcal{A}} \mathbf{I}_{K}  \tag{7.20}\\
x_{\mathcal{A}^{c}}=v_{\mathcal{A}} \mathbf{G}_{\mathcal{A A}^{c}}=u_{\mathcal{A}} \mathbf{G}_{\mathcal{A} \mathcal{A}}^{-1} \mathbf{G}_{\mathcal{A A}^{c}}=u_{\mathcal{A}} \mathbf{P}
\end{array}\right.
$$

where $\mathbf{I}_{K}$ is the identity matrix of dimension $K$ and $\mathbf{P}=\mathbf{G}_{\mathcal{A} \mathcal{A}}^{-1} \mathbf{G}_{\mathcal{A} \mathcal{A}^{c}}$ is the parity matrix of size $K \times(N-K)$. Note that the systematic bits $x_{\mathcal{A}}$ are interleaved with the parity bits $x_{\mathcal{A}^{c}}$, which is different from the conventional definition of systematic code, i.e., the information bits appear first in the output codeword and followed by parity bits. The matrix representation of systematic polar encoding


Figure 7.7: Systematic polar codes.
is

$$
\begin{equation*}
x_{1}^{N}=u_{\mathcal{A}} \mathbf{G}_{N, s} \boldsymbol{\Pi} \tag{7.21}
\end{equation*}
$$

where $\mathbf{G}_{N, s}=\left[\mathbf{I}_{K} \mathbf{P}\right]$ is of size $K \times N$, and $\Pi$ is a permutation matrix of size $N \times N$ to ensure that $x_{\mathcal{A}}=u_{\mathcal{A}}$.

With the observation that $\mathbf{G}_{\mathcal{A} \mathcal{A}}=\mathbf{G}_{\mathcal{A} \mathcal{A}}^{-1}, 128$ proposed a simple implementation of the systematic encoder, which performs encoding as follows:

## - Systematic polar encoding:

1. Let $u_{1}^{N}$ be the length- $N$ input vector, where $u_{\mathcal{A}}$ carries the information bits and $u_{\mathcal{A}^{c}}=\mathbf{0}$.
2. Compute $\tilde{v}_{1}^{N}=u_{1}^{N} \mathbf{G}_{N}$, and split $\tilde{v}_{1}^{N}$ into subvectors $\tilde{v}_{\mathcal{A}}$ and $\tilde{v}_{\mathcal{A} c}$.
3. Let $v_{1}^{N}$ be a length $-N$ vector. Let $v_{\mathcal{A}}=\tilde{v}_{\mathcal{A}}$ and $v_{\mathcal{A}^{c}}=\mathbf{0}$.
4. Compute $x_{1}^{N}=v_{1}^{N} \mathbf{G}_{N}$.

In Fig. 7.7a, we illustrate the block diagram of the above systematic encoder.
The decoder block diagram of systematic polar codes is illustrated in Fig.
7.7b. As shown in the figure, the receiver inputs the received signal $y_{1}^{N}$ and
obtain $\hat{v}_{1}^{N}$, which is the hard-decision estimation of $v_{1}^{N}$, by using an arbitrary (non-systematic) polar decoding algorithm. Then, the receiver demaps $\hat{v}_{1}^{N}$ to $\hat{u}_{1}^{N}$ by computing $\hat{u}_{1}^{N}=\hat{v}_{1}^{N} \mathbf{G}_{N}$, where $\hat{u}_{\mathcal{A}}$ is the estimation of information bits $u_{\mathcal{A}}$. Knowing that $\hat{v}_{\mathcal{A}^{c}}=\mathbf{0}$, the demapping can also be expressed by $\hat{u}_{\mathcal{A}}=\hat{v}_{\mathcal{A}} \mathbf{G}_{\mathcal{A} \mathcal{A}}$.

### 7.5 Multi-Kernel Polar Codes

In the above sections, we have reviewed the classical polar codes constructed with binary kernel $\mathbf{F} \triangleq\left[\begin{array}{cc}1 & 1 \\ 1 & 1\end{array}\right]$. Although both theatrical analysis and simulation results have shown its superior error performance, polar codes have a drawback that its codeword length is restricted to $N=2^{n}$. To overcome this limitation, various puncturing [129, 130] and shorting 130, 131 techniques have been proposed in the literature. However, a length- $N^{\prime}$ polar code with $N^{\prime}<N$ constructed by puncturing or shorting a length- $N$ polar code has high decoding complexity with respect to its codeword length $N^{\prime}$, because its decoding complexity is the same as the decoding complexity of its length $-N$ mother code. Besides, puncturing and shorting may affect the polarization speed and consequently lead to a substantial performance loss.

To overcome the limitation on codeword length, multi-kernel polar codes 132 134 constructed by combining kernels of different sizes have been proposed in the literature. Let $\mathbf{F}_{p}$ represent a $p \times p$ kernel. In general, the polarization matrix of a multi-kernel polar code is given by

$$
\begin{equation*}
\mathbf{G}_{N}=\mathbf{F}_{p_{1}} \otimes \mathbf{F}_{p_{2}} \otimes \ldots \otimes \mathbf{F}_{p_{n}} \tag{7.22}
\end{equation*}
$$

with $N=\prod_{\tau=1}^{n} p_{\tau}$. One representative multi-kernel polar code design is to use two kernels $\mathbf{F}$ and $\mathbf{F}_{p}$, and let $p_{1}=p$ and $p_{2}, \ldots, p_{n}=2$. The corresponding
polarization matrix is

$$
\begin{equation*}
\mathbf{G}_{N}=\mathbf{F}_{p} \otimes \mathbf{F} \otimes \ldots \otimes \mathbf{F}=\mathbf{F}_{p} \otimes \mathbf{F}^{\otimes n-1} \tag{7.23}
\end{equation*}
$$

with $N=p \cdot 2^{n-1}$. In the following, we use an example to show the structure of this type of multi-kernel polar codes.
Example 7.3. Consider polarization matrix $\mathbf{G}_{N}=\mathbf{F}_{3} \otimes \mathbf{F}^{\otimes n-1}$ with $\mathbf{F}_{3}=\left[\begin{array}{ccc}1 & 0 & 0 \\ 1 & 1 & 0 \\ 0 & 1 & 1\end{array}\right]$ and $N=3 \cdot 2^{n-1}$. It can be rewritten as a product code

$$
\begin{equation*}
\mathbf{G}_{N}=\left(\mathbf{I}_{3} \otimes \mathbf{F}^{\otimes n-1}\right) \cdot\left(\mathbf{G}_{3} \otimes \mathbf{I}_{N / 3}\right) . \tag{7.24}
\end{equation*}
$$

This expression divides the encoding process $x_{1}^{N}=u_{1}^{N} \mathbf{G}_{N}$ into two stages, described as follows:

1. Stage 1: parallel encoding with $\mathbf{F}^{\otimes n-1}$. The information sequence $u_{1}^{N}$ is segmented into three subsequences $u_{1}^{N / 3}, u_{N / 3+1}^{2 N / 3}$, and $u_{2 N / 3+1}^{N}$. Each subsequence is encoded with $\mathbf{F}^{\otimes n-1}$, giving the coded subsequences $v_{1}^{N / 3}$, $v_{N / 3+1}^{2 N / 3}$, and $v_{2 N / 3+1}^{N}$ respectively.
2. Stage 2: parallel encoding with $\mathbf{F}_{3}$. The sequence $v_{1}^{N}$ is segmented into $\frac{N}{3}$ (i.e., $2^{n-1}$ ) subsequences, and each subsequence is encoded with $\mathbf{F}_{3}$. In particular, the $i$-th subsequence is $\left[v_{i}, v_{i+N / 3}, v_{i+2 N / 3}\right]$, giving the coded subsequence $\left[x_{i}, x_{i+N / 3}, x_{i+2 N / 3}\right]$, where $1 \leq i \leq \frac{N}{3}$.

Fig. 7.8a plots the general representation of the above encoding process. To give a simple example, we also plot the encoder for $N=6$ in Fig. 7.8b, where the


Figure 7.8: Encoder structure of $\mathbf{G}_{N}=\mathbf{F}_{3} \otimes \mathbf{F}^{\otimes n-1}$.
polarization matrix is given by

$$
\mathbf{G}_{6}=\mathbf{F}_{3} \otimes \mathbf{F}=\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 1
\end{array}\right]
$$

In [27], it was pointed out that a large size kernel $\mathbf{F}_{p}$ with $p \geq 2$ may allow for the polarization effect. Later, in [135], the necessary and sufficient conditions for $\mathbf{F}_{p}$ to allow for the polarization effect are presented. In the same paper, the authors shown that the polarization speed of a polar code can be described by the polarization exponent of its kernels. That is, a larger polarization exponent brings a higher polarization speed. Furthermore, it is shown that the polarization exponent depends on the partial distance spectrum of kernel. A list of kernels with good polarization exponents is presented in 136.

### 7.6 Summary

In this chapter, we have reviewed the background on polar codes, including encoding, decoding algorithm, and performance analysis. In Chapters $8-9$, we will present our spatially coupled polar codes design. In Chapter 8, we will introduce partially information coupled (PIC) polar codes. In Chapter 9, we will discuss the design of PIC-polar codes for high-order modulations. In particular, we design the coupling indices by taking the polarization property of finite-length polar codes into consideration.

## Chapter 8

## Partially Information Coupled Polar Codes

In this chapter, we propose the partially information coupled (PIC) polar codes to improve the transmission efficiency of the transport block (TB) based communication standards. In PIC-polar codes, every two consecutive systematic polar code blocks (CBs) in a TB are coupled by sharing a few systematic information bits. We propose a CB decoder that only uses the information associated with correctly decoded coupled bits to mitigate the serious error propagation problem in successive cancellation based polar code decoding algorithms. For the global decoding, we propose a sliding window decoder with a variable window size to achieve a flexible trade-off between the decoding performance and complexity. We derive a closed-form expression for the TB error rate (TBER) of PIC-polar codes. We further design the coupling scheme based on the derived TBER. Simulation results confirm the effectiveness of our TBER analysis and our coupling scheme design and show that PIC-polar codes significantly outperform the uncoupled polar codes with a slightly increased decoding complexity.

### 8.1 Introduction

Polar codes [27] are proved to be capacity-achieving for any binary-input discrete memoryless symmetric (B-DMS) channels. In 5G channel coding standards, polar codes were chosen as the coding scheme for control channels [13, 137. Many works have reported that polar codes outperform some turbo codes and LDPC codes under specific code rates and code lengths 28, 138. Thus, polar codes are considered as a strong candidate for transmitting long data sequences in future communication standards.

In this chapter, we construct PIC-polar codes [139] by applying the partial information coupling technique to polar codes. Though the code construction is straightforward, it is very challenging to obtain the promised coding gain compared to PIC-turbo codes 93 and PIC-LDPC codes 140. In addition, the partial polarization problem of finite-length polar codes and the error propagation problem of SC based decoding algorithms ask for an analysis framework to design PIC-polar codes with good TBER performance. We aim to tackle these challenges in this work and the main contributions are summarized as follows.

- We propose a class of PIC-polar codes constructed by sharing a few systematic information bits between every two consecutive systematic polar CBs. A corresponding CB decoding scheme and a global decoding scheme are proposed. Different from PIC-turbo codes and PIC-LDPC codes which always use soft extrinsic information of coupled bits for CB decoding, PICpolar codes only use the extrinsic information of correctly decoded coupled bits for CB decoding to mitigate the serious error prorogation in SCbased decoding algorithms of polar codes. In addition, the global decoding scheme realizes a sliding window decoder with a variable window size. It provides a flexible trade-off between decoding complexity, latency, and error
performance for PIC-polar codes.
- We analyze the error performance of PIC-polar codes. In particular, we first derive the error probability of CB decoding for various decoding conditions. We then derive a closed-form expression and a lower bound for the TBER of PIC-polar codes.
- We design the coupling indices of PIC-polar codes. The coupling indices refer to the location of coupled bits in each CB. Due to the polarization effect, choosing different coupling indices would affect the TBER performance. Specifically, we consider different coupling indices design and use the derived TBER closed-form expression to find design that leads to the best TBER performance. The TBER analysis suggests that coupling the most unreliable bits of consecutive polar CBs provides the best TBER performance.
- We evaluate the TBER performance and the decoding complexity of PICpolar codes via simulation. The simulation results confirm the effectiveness of our analysis and show that our PIC-polar codes outperform uncoupled polar codes for various code rates at a TBER above $10^{-3}$ with a slightly increased decoding complexity.

This chapter is organized as follows. In Sec. 8.2, we present the construction of PIC-polar codes by expressing the construction method in both encoding scheme and matrix representation. In Sec. 8.3, we present the decoding of PIC-polar codes. Sec. 8.4 presents the TBER analysis of PIC-polar codes and Sec. 8.5 focuses on the design of coupling indices. Numerical results are shown in Sec. 8.6. Sec. 8.7 draws the conclusion.

### 8.2 Construction of PIC-polar Codes

This section presents the construction of PIC-polar codes by applying coupling to systematic polar codes. We first present the encoding of PIC-polar codes. We then interpret the construction of PIC-polar codes with matrix representation.

### 8.2.1 Encoding of PIC-polar Codes

The encoder block diagram of PIC-polar codes is shown in Fig. 8.1. The encoding consists of two stages: 1) TB segmentation and coupling, and 2) polar CB encoding. The detailed processes are as follows.

## Stage 1: TB segmentation and coupling

In this stage, a TB is segmented into multiple coupled information subsequences (CBs). This process in shown in Fig. 8.1a.

1. Information segmentation: Let $\mathbf{u}$ be the information sequence of a TB, and $L$ be the number of CBs. The sequence $\mathbf{u}$ is segmented into $L$ uncoupled sequences $\left\{\mathbf{u}_{t, t}: 1 \leq t \leq L\right\}$ and $L-1$ coupled sequences $\left\{\mathbf{u}_{t, t+1}: 1 \leq t \leq\right.$ $L-1\}$. The lengths of these two types of sequences are $\left\|\mathbf{u}_{t, t}\right\|=K_{u}^{\prime}$ and $\left\|\mathbf{u}_{t, t+1}\right\|=K_{c}$, respectively.
2. Padding bits insertion: To initialize and terminate the coupling, two all-zero blocks $\mathbf{u}_{0,1}$ and $\mathbf{u}_{L, L+1}$ are attached before $\mathbf{u}_{1,1}$ and after $\mathbf{u}_{L, L}$ respectively. The lengths of both blocks are $\left\|\mathbf{u}_{0,1}\right\|=\left\|\mathbf{u}_{L, L+1}\right\|=K_{c}$.
3. Information coupling: At time $t=1, \ldots, L$, the $t$-th polar $\mathrm{CB}\left(\mathrm{CB}_{t}\right)$ takes $\mathbf{u}_{t}=\left[\mathbf{u}_{t-1, t}, \mathbf{u}_{t, t}, \mathbf{u}_{t, t+1}\right]$ as its information sequence.
4. CRC attachment: For $\mathrm{CB}_{t}$, a $K_{\text {crc }}$-bit CRC $\mathbf{c}_{t}$ is computed for $\mathbf{u}_{t}$ and attached to the end $\mathbf{u}_{t}$.

## Stage 2: CB encoding

In this stage, each information subsequence $\mathbf{u}_{t}$ is encoded individually, producing the codeword $\mathbf{x}_{t}$. The structure of CB encoder is depicted in Fig. 8.1b. The component encoder is a systematic polar encoder, denoted as $\mathbf{G}_{N, s}$, with input vector $u_{1}^{N}$ and output vector $x_{1}^{N}$.

1. Interleaving: Let $\mathcal{A}$ be the information indices, and $|\mathcal{A}|=K$. Let $\mathcal{B}=$ $\left\{\mathcal{B}_{\mathrm{H}}, \mathcal{B}_{\mathrm{T}}\right\} \subset \mathcal{A}$ be the coupling indices, $\mathcal{B}_{\mathrm{H}} \cap \mathcal{B}_{\mathrm{T}}=\emptyset$, and $\left|\mathcal{B}_{\mathrm{H}}\right|=\left|\mathcal{B}_{\mathrm{T}}\right|=$ $K_{c}$. The indices sets $\mathcal{B}_{\mathrm{H}}$ and $\mathcal{B}_{\mathrm{T}}$ are the head coupling indices and the tail coupling indices associated with $\mathbf{u}_{t-1, t}$ and $\mathbf{u}_{t, t+1}$ for $\mathrm{CB}_{t}$, respectively. At time $t$, the sequence $\mathbf{u}_{t}$ is interleaved so that the input vector $u_{1}^{N}$ satisfies $u_{\mathcal{B}_{\mathrm{H}}}=\mathbf{u}_{t-1, t}, u_{\mathcal{B}_{\mathrm{T}}}=\mathbf{u}_{t, t+1}$, and $u_{\mathcal{A} \backslash \mathcal{B}}=\left\{\mathbf{u}_{t, t}, \mathbf{c}_{t}\right\}$.
2. Systematic encoding: The systematic polar encoder takes input vector $u_{1}^{N}$ and produces the coded output vector $x_{1}^{N}$.
3. Puncturing: For $\mathrm{CB}_{t}$, the coded sequence $x_{1}^{N}$ satisfies $x_{\mathcal{B}_{\mathrm{H}}}=\mathbf{u}_{t-1, t}$ and $x_{\mathcal{B}_{\mathrm{T}}}=\mathbf{u}_{t, t+1}$. At time $t=1, \ldots, L-1, x_{\mathcal{B}_{\mathrm{H}}}$ is punctured so that the codeword of $\mathrm{CB}_{t}$ is $\mathbf{x}_{t}=x_{1}^{N} \backslash x_{\mathcal{B}_{\mathrm{H}}}$. At time $t=L$, both $x_{\mathcal{B}_{\mathrm{H}}}$ and $x_{\mathcal{B}_{\mathrm{T}}}$ are punctured so that the codeword of $\mathrm{CB}_{L}$ is $\mathbf{x}_{L}=x_{1}^{N} \backslash x_{\mathcal{B}}$.

In this encoder, the padding sequence $\mathbf{u}_{0,1}$ and $\mathbf{u}_{L, L+1}$ are not transmitted while the coupled blocks $\left\{\mathbf{u}_{t, t+1}: 1 \leq t \leq L-1\right\}$ are only transmitted once even though each of them is encoded by twice. The effective code rate of PIC-polar


Figure 8.1: Encoding scheme of PIC-polar codes.
codes is

$$
\begin{equation*}
R=\frac{\sum_{t=1}^{L}\left\|\mathbf{u}_{t, t}\right\|+\sum_{t=1}^{L-1}\left\|\mathbf{u}_{t, t+1}\right\|}{\sum_{t=1}^{L}\left\|\mathbf{x}_{t}\right\|}=\frac{L K-(L+1) K_{c}}{L N-(L+1) K_{c}}, \tag{8.1}
\end{equation*}
$$

where $K=K_{u}+2 K_{c}$ is information length of polar encoder, $K_{u}=K_{u}^{\prime}+K_{c r c}$ is the length of uncoupled bits of a CB, and $R_{0}=\frac{K}{N}$ is the code rate of polar
encoder ${ }^{11}$. We define $\lambda \triangleq \frac{K_{c}}{K}$ as coupling ratio of PIC-polar codes.
Remark 8.1. In encoding stage 2, the information sequence $\mathbf{u}_{t}$ is interleaved before entering the systematic polar encoder. The interleaving pattern is determined by coupling indices $\mathcal{B}_{\mathrm{H}}$ and $\mathcal{B}_{\mathrm{T}}$. When decoding, the coupling indices decide how many reliable decoding messages can be spread between CBs, and consequently affect the TBER performance of PIC-polar codes. The design of coupling indices will be presented in Sec. 8.5.

## PIC-Polar Codes Versus PIC-Turbo Codes

One advantage of PIC-polar codes over PIC-turbo codes is that PIC-polar codes can provide better flexibility on the target code rates. A turbo encoder has a constant code rate $R_{0}$. Due to the rate loss brought by partial information coupling, a PIC-turbo code built with the rate- $R_{0}$ turbo code has a code rate $R<R_{0}$. Thus, additional rate-matching techniques are required to construct a PIC-turbo code with $R \geq R_{0}$. In contrast, a polar encoder supports a large range of code rates, i.e, $\frac{1}{N} \leq R_{0} \leq \frac{N-1}{N}$. Given a target code rate $R$, we can choose a component code rate $R_{0}>R$ to ensure that the code rate after coupling is exact $R$. Thus, PIC-polar codes can reach a large range of code rates without additional rate-matching techniques.

In another aspect, unlike PIC-turbo codes, which can support almost arbitrary blocklengths, PIC-polar codes have a constraint on blocklength. This is because the codeword length of a polar code is restricted to $N=2^{n}$. Therefore, PICpolar codes are less preferred for a system that needs to support a wide range of different blocklengths.

[^9]Another advantage of PIC-polar codes over PIC-turbo codes is that PICpolar codes do not suffer from error floor. As PIC technique does not modify the structure of the underlying component code, PIC-turbo codes are affected by error floor due to the nature of turbo codes. On the contrary, PIC-polar codes are not affected by error floor because polar codes do not have error floor [141].

### 8.2.2 Matrix Representation of PIC-polar Codes

As we have reviewed in Sec. 7.4, the generator matrix of a polar code can be written in the systematic form of $\mathbf{G}_{N, s}=\left[\mathbf{I}_{K} \mathbf{P}\right]$, where $\mathbf{I}_{K}$ is the $K \times K$ identity matrix and $\mathbf{P}=\mathbf{G}_{\mathcal{A} \mathcal{A}}^{-1} \mathbf{G}_{\mathcal{A} \mathcal{A}^{c}}$ is the parity matrix of size $K \times N-K$. The systematic generator matrix can be further rewritten into a form as

$$
\mathbf{G}_{N, s}=\left[\begin{array}{cccc}
\mathbf{I}_{K_{c}} & 0 & 0 & \mathbf{P}_{1}  \tag{8.2}\\
0 & \mathbf{I}_{K_{u}} & 0 & \mathbf{P}_{2} \\
0 & 0 & \mathbf{I}_{K_{c}} & \mathbf{P}_{3}
\end{array}\right] \Leftrightarrow\left[\begin{array}{cccc}
\mathbf{I}_{K_{c}} & 0 & \mathbf{P}_{1} & 0 \\
0 & \mathbf{I}_{K_{u}} & \mathbf{P}_{2} & 0 \\
0 & 0 & \mathbf{P}_{3} & \mathbf{I}_{K_{c}}
\end{array}\right]
$$

In the above expression, $\mathbf{I}_{K_{c}}$ and $\mathbf{I}_{K_{u}}$ are identity matrices of size $K_{c} \times K_{c}$ and $K_{u} \times K_{u}, \mathbf{P}_{1}$ and $\mathbf{P}_{3}$ are the submatrices of $\mathbf{P}$ of size $K_{c} \times(N-K)$, and $\mathbf{P}_{2}$ is the submatrix of $\mathbf{P}$ of size $K_{u} \times(N-K)$. The operator $\Leftrightarrow$ means that the R.H.S. matrix is obtained by swapping the columns of the L.H.S. matrix. In the R.H.S. matrix of (8.2), the top-left submatrix $\mathbf{I}_{K_{c}}$ and the bottom-right submatrix $\mathbf{I}_{K_{c}}$ of the lower matrix are the same. PIC-polar codes can then be constructed by sharing the submatrix $\mathbf{I}_{K_{c}}$ between consecutive polar CBs. In this view, the
encoding of PIC-polar codes is expressed as follows

$$
\mathbf{u G}_{\mathrm{PIC}}=\left[\begin{array}{c}
\vdots  \tag{8.3}\\
\mathbf{u}_{t-1, t} \\
\mathbf{u}_{t, t} \\
\mathbf{u}_{t, t+1} \\
\mathbf{u}_{t+1, t+1} \\
\mathbf{u}_{t+1, t+2} \\
\vdots
\end{array}\right]^{\mathrm{T}}\left[\begin{array}{cccccccccc}
\ddots & & & & & & & & \\
& \mathbf{I}_{K_{c}} & 0 & \mathbf{P}_{1} & 0 & & & & \\
& 0 & \mathbf{I}_{K_{u}} & \mathbf{P}_{2} & 0 & & & & \\
& 0 & 0 & \mathbf{P}_{3} & \mathbf{I}_{K_{c}} & 0 & \mathbf{P}_{1} & 0 & \\
& & & & 0 & \mathbf{I}_{K_{u}} & \mathbf{P}_{2} & 0 & \\
& & & & 0 & 0 & \mathbf{P}_{3} & \mathbf{I}_{K_{c}} & \\
& & & & & & & & \ddots
\end{array}\right],
$$

where $\mathbf{u}$ is an infinite-long input information sequence, and $\mathbf{G}_{\text {PIC }}$ is the generator matrix of the PIC-polar code. The subvector $\left[\mathbf{u}_{t-1, t}, \mathbf{u}_{t, t}, \mathbf{u}_{t, t+1}\right]$ constitute the information sequence of $\mathrm{CB}_{t}$, and $\left[\mathbf{u}_{t, t+1}, \mathbf{u}_{t+1, t+1}, \mathbf{u}_{t+1, t+2}\right]$ constitute the information sequence of $\mathrm{CB}_{t+1} . \mathrm{CB}_{t}$ and $\mathrm{CB}_{t+1}$ are coupled via the shared sequence $\mathbf{u}_{t, t+1}$. To initialize and terminate the PIC-polar code, the first and the last ( $L$ th) polar CBs are shortened by setting the first and the last $K_{c}$ bits in $\mathbf{u}$ to zeros so that $\mathbf{u}_{0,1}=\mathbf{0}$ and $\mathbf{u}_{L, L+1}=\mathbf{0}$.

### 8.3 Decoding of PIC-polar Codes

In this section, we present the decoding of PIC-polar codes. Generally speaking, each polar CB can be decoded separately, while the global decoding of PIC-polar codes is conducted by passing the extrinsic information of coupled sequences between consecutive CBs. We first present the decoding of a CB. Then, we propose a sliding window decoding scheme to reduce the decoding latency.


Figure 8.2: PIC-polar CB decoding.

### 8.3.1 Decoding of Polar Code Blocks

Fig. 8.2 depicts the block diagram for decoding $\mathrm{CB}_{t}$. We use $\mathbf{y}_{t-1, t}, \mathbf{y}_{t, t}$, and $\mathbf{y}_{t, t+1}$ to represent the channel LLR of head coupled bits $\mathbf{u}_{t-1, t}$, uncoupled bits $\left\{\mathbf{u}_{t, t}, \mathbf{c}_{t}\right\}$, and tail coupled bits $\mathbf{u}_{t, t+1}$, respectively. We use $\mathbf{y}_{t}^{v}$ to represent the channel LLR of parity bits $\mathbf{v}_{t}$. A systematic polar decoder, which is implemented as a serial concatenation of a polar decoder (represented by "Dec" in Fig. 8.2) and a polar encoder (represented by " $\mathbf{G}_{N}$ " in Fig. 8.2), takes in the log-likelihoodratio (LLR) vector $y_{1}^{N}$ and outputs the hard-decision estimation vector $\hat{u}_{\mathcal{A}}$. The hard-decision output $\hat{\mathbf{u}}_{t}$ consists of $\overleftarrow{\mathbf{u}}_{t-1, t}, \hat{\mathbf{u}}_{t, t}, \overrightarrow{\mathbf{u}}_{t, t+1}$, and $\hat{\mathbf{c}}_{t}$, which are the hard-decision estimation of $\mathbf{u}_{t-1, t}, \mathbf{u}_{t, t}, \mathbf{u}_{t, t+1}$, and $\mathbf{c}_{t}$, respectively. By performing CRC check against $\hat{\mathbf{u}}_{t}$, the decoding indicator $d_{t}$ is produced by

$$
\mathbf{d}_{t}= \begin{cases}1 & \text { if CRC detects no error }  \tag{8.4}\\ 0 & \text { if CRC detects errors }\end{cases}
$$

For any spatially coupled codes, the decoding of a CB can use the extrinsic information of coupled sequences to improve the decoding performance. In our proposed polar CB decoding scheme, we only use the perfect extrinsic information of coupled sequences which are believed to be decoded correctly ${ }^{2}$. In particular,

[^10]the input LLRs $y_{\mathcal{B}_{\mathrm{H}}}$ and $y_{\mathcal{B}_{\mathrm{T}}}$ of the polar decoder are given by
\[

$$
\begin{align*}
& y_{\mathcal{B}_{\mathrm{H}}}= \begin{cases}\mathbf{y}_{t-1, t} & \text { if } d_{t-1}=0 \\
\infty \cdot\left(1-2 \overrightarrow{\mathbf{u}}_{t-1, t}\right) & \text { if } d_{t-1}=1\end{cases}  \tag{8.5a}\\
& y_{\mathcal{B}_{\mathrm{T}}}= \begin{cases}\mathbf{y}_{t, t+1} & \text { if } d_{t+1}=0 \\
\infty \cdot\left(1-2 \overleftarrow{\mathbf{u}}_{t, t+1}\right) & \text { if } d_{t+1}=1\end{cases} \tag{8.5b}
\end{align*}
$$
\]

while $y_{\mathcal{A} \backslash \mathcal{B}}=\mathbf{y}_{t, t}$ and $y_{\mathcal{A}^{c}}=\mathbf{v}_{t}$. The indicators $d_{t-1}$ and $d_{t+1}$ are produced by (8.4) during the decoding of $\mathrm{CB}_{t-1}$ and $\mathrm{CB}_{t+1}$. The extrinsic information $\overrightarrow{\mathbf{u}}_{t-1, t}$ is the hard-decision estimation of $\mathbf{u}_{t-1, t}$ produced during decoding of $\mathrm{CB}_{t-1}$, while $\overleftarrow{\mathbf{u}}_{t, t+1}$ is the hard-decision estimation of $\mathbf{u}_{t, t+1}$ produced during decoding of $\mathrm{CB}_{t+1}$.

Remark 8.2. We only use the perfect extrinsic information of coupled bits for CB decoding. If the perfect extrinsic information is not available, the CB decoder only uses the channel LLRs of the coupled bits as the input. This is motivated by the observation that SC based decoding algorithms are very sensitive to error propagation. By propagating the extrinsic information with errors to a CB , there is a high probability that it will introduce more errors in the target CB.

In addition, our analysis in Sec. 8.5 will suggest that coupling the unreliable bits between consecutive CBs can obtain more coupling gain. This means that when the decoding of a CB fails, it is highly likely that errors would appear in the coupled sequences. Therefore, conservatively exchanging extrinsic information should be more beneficial under this coupling strategy.

Apart from that, we would also like to emphasize that the CB decoder only outputs a single codeword even if list decoding algorithms, e.g., SCL and CASCL, are used therein. Therefore, only the extrinsic information related to this codeword will be exchanged between consecutive CBs. No list will be exchanged
between consecutive CBs.

### 8.3.2 Global Decoding of PIC-polar Codes

Based on the above polar CB decoding scheme, a global decoding scheme is required to exploit the coupled information between consecutive CBs. Generally, several decoding scheduling and decoding schemes can be employed. One is the fully parallel decoding scheme, which decodes all polar CBs simultaneously and then exchanges the extrinsic information of coupled bits for a few iterations. It has a low decoding latency for the whole TB, but suffers from a high decoding complexity. The other is the fully serial decoding scheme (FF-FB), which decodes CBs one by one from the first CB to the last CB (feed-forward decoding) and then proceeds in the opposite direction (feed-back decoding) for several iterations. It has a low decoding complexity but a high decoding latency.

In this section, we propose a new look-back and go-back (LB-GB) scheme based on FF-FB scheme to reduce the decoding latency and decoding complexity without sacrificing decoding performance. To see this, consider the case that $\mathrm{CB}_{t}$ was decoded successfully while the decoding of $\mathrm{CB}_{t-1}$ failed in the feed-forward (FF) phase. In the feed-back (FB) phase, the perfect extrinsic information $\overleftarrow{\mathbf{u}}_{t-1, t}$ will be used for decoding $\mathrm{CB}_{t-1}$ according to (8.4) and 8.5b). Therefore, the decoding results for $\mathrm{CB}_{t+1}-\mathrm{CB}_{L}$ are irrelevant to the decoding of $\mathrm{CB}_{t-1}$ in the FB phase since $\overleftarrow{\mathbf{u}}_{t-1, t}$ only depends on $\mathrm{CB}_{t}$. Based on this observation, we propose to immediately go back to decode $\mathrm{CB}_{t-1}$ instead of proceeding to $\mathrm{CB}_{t+1}$ when the above case happens. This LB-GB decoding process is performed continuously. If there is a decoding failure in the go-back phase, the decoding of the whole TB terminates since any further FF-FB decoding will not provide more information to the CB which cannot be decoded in the go-back phase. This
early termination property of the LB-GB scheme saves the computation resources of the receiver and enables an earlier retransmission request. Therefore, it leads to a lower TB transmission latency. We also note that it sacrifices no decoding performance compared to the fully serial decoding scheme since any decoding failures in the go-back phase will also happen in the FB phase of the fully serial decoding scheme.

The LB-GB scheme is described as below:

1. Initialization: Let $\mathbf{y}_{0,1}=\mathbf{y}_{L, L+1}=\infty,\left[d_{1}, \ldots, d_{L}\right]=\mathbf{0}, d_{0}=1$, and $M=0$.
2. Feed-forward Decoding: The decoder performs CB decoding from $\mathrm{CB}_{M+1}$ to $\mathrm{CB}_{L}$. After the decoding of $\mathrm{CB}_{t}$, the decoder checks the decoding indicators $\left[d_{1}, \ldots, d_{L}\right]$ to decide whether to stay in the FF phase or switch to the FB phase.
(a) If $\left[d_{1}, \ldots, d_{L}\right]=\mathbf{1}$, go to Step 4 .
(b) If $d_{t}=1$ and $d_{t-1}=0$, update $M=t$, go to Step 3 .
(c) If $t=L$ and $d_{L}=0$, exit decoding and declare a TB error.
(d) Otherwise, continue the FF decoding process.
3. Feed-back Decoding: The decoder performs CB decoding from $\mathrm{CB}_{M-1}$ to $\mathrm{CB}_{1}$. After the decoding of $\mathrm{CB}_{t}$, the decoder checks the decoding indicators $\left[d_{1}, \ldots, d_{L}\right]$ to decide whether to stay in the FB phase or switch to the FF phase.
(a) If $\left[d_{1}, \ldots, d_{L}\right]=\mathbf{1}$, go to Step 4 .
(b) If $d_{t}=0$, exit decoding and declare a TB error (early termination).


Figure 8.3: Decoding window of the proposed decoding scheme.
(c) If $d_{t}=1$ and $d_{t-1}=1$, go to Step 2 .
(d) Otherwise, continue the FB decoding process.
4. CB concatenation: The decoder collects and concatenates all the harddecision estimations, and outputs the estimation of the whole TB.

Remark 8.3. LB-GB scheme can be seen as a windowed decoding scheme with a variable window size. The decoding window starts from the first CB which was not decoded successfully in the FF phase and ends with the CB which has been decoded successfully in the FF phase. An example is shown in Fig. 8.3. The window size in this case is $L_{W}=t_{2}-t_{1}+1$.

In addition, the decoding complexity can be further reduced by limiting the window size to $L_{W}$. To be specific, the decoder terminates decoding in the FF phase if the decoding of $L_{W}$ consecutive CBs has failed. Unless otherwise specified, we always use $L_{W}=L$ in this chapter.

### 8.4 Performance Analysis of PIC-polar Codes

In this section, we analyze the TBER performance of the PIC-polar codes under LB-GB scheme. To this end, we first review the Gaussian approximation (GA) [116-119 analysis for polar codes under SC decoding over the AWGN channels. Then, we define four possible error events for the CB decoding of PIC-polar codes.

We also present the methods to obtain the possibilities of these four error events based on the GA analysis for polar codes or via simulations. With these error event possibilities, we derive the CBERs of PIC-polar codes in the FF and FB decoding processes, respectively, and eventually obtain the TBER of PIC-polar codes.

### 8.4.1 Gaussian Approximation Analysis of Polar Codes

We first recall the GA analysis we have viewed in Sec. 7.3.3. Consider a AWGN channel $W$. With normalized signal power, we have $\frac{E_{s}}{N_{0}}=\frac{1}{2 \sigma^{2}}$, where $\sigma^{2}$ is the noise variance per real dimension. The LLR density function of $W$ is $\mathcal{N} \sim$ $\left\{\frac{2}{\sigma^{2}}, \frac{4}{\sigma^{2}}\right\}$. Let $\mu$ denote the mean of the LLR density function of $W$, and $\mu_{N}^{(i)}$ denote that of $W_{N}^{(i)}, 1 \leq i \leq N$. The evolution of LLR density function for each channel transformation $\left(W_{N}^{(i)}, W_{N}^{(j)}\right) \rightarrow\left(W_{2 N}^{(i)}, W_{2 N}^{(j)}\right)$ is

$$
\left\{\begin{array}{l}
\mu_{2 N}^{(i)}=f^{-1}\left(1-\left(1-f\left(\mu_{N}^{(i)}\right)\right)\left(1-f\left(\mu_{N}^{(j)}\right)\right)\right)  \tag{8.6}\\
\mu_{2 N}^{(j)}=\mu_{N}^{(i)}+\mu_{N}^{(j)}
\end{array}\right.
$$

where $f(x)$ is approximated by 119

$$
f(x) \approx \begin{cases}1 & \text { if } x=0  \tag{8.7}\\ e^{\left(-0.4527 x^{0.86}+0.0218\right)} & \text { if } 0<x \leq 10 \\ \sqrt{\frac{\pi}{x}}\left(1-\frac{10}{7 x}\right) e^{-\frac{x}{4}} & \text { if } x>10\end{cases}
$$

To evaluate the performance of a polar code under SC decoding, we first initialized $\mu_{1}^{(1)}, \ldots, \mu_{1}^{(N)}$ with the knowledge on the SNR of the transmission channel, and track the evolution of LLR via GA to obtain $\mu_{N}^{(1)}, \ldots, \mu_{N}^{(N)}$. The
block error rate of polar code can then be bounded by

$$
\begin{equation*}
P_{e} \leq 1-\prod_{i \in \mathcal{A}}\left(1-p_{N}^{(i)}\right) \tag{8.8}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{N}^{(i)} \approx Q\left(\sqrt{\mu_{N}^{(i)} / 2}\right) \tag{8.9}
\end{equation*}
$$

### 8.4.2 CBER of PIC-polar Codes

Different from uncoupled polar codes in which the CB decoding solely depends on the channel LLRs, the CBER of polar CB with coupling also depends on the availability of the extrinsic information. To derive the TBER performance of PIC-polar codes, the CBER of each polar CB under different decoding conditions should be characterized first. Here, the decoding conditions refer to that whether the extrinsic information of the head and/or tail coupled sequence is known by the CB decoder. To describe the error probability of the CB decoding for different decoding conditions, we define four CB error events that the decoding of $\mathrm{CB}_{t}$ fails with

- no extrinsic information available,
- only head extrinsic information $\overrightarrow{\mathbf{u}}_{t-1, t}$ available,
- only tail extrinsic information $\overleftarrow{\mathbf{u}}_{t, t+1}$ available, and
- both head extrinsic information $\overrightarrow{\mathbf{u}}_{t-1, t}$ and tail extrinsic information $\overleftarrow{\mathbf{u}}_{t, t+1}$ available.

In the following, we denote the probabilities of these four events by $E_{0,0}, E_{1,0}$, $E_{0,1}$, and $E_{1,1}$, respectively.

For PIC-polar codes, the padding sequences are known by the encoder and decoder in advance. This is equivalent to transmitting the padding sequences over a noiseless channel. By the same token, if the head and/or tail extrinsic information bits are available at the decoder, it is equivalent to transmit these bits over a noiseless channel since only the correctly decoded extrinsic information of the coupled bits is used in the proposed polar CB decoding scheme.

Assuming that the extrinsic information of coupled bits (or padding bits) at indices $\widetilde{\mathcal{B}} \in\left\{\{\phi\},\left\{\mathcal{B}_{\mathrm{H}}\right\},\left\{\mathcal{B}_{\mathrm{T}}\right\},\left\{\mathcal{B}_{\mathrm{H}}, \mathcal{B}_{\mathrm{T}}\right\}\right\}$ is available by the CB decoder, $E_{0,0}$, $E_{1,0}, E_{0,1}$, and $E_{1,1}$ can be calculated through (8.6) - 8.9) by setting $\mu_{1}^{(i)}=\infty$ for $i \in \widetilde{\mathcal{B}}$ and $\mu_{1}^{(i)}=\frac{1}{\sigma^{2}}$ for $i \in \widetilde{\mathcal{B}}^{c}$ when SC decoding is used. When other decoding algorithms are used, $E_{0,0}, E_{1,0}, E_{0,1}$, and $E_{1,1}$ can be obtained by using Monte-Carlo simulation.

## CBER in the Feed-Forward Phase

We first consider the FF phase of LB-GB decoding, where the CB decoder processes serially from $\mathrm{CB}_{1}$ to $\mathrm{CB}_{L}$. From $\mathrm{CB}_{1}$ to $\mathrm{CB}_{L-1}, \mathrm{CB}$ decoder has no tail extrinsic information since their succeeding CBs have not been decoded yet. Therefore, for $\mathrm{CB}_{1}$ which has padding bits $\mathbf{u}_{0,1}$ known by CB decoder, CB decoding has only one error event: decoding fails with only head extrinsic information available. From $\mathrm{CB}_{2}$ to $\mathrm{CB}_{L-1}, \mathrm{CB}$ decoding has two possible error events: 1) decoding fails with no extrinsic information available, and 2) decoding fails with only head extrinsic information available. For $\mathrm{CB}_{L}$, with the existence of the tail padding bits $\mathbf{u}_{L, L+1}, \mathrm{CB}$ decoding has two possible error events: 1) decoding fails with only tail extrinsic information available, and 2) decoding fails with both head and tail extrinsic information available.

Based on the above analysis, the CBER of $\mathrm{CB}_{t}$ in the proposed PIC-polar
codes in the FF phase can be calculated by

$$
P_{t}^{\mathrm{F}}= \begin{cases}E_{1,0} & \text { if } t=1  \tag{8.10}\\ \left(1-P_{t-1}^{\mathrm{F}}\right) E_{1,0}+P_{t-1}^{\mathrm{F}} E_{0,0} & \text { if } 2 \leq t \leq L-1 \\ \left(1-P_{t-1}^{\mathrm{F}}\right) P_{2}+P_{t-1}^{\mathrm{F}} E_{0,1} & \text { if } t=L\end{cases}
$$

## CBER in the Feed-Back Phase

We now consider the FB phase of LB-GB decoding. The probability that $\mathrm{CB}_{t}$ cannot be decoded in the FB phase is

$$
\begin{equation*}
\operatorname{Pr}\{\text { FB fail }\}=\operatorname{Pr}\{\text { FF fail }\}-\operatorname{Pr}\{\text { FB success } \mid \text { FF fail }\}, \tag{8.11}
\end{equation*}
$$

where $\operatorname{Pr}\left\{\mathrm{FB}\right.$ fail\} is the probability that the decoding of $\mathrm{CB}_{t}$ fails in the FB phase, $\operatorname{Pr}\{\mathrm{FF}$ fail $\}$ is the probability that the decoding of $\mathrm{CB}_{t}$ fails in the FF phase computed by (8.10), and $\operatorname{Pr}\{\mathrm{FB}$ success $\mid \mathrm{FF}$ fail $\}$ is the conditional probability that $\mathrm{CB}_{t}$ is successfully decoded in the FB phase given that it was not decoded in the FF phase. In the following, we derive the conditional probability $\operatorname{Pr}\{F B$ success $\mid \mathrm{FF}$ fail $\}$ in (8.11).

The event $\{$ FB success $\mid$ FF fail $\}$ appears when the following subevents happen in serial:

1. Decoding of $\mathrm{CB}_{t}$ fails in the FF phase with
(a) no extrinsic information available or
(b) only head extrinsic information $\overrightarrow{\mathbf{y}}_{t-1, t}$ available.
2. Decoding of $\mathrm{CB}_{t+1}-\mathrm{CB}_{M+1}$ fails in the FF phase, where $t+1 \leq M \leq L$.
3. Decoding of $\mathrm{CB}_{M}$ succeeds in the FF phase.
4. Decoding of $\mathrm{CB}_{M-1}-\mathrm{CB}_{t+1}$ succeeds in the FB phase.
5. Decoding of $\mathrm{CB}_{t}$ succeeds in the FB phase with
(a) only tail extrinsic information $\overleftarrow{\mathbf{y}}_{t, t+1}$ available or
(b) both head and tail extrinsic information $\left\{\overrightarrow{\mathbf{y}}_{t-1, t}, \overleftarrow{\mathbf{y}}_{t, t+1}\right\}$ available.


(a) Case A: no extrinsic information is available in the FF phase.

(b) Case B: head extrinsic information is available in the FF phase.

Figure 8.4: Examples of decoding success in the FB phase.

For a better understanding, we depict the appearance of these subevents in Fig. 8.4. In the figure, the directions of the arrows denote the order of these events. An arrow with solid line means that extrinsic information is passed between CBs, while an arrow with dashed line means that no extrinsic information is passed between CBs.

In event $\{F B$ success $\mid F F$ fail $\}$, the first three subevents happen in the FF phase. Therefore, the probabilities of these subevents can be derived based on
88.10 and $E_{0,0}, E_{1,0}, E_{0,1}, E_{1,1}$. In particular, the probabilities corresponding to the first three subevents are

$$
\begin{align*}
& \operatorname{Pr}\{1 a\}=P_{t-1}^{\mathrm{F}} E_{0,0}  \tag{8.12a}\\
& \operatorname{Pr}\{1 b\}=\left(1-P_{t-1}^{\mathrm{F}}\right) E_{1,0}  \tag{8.12b}\\
& \operatorname{Pr}\{2\}=\left(E_{0,0}\right)^{M-t-1}  \tag{8.12c}\\
& \operatorname{Pr}\{3\}= \begin{cases}1-E_{0,0} & \text { if } M<L \\
1-E_{0,1} & \text { if } M=L\end{cases} \tag{8.12d}
\end{align*}
$$

The last two subevents happen in the FB phase given that the decoding of the associated CBs fails in the FF phase. To derive the probabilities corresponding to these two subevents, we first obtain the probability that the decoding of $\mathrm{CB}_{t}$ fails in the FB phase given that it has also failed in the FF phase. Note that $\mathrm{CB}_{t}$ will be decoded in the FB phase only when it was not successfully decoded in the FF phase and obtains the tail extrinsic information $\overleftarrow{\mathbf{u}}_{t, t+1}$ from $\mathrm{CB}_{t+1}$. When $\mathrm{CB}_{t}$ does not obtain $\overleftarrow{\mathbf{u}}_{t, t+1}$, the decoding of $\mathrm{CB}_{t}$ will always fail in the FB phase. There are two cases when a CB will be decoded in the FB phase:

- Decoding in the FF phase fails with no extrinsic information and tail extrinsic information is available in the FB phase, and
- Decoding in the FF phase fails with head extrinsic information and both head and tail extrinsic information are available in the FB phase.

The probability that the decoding of a CB fails in the FB phase for these two
cases is

$$
\begin{align*}
& E_{0,1 \mid 0,0}=\frac{E_{0,1}}{E_{0,0}}  \tag{8.13a}\\
& E_{1,1 \mid 1,0}=\frac{E_{1,1}}{E_{1,0}} \tag{8.13b}
\end{align*}
$$

respectively. Then, the probability for the last two subevents is

$$
\begin{align*}
& \operatorname{Pr}\{4\}=\left(1-E_{1,0}\right)^{M-t-1}  \tag{8.14a}\\
& \operatorname{Pr}\{5 a\}=1-E_{0,1 \mid 0,0}  \tag{8.14b}\\
& \operatorname{Pr}\{5 b\}=1-E_{1,1 \mid 1,0} \tag{8.14c}
\end{align*}
$$

With (8.12) - (8.14), the conditional probability $\operatorname{Pr}\{F B$ success $\mid F F$ fail $\}$ for $\mathrm{CB}_{t}$ in the case where no extrinsic information is available in the FF phase is

$$
\begin{equation*}
\operatorname{Pr}\{A\}=\sum_{M=t+1}^{L}\left(\operatorname{Pr}\{1 a\} \operatorname{Pr}\{5 a\} \prod_{j=2}^{4} \operatorname{Pr}\{j\}\right) \tag{8.15}
\end{equation*}
$$

In this expression, the summation runs from $t+1$ to $L$ since the FB phase may be triggered from any CB between $\mathrm{CB}_{t+1}$ and $\mathrm{CB}_{L}$ in the proposed decoding scheme. Similarly, $\operatorname{Pr}\{\mathrm{FB}$ success $\mid \mathrm{FF}$ fail $\}$ for $\mathrm{CB}_{t}$ in the case where head extrinsic information is available in the FF phase is

$$
\begin{equation*}
\operatorname{Pr}\{B\}=\sum_{M=t+1}^{L}\left(\operatorname{Pr}\{1 b\} \operatorname{Pr}\{5 b\} \prod_{j=2}^{4} \operatorname{Pr}\{j\}\right) \tag{8.16}
\end{equation*}
$$

Eventually, the probability that the decoding of $\mathrm{CB}_{t}$ in the FB phase fails can be calculated by

$$
\begin{equation*}
P_{t}^{\mathrm{B}}=(\operatorname{Pr}\{1 a\}-\operatorname{Pr}\{A\})+(\operatorname{Pr}\{1 b\}-\operatorname{Pr}\{B\}) . \tag{8.17}
\end{equation*}
$$

### 8.4.3 TBER of PIC-polar Codes

With 8.17, the TBER of PIC-polar codes under LB-GB decoding scheme is given by

$$
\begin{equation*}
P_{\mathrm{TB}}=1-\prod_{1 \leq t \leq L}\left(1-P_{t}^{\mathrm{B}}\right) . \tag{8.18}
\end{equation*}
$$

In addition, the CBER of the PIC-polar codes is lower bounded by the error rate of the polar CB with both head and tail extrinsic information available, i.e., $P_{t}^{\mathrm{B}} \geq E_{1,1}$. Therefore, the TBER is lower bounded by

$$
\begin{equation*}
P_{\mathrm{TB}} \geq 1-\left(1-E_{1,1}\right)^{L} . \tag{8.19}
\end{equation*}
$$

We will show in Sec. 8.6 that the TBER derived in (8.18) and the TBER lower bound derived in (8.19) match the simulation results. In the next section, (8.18) and 8.19) are adopted to describe the TBER performance of PIC-polar codes with different coupling indices designs.

### 8.5 Design of Coupling Indices

In this section, we present the design of coupling indices for PIC-polar codes to improve their coding gains over the uncoupled polar codes. To achieve this, we first generate the coupling indices corresponding to various design criteria. Then, we use the TBER derived in 8.18 to evaluate which coupling indices design results in the lowest TBER.

Recall that for a sufficiently large blocklength, the capacities of bit-channels converge to either 0 or 1 . However, for a finite blocklength, there is a nonnegligible fraction of partially polarized bit-channels whose capacity approaches
neither 0 nor 1 142-144. Thus, for a finite-length polar code, a few information bits are transmitted through the partially polarized bit-channels. Such bits are less reliable than those being transmitted via the fully polarized bit-channels. Hence, they dominate the CBER performance of polar codes.

Intuitively, it is beneficial to couple the most unreliable information bits to combat the partial polarization problem of finite-length polar codes. We consider two coupling indices designs related to the most unreliable bits:

- couple the most unreliable bits between consecutive CBs, and
- couple the most unreliable bits of one CB to the most reliable bits of a succeeding CB.

In addition, we also consider coupling the most reliable bits between consecutive CBs for comparison. Here, we use "U-U", "U-R", and "R-R" to represent the above three coupling indices designs, respectively.

To implement the above three coupling indices designs, we need to evaluate the reliability orders of all information bits and identify the most unreliable and the most reliable bits, respectively. By using GA, the indices of the most unreliable bits are chosen as

$$
\begin{equation*}
\mathcal{U}=\left\{i: \mu_{N}^{(i)}<\mu_{N}^{(j)}, i \in \mathcal{A}, j \in \mathcal{A} \backslash \mathcal{U}\right\}, \tag{8.20}
\end{equation*}
$$

while the indices of the most reliable bits are chosen as

$$
\begin{equation*}
\mathcal{R}=\left\{i: \mu_{N}^{(i)}>\mu_{N}^{(j)}, i \in \mathcal{A}, j \in \mathcal{A} \backslash \mathcal{R}\right\} . \tag{8.21}
\end{equation*}
$$

For "U-U", we let $|\mathcal{U}|=2 K_{c}$ and $\mathcal{B}=\mathcal{U}$. For "R-R", we let $|\mathcal{R}|=2 K_{c}$ and $\mathcal{B}=\mathcal{R}$. Let $b_{1}, \ldots, b_{2 K_{c}}$ represent the $2 K_{c}$ elements in $\mathcal{B}$. For both " $\mathrm{U}-\mathrm{U}$ " and
"R-R", we have $\mathcal{B}_{\mathrm{H}}=\left\{b_{1}, b_{3}, \ldots, b_{2 K_{c}-1}\right\}$ and $\mathcal{B}_{\mathrm{T}}=\left\{b_{2}, b_{4}, \ldots, b_{2 K_{c}}\right\}$. For "U-R", the coupling indices are $\mathcal{B}_{\mathrm{H}}=\mathcal{U}$ and $\mathcal{B}_{\mathrm{T}}=\mathcal{R}$, with $|\mathcal{U}|=|\mathcal{R}|=K_{c}$.

The derived TBER and TBER lower bound for the considered coupling indices designs can be obtained via (8.18) and (8.19) respectively. Both the derived TBER and the TBER lower bound suggest that "U-U" should provide the best TBER performance. This evidence the previous intuition that coupling between the unreliable bits can partly solve the partial polarization problem of finitelength polar codes, and therefore brings a better coupling gain. In the following, "U-U" will be considered for coupling indices design of PIC-polar codes. We also use Monte-Carlo simulations to compare the TBER performance for these three coupling indices designs. The related results will be shown in Sec. 8.6.

Example 8.1. In Fig. 8.5, we show the derived TBERs and TBER lower bounds ${ }^{3}$ of the rate- $\frac{1}{3}$ PIC-polar codes for the three considered coupling indices designs under SC decoding. In specific, $N=1024, K=383, K_{c}=57$, and $L=10$. It is observed that "U-U" gives the lowest TBER.

As to the coupling ratio, although a larger coupling ratio brings more extrinsic information during decoding, it also introduces a larger rate loss. We observe that the extra extrinsic information might not be enough to compensate for the rate loss when the coupling ratio is too large. According to the derived TBERs as well as the simulation results, an empirically good coupling ratio range is between 0.15 -0.25 .

[^11]

Figure 8.5: TBER and TBER lower bound of rate- $\frac{1}{3}$ PIC-polar codes with different coupling indices design under SC decoding. $\lambda=0.15, L_{W}=10$, and "LB" refers to lower bound.

### 8.6 Numerical Results

In this section, we first confirm that the derived TBER of PIC-polar codes in Sec. 8.4 complies with the simulation results. Then, we use the simulated TBER performance for different coupling indices to evaluate the superiority of the proposed coupling indices design. The TBER performance of PIC-polar codes with different code rates is simulated and compared to that of uncoupled polar codes, as well as the PIC-turbo codes [93], for the same code length and code rate. We also evaluate the decoding complexity and TBER performance trade-off for LB-GB scheme.

For all the simulations, we use $N=1024$ and $L=10$ for both uncoupled polar codes and PIC-polar codes. For the construction of PIC-polar codes, $\lambda=0.15$ is used if not specified. As to the decoding, unless otherwise specified, we use CASCL decoder with a maximum list size of 8 for CB decoding and the LB-GB scheme with $L_{W}=10$ for global decoding.

### 8.6.1 Derived TBER vs Simulated TBER

To evaluate the TBER analysis derived in 8.10 - 8.18), we obtain the TBER of PIC-polar codes via simulations and compare it with the derived TBER. Fig. 8.6 shows the TBER of PIC-polar code under SC decoding and CASCL decoding respectively. Note that the conditional CB error probabilities $\left\{E_{0,0}, E_{1,0}, E_{0,1}, P_{2}\right\}$ are obtained via GA for SC decoding, and via simulation for CASCL decoding.

It can be seen that the derived TBERs are very close to the simulated TBERs under both SC and CASCL decoding. At TBER of $10^{-3}$, the gap between the derived TBER and the simulated TBER under SC decoding is less than 0.1 dB . The gap between the derived TBER and the simulated TBERs under CASCL decoding is smaller than that for SC decoding. This is because the conditional CB error probabilities are more accurate for the CASCL decoding since they are obtained via simulation.

In the same figure, we also plot the TBER lower bound derived in 8.19). Under both SC decoding and CASCL decoding, the simulated TBER approaches to the TBER lower bound when $\frac{E_{b}}{N_{0}}$ increases. This observation suggests that LB-GB scheme can effectively exploit the coupling gain of the PIC-polar codes.

### 8.6.2 TBER for Various Parameters

To confirm the effectiveness of the proposed coupling indices design, we obtain the TBER performance of the codes used in Fig. 8.5 with different coupling indices designs via simulation. Both SC decoding and CASCL decoding are considered. The results are shown in Fig. 8.7. The simulation results show that "U-U" provides the best TBER performance for both SC and CASCL decoding, which complies with the TBER analysis results in Sec. 8.5.

In Fig. 8.8, we evaluate TBER performance of PIC-polar codes for $R \in$


Figure 8.6: Derived and simulated TBER of PIC-polar codes under SC and CASCL decoding. $\lambda=0.15$ and $L_{W}=10$.


Figure 8.7: TBER of PIC-polar codes with different coupling indices designs. $\lambda=0.15$ and $L_{W}=10$.
$\left\{\frac{1}{4}, \frac{1}{3}, \frac{1}{2}, \frac{2}{3}\right\}$. It can be seen that PIC-polar codes can bring a consistent coding gain of $0.25-0.3 \mathrm{~dB}$ over uncoupled polar codes at TBER between $10^{-2}$ and $10^{-3}$. In the same figure, we also plot the TBER performance of PIC-turbo codes for $R \in\left\{\frac{1}{3}, \frac{1}{2}, \frac{2}{3}\right\}$. The LTE standard rate- $\frac{1}{3}$ turbo code is used for constructing the


Figure 8.8: TBER of PIC-polar codes for various code rates under CASCL decoding. $\lambda=0.2$ for $R=\frac{2}{3}, \lambda=0.15$ for $R \in\left\{\frac{1}{4}, \frac{1}{3}, \frac{1}{2}\right\}$, and $L_{W}=10$.

PIC-turbo codes. In each turbo CB, the coded sequence is punctured to ensure $N=1024$. Although the PIC-turbo codes outperform the PIC-polar codes at a TBER of $10^{-2}$, when $\frac{E_{b}}{N_{0}}$ increases, the PIC-turbo codes reach the error floor. Hence, the PIC-polar codes outperform the PIC-turbo codes at a TBER of $10^{-3}$.

As we discussed in Sec. 8.3.2, LB-GB decoding scheme can be seen as a windowed decoding scheme with a variable window size. In this subsection, we evaluate how the maximum window size $L_{W}$ affects the performance of the proposed decoder. In particular, we evaluate the TBER performance of rate$\frac{1}{3}$ PIC-polar codes with coupling ratios $\lambda \in\{0.15,0.25\}$ for various maximum window sizes. The results are shown in Fig. 8.9. In general, when $\lambda$ increases, a larger $L_{W}$ is required to approach the best TBER performance given by $L_{W}=L$. To be specific, for $\lambda=0.15, L_{W}=2$ exhibits obvious TBER performance loss, while $L_{W}=3$ almost approaches the TBER given by $L_{W}=10$. For $\lambda=0.25$, $L_{W}=3$ shows a considerable TBER performance degradation, while $L_{W}=5$ provides a TBER close to the TBER given by $L_{W}=10$.


Figure 8.9: TBER of the rate- $\frac{1}{3}$ PIC-polar codes with various maximum decoding window sizes. CASCL decoding is considered.

### 8.6.3 Decoding Complexity

To evaluate the decoding complexity of PIC-polar codes, we compare it with that of the uncoupled polar codes with the same TB length and code rate. For simplicity, we normalize the decoding complexity of a CB to 1 . In addition, for the uncoupled codes, a fully parallel decoding scheme and a fully serial decoding (with early termination) scheme are considered as the benchmark schemes. We investigate the decoding complexity in two scenarios: 1) single transmission and 2) with TB based retransmission.

Let us consider the first scenario. Consider uncoupled polar codes with $L$ CBs, the fully parallel decoding scheme has a constant decoding complexity of

$$
\begin{equation*}
\bar{D}_{P}=L \tag{8.22}
\end{equation*}
$$

as each CB is decoded once. The fully serial decoding scheme terminates global decoding once a CB decoding error is detected. Its average decoding complexity
is given by

$$
\begin{equation*}
\bar{D}_{S}=L\left(1-P_{u}\right)^{L-1}+\sum_{t=1}^{L-1} t P_{u}\left(1-P_{u}\right)^{t-1} \tag{8.23}
\end{equation*}
$$

where $P_{u}$ is the CBER of an uncoupled polar CB. For a PIC-polar code with $L$ CBs, the decoding complexity is written as

$$
\begin{equation*}
D=\sum_{t=1}^{L} D_{t} \tag{8.24}
\end{equation*}
$$

where $D_{t}$ is the number that $\mathrm{CB}_{t}$ is processed by the CB decoder, which are collected through simulations. Here, $D_{t} \in\{0,1,2\}$ since any CB will be decoded at most twice in LB-GB scheme.

Fig. 8.10a compares the average decoding complexity of a rate $-\frac{1}{3}$ PIC-polar code to that of a rate- $\frac{1}{3}$ uncoupled polar codes for $L=10$. At a low $\frac{E_{b}}{N_{0}}$, the uncoupled polar code with fully serial decoding has the lowest decoding complexity since early termination happens frequently. On the other hand, the PIC-polar code has a higher decoding complexity than the uncoupled polar code with fully serial decoding since some CBs are decoded repeatedly to obtain a better TBER performance. In addition, we observe that the decoding complexity of the PIC-polar code is significantly reduced by reducing the maximum window size $L_{W}$. At a high $\frac{E_{b}}{N_{0}}$, the probability that most CBs can be decoded at the first decoding attempt increases. Therefore, the decoding complexity of both the PICpolar code and the uncoupled polar code with fully serial decoding approaches $L$.

Now, we consider the second scenario in which the TB based retransmission is taken into account for evaluating the decoding performance of both codes. In a practical $\frac{E_{b}}{N_{0}}$ range, when the received signal power is doubled, the TBER rate


Figure 8.10: Normalized decoding complexity of rate- $\frac{1}{3}$ PIC-polar codes under CASCL decoding. $\lambda=0.15$. The corresponding TBER performance are plotted in Fig. 8.9 .
will drop significantly. Therefore, we assume that at most one retransmission will happen. By the same token, we also assume that when retransmission happens, the decoding complexity of the retransmitted TB is $L$. In this scenario, the average decoding complexity for the uncoupled polar code with fully parallel and fully serial decoding schemes is

$$
\begin{align*}
& \bar{D}_{P}^{\prime}=\bar{D}_{P}+L \cdot P_{u, \mathrm{~TB}},  \tag{8.25a}\\
& \bar{D}_{S}^{\prime}=\bar{D}_{S}+L \cdot P_{u, \mathrm{~TB}}, \tag{8.25b}
\end{align*}
$$

respectively. Here, $P_{u, \text { TB }}$ is the TBER of the uncoupled polar code in the first transmission. The average decoding complexity with retransmission for the PICpolar code is written as

$$
\begin{equation*}
\bar{D}^{\prime}=\bar{D}+L \cdot P_{c, \mathrm{~TB}} \tag{8.26}
\end{equation*}
$$

where $\bar{D}$ is the average decoding complexity in the first transmission, and $P_{c, \text { TB }}$ is the TBER of PIC-polar code in the first transmission.

Fig. 8.10b shows the average decoding complexity for the PIC-polar code and the uncoupled polar code when TB based retransmission is employed. At a low $\frac{E_{b}}{N_{0}}$, the decoding complexity of the PIC-polar code is slightly higher than the uncoupled polar code with fully serial decoding. As $\frac{E_{b}}{N_{0}}$ increases, the decoding complexity of the PIC-polar code becomes lower than the uncoupled polar code with fully serial decoding. For all the $\frac{E_{b}}{N_{0}}$ values, the PIC-polar code always has a lower decoding complexity than the uncoupled polar code with fully parallel decoding. With these observations, we can conclude that PIC-polar codes achieve a better TBER performance with a slightly increased or even lower decoding complexity compared to the uncoupled polar code under the simulated code parameters.

### 8.7 Conclusion

In this chapter, we constructed PIC-polar codes to improve the transmission reliability for long information sequences. A closed-form expression of TBER for the PIC-polar codes under SC decoding was derived, and was applied to design the coupling indices. Simulation results confirmed the effectiveness of our analysis and demonstrated the improvement on the TBER performance of PIC-polar codes
over uncoupled polar codes.

## Chapter 9

## PIC-BIPCM

In this chapter, we propose the partially information coupled bit-interleaved polar coded modulation (PIC-BIPCM) scheme, which is the PIC-polar coding scheme designed for $2^{Q}$-ary modulations. Specifically, we consider PIC-BIPCM schemes constructed with three BIPCM schemes: direct BIPCM, punctured BIPCM, and multi-kernel BIPCM, respectively. We analyze the error performance of the proposed PIC-BIPCM over the binary erasure channel (BEC) via density evolution. With the analysis as a guideline, we jointly design the positions of coupled bits and the modulation bit-mapper by taking into account the partial polarization of finite-length polar codes as well as the unequal error protection of high order modulations. Simulation results demonstrate a significant performance improvement of the proposed PIC-BIPCM over the uncoupled BIPCM on both BEC and AWGN channels.

### 9.1 Introduction

In Chapter 8, we proposed PIC-polar codes (PIC-PCs) [139], which employ systematic polar codes as component codes. In the PIC-polar coding scheme,
the consecutive CBs are coupled by sharing some information bits between them. The decoding of PIC-PCs is conducted in a CB-wise manner, and the hard-decision extrinsic information is passed between the CBs via the shared bits. The implementation of PIC-PCs preserves the architecture of conventional (non-systematic) polar codes. Hence, the component decoder can adopt various decoding algorithms designed for polar codes, including the CRC-aided successive cancellation list (CASCL) decoding [28], whose superior decoding performance has been shown in the literature.

However, the previous PIC-PCs only consider the binary-input channel, i.e., the modulation order is one. In many wireless communication systems, high order modulations are employed to increase the spectral efficiency [145, 146]. Due to the partial polarization of finite-length polar codes, the error probabilities of information bits in the same codeword are diverse so that some information bits have significantly higher error probabilities than others. Vaiours spatially coupled polar codes 66 69, 147 151, including our PIC-PCs, exhibit such a property. As modulation would affect the polarization of the underlying component polar codes, the spatially coupled polar coding schemes proposed for the binary-input channel may not promise good error performance when directly used in conjunction with high-order modulations, which needs to tackled in the research.

To reap the benefits of spatial coupling and coded modulation for polar codes, we propose partially information coupled bit-interleaved polar coded modulation (PIC-BIPCM) 152 for $2^{Q}$-ary modulations, where $Q \geq 2$. Note that directly combining PIC-PCs designed for the binary input channel and BIPCM does not guarantee superior performance over the uncoupled BIPCM without a careful design. The design of PIC-BIPCM needs to jointly consider the coupling indices (the positions of shared information bits at the input of polar code encoder) and
the bit-mapper (the positions of coded bits at the input of the modulator in the BIPCM scheme). We will show that the benefits of spatial coupling and coded modulation can be jointly attained by the proposed PIC-BIPCM.

The main contributions of this work are summarized as follows.

- We propose a class of PIC-BIPCM scheme for $2^{Q}$-ary modulations. To allow our scheme to be adapted to any modulation order $Q \geq 2$, we consider three different PIC-BIPCM schemes with direct BIPCM, punctured BIPCM, and multi-kernel BIPCM, respectively. The encoding and decoding methods for the PIC-BIPCM schemes with coupling memory $m \geq 1$ and various modulation orders are provided.
- We analyze the error performance of PIC-BIPCM for any given coupling indices and bit-mapper over the binary erasure channel (BEC) by using density evolution. In specific, we derive a closed-form expression of the CB error rate (CBER) for coupling memory $m=1$, and a CBER lower bound for coupling memory $m \geq 1$.
- We jointly design the coupling indices and bit-mapper to obtain a large coding gain via a two-step approach. We first provide the criteria of designing coupling indices for any given bit-mapper. On one hand, designing coupling indices needs to consider that the unequal error protection of high order modulations would affect the polarization of the underlying component polar codes. On the other hand, designing coupling indices also needs to take into consideration their impact on the bit-mapping. We then present the method for determining the bit-mapper for PICBIPCM constructed with direct BIPCM, punctured BIPCM, and multikernel BIPCM, respectively. Specifically, we use the derived CBER closed-
form expression to find the bit-mapper that leads to the lowest CBER while incorporating the design criteria of coupling indices.
- We evaluate the CBER performance of PIC-BIPCM with various modulations over both the BEC and the AWGN channel. The simulation results verify the CBER performance analysis and show that the designed PICBIPCM can achieve a performance gain up to 0.8 dB at a CBER of $10^{-3}$ over the uncoupled BIPCM.

This chapter is organized as follows. Sec. 9.2 reviews the existing BIPCM schemes. Sec. 9.3 introduces the encoding and decoding of the proposed PICBIPCM scheme. In Sec. 9.4, we analyze the CBER performance of PIC-BIPCM over the BEC. Sec. 9.5 focuses on designing coupling indices and bit-mapper for PIC-BIPCM. Numerical results are shown in Sec. 9.6. Lastly, Sec. 9.7 draws the conclusion.

### 9.1.1 Notations

In this chapter, as high-order modulations are used, we introduce some new notations in correspondence. In addition, we redefine some vector representations. The details are as follows.
$[i: j] \quad$ An integer set $\{i, i+1, \ldots, j\}, i<j$.
$x_{[1: N]} \quad$ A row vector $\left[x_{1}, x_{2}, \ldots, x_{N}\right]$
$x_{[i: j]} \quad$ A subvector $\left[x_{i}, x_{i+1}, \ldots, x_{j}\right]$ of $x_{[1: N]}, 1 \leq i<j \leq N$.
$W^{(1: q)} \quad$ A set of $q$ parallel B-DMS channels $\left[W^{(1)}, \ldots, W^{(q)}\right]$.
$W^{(i: j)} \quad$ A subset of parallel B-DMS channels $\left[W^{(i)}, \ldots, W^{(j)}\right], i<j$.
$\bar{I}\left(W^{(1: q)}\right) \quad$ Average capacity of $W^{(1: q)}, \bar{I}\left(W^{(1: q)}\right) \triangleq \sum_{i=1}^{q} \frac{I\left(W^{(i)}\right)}{q}$.

### 9.2 Bit-Interleaved Polar Coded Modulation

This section provides the necessary background related to BIPCM. We first present a brief overview on coded modulation schemes. We then review the BICM system model. Lastly, we summary the existing BIPCM schemes.

### 9.2.1 Coded Modulation Overview

There are two broad categories of code modulation schemes. One is multilevel coding (MLC) [51], where multiple codewords with different code rates are modulated simultaneously such that each codeword is transmitted via one of the bitpositions of the modulated symbols. Another is bit-interleaved coded modulation (BICM) [52], which only uses a single channel code. Each codeword is independently modulated so that each bit-position of modulated symbols transmits one subblock of the codeword. Their corresponding schemes using polar codes as the constituent codes are referred to as multi-level polar coding (MLPC) $153-155$ and bit-interleaved polar coded modulation (BIPCM) 156-158 respectively.

### 9.2.2 Bit-Interleaved Coded Modulation

Here, we review the BICM system model introduced in [52]. The transmitter and receiver block diagrams are depicted in Fig. 9.1.

Fig. 9.1a shows the transmitter block diagram. At time $t$, a $K$-bit information sequence $\mathbf{u}_{t}$ is encoded, results in codeword $\mathbf{x}_{t}$ of length $N$. After interleaving $(\Pi)$ and a serial-to-parallel (S/P) module, $\mathbf{x}_{t}$ is segmented into $m$ subblocks of length $\frac{N}{m}$, denoted by $\mathbf{x}_{t, 1}, \ldots, \mathbf{x}_{t, Q}$. Then, the modulator takes these subblocks as input, and produces symbol sequence $\mathbf{c}_{t}$ of length $\frac{N}{m}$.

Fig. 9.1b shows the receiver block diagram. At time $t$, the receiver obtains


Figure 9.1: BICM system block diagram.
$\mathbf{r}_{t}=\mathbf{c}_{t}+\mathbf{n}_{t}$, where $\mathbf{n}_{t}$ is the complex-value Gaussian noise. The demodulator takes $\mathbf{r}_{t}$ as input and outputs the LLR sequences $\mathbf{y}_{t, 1}, \ldots, \mathbf{y}_{t, Q}$, which are the channel LLRs of $\mathrm{x}_{t, 1}, \ldots, \mathrm{x}_{t, Q}$. After the parallel-to-serial ( $\mathrm{P} / \mathrm{S}$ ) module and deinterleaving ( $\Pi^{-1}$ ), the LLR sequences are reordered into $\mathbf{y}_{t}$. Lastly, the decoder produces the hard-decision estimation $\hat{\mathbf{u}}_{t}$.

Let $W: \mathcal{X} \rightarrow \mathcal{Y}$ be a DMC with modulation symbol set $\mathcal{X}$ and output alphabet $\mathcal{Y}$. Given a label set $\mathcal{L}$, a BICM scheme maps $W$ to a set of $Q$ synthesized channels: $W \rightarrow W^{(1: Q)}$. The $i$-th synthesized channel, denoted by $W^{(i)}$, corresponds to the $i$-th bit-position of the modulated symbols. The capacity of $W^{(i)}$ with channel input $b \in\{0,1\}$ and output $y \in \mathcal{Y}$ is computed as [52

$$
\begin{equation*}
I\left(W^{(i)}\right)=1+\underset{b, y}{\mathbb{E}}\left[\log \frac{\sum_{x \in \mathcal{X}_{i, b}} W(y \mid x)}{\sum_{x \in \mathcal{X}} W(y \mid x)}\right] \tag{9.1}
\end{equation*}
$$

where $\mathcal{X}_{j, b}$ is the constellation subset of $\mathcal{X}$ consisting of all the symbols whose $j$-th bit-label is $b \in\{0,1\}$ for any $1 \leq i \leq Q$. Assume an ideal interleaver, when $W$ is an AWGN channel, we consider that its synthesized channels are a set of parallel BI-AWGN channels. Fig. 9.2 shows the equivalent BICM system model with synthesized channels, where each subblock of $\mathbf{x}_{t}$ is mapped to one of the


Figure 9.2: BICM equivalent system model.


Figure 9.3: Synthesized channel capacities for BICM system with Gray-labeled 256-QAM.
synthesized channel. Specifically, given a bit-mapper $\mathbf{s}=\left[s_{1}, \ldots, s_{Q}\right]$, subblock $\mathrm{x}_{t, i}$ is mapped to $W^{\left(s_{i}\right)}$.

For the code design of a BICM system, we may further simplify the equivalent model. Let $q$ be the number of synthesized channels that are taken into consideration for the design. In most cases, we need to consider all $q=Q$ synthesized channels. When Gray-labeled $2^{Q}$-QAM is used, where $Q$ is an even number, the capacities of synthesized channels satisfy that $I\left(W^{(i)}\right)=I\left(W^{\left(i+\frac{Q}{2}\right)}\right)$ for $1 \leq i \leq \frac{Q}{2}$. For the code design in such case, we only need to consider $q=\frac{Q}{2}$ synthesized channels: $W^{(1)}, \ldots, W^{\left(\frac{Q}{2}\right)}$ by using $W^{(i)}, 1 \leq i \leq \frac{Q}{2}$, to represent both the $i$-th bit position and the $\left(i+\frac{Q}{2}\right)$-th bit position of the modulated symbols.

Example 9.1. Consider a BICM system with Gray-labeled 256-QAM, i.e., $Q=$
8. Let $b_{i}$ represents the $i$-th bit-position. We plot the capacity of each bit-position in Fig. 9.3. There are four pairs of bit-positions with equal capacity: $\left(b_{1}, b_{5}\right)$, $\left(b_{2}, b_{6}\right),\left(b_{3}, b_{7}\right)$, and $\left(b_{4}, b_{8}\right)$. Therefore, we use $q=4$ synthesized channels $W^{(1)}$, $W^{(2)}, W^{(3)}$, and $W^{(4)}$ to represent each pair of bit-positions, respectively.

### 9.2.3 BIPCM schemes

Various BIPCM schemes have been proposed in the literature. In [156], the authors proposed a generalized BIPCM scheme where a multi-kernel $132-134$ polar code design is adopted such that a capacity-achieving performance can be obtained for any $2^{Q}$-ary modulation. In 157, a multi-kernel polar code consisting of a $2 \times 2$ kernel and a $3 \times 3$ kernel is adopted to construct BIPCM for $64-$ QAM. In [158, the authors proposed punctured BIPCM, where zero-capacity virtual channels are introduced to adapt any $2^{Q}$-ary modulation with a fixed $2 \times 2$ kernel. The punctured BIPCM and the multi-kernel BIPCM have comparable error performance, while the former has a lower construction complexity and the latter has a lower decoding complexity.

In the following, we classify the existing BIPCM schemes into three classes, and summary their construction methods, respectively.

Direct BIPCM Scheme 156, 158, 159
Let $n$ be a positive integer and $N=2^{n}$. The polarization matrix for a length- $N$ polar code is given by $\mathbf{G}_{N}=\mathbf{F}^{\otimes n}$, where $\mathbf{F} \triangleq\left[\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right]$. Note that $\mathbf{G}_{N}$ can be seen as the product code of $\mathbf{G}_{N / q}$ and $\mathbf{G}_{q}$, written as

$$
\begin{equation*}
\mathbf{G}_{N}=\mathbf{G}_{q} \otimes \mathbf{G}_{N / q}=\left(\mathbf{I}_{q} \otimes \mathbf{G}_{N / q}\right) \cdot\left(\mathbf{G}_{q} \otimes \mathbf{I}_{N / q}\right) \tag{9.2}
\end{equation*}
$$



Figure 9.4: Direct BIPCM for $N=2^{n}, q=4, \mathbf{s}=[1,2,3,4]$.

Given input sequence $u_{[1: N]}$, the polar encoding process $x_{[1: N]}=u_{[1: N]} \mathbf{G}_{N}$ can be rewritten as

$$
\begin{align*}
x_{[1: N]} & =u_{[1: N]} \mathbf{G}_{N} \\
& =\left[u_{\left[1: \frac{N}{q}\right]}, \ldots, u_{\left[\frac{(q-1) N}{q}+1: N\right]}\right] \cdot\left(\mathbf{I}_{q} \otimes \mathbf{G}_{N / q}\right) \cdot\left(\mathbf{G}_{q} \otimes \mathbf{I}_{N / q}\right) \\
& =\left[u_{\left[1: \frac{N}{q}\right]} \mathbf{G}_{N / q}, \ldots, u_{\left[\frac{(q-1) N}{q}+1: N\right]} \mathbf{G}_{N / q}\right] \cdot\left(\mathbf{G}_{q} \otimes \mathbf{I}_{N / q}\right)  \tag{9.3}\\
& =\left[x_{\left[1: \frac{N}{q}\right]}, \ldots, x_{\left[\frac{(q-1) N}{q}+1: N\right]}\right] .
\end{align*}
$$

We call $x_{\left[\frac{(i-1) \cdot N}{q}+1: \frac{i \cdot N}{q}\right]}, 1 \leq i \leq q$, the $i$-th sub-codeword of $x_{[1: N]}$.
Consider that $q$ is a power of 2 , e.g. Gray-labeled 16 -QAM $(q=2)$ and Graylabeled 256-QAM $(q=4)$. The polar codeword $x_{[1: N]}$ can be directly fitted into channel $W^{(1: q)}$ by segmenting $x_{[1: N]}$ to $q$ sub-codewords of length $\frac{N}{q}$. Given a bit-mapper $\mathbf{s}=\left[s_{1}, \ldots, s_{q}\right]$, the $i$-th sub-codeword is mapped to $W^{\left(s_{i}\right)}$. In other words, the encoding of direct BIPCM over $W^{(1: q)}$ is conducted in two steps:

1. Length $-\frac{N}{q}$ polar encoding: The input sequence $u_{[1: N]}$ is segmented into $q$ information blocks, where the $i$-th information block is $u_{\left[\frac{(i-1) N}{q}+1: \frac{i N}{q}\right]}$, $1 \leq i \leq q$. Then, the $i$-th information block is encoded with $\mathbf{G}_{N / q}$, producing the codeword:

$$
v_{\left[\frac{(i-1) N}{q}+1: \frac{i N}{q}\right]}=u_{\left[\frac{(i-1) N}{q}+1: \frac{i N}{q}\right]} \mathbf{G}_{N / q} .
$$



Figure 9.5: Punctured BIPCM for $N=2^{n}, q=3, q^{\prime}=4, \mathbf{s}=[1,2,3,4]$. Subcodeword $x_{\left[\frac{3 N}{4}+1: N\right]}$ is mapped to a virtual subchannel and consequently not transmitted.
2. Length- $q$ BIPCM: For $1 \leq j \leq \frac{N}{q}$, conducting length- $q$ polar encoding:

$$
\left[x_{j}, x_{j+\frac{N}{q}}, \ldots, x_{j+\frac{(q-1) N}{q}}\right]=\left[v_{j}, v_{j+\frac{N}{q}}, \ldots, v_{j+\frac{(q-1) N}{q}}\right] \mathbf{G}_{q} .
$$

Consider a bit-mapper $\mathbf{s}=\left[s_{1}, \ldots, s_{q}\right]$. For $1 \leq i \leq q$, the $i$-th coded bit $x_{j+\frac{(i-1) N}{q}}$ is mapped to $W^{\left(s_{i}\right)}$.

An example of a direct BIPCM scheme is shown in Fig. 9.4.

## Punctured BIPCM scheme 158

Consider that $q$ is not a power of 2, e.g. quasi-Gray-labeled 32-QAM $(q=5)$ and Gray-labeled 64-QAM $(q=3)$. The polar codeword $x_{[1: N]}$ cannot be directly fitted into channel $W^{(1: q)}$ as the codeword length is not an integer multiple of the modulation order. One scheme to deal with this case is the punctured BIPCM. Let $q^{\prime}=2^{\left[\log _{2} q\right]}$. The punctured BIPCM introduces $q^{\prime}-q$ zero-capacity virtual subchannels, resulted in $W^{\left(1: q^{\prime}\right)}=\left[W^{(1: q)}, W^{(q+1)}, \ldots, W^{\left(q^{\prime}\right)}\right]$. Given a bit-mapper $\mathbf{s}=\left[s_{1}, \ldots, s_{q^{\prime}}\right], x_{[1: N]}$ is split into $q^{\prime}$ sub-codewords of length $\frac{N}{q^{\prime}}$. For $1 \leq i \leq q$, the $i$-th sub-codeword $x_{\left[\frac{(i-1) \cdot N}{q^{\prime}}+1: \frac{i \cdot N}{q^{\prime}}\right]}$ is mapped into subchannel $W^{\left(s_{i}\right)}$. The subcodewords mapped to the virtual subchannels $W^{\left(q+1: q^{\prime}\right)}$ are punctured, while the rest of the sub-codewords are mapped to the modulation symbols. An example


Figure 9.6: Multi-kernel BIPCM for $N=3 \cdot 2^{n-1}, q=3, \mathbf{s}=[1,2,3]$.
of the punctured BIPCM scheme is shown in Fig. 9.5.

## Multi-kernel BIPCM scheme 156, 157

The multi-kernel BIPCM can also be employed when $q$ is not a power of 2 . It adopts a multi-kernel polar code which is constructed by combining a conventional polar code and a $q \times q$ kernel $\mathbf{F}_{q}$. The generator matrix constructed with $n$ recursion layers is $\mathbf{G}_{N}=\mathbf{F}_{q} \otimes \mathbf{F}^{\otimes n-1}$, where $N=q \cdot 2^{n-1}$. Given a bit-mapper $\mathbf{s}=\left[s_{1}, \ldots, s_{q}\right]$, the codeword $x_{[1: N]}$ is segmented into $q$ sub-codewords of length $\frac{N}{q}$. For $1 \leq i \leq q$, the $i$-th sub-codeword $x_{\left[\frac{(i-1) \cdot N}{q}+1: \frac{i \cdot N}{q}\right]}$ is mapped into subchannel $W^{\left(s_{i}\right)}$. An example of the multi-kernel BIPCM scheme is shown in Fig. 9.6 .

Let $\widetilde{N}$ be the transmission length of a polar codeword in BIPCM scheme. When direct BIPCM or multi-kernel BIPCM is adopted, $\widetilde{N}=N$ because all the bits in a codeword are transmitted. When punctured BIPCM is adopted, $\widetilde{N}=\frac{q N}{q^{\prime}}$ because $q^{\prime}-q$ sub-codewords are punctured. The punctured BIPCM of length $N=q^{\prime} \cdot 2^{n-\log _{2} q^{\prime}}$ and the multi-kernel BIPCM of length $N=q \cdot 2^{n-1}$ have the same transmission length $\widetilde{N}=q \cdot 2^{n-1}$. They also have similar level of error performance 158 . The punctured BIPCM has lower construction complexity as it only consists of a fixed kernel $\mathbf{F}$, while the multi-kernel BIPCM consists of two kernels $\mathbf{F}$ and $\mathbf{F}_{q}$. In another aspect, the punctured BIPCM has a decoding complexity of $O\left(N \cdot \log _{2} N\right)$, and the multi-kernel BIPCM has a lower
decoding complexity of $O\left(N \cdot\left(\log _{2} \frac{N}{q}+1\right)\right)$. In particular, when $q=3$, the decoding complexities of these two scheme are $O\left(2^{n+1} \cdot(n+1)\right)$ and $O\left(3 \cdot 2^{n-1} \cdot n\right)$, respectively.

In this chapter, all above three BIPCM schemes are considered in our design of PIC-BIPCM.

### 9.3 PIC-BIPCM for $2^{Q}$-ary Modulation

In this section, we first provide the necessary backgrounds related to polar codes. Then, we review the BICM channel model and the existing BIPCM schemes. Later, we use three different BIPCM schemes to respectively construct the PICBIPCM. Lastly, the decoding of PIC-BIPCM is presented.

### 9.3.1 Construction of PIC-BIPCM

In this section, we introduce the architecture of the PIC-BIPCM with coupling memory $m \geq 1$. Let $L$ denote the number of CBs in a TB. At time $t, 1 \leq t \leq L$, the $t$-th $\mathrm{CB}\left(\mathrm{CB}_{t}\right)$ is coupled with $m$ preceding $\mathrm{CBs}\left(\right.$ from $\mathrm{CB}_{t-m}$ to $\left.\mathrm{CB}_{t-1}\right)$ and $m$ succeeding CBs (from $\mathrm{CB}_{t+1}$ to $\mathrm{CB}_{t+m}$ ).

## Information Segmentation

Let $\mathbf{u}$ denote the information sequence of a TB. First, $\mathbf{u}$ is segmented into $L$ sub-sequences $\mathbf{u}_{1}^{\prime}, \ldots, \mathbf{u}_{L}^{\prime}$. As shown in Fig. 9.7a, at time $t$, $\mathbf{u}_{t}^{\prime}$ is decomposed into $m+1$ sub-sequences $\mathbf{u}_{t, t}, \mathbf{u}_{t, t+1}, \ldots, \mathbf{u}_{t, t+m}$, where $\mathbf{u}_{t, t}$ is the uncoupled information of $\mathrm{CB}_{t}$, and $\mathbf{u}_{t, t+i}, 1 \leq i \leq m$, is the coupled information shared between $\mathrm{CB}_{t}$ and $\mathrm{CB}_{t+i}$. To initialize and terminate coupling, zero-paddings are applied to both ends of the information sequence such that $\mathbf{u}_{t-i, t}=\mathbf{0}$ when $t-i<1$ and

(a) PIC-BIPCM encoder block diagram at time $t$.

(b) CB encoder block diagram at time $t$.

Figure 9.7: Construction of PIC-BIPCM.
$\mathbf{u}_{t, t+i}=\mathbf{0}$ when $t+i>L$.

## CB Encoding

At time $t$, the CB encoder takes $\mathbf{u}_{t}=\left[\mathbf{u}_{t-m, t}, \ldots, \mathbf{u}_{t-1, t}, \mathbf{u}_{t}^{\prime}\right]$ as input, and produces the codeword $\mathbf{x}_{t}=\left[\mathbf{u}_{t}^{\prime}, \mathbf{v}_{t}\right]$, where $\mathbf{v}_{t}$ is the parity sequence of $\mathrm{CB}_{t}$. The sequences $\mathbf{u}_{t-m, t}, \ldots, \mathbf{u}_{t-1, t}$ are referred to as the head coupled sequences of $\mathrm{CB}_{t}$. The sequences $\mathbf{u}_{t, t+1}, \ldots, \mathbf{u}_{t, t+m}$, which are the sub-sequences of $\mathbf{u}_{t}^{\prime}$, are referred to as the tail coupled sequences of $\mathrm{CB}_{t}$. Note that for any $1 \leq i \leq m, \mathbf{u}_{t-i, t}$ is the head coupled sequence of $\mathrm{CB}_{t}$, as well as the tail coupled sequence of $\mathrm{CB}_{t-i}$. In the following, we present the structure of the CB encoder.

The structure of the CB encoder is shown in Fig. 9.7b. The component code of the CB encoder is a systematic polar code of length $N$, denoted as $\mathbf{G}_{N, s}$ in Fig. 9.7b. The component encoder inputs $u_{[1: N]}$, and outputs $x_{[1: N]}=u_{[1: N]} \cdot \mathbf{G}_{N, s}$.

Given information indices $\mathcal{A}, u_{\mathcal{A}}$ takes the information bits, and $u_{\mathcal{A}^{c}}$ takes the frozen bits. In the output vector $x_{[1: N]}, x_{\mathcal{A}}$ consists of the systematic bits (i.e., $x_{i}=u_{i}$ for $i \in \mathcal{A}$ ), and $x_{\mathcal{A}^{c}}$ consists of the parity bits.

Let $\mathcal{B}_{\mathrm{H}}$ and $\mathcal{B}_{\mathrm{T}}$ denote two disjoint subsets of $\mathcal{A}$, representing indices subsets for the head and tail coupled sequences, respectively. We also define $\mathcal{B} \triangleq\left\{\mathcal{B}_{\mathrm{H}}, \mathcal{B}_{\mathrm{T}}\right\}$. The head coupled sequences, the tail coupled sequences, and the uncoupled sequences of $\mathrm{CB}_{t}$ are assigned to the input vectors $u_{\mathcal{B}_{\mathrm{H}}}, u_{\mathcal{B}_{\mathrm{T}}}$, and $u_{\mathcal{A} \backslash \mathcal{B}}$, respectively. In the output vector $x_{[1: N]}$, the systematic bits corresponding to head coupled sequences (i.e., $x_{\mathcal{B}_{\mathrm{H}}}=u_{\mathcal{B}_{\mathrm{H}}}$ ) are punctured, and $x_{[1: N] \backslash \mathcal{B}_{\mathrm{H}}}$ is output as the codeword of $\mathrm{CB}_{t}$. That is, although the coupled sequences are encoded by two CB encoders, they are only transmitted in one CB.

## Bit-mapping

At time $t$, the codeword $\mathbf{x}_{t}$ is mapped to the equivalent subchannels $W^{(1: q)}$ of the $2^{Q}$-ary symbols. When the direct BIPCM or the multi-kernel BIPCM is adopted, $\mathbf{x}_{t}$ is segmented into $q$ sub-CBs $\mathbf{x}_{t, 1}, \ldots, \mathbf{x}_{t, q}$ of equal length, sequentially w.r.t the indexing in $x_{[1: N]}$ in ascending order. Given a bit-mapper $\mathbf{s}=\left[s_{1}, \ldots, s_{q}\right]$, for $1 \leq i \leq q, \mathbf{x}_{t, i}$ is mapped to $W^{\left(s_{i}\right)}$. An example for the CB segmentation of direct PIC-BIPCM is as follows.

Example 9.2. For direct PIC-BIPCM, consider $N=8, q=2$, and $\mathcal{B}_{\mathrm{H}}=\{3,4\}$. The first sub-CB $\mathbf{x}_{t, 1}$ consists of $\left[x_{1}, x_{2}, x_{5}\right]$, and the second sub-CB $\mathbf{x}_{t, 2}$ consists of $\left[x_{6}, x_{7}, x_{8}\right]$.

When the punctured BIPCM is used, given a bit-mapper $\mathbf{s}=\left[s_{1}, \ldots, s_{q^{\prime}}\right]$ with $q^{\prime}=2^{\left\lceil\log _{2} q\right\rceil}$, the $i$-th sub-codeword $x_{\left[\frac{(i-1) N}{q^{\prime}}+1: \frac{i N}{q^{\prime}}\right]}$ in $\mathbf{x}_{t}$ is punctured for $i \in\left\{i: s_{i}>q, 1 \leq i \leq q\right\}$. The resultant codeword $\mathbf{x}_{t}^{\prime}$ is segmented into $q$ subCBs. Then, these sub-CBs are mapped to $W^{(1: q)}$ according to the bit-mapper,
respectively. An example for the CB segmentation and bit-mapping of punctured PIC-BIPCM is as follows.

Example 9.3. Consider $q=3$ and $\mathbf{s}=\left[s_{1}, s_{2}, s_{3}, s_{4}\right]$. If $s_{1}=4, x_{\left[1: \frac{N}{4}\right]}$ in $\mathbf{x}_{t}$ is punctured to obtain the punctured codeword $\mathbf{x}_{t}^{\prime}=x_{\left[\frac{N}{4}+1: N\right] \backslash \mathcal{B}_{H}}$. Then, $\mathbf{x}_{t}^{\prime}$ is decomposed into three sub-CBs $\mathbf{x}_{t, 2}, \mathbf{x}_{t, 3}$, and $\mathbf{x}_{t, 4}$, which are mapped to $W^{\left(s_{2}\right)}$, $W^{\left(s_{3}\right)}$, and $W^{\left(s_{4}\right)}$, respectively. Likewise, if $s_{2}=4, \mathbf{x}_{t}^{\prime}=x_{\left(\left[1: \frac{N}{4}\right] \cup\left[\frac{N}{2}+1: N\right]\right) \backslash \mathcal{B}_{\mathbf{H}}}$. Then, $\mathbf{x}_{t}^{\prime}$ is decomposed into $\mathbf{x}_{t, 1}, \mathbf{x}_{t, 3}$, and $\mathbf{x}_{t, 4}$, which are mapped to $W^{\left(s_{1}\right)}, W^{\left(s_{3}\right)}$, and $W^{\left(s_{4}\right)}$, respectively.

The information length of component encoder is $K=\left\|\mathbf{u}_{t}\right\|$, and the component code rate is $R_{0}=\frac{K}{N}$. The coupling length is $K_{c}=\sum_{i=1}^{m}\left\|\mathbf{u}_{t-i, t}\right\|$ with $\left\|\mathbf{u}_{t-i, t}\right\|=\frac{K_{c}}{m}$. We define $\lambda \triangleq \frac{K_{c}}{K} \in[0,0.5]$ as the coupling ratio. The length of a codeword is $\left\|\mathrm{x}_{t}\right\|=N-K_{c}$. When punctured PIC-BIPCM is used, the length of a punctured codeword is $\left\|\mathbf{x}_{t}^{\prime}\right\|=\frac{q N}{q^{\prime}}-K_{c}$. Let $\widetilde{\mathbf{x}}_{t}$ represent the transmitted codeword, and $\left\|\widetilde{\mathbf{x}}_{t}\right\|=\widetilde{N}-K_{c}$, where $\widetilde{N} \leq N$ and it depends on the adopted BIPCM scheme. Specifically, $\widetilde{\mathbf{x}}_{t}=\mathbf{x}_{t}$ and $\widetilde{N}=N$ for direct PIC-BIPCM and multi-kernel PIC-BIPCM, while $\widetilde{\mathbf{x}}_{t}=\mathrm{x}_{t}^{\prime}$ and $\widetilde{N}=\frac{q N}{q^{\prime}}$ for punctured PIC-BIPCM. Note that $K_{c}$ needs to be an integer multiple of modulation order $Q$ so that $\widetilde{N}-K_{c}$ is also an integer multiple of $Q$, which ensures that each CB can be mapped into an integer number of the modulated symbols. The code rate of the PIC-BIPCM with coupling ratio $\lambda$ and coupling memory $m$ is

$$
\begin{align*}
R & =\frac{\sum_{t=1}^{L}\left\|\mathbf{u}_{t}^{\prime}\right\|-\sum_{t=L-m+1}^{L} \sum_{i=L-t+1}^{m}\left\|\mathbf{u}_{t, t+i}\right\|}{\sum_{t=1}^{L}\left\|\widetilde{\mathbf{x}}_{t}\right\|-\sum_{t=L-m+1}^{L} \sum_{i=L-t+1}^{m}\left\|\mathbf{u}_{t, t+i}\right\|} \\
& =\frac{L\left(K-K_{c}\right)-\frac{(m+1)}{2} K_{c}}{L\left(\widetilde{N}-K_{c}\right)-\frac{(m+1)}{2} K_{c}}  \tag{9.4}\\
& \stackrel{L \rightarrow \infty}{=} \frac{(1-\lambda) K}{\widetilde{N}-\lambda K} .
\end{align*}
$$

Remark 9.1. In PIC scheme, although each coupled information sequence is
encoded by two CB encoders, it is only transmitted in one CB. Thus, PIC codes exploit spatial coupling gain instead of repetition gain to obtain better performance than the uncoupled codes.

### 9.3.2 Decoding of PIC-BIPCM

Now we introduce the decoding for PIC-BIPCM. The received PIC-BIPCM signal is firstly demodulated, where the demodulation steps are the same as the uncoupled BIPCM [156-158]. Then, the global decoding of the PIC-BIPCM is accomplished by a feed-forward and feedback (FF-FB) decoding iteratively 139. Specifically, the FF-FB decoding employs a serial scheduling by decoding in the forward direction from $\mathrm{CB}_{1}$ to $\mathrm{CB}_{L}$ during the FF phase and then starts decoding in the backward direction from $\mathrm{CB}_{L}$ to $\mathrm{CB}_{1}$ during the FB phase. The component CB decoder can take arbitrary polar code decoding algorithms, as PIC does not modify the underlying encoding and decoding architecture. With the FF-FB decoding scheme, the global decoding process terminates when the number of CB decoding errors in the current iteration and the previous iteration are the same, or the maximum number of iterations is reached.

A windowed decoding scheme can also be employed for the global decoding. The window size satisfies $L_{W} \geq 2 m+1$. At time $t$, the decoding window is from $\mathrm{CB}_{t}$ to $\mathrm{CB}_{t+L_{W}-1}$. The decoder performs forward and backward decoding operations within the decoding window. After that, the receiver outputs the hard-decision estimation of $\mathbf{u}_{t}^{\prime}$, and moves the decoding window forward. It is observed that when $L_{W}$ is sufficiently large, the windowed decoding scheme can have a similar error performance as the FF-FB decoding scheme.

Now, we introduce the CB decoding. At time $t$ and $i=1, \ldots, m$, let $\mathbf{y}_{t-i, t}$, $\mathbf{y}_{t, t}$, and $\mathbf{y}_{t, t+i}$ represent the LLR associated with the information sequences $\mathbf{u}_{t-i, t}$,


Figure 9.8: CB decoder block diagram at time $t$.
$\mathbf{u}_{t, t}$, and $\mathbf{u}_{t, t+i}$, respectively. Let $\mathbf{y}_{t}^{v}$ represent the LLR associated with the parity sequence $\mathbf{v}_{t}$. Furthermore, let $\overrightarrow{\mathbf{u}}_{t-i, t}$ denote the extrinsic information (i.e., the hard-decision estimation of $\left.\mathbf{u}_{t-i, t}\right)$ passed from $\mathrm{CB}_{t-i}$ to $\mathrm{CB}_{t}$, and $\overleftarrow{\mathbf{u}}_{t, t+i}$ denote the extrinsic information passed from $\mathrm{CB}_{t+i}$ to $\mathrm{CB}_{t}$, respectively. We use $d_{t}$ to denote the decoding status of $\mathrm{CB}_{t}$, where $d_{t}=0$ refers to that the decoding of $\mathrm{CB}_{t}$ has failed, or $\mathrm{CB}_{t}$ has not been decoded yet, and $d_{t}=1$ refers to that the decoding of $\mathrm{CB}_{t}$ is successful.

As shown in Fig. 9.8, the component CB decoder has an $N$-bit input $y_{[1: N]}$, where $y_{\mathcal{A}}$ takes the channel LLR of $\mathbf{u}_{t, t}, y_{\mathcal{A}^{c}}$ takes the channel LLR of $\mathbf{v}_{t}, y_{\mathcal{B}_{\mathrm{H}}}$ and $y_{\mathcal{B}_{\mathrm{T}}}$ are associated with the head coupled sequences and tail coupled sequences, respectively. In specific, for $1 \leq i \leq m$, the decoder takes

$$
\begin{align*}
& y_{\mathcal{B}_{\mathrm{H}, i}}= \begin{cases}\mathbf{y}_{t-i, t}, & \text { if } d_{t-i}=0 \\
\infty \cdot\left(1-2 \overrightarrow{\mathbf{u}}_{t-i, t}\right), & \text { if } d_{t-i}=1\end{cases}  \tag{9.5a}\\
& y_{\mathcal{B}_{\mathrm{T}, i}}= \begin{cases}\mathbf{y}_{t, t+i}, & \text { if } d_{t+i}=0 \\
\infty \cdot\left(1-2 \overleftarrow{\mathbf{u}}_{t, t+i}\right), & \text { if } d_{t+i}=1\end{cases} \tag{9.5b}
\end{align*}
$$

as inputs, respectively. In other words, $y_{\mathcal{B}_{\mathrm{H}}, \square}$ Tonly takes the extrinsic information from $\mathrm{CB}_{t-i}$ if no errors are detected in $\mathrm{CB}_{t-i}$. If errors are detected in $\mathrm{CB}_{t-i}$,

[^12]$y_{\mathcal{B}_{\mathrm{H}, i}}$ only takes the corresponding channel LLRs as the decoder input. The same procedures also apply for $y_{\mathcal{B}_{\mathrm{T}, i}}$. After decoding, the receiver decomposes the harddecision estimation of $\mathbf{u}_{t}$ into $\overleftarrow{\mathbf{u}}_{t-m, t}, \ldots, \overleftarrow{\mathbf{u}}_{t-1, t}, \hat{\mathbf{u}}_{t, t}, \overrightarrow{\mathbf{u}}_{t, t+1}, \ldots, \overrightarrow{\mathbf{u}}_{t, t+m}$. Later, for $1 \leq i \leq m, \overleftarrow{\mathbf{u}}_{t-i, t}$ will be passed to $\mathrm{CB}_{t-i}$, and $\overrightarrow{\mathbf{u}}_{t, t+i}$ will be passed to $\mathrm{CB}_{t+i}$, respectively.

### 9.4 Performance Analysis of PIC-BIPCM

In this section, we analyze the CBER performance of the PIC-BIPCM for any given coupling indices and bit-mapper over the BEC. We first review the density evolution (DE) of finite-length polar codes over the BEC [27. Then, by looking into the graph model of the PIC-BIPCM, we derive a closed-form expression of CBER for the PIC-BIPCM with $m=1$ over the BEC, which is also a CBER upper bound of the PIC-BIPCM with $m>1$. We also present a CBER lower bound of the PIC-BIPCM with $m \geq 1$. The CBER analysis over the BEC will provide a guideline for designing coupling indices and bit-mapper over the AWGN channel. In Sec. V, we will show that the CBER analysis over the BEC is effective for the PIC-BIPCM design over the AWGN channel.

### 9.4.1 Density Evolution Analysis of Polar Codes

As we have reviewed in Chapter 7, polar codes have a layered structure. Consider a polar code with codeword length $N=2^{n}$ and information indices $\mathcal{A}$. The encoder takes $u_{[1: N]}$ and generate codeword $x_{[1: N]}$. For $\tau=0, \ldots, n$ and $i=1, \ldots, N$, the vector channel at layer $\tau$ is denoted by $W_{2^{\tau}}$, and the $i$-th subchannel in this layer is denoted by $W_{2^{\tau}}^{(i)}$. At layer $0, W_{1}^{(i)}$ corresponds to the $i$-th coded bits $x_{i}$. At layer $n, W_{N}^{(i)}$ corresponds to the $i$-th input (information/frozen) bit $u_{i}$. Let
$\epsilon_{2^{\tau}}^{(i)}$ denote the erasure probability of $W_{2^{\tau}}^{(i)}$, and let $\epsilon_{2^{\tau}}^{(1: N)}$ collectively denote the erasure probabilities of $W_{2^{\tau}}^{(1)}, \ldots, W_{2^{\tau}}^{(N)}$.

The decoding of the polar code starts from layer 0 and terminates at layer $n$. To analyze the decoding performance of SC decoder, we initialize $\epsilon_{1}^{(1: N)}$ with the erasure probability of the transmission channel. Knowing that the DE equations corresponding to channel transform $\left(W_{N}^{(i)}, W_{N}^{(j)}\right) \rightarrow\left(W_{2 N}^{(i)}, W_{2 N}^{(j)}\right)$ is 27

$$
\left\{\begin{array}{l}
\epsilon_{2 N}^{(i)}=1-\left(1-\epsilon_{N}^{(i)}\right)\left(1-\epsilon_{N}^{(j)}\right)  \tag{9.6}\\
\epsilon_{2 N}^{(j)}=\epsilon_{N}^{(i)} \epsilon_{N}^{(j)}
\end{array}\right.
$$

we can track the evolution of erasure probability from layer 0 to layer $n$, and obtain $\epsilon_{N}^{(1: N)}$ in layer $n$. The error probability of $u_{i}$ is $p_{N}^{(i)}=\frac{\epsilon_{N}^{(i)}}{2}$. The block error probability $P_{e}$ of the polar code is bounded by $P_{e} \leq 1-\prod_{i \in \mathcal{A}}\left(1-p_{N}^{(i)}\right)$. As this upper bound is tight at a high channel capacity, we will use it as the approximation of the block error probability and evaluate the CBER performance bounds of the PIC-BIPCM in the following subsection.

### 9.4.2 Graph Model for the PIC-BIPCM with $m=1$

To analyze the error performance of PIC-BIPCM, we first start with the graph model representation of uncoupled polar codes. Following the graph model for turbo codes in [38], we plot the simplified factor graph of uncoupled systematic polar codes in Fig. 9.9a. In the factor graph, all systematic bits are represented by a single variable node, and all parity bits are represented by a single parity node. The multi-layer parity check structure of a length- $N$ polar code is represented by a single function node.

For the factor graph of PIC-BIPCM, we treat the uncoupled sequences, head coupled sequences, and tail coupled sequences separately. Fig. 9.9b shows the


Figure 9.9: Factor graph of (a) length- $N$ polar codes, and (b) the PIC-BIPCM with $m=1$ constructed by length- $N$ polar codes.
factor graph of the PIC-BIPCM with coupling memory $m=1$. In $\mathrm{CB}_{t}$, we use three variable nodes to represent $\mathbf{u}_{t, t}, \mathbf{u}_{t-1, t}$, and $\mathbf{u}_{t, t+1}$, respectively. As $\mathbf{u}_{t-1, t}$ is shared between $\mathrm{CB}_{t}$ and $\mathrm{CB}_{t-1}$, we connect the variable nodes corresponding to $\mathbf{u}_{t-1, t}$ in $\mathrm{CB}_{t-1}$ and that in $\mathrm{CB}_{t}$ with a horizontal line, meaning that $\mathbf{u}_{t-1, t}$ is encoded twice. Similarly, we connect the variable nodes corresponding to $\mathbf{u}_{t, t+1}$ in $\mathrm{CB}_{t}$ and that in $\mathrm{CB}_{t+1}$ with a horizontal line. During the decoding process, $\overrightarrow{\mathbf{u}}_{t-1, t}$ and $\overleftarrow{\mathbf{u}}_{t-1, t}$ are passed between $\mathrm{CB}_{t-1}$ and $\mathrm{CB}_{t}$ via node $\mathbf{u}_{t-1, t}$, and $\overrightarrow{\mathbf{u}}_{t, t+1}$ and $\overleftarrow{\mathbf{u}}_{t, t+1}$ are passed between $\mathrm{CB}_{t}$ and $\mathrm{CB}_{t+1}$ via node $\mathbf{u}_{t, t+1}$, respectively.

### 9.4.3 CBER Analysis for the PIC-BIPCM with $m=1$

In this subsection, we analyze the CBER of the PIC-BIPCM with coupling memory $m=1$ and decoded by the FF-FB decoding scheme. In this case, only one FF phase and one FB phase are required. When the decoding of $\mathrm{CB}_{t}$ fails in the FB phase of the first iteration, the receiver would not pass extrinsic information $\overleftarrow{\mathbf{u}}_{t-1, t}, \overrightarrow{\mathbf{u}}_{t, t+1}$ to their destination CBs. In such case, even if the receiver processes the FF-FB decoding for more iterations, the decoding error of $\mathrm{CB}_{t}$ would be the same. Therefore, the CBER of the PIC-BIPCM with $m=1$ can be determined by the probability that the decoding of $\mathrm{CB}_{t}$ fails in the FB phase of the first
iteration ${ }^{2}$, assuming that $L$ approaches infinity and $\mathrm{CB}_{t}$ is located in the middle of the coupling chain.

The error probability of $\mathrm{CB}_{t}$ is jointly determined by the subchannel capacity, the error probability of $\mathrm{CB}_{t-1}$ in the FF phase, and the error probability of $\mathrm{CB}_{t+1}$ in the FB phase. Specifically, we consider that the receiver processes decoding in three instances as follows:

- Instance 1: Receiver decodes in the forward direction from $\mathrm{CB}_{1}$ to $\mathrm{CB}_{t-1}$.
- Instance 2: Receiver decodes in the backward direction from $\mathrm{CB}_{L}$ to $\mathrm{CB}_{t+1}$.
- Instance 3: Receiver decodes $\mathrm{CB}_{t}$.

The error probability of $\mathrm{CB}_{t}$ at instance 3 determines the CBER of PIC-BIPCM with FF-FB decoding scheme. Let $P_{e, t-1}^{\mathrm{F}}$ denote the error probability of $\mathrm{CB}_{t-1}$ at instance 1 , and $P_{e, t+1}^{\mathrm{B}}$ denote the error probability of $\mathrm{CB}_{t+1}$ at instance 2 , respectively. Let $\left.E_{d_{t-1}, d_{t+1}}\right]^{3}$ be the conditional probability that the decoding of $\mathrm{CB}_{t}$ fails when the availability of extrinsic information is given by $d_{t-1}$ and $d_{t+1}$. Note that this conditional error probability depends on not only $d_{t-1}$ and $d_{t+1}$, but also subchannel capacities, the information indices, the coupling indices, and the bit-mapper. The error probability of $\mathrm{CB}_{t}$ at instance 3 is

$$
\begin{array}{r}
P_{e, t}=\sum_{d_{t-1} \in\{0,1\}} \sum_{d_{t+1} \in\{0,1\}}\left(d_{t-1}+(-1)^{d_{t-1}} \cdot P_{e, t-1}^{\mathrm{F}}\right)  \tag{9.7}\\
\cdot\left(d_{t+1}+(-1)^{d_{t+1}} \cdot P_{e, t+1}^{\mathrm{B}}\right) \cdot E_{d_{t-1}, d_{t+1}} .
\end{array}
$$

[^13]At instance 1, the decoding starts from $\mathrm{CB}_{1}$. The initial error probability of $\mathrm{CB}_{1}$ is $P_{e, 1}^{\mathrm{F}}=E_{1,0}$, as it is known that $\mathbf{u}_{0,1}=\mathbf{0}$. For $1<t^{\prime}<t$, the forward error probability of $\mathrm{CB}_{t^{\prime}}$ is

$$
\begin{align*}
P_{e, t^{\prime}}^{\mathrm{F}} & =\sum_{d_{t^{\prime}-1} \in\{0,1\}}\left(d_{t^{\prime}-1}+(-1)^{d_{t^{\prime}-1}} \cdot P_{e, t^{\prime}-1}^{\mathrm{F}}\right) \cdot E_{d_{t^{\prime}-1}, 0}  \tag{9.8}\\
& =P_{e, t^{\prime}-1}^{\mathrm{F}} \cdot E_{0,0}+\left(1-P_{e, t^{\prime}-1}^{\mathrm{F}}\right) \cdot E_{1,0} .
\end{align*}
$$

When $t^{\prime}$ is small, $P_{e, t^{\prime}}^{\mathrm{F}}$ increases with $t^{\prime}$. When $t^{\prime} \gg 1, P_{e, t^{\prime}}^{\mathrm{F}}$ becomes a constant. To find the steady-state error probability under forward decoding, we can drop $t^{\prime}$ from the CB error probability by simply substituting $P_{e, t^{\prime}}^{\mathrm{F}}=P_{e, t^{\prime}-1}^{\mathrm{F}}=P_{e}^{\mathrm{F}}$ into (9.8). This gives

$$
\begin{equation*}
P_{e}^{\mathrm{F}}=\frac{E_{1,0}}{1-E_{0,0}+E_{1,0}} \tag{9.9}
\end{equation*}
$$

At instance 2, the decoding starts from $\mathrm{CB}_{L}$ with initial error probability $P_{e, L}^{\mathrm{B}}=E_{0,1}$. For $t<t^{\prime}<L$, the backward error probability of decoding $\mathrm{CB}_{t^{\prime}}$ is

$$
\begin{align*}
P_{e, t^{\prime}}^{\mathrm{B}} & =\sum_{d_{t^{\prime}+1} \in\{0,1\}}\left(d_{t^{\prime}+1}+(-1)^{d_{t^{\prime}+1}} \cdot P_{e, t^{\prime}+1}^{\mathrm{B}}\right) \cdot E_{0, d_{t^{\prime}+1}}  \tag{9.10}\\
& =P_{e, t^{\prime}+1}^{\mathrm{B}} \cdot E_{0,0}+\left(1-P_{e, t^{\prime}+1}^{\mathrm{B}}\right) \cdot E_{0,1} .
\end{align*}
$$

Similar to instance 1, $P_{e, t^{\prime}}^{\mathrm{B}}$ becomes a constant when $t^{\prime} \ll L$. By substituting $P_{e, t^{\prime}}^{\mathrm{B}}=P_{e, t^{\prime}+1}^{\mathrm{B}}=P_{e}^{\mathrm{B}}$ into 9.10 , the steady-state backward error probability can be obtained by

$$
\begin{equation*}
P_{e}^{\mathrm{B}}=\frac{E_{0,1}}{1-E_{0,0}+E_{0,1}} . \tag{9.11}
\end{equation*}
$$

At instance 3, substituting $P_{e, t-1}^{\mathrm{F}}=P_{e}^{\mathrm{F}}$ and $P_{e, t+1}^{\mathrm{B}}=P_{e}^{\mathrm{B}}$ into (9.7) gives

$$
\begin{equation*}
P_{e, t}=\frac{E_{1,1}\left(1-E_{0,0}\right)^{2}+E_{1,0} E_{0,1}\left(2-E_{0,0}\right)}{\left(1+E_{1,0}-E_{0,0}\right)\left(1+E_{0,1}-E_{0,0}\right)} \tag{9.12}
\end{equation*}
$$

To obtain the theoretical CBER of the PIC-BIPCM with coupling memory $m=1$, information indices $\mathcal{A}$, coupling indices $\left\{\mathcal{B}_{\mathrm{H}}, \mathcal{B}_{\mathrm{T}}\right\}$, and bit-mapper s over channel $W^{(1: q)}$, we use density evolution to calculate $E_{d_{t-1}, d_{t+1}}$ for $d_{t-1}, d_{t+1} \in\{0,1\}$, where the details are given in Alg. 9.1 in the Appendix. By substituting the values of $E_{d_{t-1}, d_{t+1}}$ into 9.12,,$P_{e, t}$ gives the theoretical CBER of the PIC-BIPCM. The expression (9.12) is also the CBER upper bound of the PIC-BIPCM with coupling memory $m>1$, information indices $\mathcal{A}$, coupling indices $\left\{\mathcal{B}_{\mathrm{H}}, \mathcal{B}_{\mathrm{T}}\right\}$, and bit-mapper s.

It is also worth noting that we can use $E_{1,1}$ as the CBER lower bound of the PIC-BIPCM with coupling memory $m \geq 1$, because the best CB decoding condition is that all extrinsic information are available. For a PIC-BIPCM with $m=1$ and a PIC-BIPCM with $m>1$, if they have the same information indices, coupling indices, and bit-mapper, they would have the same CBER lower bound. As we will see in Sec. 9.6, the CBER closed-form expression (9.12) and the CBER lower bound can tingly bound the simulated CBER over the BEC.

Remark 9.2. The CBER analysis for the PIC-BIPCM with $m=1$ over the AWGN channel can be obtained by applying Gaussian approximation (GA) 116118. To be specific, knowing the channel signal-to-noise ratio (SNR), we can calculate the conditional probabilities $E_{d_{t-1}, d_{t+1}}$ for $d_{t-1}, d_{t+1} \in\{0,1\}$ by using GA. Then, we can obtain the theoretical CBER by substituting $E_{d_{t-1}, d_{t+1}}$ into (9.12). We do not present the GA based analysis results in this chapter because the approximation error of GA will increase with the modulation order. In Sec. 9.6, we will demonstrate that the proposed design criteria based on the CBER
analysis over the BEC are effective for the AWGN channel.

### 9.5 Design of PIC-BIPCM

In the previous section, we have presented the CBER analysis of PIC-BIPCM over the BEC. In this section, we will design PIC-BIPCM by employing the CBER analysis as a design guideline. To be specific, we will first investigate the design criteria of coupling indices given an arbitrary bit-mapper. Then, we investigate the design of the bit-mapper by taking into account the proposed coupling indices design criteria.

### 9.5.1 Design of PIC-BIPCM Coupling Indices

In this subsection, we discuss the design criteria of coupling indices $\left\{\mathcal{B}_{\mathrm{H}}, \mathcal{B}_{\mathrm{T}}\right\}$ for a given bit-mapper. We first verify that the design criterion proposed for PICPCs in [139 can still hold for the PIC-BIPCM. Then, we discuss the design of coupling indices w.r.t how PIC affects the BIPCM bit-mapping.

## Design of Coupling Indices w.r.t Information Bit Error Probability

The first aspect we need to consider for coupling indices design is the partial polarization of finite-length polar codes. In a finite-length polar codeword, some information bits have significantly higher error probabilities than others. Hence, the error probabilities of these unreliable information bits dominate the block error probability of the polar codes. As shown in [139, for a binary-input channel, PIC-PCs provide significant CBER performance improvement by sharing the unreliable information bits between CBs. Coupling reliable information bits only brings minor performance improvement because the uncoupled unreliable
information bits obtain less spatial coupling gain and their error probabilities dominate the CB error probability. With the CBER analysis in Sec. 9.4.3, it is easy to show that this criterion still holds for PIC-BIPCM. In Sec. 9.6, we will show the CBER performance with different coupling indices to confirm the effectiveness of using this criterion.

## Design of Coupling Indices w.r.t Bit-mapping

The second aspect we need to consider for coupling indices design is the BIPCM bit-mapping. We note that the head coupled bits of a CB are punctured before bit-mapping. However, the information indices $\mathcal{A}$ are chosen based on the bitmapping which assumes that head coupled bits are not punctured as the coupling indices are not known at this stage. Consequently, the actual bit-mapping becomes different from the bit-mapping used for choosing information indices. This mismatch could lead to a potential performance degradation for the PICBIPCM. To preserve the expected bit-mapping, we want to ensure that the information bits shared between two CBs are located in the same sub-codewords in each of the CBs. To explain it in detail, an example is given as follows.

Example 9.4. Fig. 9.10 shows an example of how coupling indices affect the bitmapping of a direct PIC-BIPCM with $N=1024, R=\frac{1}{2}, \lambda=0.25$, and $m=1$. We consider that a set of $q=2$ parallel BECs $W^{(1: 2)}$ with erasure probability $\{0.2,0.4\}$, respectively. The bit-mapper is $\mathbf{s}=[1,2]$. At the code construction stage, we first compute the error probability of input vector $u_{[1: 1024]}$ via density evolution, expecting that the two sub-codewords $x_{[1: 512]}$ and $x_{[513: 1024]}$ will be transmitted via $W^{(1)}$ and $W^{(2)}$, respectively. Based on the error probability of $u_{[1: 1024]}$, we first choose the information indices $\mathcal{A}$, where $\|\mathcal{A}\|=569$. Then, coupling indices $\mathcal{B}_{\mathrm{H}}$ and $\mathcal{B}_{\mathrm{T}}$ are selected as two disjoint subsets of $\mathcal{A}$, and


Figure 9.10: An example of how coupling indices affects PIC-BIPCM bit-mapping when randomly selected coupling indices is used. In (b) and (c), the bits with mismatched bit-mapping is highlighted in red.
$\left\|\mathcal{B}_{\mathrm{H}}\right\|=\left\|\mathcal{B}_{\mathrm{T}}\right\|=114$. The indices sets employed in this example are shown in Fig. 9.10a, Due to the polarization property of polar codes, the information indices are not evenly distributed among the two sub-codewords. Consequently, the coupling indices are not evenly distributed either.

Consider the PIC-BIPCM encoding at the transmitter side. During the encoding for $\mathrm{CB}_{t}$, the head coupled sequence $x_{\mathcal{B}_{\mathrm{H}}}$ are punctured from $x_{[1: 1024]}$. The codeword of $\mathrm{CB}_{t}$ (i.e., $x_{[1: 1024] \backslash \mathcal{B}_{\mathrm{H}}}$ ) is segmented into two sub-CBs of equal length, and each sub-CB is mapped to one of the subchannels. As shown in Fig. 9.10a the number of head coupled bits in $x_{[1: 512]}$ is significantly less than that in $x_{[513: 1024]}$. As a consequence, in the example shown in Fig. 9.10b, the last 30 bits
in $x_{\left[1: 512 \backslash \backslash \mathcal{B}_{\mathrm{H}}\right.}$ are mapped to $W^{(2)}$, even though they are expected to be mapped to $W^{(1)}$ when designing the coupling indices.

At the receiver, the decoder can obtain the channel LLR of the head coupled bits of $\mathrm{CB}_{t}$ from $\mathrm{CB}_{t-1}$. As the coupled indices are randomly selected, the head coupled bits of $\mathrm{CB}_{t}$ could be mapped to any subchannel when they are transmitted as the tail coupled bits of $\mathrm{CB}_{t-1}$. As a result, the number of coded bits whose actual bit-mapping does not match with their expected bit-mapping $\left(x_{[1: 512]}\right.$ and $x_{[513: 1024]}$ are transmitted via $W^{(1)}$ and $W^{(2)}$, respectively) is nonnegligible. Such an example is shown in Fig. 9.10 c , where 52 coded bits in $x_{[1: 512]}$ are mapped to $W^{(2)}$, while 16 coded bits in $x_{[513: 1024]}$ are mapped to $W^{(1)}$.

For a set of parallel channel $W^{(1: q)}$, let $K_{\mathrm{H}, i}$ represent the number of head coupled bits located in the $i$-th sub-codeword $x_{\left[(i-1) \cdot \frac{N}{q}+1: i: \frac{N}{q}\right]}$. To avoid the mismatch of bit-mapping, ideally, the coupling indices should satisfy the following criteria:

1. For any $1 \leq i \leq q$, the head coupled bits in the $i$-th sub-codeword of $\mathrm{CB}_{t}$ should come from the $i$-th sub-codeword of $\mathrm{CB}_{t-m}, \ldots, \mathrm{CB}_{t-1}$.
2. For any $1 \leq i, j \leq q$ and $i \neq j$, the head coupled bits in the $i$-th subcodeword and the $j$-th sub-codeword should have the same length. i.e., $K_{\mathrm{H}, i}=K_{\mathrm{H}, j}$.

However, as the information bits are not evenly distributed among all the subcodewords, so the length of head coupled sequences in each sub-codewords might not be the same. With the first criterion, we minimize the number of bits with mismatched bit-mapping.

By jointly considering the two criteria discussed above, we propose the following method of choosing coupling indices:

1. Given $W^{(1: q)}$, compute the bit-channel error probability $p_{N}^{(i)}$ for $1 \leq i \leq N$ with density evolution.
2. Choose information indices $\mathcal{A}$ of length $K$ satisfying $p_{N}^{(i)}<p_{N}^{(j)}$ for any $i \in \mathcal{A}$ and $j \in \mathcal{A}^{c}$.
3. Choose $\mathcal{B}$ of length $2 K_{c}$ as a subset of $\mathcal{A}$ such that $p_{N}^{(i)}>p_{N}^{(j)}$ for any $i \in \mathcal{B}$ and $j \in \mathcal{A} \backslash \mathcal{B}$.
4. Sort the indices in $\mathcal{B}$ in ascending order, resulting in the sorted indices $\left[b_{1}, b_{2}, \ldots, b_{2 K_{c}}\right]$.
5. Choose the coupling indices of the PIC-BIPCM as $\mathcal{B}_{\mathrm{H}}=\left[b_{1}, b_{3}, \ldots, b_{2 K_{c}-1}\right]$, and $\mathcal{B}_{\mathrm{T}}=\left[b_{2}, b_{4}, \ldots, b_{2 K_{c}}\right]$, respectively.

Consider Example 4 again. We show the indices sets and bit-mapping when the proposed coupling indices design criteria are adopted in Fig. 9.11. It is clear that the number of bits with mismatched bit-mapping is greatly reduced for "U-U, sorted" in Fig. 9.11c compared to "rand" in Fig. 9.10c. In the following subsection, we design bit-mappers by taking the proposed coupling indices design criteria into account.

### 9.5.2 Design of PIC-BIPCM Bit-mapper

In this subsection, we propose a method of designing a proper bit-mapper for PIC-BIPCM while incorporating the design criteria of coupling indices. We consider PIC-BIPCM constructed with direct BIPCM, punctured BIPCM, and multi-kernel BIPCM, respectively. To find a bit-mapper that can provide good CBER performance of PIC-BIPCM, we first search for a candidate set consisting of bit-mappers leading to good error performance for uncoupled BIPCM. For each


Figure 9.11: An example of how coupling indices affects PIC-BIPCM bit-mapping the coupling indices selected with the proposed design criteria. In (b), and (c), the bits with mismatched bit-mapping is highlighted in red.
bit-mapper in the candidate set, we choose the information indices and coupling indices, respectively. Then, we use the CBER closed-form expression of PICBIPCM derived in Sec. 9.4 to evaluate the performance of each bit-mapper and search a bit-mapper that results in the lowest CBER. All designed bit-mappers for various modulation orders are reported in Table 9.2 and the constellation labels are given in Fig. 9.20 in the Appendix. The detailed design methods are as follows.

In the following, we give an example of designing the bit-mapper for Graylabeled 256-QAM over the AWGN channel.

Table 9.2: Designed bit-mappers for PIC-BIPCM with $R=\frac{1}{2}$.

| Modulation | BIPCM scheme | $N$ | Bit-mapper |
| :--- | :--- | :--- | :--- |
| 2 -QAM | punctured BIPCM | 1024 | $[6,7,8,1,2,3,5,4]$ |
|  | multi-kernel BIPCM | 640 | $[1,2,3,5,4]$ |
| 4-QAM | punctured BIPCM | 1024 | $[4,3,1,2]$ |
|  | multi-kernel BIPCM | 768 | $[3,2,1]$ |
| 256-QAM | direct BIPCM | 1024 | $[4,3,1,2]$ |
| 4-BEC | direct BIPCM | 1024 | $[4,3,1,2]$ |

## Bit-mapper Design for Direct PIC-BIPCM

For $W^{(1: q)}$, there are $q$ ! possible bit-mappers. For any given bit-mapper, we can find a group of $\prod_{i=1}^{n} 2^{i}$ equivalent bit-mappers which lead to the same information indices as well as the same error performance [131, 158] for uncoupled direct BIPCM. Given the code design parameters, we design the bit-mapper for direct PIC-BIPCM with the following steps.

1. Search the bit-mapper s* that gives the best error performance for the uncoupled BIPCM with the given codeword length, code rate, and subchannel capacities.
2. Find the equivalent bit-mappers set $\mathcal{S}^{*}$ such that all the bit-mappers in $\mathcal{S}^{*}$ are equivalent to $\mathbf{s}^{*}$ for the uncoupled BIPCM.
3. With bit-mapper $\mathrm{s}^{*}$, choose the coupling indices $\left\{\mathcal{B}_{\mathrm{H}}, \mathcal{B}_{\mathrm{T}}\right\}$ with the design criteria proposed in Sec. 9.5.1.
4. For each bit-mapper in $\mathcal{S}^{*}$, compute the CBER for the PIC-BIPCM with the coupling indices chosen in Step 3.
5. Find the bit-mapper in $\mathcal{S}^{*}$ which gives the lowest CBER among all other bit-mappers.

Example 9.5. Consider a set of 4 parallel BECs (4-BEC) $W^{(1: 4)}$ whose subchannel capacities equal to the subchannel capacities of the AWGN channel with Gray-labeled 256-QAM. The erasure rate of $W^{(i)}$ is denoted by $\epsilon^{(i)}$, and $\epsilon^{(1)}<\epsilon^{(2)}<\epsilon^{(3)}<\epsilon^{(4)}$.

For the uncoupled direct BIPCM with $q=4$, there are 24 possible bitmappers. Theses bit-mappers can be divided into 3 equivalent sets, where each set contains 8 equivalent bit-mappers. To find the bit-mapper set that gives the best error performance for the uncoupled BIPCM, we only need to pick one bit-mapper from each of the equivalent sets and compare their error performance. Consider $N=1024$ and $R=\frac{1}{2}$, the bit-mapper set with the best error performance is

$$
\begin{aligned}
\mathcal{S}^{*}=\{ & {[1,2,4,3],[1,3,4,2],[2,1,3,4],[2,4,3,1], } \\
& {[3,1,2,4],[3,4,2,1],[4,2,1,3],[4,3,1,2]\} . }
\end{aligned}
$$

The theoretical CBER of the PIC-BIPCM with $N=1024, R=\frac{1}{2}, \lambda=0.25$, $m=1$, and the above equivalent bit-mappers over the BEC are plotted in Fig. 9.12, respectively, where the theoretical CBER are calculated with the closedform expression (9.12) derived in Sec. 9.4.3. For the ease of presentation, instead of labeling all the subchannel capacities of $W^{(1: 4)}$ in the figure, we only label the average capacity $\bar{I}\left(W^{(1: 4)}\right)=\sum_{i=1}^{q} \frac{1-\epsilon^{(i)}}{q}$. The PIC-BIPCM with bit-mapper $[4,3,1,2]$ has the lowest CBER when $\bar{I}\left(W^{(1: 4)}\right)$ is greater than 0.63 , which means that $[4,3,1,2]$ should outperform all other bit-mappers over the AWGN channel with $256-$ QAM at a high SNR. In Sec. 9.6 , we will present the simulation results to show that $[4,3,1,2]$ has good CBER performance over the AWGN channel.


Figure 9.12: Theoretical CBER of $\left(1024, \frac{1}{2}, 0.25,1\right)$ PIC-BIPCM with different bit-mappers over 4-BEC.

## Bit-mapper Design for Punctured PIC-BIPCM

For punctured BIPCM, we treat $W^{(1: q)}$ as a set of $q^{\prime}$ parallel subchannels $W^{\left(1: q^{\prime}\right)}$, where $W^{\left(q: q^{\prime}\right)}$ are the zero-capacity virtual subchannels. Let $\mathbf{s}=\left[s_{1}, \ldots, s_{q^{\prime}}\right]$ represent the bit-mapper for punctured BIPCM. For a codeword $x_{[1: N]}$, if $s_{i} \leq q$, $x_{\left[\frac{(i-1) \cdot N}{q^{\prime}}+1: \frac{i \cdot N}{q^{\prime}}\right]}$ is transmitted via $W^{\left(s_{i}\right)}$. Otherwise, if $s_{i}>q, x_{\left[\frac{(i-1) \cdot N}{q^{\prime}}+1: \frac{i \cdot N}{q^{\prime}}\right]}$ is punctured. Let $\mathcal{P}$ represent the indices set of punctured coded bits, and recall that $\mathcal{A}$ is the indices set of information bits. To promise a good CBER performance of punctured PIC-BIPCM, we want to ensure that $\mathcal{A}$ does not intersect $\mathcal{P}$. The reasons are as follows.

For the encoding of punctured PIC-BIPCM, the codeword of $\mathrm{CB}_{t}$ is given by $\mathbf{x}_{t}=x_{[1: N] \backslash \mathcal{B}_{\mathrm{H}}}$, and then $\widetilde{\mathbf{x}}_{t}=x_{[1: N] \backslash\left\{\mathcal{B}_{\mathrm{H}} \cup \mathcal{P}\right\}}$ is transmitted. To ensure that $\left\|\widetilde{\mathbf{x}}_{t}\right\|$ is a constant, $\mathcal{B}_{\mathrm{H}}$ should not intersect with $\mathcal{P}$, i.e., $\mathcal{B}_{\mathrm{H}} \cap \mathcal{P}=\emptyset$. When $\mathcal{A}$ intersects with $\mathcal{P}$ while $\mathcal{B}_{\mathrm{H}} \cap \mathcal{P}=\emptyset$, some unreliable information bits are punctured and thus are not coupled. This leads to a potential performance loss because we want to couple the unreliable information bits to improve their error probabilities as
they dominate the CB error probability. Therefore, $\mathcal{A}$ should not intersect with $\mathcal{P}$, i.e., $\mathcal{A} \cap \mathcal{P}=\emptyset$.

According to 129, 130, for a length- $N$ polar code, puncturing $q^{\prime}-q$ subcodewords from $x_{[1: N]}$ results in $q^{\prime}-q$ un-decodable sets, where each set consists of $\frac{N}{q^{\prime}}$ un-decodable bits whose error probability is always 1 . Let $\mathcal{U}$ represent the indices set of un-decodable bits. As $\mathcal{A} \cap \mathcal{U}=\emptyset$, by adopting a bit-mapper which satisfies $\mathcal{P}=\mathcal{U}$, we can ensure that $\mathcal{A} \cap \mathcal{P}=\emptyset$. In summary, the bit-mapper of the punctured PIC-BIPCM is designed as follows:

1. Search for a set of bit-mappers $\mathcal{S}$ which satisfy $\mathcal{P}=\mathcal{U}$.
2. Find a set of bit-mappers $\mathcal{S}^{*} \subset \mathcal{S}$ which gives the best error performance for uncoupled BIPCM among all other bit-mapper sets.
3. For each bit-mapper in $\mathcal{S}^{*}$, choose the coupling indices according to the design criteria proposed in Sec. 9.5.1 and compute the CBER for the corresponding PIC-BIPCM.
4. Find the bit-mapper in $\mathcal{S}^{*}$ which has the lowest CBER among all other bit-mappers.

In the following, we give the design examples for Gray-labeled 64-QAM and quasi-Gray-labeled 32-QAM, considering $N=1024$ and $R=\frac{1}{2}$.

Example 9.6. Consider 64-QAM, where $q=3$ and $q^{\prime}=4$. Due to the structural property of polarization kernel $\mathbf{F}$, when an arbitrary sub-codeword of $x_{[1: N]}$ is punctured, $u_{\left[1: \frac{N}{4}\right]}$ is always un-decodable. This means that the bit-mappers which map $x_{\left[1: \frac{N}{4}\right]}$ to $W^{(4)}$ can promise $\mathcal{P}=\mathcal{U}$, i.e., $\mathcal{S}=\left\{\mathbf{s} \mid s_{1}=4\right\}$. Then, we have $\mathcal{S}^{*}=\{[4,3,1,2],[4,2,1,3]\}$. By comparing the CBER of the corresponding PICBIPCM, we find that $[4,3,1,2]$ gives the best performance.

Consider 32-QAM, where $q=5$ and $q^{\prime}=8$. Three sub-codewords of $x_{[1: N]}$ are punctured. The bit-mappers promising $\mathcal{P}=\mathcal{U}$ are:
$\mathcal{S}=\left\{\mathbf{s} \mid\left[s_{1}, s_{2}, s_{3}\right]=[6,7,8]\right\} \cup\left\{\mathbf{s} \mid\left[s_{1}, s_{2}, s_{5}\right]=[6,7,8]\right\} \cup\left\{\mathbf{s} \mid\left[s_{1}, s_{3}, s_{5}\right]=[6,7,8]\right\}$. After finding $\mathcal{S}^{*}$ and computing the corresponding CBER for the PIC-BIPCM, it is observed that bit-mapper $[6,7,8,1,2,3,5,4]$ gives the best performance.

## Bit-mapper Design for Multi-kernel PIC-BIPCM

For multi-kernel PIC-BIPCM, the kernel $\mathbf{F}_{q}$ needs to have a large polarization exponent 135 to promise a good error performance. The kernel matrices for 64-QAM $(q=3)$ and 32-QAM $(q=5)$ can be found in Table 9.3 and Table 9.4 , where $\mathbf{F}_{3}$ is employed in [156, 157], and $\mathbf{F}_{5}$ is given by 136. The density evolution equations of $\mathbf{F}_{3}$ and $\mathbf{F}_{5}$ over BEC are presented in the same table. With the destiny evolution equations of $\mathbf{F}_{q}$, we can compute the block error probability of multi-kernel polar codes, and then compute the CBER of the corresponding PIC-BIPCM.

To find a bit-mapper that gives the best error performance for multi-kernel PIC-BIPCM, we first choose the coupling indices according to the design criteria proposed in Sec. 9.5.1 for each possible bit-mapper, and compute the CBER for the corresponding PIC-BIPCM. Then, we choose a bit-mapper which gives the lowest CBER. For 64-QAM, the designed bit-mapper is $[3,2,1]$. For 32-QAM, the designed bit-mapper is $[1,2,3,5,4]$.

### 9.6 Numerical Results

In this section, we investigate the CBER performance of PIC-BIPCM via MonteCarlo simulation. We consider transmitting CBs continuously until enough CB
decoding errors are observed so that the rate loss due to termination becomes negligible. Windowed decoding scheme is use for decoding PIC-BIPCM, where window sizes are $L_{W}=10$ and $L_{W}=20$ for $m=1$ and $m=4$, respectively. We use $(N, R, \lambda, m)$ to represent the PIC-BIPCM parameters. We employ SC decoding unless specified otherwise. When CASCL decoding is employed, an 8 -bit CRC is used and the decoding list size is 8 .

To demonstrate the performance improvement of PIC-BIPCM over existing BIPCM. We use the BIPCM with the same codeword length and code rate as the benchmark. For the AWGN channel with 256-QAM, we consider the direct BIPCM as the benchmark. The bit-mapper of the direct BIPCM is obtained according to [158]. For the AWGN channel with 64-QAM and 32-QAM, we consider the punctured BIPCM and the multi-kernel BIPCM as the benchmarks. The bit-mapper of the punctured BIPCM is obtained according to [158]. The multi-kernel BIPCM for 64-QAM is from [156, 157]. The multi-kernel BIPCM for 32-QAM is constructed with the kernel from [136].

### 9.6.1 Performance over the Parallel BECs

In this subsection, we consider the 4-BEC whose subchannel capacities are equivalent to the subchannel capacities of the AWGN channel with Gray-labeled 256QAM. Codeword length $N=1024$ is employed. We first compare the theoretical CBER derived in Sec. 9.4.3 with the simulated CBER to demonstrate the effectiveness of the CBER analysis. We then show how coupling indices design affects the CBER performance of PIC-BIPCM.

The theoretical and simulated CBER performance of PIC-BIPCM are shown in Fig. 9.13. In this figure, "sim." represents the simulated CBER, "approx., $m=1 "$ represents the theoretical CBER of the PIC-BIPCM with $m=1$ given


Figure 9.13: CBER of (1024, $\frac{1}{2}, 0.25, m$ PIC-BIPCM with $m \in\{1,4\}$ over 4BEC.


Figure 9.14: CBER of $\left(1024, \frac{1}{2}, 0.25,1\right)$ PIC-BIPCM with different coupling indices designs over 4-BEC.
by the closed-form expression (9.12), which is also the CBER upper bound of the PIC-BIPCM with $m=4$, and "lower bound" is the CBER lower bound of the PIC-BIPCM with $m=1$ and $m=4$. At a low average capacity, the PICBIPCM with $m=4$ outperforms the PIC-BIPCM with $m=1$. When average
capacity increases, the performance gap between them reduces. When the average capacity is greater than 0.66 , the performance gap becomes negligible, because both of them approach the CBER lower bound. In addition, it can also be observed that the theoretical CBER of the PIC-BIPCM with $m=1$ is close to the stimulated CBER. Although the performance improvement of increasing coupling memory does not seem to be large as shown in Fig. 9.13, we will show later that when CASCL decoding is used, a large coupling memory could bring significant performance improvement.

Fig. 9.14 shows the CBER performance of the PIC-BIPCM with various coupling indices designs. In the legend, "R-R, sorted" represents that the reliable information bits are shared between CBs and coupling indices are sorted in ascending order, "U-U, sorted" represents that unreliable information bits are shared between CBs and coupling indices are sorted in ascending order. (i.e., the proposed coupling indices in Sec. 9.5), "U-U, rand" represents that unreliable information bits are shared between CBs and coupling indices are randomly interleaved, and "rand" represents that the shared information bits are randomly chosen and interleaved. It is observed that both "U-U, sorted" and "U-U, rand" outperform other coupling indices designs, suggesting that coupling unreliable information bits can benefit PIC-BIPCM the most. Meanwhile, "U-U, sorted" outperforms "U-U, rand", which confirms the effectiveness of the design criteria presented in Sec. 9.5.1. For the rest of the PIC-BIPCM simulation results, the coupling indices are selected based on the proposed design criteria.

### 9.6.2 Performance over the AWGN Channel with 256-QAM

In this subsection, we consider the AWGN channel with Gray-labeled 256-QAM and show how different bit-mappers, coupling ratios, and coupling memories affect


Figure 9.15: CBER of $\left(1024, \frac{1}{2}, 0.25,1\right)$ PIC-BIPCM with different bit-mappers with 256-QAM.


Figure 9.16: CBER of $\left(1024, \frac{1}{2}, \lambda, 1\right)$ PIC-BIPCM against $\lambda$ with 256-QAM.
the CBER performance of direct PIC-BIPCM. Codeword length $N=1024$ is employed.

We first show the CBER performance of the PIC-BIPCM with different bitmappers. Recall that in Sec. 9.5.2, we use the CBER analysis over the BEC as a guideline to design the bit-mapper for PIC-BIPCM. Specifically, Fig. 9.12


Figure 9.17: CBER of $(1024, R, 0.25, m)$ PIC-BIPCM with CASCL decoding with 256-QAM.
compares the theoretical CBER of the PIC-BIPCM with different bit-mappers, which suggests that bit-mapper $[4,3,1,2]$ would have better CBER performance among all other bit-mappers. To show that this design method is effective for the PIC-BIPCM over the AWGN channel, we choose four bit-mappers shown in Fig. 9.12, and plot the simulated CBER of the PIC-BIPCM with these bit-mappers in Fig. 9.15, respectively. In both Fig. 9.12 and Fig. 9.15, the ranking of the bitmappers based on the CBER at a high average capacity/SNR follows [4, 3, 1, 2], $[4,2,1,3],[2,4,3,1]$, and $[1,3,4,2]$. This shows that the bit-mapper design based on the CBER analysis over the BEC performs well over the AWGN channel. For the rest of the simulation results for 256-QAM, bit-mapper [ $4,3,1,2$ ] is used.

To investigate the impact of coupling ratio on the CBER performance, we show the CBER performance of PIC-BIPCM against various coupling ratio $\lambda$ in Fig. 9.16. We consider SNR of $8.9 \mathrm{~dB}, 10.9 \mathrm{~dB}$, and 11.7 dB , corresponding to the CBER of direct BIPCM (which is the same as the PIC-BIPCM with $\lambda=0$ ) reaching $10^{-1}, 10^{-2}$, and $10^{-3}$, respectively. It is observed that the coupling
ratio $\lambda \in[0.25,0.3]$ brings a good CBER performance. In all other PIC-BIPCM simulations, $\lambda=0.25$ is used. When $\lambda>0.3$, the performance of PIC-BIPCM degrades with the increasing $\lambda$. On one hand, some reliable information bits are coupled when the coupling ratio is large, but coupling reliable information bits only brings minor coupling gain. On the other hand, we have to increase the code rate of the underlying component polar codes to compensate for the rate reduction due to coupling. Consequently, the performance of the PIC-BIPCM with a large coupling ratio, e.g., $\lambda=0.4$ only has a minor gain over the direct BIPCM.

In Fig. 9.17, we show the CBER performance of the PIC-BIPCM with a CASCL decoder with coupling memory $m \in\{1,4\}$ and code rate $R \in\left\{\frac{1}{3}, \frac{1}{2}, \frac{2}{3}\right\}$, respectively. At a CBER of $10^{-3}$, the PIC-BIPCM with $m=1$ has about 0.2 -0.3 dB coding gain over the direct BIPCM, and the PIC-BIPCM with $m=4$ has about $0.6-0.8 \mathrm{~dB}$ coding gain over the direct BIPCM. This means that increasing the coupling memory can effectively improve the CBER performance of PIC-BIPCM.

### 9.6.3 Performance over the AWGN Channel with 32-QAM and 64-QAM

In this subsection, we compare the performance of punctured PIC-BIPCM and multi-kernel PIC-BIPCM over AWGN channel with quasi-Gray-labeled 32-QAM and Gray-labeled 64-QAM, respectively. We consider $\widetilde{N}=640$ for 32-QAM, and $\widetilde{N}=768$ for 64 -QAM, where the corresponding bit-mappers are listed in Table 9.2. Both SC decoding and CASCL decoding are considered.

The simulated CBER performances are shown in Fig. 9.18 and Fig. 9.19 respectively. When SC decoding is employed, both the punctured PIC-BIPCM


Figure 9.18: CBER of (1024, $\frac{1}{2}, 0.25,1$ ) punctured PIC-BIPCM and ( $640, \frac{1}{2}, 0.25,1$ ) multi-kernel PIC-BIPCM with 32 -QAM.


Figure 9.19: CBER of $\left(1024, \frac{1}{2}, 0.25,1\right)$ punctured PIC-BIPCM and ( $768, \frac{1}{2}, 0.25,1$ ) multi-kernel PIC-BIPCM with 64 -QAM.
and the multi-kernel PIC-BIPCM can achieve about $0.3-0.35 \mathrm{~dB}$ coding gain over the punctured BIPCM and the multi-kernel BIPCM at CBER of $10^{-3}$, respectively. When CASCL decoding is employed, the performance gain is about $0.4-0.6 \mathrm{~dB}$. This demonstrates the effectiveness of our PIC-BIPCM design. It
is also interesting to note that the punctured PIC-BIPCM slightly outperforms the multi-kernel PIC-BIPCM.

### 9.7 Conclusion

In this chapter, we proposed PIC-BIPCM and investigated its error performance over the AWGN channel with various high-order modulations, respectively. We analyzed the finite-length performance of PIC-BIPCM under SC decoding and derived a closed-form expression for the CBER of the PIC-BIPCM with $m=1$. With the CBER analysis, we jointly designed the coupling indices and the bitmapper to improve the CBER performance of PIC-BIPCM. Simulation results confirmed our analysis and demonstrated the improvement on the CBER performance of PIC-BIPCM over the three classes of existing BIPCM schemes.

## Appendix

## 9.A Computing CB Error Probability

```
Algorithm 9.1 \(E_{d_{t-1}, d_{t+1}}=F\left(W^{(1: q)}, d_{t-1}, d_{t+1}, \mathcal{A}, \mathcal{B}_{\mathrm{H}}, \mathcal{B}_{\mathrm{T}}, \mathbf{s}\right)\)
Input:
    \(W^{(1: q)}\) : a set of \(q\) parallel BECs with erasure rate \(\epsilon^{(1)}, \epsilon^{(2)}, \ldots, \epsilon^{(q)}\), respectively.
    \(d_{t-1}, d_{t+1}\) : extrinsic information availability.
    \(\mathcal{A}\) : information indices.
    \(\mathcal{B}_{\mathrm{H}}, \mathcal{B}_{\mathrm{T}}\) : coupling indices.
    \(\mathbf{s}=\left[s_{1}, \ldots, s_{q}\right]\) : bit-mapper.
```


## Output:

$E_{d_{t-1}, d_{t+1}}$ : the conditional CB error probability.

1) Initialize $\epsilon_{1}^{(1: N)}$ with channel erasure probability.
for $i \in[1: N] \backslash \mathcal{B}_{\mathrm{H}}$ and $j \in[1: q]$ do
if $i \in j$-th sub-CB then

$$
\epsilon_{1}^{(i)}=\epsilon^{\left(s_{i}\right)}
$$

end if
end for
2) Update $\epsilon_{1}^{(1: N)}$ with extrinsic erasure probability.
if $d_{t-1}=1$ then
$\epsilon_{1}^{\left(\mathcal{B}_{\mathrm{H}}\right)}=0$
else if $d_{t-1}=0$ then
$\epsilon_{1}^{\left(\mathcal{B}_{\mathrm{H}}\right)}=\epsilon_{1}^{\left(\mathcal{B}_{\mathrm{T}}\right)}$
end if
if $d_{t+1}=1$ then $\epsilon_{1}^{\left(\mathcal{B}_{\mathrm{T}}\right)}=0$
end if
3) Apply density evolution equations (9.6) to $\epsilon_{1}^{(1: N)}$ and obtain $\epsilon_{N}^{(1: N)}$.
4) Compute the theoretical CB error probability: $E_{d_{t-1}, d_{t+1}} \approx 1-\prod_{i \in \mathcal{A}}\left(1-\frac{\epsilon_{N}^{(i)}}{2}\right)$.

## 9.B $M$-QAM Constellations


(a) quasi-Gray-labeled 32-QAM.

(b) Gray-labeled 64-QAM

(c) Gray-labeled 256-QAM.

Figure 9.20: Constellation for $M$-QAM.

## 9.C $\quad \mathbf{F}_{3}$ and $\mathbf{F}_{5}$ Kernel Matrices

Table 9.3: $3 \times 3$ kernel matrices and density evolution equation.

| Kernel matrix | Density evolution equation |
| :--- | :--- |
| $\mathbf{F}_{3}=\left[\begin{array}{lll}1 & 0 & 0 \\ 1 & 1 & 0 \\ 0 & 1 & 1\end{array}\right]$ |  |\(\quad\left\{\begin{array}{l}\epsilon_{3}^{(1)}=1-\left(1-\epsilon_{1}^{(1)}\right)\left(1-\epsilon_{1}^{(2)}\right)\left(1-\epsilon_{1}^{(3)}\right) <br>

\epsilon_{3}^{(2)}=\epsilon_{1}^{(1)}\left(1-\left(1-\epsilon_{1}^{(2)}\right)\left(1-\epsilon_{1}^{(3)}\right)\right) <br>
\epsilon_{3}^{(3)}=\epsilon_{1}^{(2)} \epsilon_{1}^{(3)}\end{array}\right.\)

Table 9.4: $5 \times 5$ kernel matrices and density evolution equation.

| Kernel matrix | Density evolution equation |
| :---: | :---: |
| $\mathbf{F}_{5}=\left[\begin{array}{llllll}1 & 0 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 1 & 0 \\ 1 & 1 & 1 & 0 & 1\end{array}\right]$ | $\left\{\begin{array}{l} \epsilon_{5}^{(1)}=1-\left(1-\epsilon_{1}^{(1)}\right)\left(1-\epsilon_{1}^{(2)}\right)\left(1-\epsilon_{1}^{(3)}\right)\left(1-\epsilon_{1}^{(4)}\right)\left(1-\epsilon_{1}^{(5)}\right) \\ \epsilon_{5}^{(2)}=\left(1-\left(1-\epsilon_{1}^{(1)}\right)\left(1-\epsilon_{1}^{(3)}\right)\left(1-\epsilon_{1}^{(4)}\right)\right) \\ \quad \cdot\left(1-\left(1-\epsilon_{1}^{(2)}\right)\left(1-\epsilon_{1}^{(5)}\right)\right) \\ \epsilon_{5}^{(3)}=1-\left(1-\epsilon_{1}^{(2)} \epsilon_{1}^{(5)}\right)\left(1-\epsilon_{1}^{(3)}\left(1-\epsilon^{(1)}\right)\left(1-\epsilon_{1}^{(4)}\right)\right) \\ \epsilon_{5}^{(4)}=\epsilon_{1}^{(4)}\left(1-\left(1-\epsilon_{1}^{(1)}\right)\left(1-\epsilon_{1}^{(2)} \epsilon_{1}^{(3)} \epsilon_{1}^{(5)}\right)\right) \\ \epsilon_{5}^{(5)}=\epsilon_{1}^{(1)} \epsilon_{1}^{(2)} \epsilon_{1}^{(3)} \epsilon_{1}^{(5)} \end{array}\right.$ |

## Chapter 10

## Thesis Conclusions

In this thesis, spatially coupled codes for point-to-point communication systems with TB-based HARQ have been studied. We proposed the partial coupling scheme to improve the TB error performance and consequently reduce the waste of transmit power and spectrum efficiency due to TB retransmission. Specifically, we constructed the partially coupled turbo-likes codes and partially coupled polar codes. Both theoretical performance analysis and simulation results demonstrated that our partial coupling scheme can significantly improve the decoding performance over the underlying constituent code. We conclude the thesis in the following by summarizing our main contributions. Several related future research topics are presented as well.

### 10.1 Contributions

In Chapter 1, we presented an overview of the mobile communication networks followed by our research motivations of this thesis. Previous works related to coding techniques for point-to-point communication were reviewed and discussed. The thesis organization and the main contributions of each work conducted in
this thesis were provided.
In Chapter 2, we provided the fundamental background on channel coding that is necessary for understanding the works in the later chapters. This includes the system model for digital point-to-point communication, various channel models, important definitions of channel coding, and state-of-the-art coding techniques.

In Chapter 3, we summarized the fundamental background on turbo codes from the literature to provide the necessary background for understanding the work throughout Chapters $4-6$. To be specific, we reviewed the encoding and decoding of convolutional codes and turbo codes, performance analysis tools, and some existing spatially coupled turbo-like codes.

In Chapter 4, we introduced the partial coupling technique, where a fraction of the information/parity sequence of a code block (CB) is used as a part of the information sequence of the succeeding CBs. We constructed two types of partially coupled turbo codes: partially information coupled turbo codes (PICTCs) and partially parity coupled turbo codes (PPC-TCs). The decoding schemes of PIC-TCs and PPC-TCs were presented, respectively. The iterative decoding thresholds of the proposed codes over binary erasure channels (BECs) were obtained via density evolution analysis. Simulation results demonstrated the significant error performance improvement of the partially coupled turbo codes over turbo codes and some existing spatially coupled turbo codes.

In Chapter 5, the partially couple duo-binary turbo codes (dTCs) were presented. The proposed codes were constructed by using one input of the dTC to carry the information sequence of the current CB and using another input to carry the coupled information/parity subsequences from the previous CBs. We constructed four different schemes within the class of partially coupled dTCs by investigating the impact of partial coupling on the turbo code level and
convolutional code level. With density evolution analysis and simulation, we showed that each construction within this class has its unique characteristics that can be exploited to satisfy different requirements.

In Chapter 6, we introduced the generalized SC-PCCs (GSC-PCCs) by combining and extending the idea of PIC-TCs and SC-PCCs [38]. Specifically, GSCPCCs were constructed by applying spatial coupling on PCCs with a fraction $\lambda$ of information bits repeated $q$ times. SC-PCCs can be seen as the GSC-PCCs with $q=1$ ( or $\lambda=0$ ). PIC-TCs can be seen as special cases of GSC-PCCs with $q=2$, where spatial coupling only applies to the repeated bits. The density evolution analysis showed that GSC-PCCs can surpass SC-PCCs and PIC-TCs of the same rates and can closely approach the BEC capacity.

In Chapter 7, we reviewed the fundamental background on polar codes summarized from the literature to provide the necessary background for understanding the work throughout Chapters $8-9$. This includes the channel polarization phenomenon, the encoding of polar codes, various decoding algorithms, and performance analysis tools.

In Chapter 8, PIC-polar codes were constructed by applying PIC to systematic polar codes. The coupling indices were designed to utilize the polarization property of polar codes. We also proposed a decoding scheme that can mitigate the error propagation problem between polar CBs. A closed-form expression for TBER of the PIC-polar codes was derived. The numerical results showed that PIC-polar codes can outperform the uncoupled polar codes with a slightly increased decoding complexity.

In Chapter 9, we investigated the design of PIC-polar coding schemes for $2^{Q_{-}}$ ary modulations. To be specific, we considered PIC-BIPCM schemes constructed with three BIPCM schemes: direct BIPCM, punctured BIPCM, and multi-kernel

BIPCM, respectively. The joint design of the coupling indices and the modulation bit-mapper were discussed. A closed-form expression for the CBER of the PICBIPCM with $m=1$ was derived. Both analysis and simulation results showed that spatial coupling gain and coded modulation can be jointly attained by our PIC-BIPCM.

### 10.2 Future Research Directions

In this section, we present some future research topics related to our works and present some potential research topics.

## Partially Coupled LDPC codes

In [140, authors construct PIC-LDPC codes by using the WiMAX standard LDPC codes [23] as component code. In [160], authors couple the LDPC CBs using PIC and superimpose parity bits of one CB onto the following CBs using the partial superposition (PS) technique, resulting in a PIC-PS-LDPC code. The simulation results demonstrate that the PIC-PS technique is universal in the sense that various LDPC codes, including NR LDPC code [13], can be used to construct the PIC-PS-LDPC codes.

A potential research direction is to design irregular finite-length LDPC code for partial coupling schemes by optimizing the node degrees. In particular, it needs to take into account the coupled information/parity bits as partial coupling increases the degree of the coupled variable nodes.

## Zipper Codes

Zipper code 161 is a framework for describing spatially coupled codes such as staircase codes 162 and braided block codes 163. By introducing this framework
to describe our partially coupled codes, we may further discover efficient lowcomplexity decoding schemes for our codes.

## Performance Analysis Over the AWGN channel

So far, the analysis for finite-length scaling 100, 101] of spatially coupled turbolike codes is still an open problem. At the current stage, we observe that the finite-length scaling may be affected by coupling structure and coupling ratio. The coupling ratio that maximizes iterative decoding threshold may not promise optimal performance for short information length (e.g., around 1000). A promising research direction could be looking into the structural properties of our codes and analyzing their finite-length performance.

## Design of Coupling Indices for Partially Coupled Turbo-like Codes

At the current stage, the design of our partially coupled turbo-like codes mainly focuses on improving the performance in the waterfall regime by optimizing the iterative decoding threshold. To further improve the performance in the error floor regime, we need to consider optimizing the distance properties of the coupled codes. In particular, we need to improve the design of coupling indices while taking into account how turbo interleaver and puncturing affect the distance properties of the component turbo-like codes.
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[^0]:    ${ }^{1}$ There are various methods to approximate $\max ^{*}(x, y)$, leading to simplified algorithms including max-log-MAP, constant-log-MAP, linear-log-MAP, etc. (see 73 and the references therein)

[^1]:    ${ }^{2}$ Unlike BECs where the input-output relations of an RSC decoder can be expressed by a set of exact transfer functions, in general binary-input memoryless channels, the transfer functions cannot be expressed in closed form. Although the Monte-Carlo method [79] and the Gaussian approximation method [80] can approximate decoding thresholds over the AWGN channel, they require large computational efforts and are very time-consuming. Alternatively, it was shown in [79,81] that the decoding thresholds over the AWGN channel can be predicted from the decoding thresholds over the BEC, and the predicted thresholds are very close to the Monte-Carlo thresholds.

[^2]:    ${ }^{1}$ I was partially involved in the works presented in this chapter. To be specific, I partially contributed to the derivation of density evolution functions and the numerical computation of BP decoding thresholds. In addition, I also contributed to the implementation of simulation programs.

[^3]:    ${ }^{1}$ For PIC-dTCs, PIC-dPCCs, and PPC-dTCs, the coupling ratio is $\frac{K_{c}}{K}$ as they can couple at most $K$ information/parity bits. In contrast, the PPC-dPCCs can couple at most $2 K$ parity bits. Hence, the coupling ratio is $\frac{K_{c}}{2 K}$.

[^4]:    ${ }^{2}$ Note that the decoding thresholds of BCCs shown in Table 5.3 are different from the decoding thresholds given in [38] due to different termination methods. In [38], the authors consider using parity bits for termination, i.e., the coupled parity bits at the end of the coupling chain are perfectly known by the decoder. In contrast, we consider a practical termination method, where the coupling is terminated by appending all-zero bits at the end of information sequence.

[^5]:    ${ }^{3}$ As the decoding thresholds of PIC-dPCCs do not improve with coupling memory, we only put the decoding thresholds for $m=1$.

[^6]:    ${ }^{4}$ For a partially coupled dTC, the exact free distance $\widetilde{d}_{\text {free }}$ is the minimum codeword weight for a group of fixed information length, interleaver, and coupling indices. This is different from the free distance $d_{\text {free }}$ of the code ensemble, which is the minimum codeword weight for infinite information length, all possible interleaver, and all possible coupling indices. In particular, free distance is the lower bound of the exact free distance.

[^7]:    ${ }^{5}$ For FF-FB scheme, we set $I_{\mathrm{CB}}=20$ for the CB decoder, i.e., the inner decoding iterations. The CB decoding terminates if the soft-decision outputs of the upper and lower decoder converge. For the outer decoding iteration, the decoder runs for at least 10 iterations, and terminates if the number of CB decoding errors does not decrease over 5 outer iterations.

[^8]:    ${ }^{1}$ I was partially involved in the works presented in this chapter. I mainly contributed to the coupling indices design and the implementation of simulation programs.

[^9]:    ${ }^{1}$ We treat CRC bits as a part of information sequence here since CRC is always employed in practical applications for the receiver side error detection. In addition, CRC only introduces a negligible rate loss because CRC is generally much shorter than the information sequence

[^10]:    ${ }^{2}$ We assume that the length of the CRC is long enough to provide a sufficiently low undetectable error probability.

[^11]:    ${ }^{3}$ Instead of (8.8), we use the empirical inequality $P \geq 1-\prod_{i \in \mathcal{M}}\left(1-p_{N}^{(i)}\right)$ to derive a lower bound $P_{2, L B}$ of $E_{1,1}$. Here, $\mathcal{M}$ is an indices set satisfies that $p_{N}^{(i)}>p_{N}^{(j)}$ for any $i \in \mathcal{M}$ and $j \in \mathcal{A} \backslash \mathcal{M}$, and $|\mathcal{M}|=10$. Then, we use $P_{\mathrm{TB}} \geq 1-\left(1-P_{2, L B}\right)^{L}$ as the TBER lower bound. This is because the CBER derived by $(8.8)$ tends to be slightly greater than the simulated CBER due to the approximation error of GA.

[^12]:    ${ }^{1}$ For $m \geq 1, \mathcal{B}_{\mathrm{H}}=\left\{\mathcal{B}_{\mathrm{H}, 1}, \ldots, \mathcal{B}_{\mathrm{H}, m}\right\}$ and $\mathcal{B}_{\mathrm{T}}=\left\{\mathcal{B}_{\mathrm{T}, 1}, \ldots, \mathcal{B}_{\mathrm{T}, m}\right\}$. At time $t$ and $i=1, \ldots, m$, $\mathcal{B}_{\mathrm{H}, i}$ represent the indices subset for head coupling sequence $\mathbf{u}_{t-i, t}$, and $\mathcal{B}_{\mathrm{T}, i}$ represent the indices subset for head coupling sequence $\mathbf{u}_{t, t+i}$.

[^13]:    ${ }^{2}$ We assume that all CBs have the same error probability. In fact, due to the initialization and termination of the coupling, the CBs closed to each end of the TB have slightly lower error probabilities. When $L$ approaches infinity, the impact of initialization and termination on the CBER becomes negligible.
    ${ }^{3}$ For the simplicity of presentation, when $d_{t-1}=a$ and $d_{t+1}=b$ is given for any $a, b \in\{0,1\}$, we use $E_{a, b}$ to represent $E_{d_{t-1}=a, d_{t+1}=b}$. For instance, $E_{0,0}$ represents $E_{d_{t-1}=0, d_{t+1}=0}$.

