
Advanced digital signal processing techniques for electricity
distribution grid monitoring and diagnostics

Author:
Reza, Md. Shamim

Publication Date:
2014

DOI:
https://doi.org/10.26190/unsworks/2682

License:
https://creativecommons.org/licenses/by-nc-nd/3.0/au/
Link to license to see what you are allowed to do with this resource.

Downloaded from http://hdl.handle.net/1959.4/54129 in https://
unsworks.unsw.edu.au on 2024-05-04

http://dx.doi.org/https://doi.org/10.26190/unsworks/2682
https://creativecommons.org/licenses/by-nc-nd/3.0/au/
http://hdl.handle.net/1959.4/54129
https://unsworks.unsw.edu.au
https://unsworks.unsw.edu.au


Advanced Digital Signal Processing 

Techniques for Electricity Distribution 

Grid Monitoring and Diagnostics 
 

by  

 Md. Shamim Reza 

 

 

 

 

 

A thesis submitted in fulfilment of the requirements for the degree of 

Doctor of Philosophy 

 

 

School of Electrical Engineering and Telecommunications 

The University of New South Wales 

Sydney, NSW, Australia 

 

October 2014 



PLEASE TYPE 

Surname or Family name: Reza 

First name: Md. Shamim 

THE UNIVERSITY OF NEW SOUTH WALES 
Thesis/Dissertation Sheet 

Other name/s: 

Abbreviation for degree as given in the University 
calendar: PhD 

School : Electrical Engineering and 
Telecommunications 

Title: Advanced Digital Signal Processing 

Techniques for Electricity Distribution Grid 

Monitoring and Diagnostics 

Faculty: Engineering 

Abstract 350 words maximum: (PLEASE TYPE) 

The continuous monitoring of the power grid voltage parameters, namely amplitude, frequency and phase is essential for the 
implementation of key power system functions such as control and protection, load shedding and restoration, assessment of power 
quality and impact of distributed generation to mention just few. 

Such monitoring requires modern digital signal processing (DSP) techniques which should be computationally efficient, 
accurate, fast and robust against any grid disturbances irrespective of their nature and type. Efficient low bandwidth DSP 
techniques for voltage monitoring will contribute to an economical realization of the smart grid vision for smart meters, phasor 
measurement units, and power quality analyser. 

The thesis contributes to the previously mentioned topic. First, it offers a comprehensive overview of the grid voltage 
parameters estimation techniques reported thus far in the technical literature. These techniques are the discrete Fourier Transform 
(OFT), Kalman filter (KF), least-squares (LS) and phase-locked loop (PLL). There are however limitations associated with these 
techniques. For instance, the OFT one requires periodic waveforms being sampled. While the KF and the LS offer better 
performance under grid disturbances, they are computationally demanding techniques for real-time implementation. The PLL is a 
simple technique to implement in real-time but requires a trade-off between good dynamic performance and estimation accuracy 
under distorted grid conditions. 

The thesis attempts to overcome the above mentioned limitations and proposes and documents the mathematical basis, 
simulation and experimental implementation of a number of DSP techniques for single-phase grid voltage fundamental frequency 
and/or amplitude estimation. 

First, the grid voltage fundamental frequency is tracked by four proposed techniques which are based on a Teager energy 
operator, a Newton-type algorithm and a differentiation filter, a voltage modulation, and a demodulation and a differentiation filter. 
In addition, the thesis reports five techniques to estimate both fundamental voltage amplitude and frequency based on a modified 
demodulation, the OFT and a second-order generalized integrator (DFT-SOGI), a SOGI and a differentiation filter (SOGI-DF), a 
cascaded delayed signal cancellation (CDSC), and a linear KF. 

The performance of the above nine techniques has been evaluated through simulation and experimentally. A comparison with 
selected competing techniques reported in the technical literature is also included for a number of cases. These cases cover at all 
times harmonics being present in the grid voltage under steady-state and in combination with frequency sweep, frequency step, 
voltage sag and voltage flicker. 

The results presented in the thesis confirm that the proposed techniques provide improved performance with respect to the 
existing techniques for the cases studied as mentioned above. All the proposed techniques can reject the negative effects caused 
by' harmonics and can also meet the accuracy and dynamics as specified by the standard requirements. The techniques based on 
the voltage modulation, demodulation and differentiation filter, modified demodulation, DFT-SOGI, and SOGI-DF provide improved 
stability, since they do not include an interdependent loop for the feedback of the estimated fundamental frequency. On the other 
hand, the techniques relying on the Teager energy operator, Newton-type algorithm and differentiation filter, modified 
demodulation, SOGI-DF, and CDSC are relatively computationally efficient for being implemented in real-time digital signal 
processors. 

The thesis concludes with a benchmark comparison of all the proposed techniques in terms of a number of key criteria such as 
accuracy, dynamic performance, stability, simplicity and computational efficiency. The comparison provides a proven way for 
choosing a suitable technique for single-phase grid voltage fundamental amplitude and/or frequency estimation. Finally, research 
directions for conducting future research are discussed. 

Declaration relating to disposition of project thesis/dissertation 

I hereby grant to the University of New South Wales or its agents the right to archive and to make available my thesis or dissertation in whole 
or in part in the University libraries in all forms of media , now or here after known , subject to the provisions of the Copyright Act 1968. I retain 
all property rights, such as patent rights. I also retain the right to use in future works (such as articles or books) all or part of this thesis or 
dissertation. 

I also authorise University Microfilms to use the 350 word abstract of my thesis in Dissertation Abstracts International (this is applicable to 
doctoral theses only). 

H..) _~P~~ 
············································~·· 

Signature Witness Date 

The University recognises that there may be exceptional circumstances requiring restrictions on copying or conditions on use. Requests for 
restriction for a period of up to 2 years must be made in writing . Requests for a longer period of restriction may be considered in exceptional 
circumstances and require the approval of the Dean of Graduate Research . 

FOR OFFICE USE ONLY Date of completion of requirements for Award : 

THIS SHEET IS TO BE GLUED TO THE INSIDE FRONT COVER OF THE THESIS 



ORIGINALITY STATEMENT 

'I hereby declare that this submission is my own work and to the best of my 
knowledge it contains no materials previously published or written by another 
person, or substantial proportions of material which have been accepted for the 
award of any other degree or diploma at UNSW or any other educational 
institution, except where due acknowledgement is made in the thesis. Any 
contribution made to the research by others, with whom I have worked at 
UNSW or elsewhere, is explicitly acknowledged in the thesis. I also declare that 
the intellectual content of this thesis is the product of my own work, except to 
the extent that assistance from others in the project's design and conception or 
in style, presentation and linguistic expression is acknowledged. ' 

Signed .. ~\ .. ~.~· ···· · · · · · ···· 
Date ..... . t?. ?. . .!. (. ?.1. .0 .. ?.! .. y. ....... ............ ......... . 



COPYRIGHT STATEMENT 

'I hereby grant the University of New South Wales or its agents the right to 
archive and to make available my thesis or dissertation in whole or part in the 
University libraries in all forms of media, now or here after known, subject to the 
provisions of the Copyright Act 1968. I retain all proprietary rights, such as patent 
rights. I also retain the right to use in future works (such as articles or books) all 
or part of this thesis or dissertation. 
I also authorise University Microfilms to use the 350 word abstract of my thesis in 
Dissertation Abstract International (this is applicable to doctoral theses only). 
I have either used no substantial portions of copyright material in my thesis or I 
have obtained permission to use copyright material; where permission has not 
been granted I have applied/will apply for a partial restriction of the digital copy of 
my thesis or dissertation.' 

Signed .. .. K.J.-.. ~.~---· · ·· ·············· 
Date ...... ~;?..l(C?.f~?.f. y ......... ..... ..... .......................... . 

AUTHENTICITY STATEMENT 

'I certify that the Library deposit digital copy is a direct equivalent of the final 
officially approved version of my thesis. No emendation of content has occurred 
and if there are any minor variations in formatting, they are the result of the 
conversion to digital format.' 

Signed 
~- ~..[) __ _ 

..... ... ... ..... ..... .... ... .. ... .. ..... .. ... .. . ~ .. .... .... ... . 

Date . . . . . . ~ :-?../( -~-(.?!? /. . 'f ................ ... ...................... . 



i 
 

Abstract 

The continuous monitoring of the power grid voltage parameters, namely amplitude, 

frequency and phase is essential for the implementation of key power system functions 

such as control and protection, load shedding and restoration, assessment of power quality 

and impact of distributed generation to mention just few. 

Such monitoring requires modern digital signal processing (DSP) techniques which 

should be computationally efficient, accurate, fast and robust against any grid disturbances 

irrespective of their nature and type. Efficient low bandwidth DSP techniques for voltage 

monitoring will contribute to an economical realization of the smart grid vision for smart 

meters, phasor measurement units, and power quality analyser. 

The thesis contributes to the previously mentioned topic. First, it offers a comprehensive 

overview of the grid voltage parameters estimation techniques reported thus far in the 

technical literature. These techniques are the discrete Fourier Transform (DFT), Kalman 

filter (KF), least-squares (LS) and phase-locked loop (PLL). There are however limitations 

associated with these techniques. For instance, the DFT one requires periodic waveforms 

being sampled. While the KF and the LS offer better performance under grid disturbances, 

they are computationally demanding techniques for real-time implementation. The PLL is 

a simple technique to implement in real-time but requires a trade-off between good 

dynamic performance and estimation accuracy under distorted grid conditions.  

The thesis attempts to overcome the above mentioned limitations and proposes and 

documents the mathematical basis, simulation and experimental implementation of a 

number of DSP techniques for single-phase grid voltage fundamental frequency and/or 

amplitude estimation. 

First, the grid voltage fundamental frequency is tracked by four proposed techniques 

which are based on a Teager energy operator, a Newton-type algorithm and a 

differentiation filter, a voltage modulation, and a demodulation and a differentiation filter. 

In addition, the thesis reports five techniques to estimate both fundamental voltage 

amplitude and frequency based on a modified demodulation, the DFT and a second-order 

generalized integrator (DFT-SOGI), a SOGI and a differentiation filter (SOGI-DF), a 

cascaded delayed signal cancellation (CDSC), and a linear KF. 
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The performance of the above nine techniques has been evaluated through simulation 

and experimentally. A comparison with selected competing techniques reported in the 

technical literature is also included for a number of cases. These cases cover at all times 

harmonics being present in the grid voltage under steady-state and in combination with 

frequency sweep, frequency step, voltage sag and voltage flicker.  

The results presented in the thesis confirm that the proposed techniques provide 

improved performance with respect to the existing techniques for the cases studied as 

mentioned above. All the proposed techniques can reject the negative effects caused by 

harmonics and can also meet the accuracy and dynamics as specified by the standard 

requirements. The techniques based on the voltage modulation, demodulation and 

differentiation filter, modified demodulation, DFT-SOGI, and SOGI-DF provide improved 

stability, since they do not include an interdependent loop for the feedback of the estimated 

fundamental frequency. On the other hand, the techniques relying on the Teager energy 

operator, Newton-type algorithm and differentiation filter, modified demodulation, SOGI-

DF, and CDSC are relatively computationally efficient for being implemented in real-time 

digital signal processors. 

The thesis concludes with a benchmark comparison of all the proposed techniques in 

terms of a number of key criteria such as accuracy, dynamic performance, stability, 

simplicity and computational efficiency. The comparison provides a proven way for 

choosing a suitable technique for single-phase grid voltage fundamental amplitude and/or 

frequency estimation. Finally, research directions for conducting future research are 

discussed. 
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î  Estimated value of i  

1  Initial phase angle 1( )  plus instantaneous phase angle { ( ) }sn nT

corresponding to fundamental angular frequency deviation ( )   

1̂  Estimated value of 1   

 1
1  First-order time derivative of 1   

'
1  Low-pass filtered value of 1   

i  Initial phase angle ( )i  plus instantaneous phase angle { ( ) }si n nT  

corresponding to angular frequency deviation i   of i  angular frequency 

component 

1  Phase angle correction factor of fundamental voltage component in NTA 



xxx 
 

1  Initial phase angle of the fundamental voltage component 

h  Initial phase angle of the hth harmonic voltage component 

M  Initial phase angle of the Mth harmonic voltage component 

i  Initial phase angle of the i  angular frequency component 
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Chapter 1  

Introduction 

This chapter starts by presenting the background and motivation of the thesis in Section 

1.1.  The objectives of the PhD research project are then presented in Section 1.2. The 

methodology and tools used for the research are described in Section 1.3. The 

contributions and the list of publications obtained from the thesis are given in Sections 1.4 

and 1.5, respectively. Finally, Section 1.6 contains the outline of the thesis. 

1.1 Background and Motivation 

The information and communication technology will be integrated with the traditional 

grid in the development of future electricity network, the so called ‘smart grid’ [1-5]. The 

smart grid is intended to take benefits of all available modern technologies in transforming 

the traditional grid to one that functions more intelligently to monitor and control grid 

activities. Functionally, the smart grid is an automated electric power system, where both 

power and information flows will be bidirectional and the actions of all the users connected 

to it can be intelligently integrated for enhancing energy utilization, stability, safety and 

reliability, and reducing wasted resources [1-5]. The bidirectional communication network 

between the smart grid and metering devices allows collection and distribution of 

information to consumers, service providers, distribution network companies and utility 

companies [5-11]. The configurations of the smart grid can be customized for real-time 

response by using bidirectional information flows. One possible solution to deploy the 

bidirectional communication in the smart grid is to use advanced metering infrastructure 

(AMI) [11-13].  

An efficient smart grid relies on accurate and secure real-time data collection and 

transmission service provided by a wide area monitoring systems [14-16]. The monitoring 

systems are typically built in a centralized manner. In such a system, the measuring units, 

namely smart meters (SMs) [17-23] and phasor measurement units (PMUs) [24-32] are 

essential parts to provide real-time information about the grid. These devices function as 

sensors and are placed throughout the grid, and transfer the measured data to the control 



2 
 

centre by communication network [5-11]. The control centre analyses the measured data 

and sends corresponding control decisions to maintain the normal operation of the grid. 

1.1.1 Smart Meters (SMs) 

The SMs are an integral part of the AMI in data collection and communications, and are 

used as the information gateways in the smart grid vision realization [17-23]. The SMs 

allow consumers to participate in the functioning of the electricity markets and help 

distribution networks to play an active role in the running of the smart grid [33]. 

The SMs are electronic measurement devices and can provide time-based pricing and 

energy consumption data of a whole house [17, 23]. This information helps to decrease the 

meter operation costs through remote data exchange and can be used for accurate and 

timely billing. The SMs can be used to decrease energy usage and energy costs through 

better information and increasing energy awareness [17, 23]. The SMs also allow 

electricity consumers to track their own energy usage on the Internet and/or with third-

party computer programs [33]. The SMs can also be used for non-intrusive load monitoring 

which can decompose the energy consumption data into individual load level [18, 20, 34-

37]. This information benefits the consumers to make sound energy saving decisions and 

also allow them to participate in demand response program [38-40]. 

The grid monitoring is one of the features of the SMs [21, 22, 41-45]. This feature of the 

SMs enables to share their cost with other applications such as power quality (PQ) 

analysis. The utilities need to get advance warnings of the PQ problems, such as 

harmonics, voltage fluctuations and so on, but special PQ analysers are too expensive to be 

used in large numbers in the distribution grid [22, 41-44]. In this case, the function of the 

SMs can be extended for PQ monitoring in order to avoid using of a large number of 

expensive PQ analysers, thus reducing the cost of the distribution grid monitoring [41, 42]. 

The PQ monitoring demands sparing some of the processing power and memory at the 

software implementation level since the SMs will be installed once over their lifespan [22, 

41, 42]. In this case, low bandwidth sensors can be used in the SMs to reduce hardware 

costs and spare microprocessors’ memory [22, 41, 42]. Consequently, computationally 

efficient phasor estimation techniques, which will need simple hardware implementations, 

are required for monitoring of the distribution grid by using the SMs. 
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1.1.2 Phasor Measurement Units (PMUs) 

Phasors can play an important role in the operation, control and protection of the grid 

[24-32]. The PMUs can provide the estimation of voltage/current phasors, frequency and 

rate of change of frequency (ROCOF) from the waveforms appearing at their input 

terminals. The IEEE standard C.37.118.1 is described for synchronised phasor 

(synchrophasor) measurement instruments deployed for grid monitoring [32]. The 

objectives of this standard are to define and quantify the performance of the PMUs used in 

the substations. A set of performance requirements is presented in the IEEE standard 

C.37.118.1 for evaluating the measurements and compliance with the standard under both 

steady-state and dynamic conditions in order to make sure that the PMUs will provide 

similar results when faced with the same group of test waveforms. In addition, time tag 

(time instant of estimated synchrophasor), synchronization requirements and other 

essential associations are described to facilitate communication and reliable data 

application [32]. Synchronization of estimated phasors is achieved by same time sampling 

of voltage/current waveform using timing signals from the Global Positioning System 

Satellite (GPS). 

Two classes of PMUs, namely P class and M class, have been defined in the IEEE 

standard C.37.118.1 [32]. The P class is designed for applications necessitating fast 

reporting speed such as the grid protection and ‘P’ stands for protection. On the other hand, 

the M class PMU is scheduled for applications that can be severely affected by the 

distortions present in the waveforms and do not require fast response. ‘M’ is used for 

analytic measurements that often demand greater accuracy but do not need fast response. 

As the grid continues to expand and the transmission lines are pushed to their operating 

limits, the dynamic operation of the grid has become more of a concern [46]. The grid 

voltage/current phasors offer a way of observing the dynamic phenomena in order to 

provide a better operation, control and protection of the grid [24-32]. As a result, the 

synchrophasor measurements using the PMUs are becoming an important element of wide 

area monitoring systems. The synchrophasor estimated by the PMUs offer several potential 

benefits including: precise estimation of the grid state can be obtained at frequent intervals, 

allowing dynamic phenomena to be monitored from a central location and proper control 

actions can be taken; acceptable quality of the power supplied to the consumers can be 

ensured; security assessment i.e. the vulnerability of the grid against any incident can be 

analysed; advanced control using remote feedback becomes possible thereby improving 
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controller performance; and advanced protection can be implemented with options for 

improving overall system response to catastrophic events [24-31, 47]. Therefore, improved 

wide area monitoring systems based on phasor measurements using PMUs with remedial 

action capabilities allow the operators to utilize the grid in a more efficient way. 

1.1.3 Distributed Generation (DG) Systems 

Distributed generation (DG) is one of the important ingredients of the emerging smart 

grid paradigm [48-51]. The integration of DG with the smart grid at levels from consumer 

premises to centralised plants supports the advance of global energy sustainability [48-51]. 

The penetration of the DG based on renewable energy sources, such as solar and wind 

systems, into the grid is ever increasing due to the problems of the global warming and the 

exhaustion of the fossil fuels [48, 50, 52-54]. The solar and wind energy based DG helps to 

reduce the use of the traditional environment-hostile power plants and also lowers the 

greenhouse gas emission [54].  

The DG systems are connected to the grid using power converters [49, 51, 53]. The 

control system of the grid-connected power converters requires proper synchronization to 

get the current in-phase with the grid voltage at the point of common coupling (PCC). The 

grid voltage phase angle is usually used for this purpose. On the other side, a large 

penetration of the DG into the grid may cause fluctuation of the voltage amplitude and 

frequency, thus may affect the stability and safety conditions of the grid [55, 56]. The grid 

voltage amplitude and frequency can be considerably affected when the power supplied by 

the DG is significant in comparison with the rated power of the grid at the PCC [57]. For 

this reason, many international grid codes are introduced to regulate the characteristics of 

the DG [58-60]. The grid codes specify the ranges of the voltage amplitude and frequency 

within which the DG should remain connected with the grid while ensuring stable 

operation. The DG has to be disconnected from the grid when the grid voltage amplitude 

and frequency at the PCC exceed their specified ranges. The IEC standard 61727 defines 

that a photovoltaic system has to be disconnected from the grid when the grid frequency 

exceeds ±1 Hz of the rated frequency [61]. Therefore, the grid voltage fundamental 

parameters have to be monitored at the PCC of the DG system in order to achieve a 

reliable, safe and efficient operation of the grid. 
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1.1.4 Microgrids (MGs) 

Microgrid (MG) is one of the basic elements of future smart grid [62, 63]. It is a small 

scale version of the centralized electricity system and can be defined as an independent low 

or medium-voltage distribution electricity network containing various DGs, energy 

storages, and controllable loads [64-70]. Similar to the bulk power grid, MG generates, 

distributes, and controls the flow of electricity to the consumers, but it is done locally. It 

allows integrating renewable resources on the community level and also for consumers’ 

participation in the electricity enterprise [69-71]. If MG is properly coordinated and 

managed, it can increase the efficiency of the power systems by: supporting large scale 

penetration of DGs; facilitating the integration of renewable resources; reducing system 

losses and greenhouse gas emissions; increasing the reliability of the power supply to the 

consumers; improving power quality; and providing better voltage stability [66-73].  

In general, MG can operate as a grid-connected or an islanding mode [70, 74]. In the 

grid-connected mode, a controller is required to operate in a current control mode, where it 

controls the flow of power between the power grid and MG. In this mode, the power grid 

can support the system frequency and bus voltages by covering the power mismatch 

immediately. On the other hand, the controller operates in a voltage control mode during 

the islanding condition. In this case, the system frequency and bus voltage may fluctuate 

with a certain amount of uncertainties because the droop controllers adjust them to cover 

up instant power mismatch, thus requiring a fast and flexible reaction of under voltage 

and/or under frequency relays [73, 75, 76]. The frequency control is also important during 

transition between the grid-connected and islanding modes, where high deviations of 

frequency can be observed [77, 78]. The IEEE standard 1547 describes that the frequency 

of a MG cannot differ from the grid frequency more than 0.1% during the reconnection 

with the grid [77, 78]. Therefore, the monitoring of the voltage parameters is essential for a 

safe, reliable and efficient operation of MG. 

1.1.5 Power Quality (PQ) Analysis 

A wide diffusion of nonlinear loads and poorly controlled DG systems connected with 

the grid create disturbances which are responsible for the deterioration of PQ, involving 

both the supply and the loading quality [79-81]. The PQ disturbances impose extra losses 

due to harmonics, decrease the efficiency of power usage, lead to the misoperation of 
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protection equipment, cause the overheating and isolation collapse of transformers, cables 

and motors, origin excessive neutral currents in three-phase four-wire systems, lead to low 

power factor, communication interferences, reduction of torque in certain rotating 

machines, decreasing the useful life of electrical devices and so on [82-84]. There is also 

power sensitive equipment, particularly computers, microprocessor-controlled and 

automated manufacturing devices which are highly vulnerable to PQ disturbances.  

The PQ disturbances can be classified into two main groups, such as ‘continuous’ and 

‘discrete’, and are defined in the IEC standard 61000-4-30 [85]. The continuous type 

disturbances are observed in each cycle and typically include unbalance, flicker, harmonics 

and interharmonics [86-88]. On the other hand, the discrete type disturbances appear as 

isolated and independent events which include voltage sag, voltage swell, oscillatory and 

impulsive transients, and are identified based on a defined threshold and characterized by a 

set of parameters, such as root mean square (RMS) or peak magnitude and duration [89-

91]. 

The PQ disturbances may lead to massive financial losses, if they are not mitigated. 

Thus, the PQ analysis is of increasing concern in the deregulated power market because of 

a direct economic impact on utilities and industrial consumers. For this reason, there is a 

growing need to develop PQ monitoring techniques that can detect the disturbances, 

occurrence time, identify the location and classify the potential sources of disturbances for 

understanding the underlying cause and to prevent future occurrence [80, 81]. The PQ 

disturbances are traditionally monitored based on phasor measurement and is the first step 

to improve the quality of the power supply. 

1.2 Objectives of the Thesis 

The continuous monitoring of the grid voltage parameters is essential for the 

implementation of key power system functions such as control and protection, load 

shedding and restoration, impact of DG and assessment of PQ. The grid voltage parameters 

are usually estimated by using digital signal processing (DSP) techniques, which should be 

computationally efficient, accurate, fast and robust against grid disturbances. The main 

objectives of the thesis are presented in the following. 

 To propose robust and stable DSP techniques for real-time single-phase grid voltage 

monitoring under non-periodic, distorted and adverse grid conditions. 
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 To provide accurate estimation of fundamental voltage amplitude and frequency of 

the single-phase grid voltage and also to reject the negative effects caused by the 

grid disturbances. 

 To assess the PQ issues such as DC offset, harmonics amplitude and instantaneous 

voltage flicker level (IFL) present in the single-phase grid voltage in the presence of 

other grid disturbances. 

 To meet the standard requirements in terms of robustness, accuracy and dynamic 

performance of the proposed DSP techniques under a wide range of variations of 

the grid voltage parameters. 

 To implement the proposed DSP techniques on a low cost digital signal processor 

for an economical realization of the smart grid vision for SMs, PMUs and PQ 

analyser. 

1.3 Methodology and Tools Used 

The performance of the DSP techniques reported in the thesis is verified using both 

simulation and experimental results.  

MATLAB/Simulink software is used to develop the DSP techniques for simulation in a 

personal computer (PC) environment. The single-phase grid voltage waveforms under 

different operating conditions are emulated in MATLAB/Simulink for evaluating the 

simulation performance of the techniques. 

The experimental setup for real-time performance assessment of the DSP techniques is 

shown in Fig. 1.1. The experimental setup consists of a hardware part and a software part. 

The hardware part contains a programmable AC power supply, a voltage sensor, a 

dSPACE1103 (DS1103) control board and a PC. The programmable AC power supply is 

used to generate the real-time single-phase grid voltage ( ,LNv  where the subscript LN 

indicates line-to-neutral) under different conditions such as DC offset, harmonics,  

Electrical 

~
Grid

Programmable
Power Supply

Voltage
Sensor

dSPACE
1103

Personal
Computer

LNv

 

Fig. 1.1  Laboratory setup for real-time experiment. 
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frequency step, frequency sweep, voltage sag, voltage flicker, notches and spikes. The 

voltage sensor measures the generated grid voltage and sends it to the 16 bit analogue-to-

digital converter of the DS1103 control board. On the other hand, the software part consists 

of MATLAB/Simulink, DS1103 Real-Time Interface and Control Desk Interface. The 

MATLAB/Simulink models of the developed DSP techniques are compiled and uploaded 

to the DS1103 control board using automatic code generation. The Control Desk Interface 

running on the PC is used to set the parameters in real-time and also to monitor the 

estimated values. 

1.4 Main Contributions of the Thesis 

The grid voltage frequency is a universal parameter across the interconnected power 

system and contains information about the system operation and dynamics. It is a 

fundamental parameter for frequency relaying applications such as generator protection, 

load shedding and restoration. On other hand, both fundamental voltage amplitude and 

frequency are important parameters for monitoring the impact of DG, PQ assessment, 

power system control and protection. For these reasons, a number of DSP techniques are 

proposed and documented in the thesis to estimate the single-phase grid voltage 

fundamental amplitude and/or frequency. Among these techniques, four are reported to 

estimate the fundamental frequency and are based on: 

 A recursive discrete Fourier Transform and a Teager energy operator (RDFT-TEO) 

 A Newton-type algorithm and a differentiation filter (NTA-DF) 

 Voltage modulation and three consecutive samples (3CS) 

 A demodulation and a DF 

In addition, five techniques are described to estimate both fundamental voltage amplitude 

and frequency, and are relying on: 

 A modified demodulation 

 The discrete Fourier Transform and a second-order generalised integrator (DFT-

SOGI) 

 A SOGI and a DF (SOGI-DF) 
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 An anticonjugate decomposition and a cascaded delayed signal cancellation 

(ACDSC) 

 A linear Kalman filter (KF) with a frequency locked loop (LKF-FLL) 

The RDFT-TEO technique is faster, shows enhanced accuracy and improves 

computational efficiency when compared with the RDFT based decomposition of a single-

phase system into orthogonal components (RDFT-OC) technique. 

The NTA-DF technique avoids real-time matrix inversion operation, reduces matrix 

dimensions and computational burden, improves accuracy and provides better dynamic 

speed in comparison with the NTA and a least-squares (NTA-LS) technique. 

The voltage modulation and 3CS technique does not require setting a threshold value of 

the middle sample of 3CS for removing the ill-condition and is less affected by the voltage 

disturbances when compared with a conventional technique based on the 3CS and a finite-

impulse-response (FIR) filter. 

The demodulation and DF technique provides better accuracy while keeping same 

computational effort as compared with the demodulation and a conventional DF technique. 

The modified modulation technique demonstrates superior performance as compared to 

the conventional demodulation one. 

The DFT-SOGI technique is less sensitive to the presence of harmonics and also avoids 

the interdependent loop between the orthogonal voltage system and the frequency 

estimation at the expense of a higher computational burden when compared with the SOGI 

based FLL (SOGI-FLL) and phase-locked loop (SOGI-PLL) techniques. 

The SOGI-DF technique does not create interdependent loop between the orthogonal 

voltage system and the frequency estimation, and shows better performance under 

harmonics as compared to the SOGI and LS (SOGI-LS) technique. 

The ACDSC technique offers improved estimation under distorted conditions while 

providing similar dynamic response in comparison with the SOGI-FLL technique.  

The LKF-FLL technique is linear, avoids the derivatives of the nonlinear functions, does 

not contain nonlinear terms and is computationally less complex when compared with the 

nonlinear Kalman filter (NLKF). The LKF-FLL technique also provides improved 

estimation under harmonics as compared to an extended complex Kalman filter (ECKF) 

technique. The LKF-FLL technique can also be extended for accurate estimation of the 

grid voltage harmonics including fundamental parameters. 
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fundamental parameters," in Proceedings of 39th Annual Conference of the 

IEEE  Industrial Electronics Society (IECON), 2013, pp. 6400-6405. 

[C13] M. S. Reza, M. Ciobotaru, and V. G. Agelidis, "A frequency adaptive 

technique for accurate estimation of single-phase grid voltage fundamental 

parameters," in Proceedings of 39th Annual Conference of the 

IEEE  Industrial Electronics Society (IECON), 2013, pp. 6406-6411.   

The relation between the chapters of the thesis and the papers 

published/accepted/submitted above is as follows. 

Chapter Number Publications 

Chapter 3 [J8], [C11] 

Chapter 4 [J5] 

Chapter 5 [J2], [J4], [J6], [C8], [C9], [C12] 

Chapter 6 [J1], [J3], [J9], [C6], [C10], [C13] 

Chapter 7 [J7], [C3], [C7] 

1.6 Thesis Outline 

The rest of the thesis is organized as follows: 

Chapter 2 provides a comprehensive overview of the commonly used single-phase grid 

voltage monitoring techniques reported in the technical literature. The pros and cons of the 

techniques are also documented in this chapter.  

Chapter 3 proposes the RDFT-TEO technique to estimate the single-phase grid voltage 

fundamental frequency. The performance of the technique is evaluated using both 

simulation and experimental results. 

Chapter 4 lays a mathematical basis of the NTA-DF technique for single-phase grid 

voltage fundamental frequency estimation. The response of the technique is also 

documented in this chapter using simulation and experimental results. 

Chapter 5 reports three techniques relying on the modulation and/or demodulation to 

estimate the single-phase grid voltage fundamental amplitude and/or frequency. These 

techniques are based on the voltage modulation and 3CS, demodulation and DF, and 
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modified demodulation. Selected simulation and/or experimental results are presented after 

the description of each technique. 

Chapter 6 presents three techniques based on a quadrature signal generator (QSG) to 

obtain the single-phase grid voltage fundamental amplitude and frequency. These 

techniques are the DFT-SOGI, SOGI-DF and ACDSC. Simulation and/or experimental 

results are reported to verify the performance of these techniques. 

Chapter 7 describes the LKF-FLL technique for single-phase grid voltage fundamental 

amplitude and frequency estimation. The technique is also extended for harmonics 

estimation. The performance of the technique is validated using selected simulation results. 

Finally, Chapter 8 summarizes the works, presents a benchmark comparison among the 

proposed techniques and suggests directions for future research. 
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Chapter 2  

Overview of Voltage Monitoring 

Techniques 

This chapter presents a comprehensive overview of the commonly used digital signal 

processing techniques reported in the technical literature for single-phase grid voltage 

monitoring. The pros and cons of each technique are also documented after the description 

of the technique. Equation Chapter 2 Section 1 

2.1 Literature Review 

A critical review of the main existing digital signal processing (DSP) techniques used 

for single-phase grid voltage parameters estimation is presented in this section. The grid 

voltage parameters, namely amplitude, frequency and phase angle can be estimated by 

using many DSP techniques, such as discrete Fourier Transform (DFT) [28, 29, 31, 82, 92-

102], adaptive linear combiner (ADALINE) [103-111], Newton-type algorithm (NTA) 

[112-122], least-squares (LS) [82, 123-132], Kalman filter (KF) [133-147], Prony’s 

method (PM) [87, 108, 109, 148-163], neural network (NN) [164-169], singular value 

decomposition (SVD) [87, 156], phase-locked loop (PLL) [170-192], frequency-locked 

loop (FLL) [179, 184, 193-202], demodulation [181, 203-213], Teager energy operator 

(TEO) [214-221], zero crossing detection (ZCD) [213, 222-234], three consecutive 

samples (3CS) [78, 127, 141, 164, 235-240], root mean square (RMS) [241-243], adaptive 

notch filter (ANF) [244, 245], decomposition of single-phase systems into orthogonal 

components (DSPOC) [24, 29, 31, 82] and voltage modulation [246-248]. Among these 

techniques, the DFT, ADALINE, NTA, LS, KF, PM, NN and SVD are mainly used for 

grid voltage fundamental and harmonics parameters estimation. On the other hand, the 

PLL, FLL, demodulation, TEO, ZCD, 3CS, RMS, ANF, DSPOC and voltage modulation 

techniques are typically used for fundamental voltage parameters estimation. 
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The following subsections document a critical review of the DFT, ADALINE, NTA, LS, 

KF, PM, PLL, FLL, demodulation, TEO, ZCD and 3CS techniques presented in discrete 

time domain and used for single-phase grid voltage parameters estimation. 

2.1.1 Discrete Fourier Transform (DFT) 

The DFT allows a given periodic signal to be transformed from time domain to 

frequency domain in the field of DSP [92]. It is the most straight forward mathematical 

procedure and commonly used for determining the frequency contents of a time domain 

sequence. As the function of the DFT becomes more widely understood, the applications 

of it continue to flourish in many areas including power systems, acoustics, imaging/video, 

audio, instrumentation and communications systems [92].  

The DFT of a single-phase grid voltage, v(n), at the n sampling instant can be expressed 

by [93-95] 

   
2

1

w

w

kln j
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V n v l e
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where k=0,1,2,…,Nw-1 is the DFT frequency index, Nw=mfs/f0 is the number of voltage 

samples present in a window, m is the number of nominal fundamental voltage cycles 

present in the window, fs is the sampling frequency, f0 is the nominal fundamental 

frequency, j is the complex operator and the single-phase grid voltage can be expressed by 
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where v0 is the DC offset, M is the maximum order of harmonics, ω=2πf is the actual 

fundamental angular frequency, f=f0+Δf is the actual fundamental frequency, Δf is the 

fundamental frequency deviation, Ts=1/fs is the sampling period, and Ai and θi are the 

amplitude and initial phase angle of the iω (i=1,2,…,M) angular frequency component, 

respectively.  

The frequency resolution of the DFT, as given by (2.1), is f = f0/m and improves when 

the window size is increased. The DFT can provide accurate estimation of the DC offset, 

fundamental and harmonics parameters when the value of m=1 and ω=ω0 , where ω0=2πf0 

is the nominal fundamental angular frequency [94, 95]. Interharmonics can also be 

estimated with a value of m greater than 1. However, a large size window increases the 
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computational burden and also slower the dynamic response. In this case, a recursive DFT 

(RDFT) can be used to reduce the computational effort and is expressed by [93-95] 
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The amplitude and initial phase angle of the iω (when ω=ω0) angular frequency 

component of the grid voltage can be estimated by (2.4) and (2.5), respectively. 

   
/ 1,2,3,...,

1ˆ
i k i k m M

w

A n V n
N  


   

(2.4) 

 
  
  

1

/ 1,2,3,...,

Imˆ tan
Re

k

i

k i k m M

V n
n

V n
 

 

 
  

            
(2.5) 

where   denotes absolute value, Im represents imaginary and Re means real. The DC 

offset of the grid voltage can also be obtained by 
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The DFT assumes that the grid voltage waveform is periodic and repetitive outside the 

window and hence may lead to inaccurate results due to a spectral leakage and picket fence 

effect during time-varying cases [96-99]. However, the spectral leakage can be reduced by 

using a desirable sidelobe window based DFT [97]. On the other hand, the spectral leakage 

information can also be used to obtain the time-varying fundamental frequency [98, 99]. 

However, large size moving windows are required for three DFT operations to avoid the 

interference caused by lower order harmonics at a cost of increasing computational effort 

and slower dynamic response [98, 99]. An iterative approach based on the DFT can also be 

used for frequency estimation at the expense of a high computational burden [100, 101]. 

On the other side, the frequency estimation using a fixed window RDFT based technique 

requires high-order finite-impulse-response (FIR) low-pass filter (LPF) to reject the 

negative effects caused by harmonics [29, 31, 82]. The negative effects of harmonics and 

the output phase error of the RDFT can also be removed by synchronizing the window size 

with the actual period of the grid voltage based on a variable sampling frequency [94]. 

However, the actual period of the grid voltage is updated after a time interval equal to the 

window size of the RDFT and the variable sampling frequency approach may not be 

suitable when a single micro-controller is used, since the parameters of other digital 
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algorithms implemented on the same micro-controller has to be adjusted for the new 

sampling frequency [94]. The RDFT may also suffer from an accumulation error when 

implemented on a digital signal processor, however, can be removed by careful coding [28, 

102] or several other algorithms as reported in [95] at the cost of additional complexity and 

computational burden. Chapter 3 presents a relatively simple and computationally efficient 

technique based on the RDFT and TEO (RDFT-TEO) to estimate the single-phase grid 

voltage fundamental frequency under distorted conditions. 

In summary, the pros and cons of the DFT technique are given in the following. 

Pros:  Relatively simple 

 Commonly used for spectral analysis 

 Can estimate DC offset, harmonics and interharmonics 

Cons:  Requires period voltage waveform 

 Suffers from leakage and picket fence effects due to unsynchronized window 

 Computationally demanding for improved frequency resolution 

 Interharmonics may introduce error if not modelled 

2.1.2 Adaptive Linear Combiner (ADALINE) 

The ADALINE technique is developed based on a linear adaptive NN [103]. It is a 

frequency domain technique and estimates the Fourier coefficients of the grid voltage 

waveform [103-105]. It is also a relatively computationally efficient technique for 

estimating the single-phase grid voltage fundamental and harmonics amplitudes and phase 

angles with known fundamental frequency [103-105]. The technique has an input 

sequence, an output sequence, a desired response-signal sequence and a set of adjustable 

parameters called weight vector [103-105]. The weight vector generates Fourier 

coefficients of the input signal using a weight adjustment algorithm based on a difference 

error equation. The input vector, UAD(n), of the ADALINE at the n sampling instant of the 

grid voltage can be defined as 

         sin cos sin cos 1AD s s s sU n nT nT M nT M nT      



      

(2.7) 

where the value of ω is assumed as constant and known, and 
 

denotes transpose 

operation. The weight vector, WAD(n), of the ADALINE can be defined as 
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where 2 1( ) ( )sin{ ( )}i i iw n A n n  , 2 ( ) ( )cos{ ( )}i i iw n A n n  and i=1,2,…,M. The grid 

voltage estimated by the ADALINE can be expressed by [103-105, 110] 
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The estimated error signal can also be expressed by 
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where the input signal-phase grid voltage is given by (2.2). The weight vector of the 

ADALINE can be updated by [103-105, 110] 
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where AD
 
is a learning parameter called reduction factor and its practical value lies is the 

range 0.01-1.0 [106]. A low value of AD  increases the estimation accuracy at the cost of a 

slower convergence of weights. The optimum result of the ADALINE can be obtained for 

a value of AD =0.2 [106]. The computational effort of (2.11) can also be reduced by 
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The amplitudes and initial phase angles of the grid voltage fundamental and harmonics can 

be estimated by (2.13) and (2.14), respectively. 
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The DC offset can also be obtained by 

   0 2 1ˆ Mv n w n
          

(2.15) 

The ADALINE technique can provide accurate estimation of the grid voltage 

fundamental and harmonics amplitudes and phase angles under constant fundamental 

frequency, but may suffer from inaccuracy during the time-varying frequency condition 

[103]. In this case, a separate frequency estimation technique based on a PM can be 

integrated with the ADALINE for frequency adaptive estimation of the grid voltage 

fundamental and harmonics parameters [107-109]. A PLL can also be combined with the 

ADALINE to obtain the estimation of the synchronized phasors [110]. On the other hand, 

the tuning of the reduction factor may require additional algorithms such as a genetic 

algorithm and a fuzzy logic controller at the cost of high computational burden in real-time 

implementations [104, 111]. 

The pros and cons of the ADALINE technique can be summarized as followings. 

Pros:  Estimates Fourier coefficients 

 Can estimate DC offset and harmonics  

Cons:  Complex tuning of the reduction factor 

 Cannot provide synchronous estimation 

 Requires separate frequency tracking technique for frequency adaptive 

estimation 

2.1.3 Newton-Type Algorithm (NTA) 

The NTA is a nonlinear technique and is derived using Newton’s iterative method, 

which is very commonly used in load-flow analysis [112]. The grid voltage phasors and 

frequency estimation using the NTA is considered as an unconstrained optimization 

problem [112-122]. In this technique, a number of voltage samples represent same number 

of highly nonlinear equations to be solved for estimating the voltage parameters. The NTA 

has a good convergence property and the duration of convergence is no longer
 
than the size 

of the window [112, 116, 117]. 

The estimation function of the NTA at the n sampling instant of the grid voltage can be 

expressed by  
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where nX  is the estimation vector and can be expressed by 
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The estimation error of the NTA can be expressed as 
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where the input single-phase grid voltage is expressed by (2.2). An error vector can also be 

defined by 
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The estimation vector is updated by [112, 116-118] 
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where JNTA is the Jacobian matrix and its elements are the first-order derivatives of the grid 

voltage with respect to the estimation variables.  

The NTA is a computationally demanding technique for real-time implementation due to 

the requirement of online matrix inversion [116-118]. Another shortcoming of the 

technique is that the matrix inversion suffers from singularity when the amplitude of any 

modelled frequency component is zero [119]. The technique may also suffer from stability 

issue when an abrupt change occurs in the grid voltage waveform [119]. The 

computational burden of the NTA can be reduced by using it recursively [120-122]. 

However, a forgetting factor is introduced in the recursive NTA and the performance 

depends on the tuning of this parameter [120-122]. A pre-filter can be used with the NTA 

to reject the unwanted frequency components present in the grid voltage, which helps to 

reduce the computational burden [112, 119]. Other technique, such as LS can also be 

combined with the NTA (NTA-LS) to reduce the number of estimation variables for 

fundamental frequency estimation [119]. In order to avoid the matrix inversion operation 

and also to reduce the matrix dimensions for real-time implementations, a computationally 

efficient, accurate and faster frequency estimation technique based on the NTA and a 

differentiation filter (NAT-DF) is presented in Chapter 4. 
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In summary, the pros and cons of the NTA technique are given in the following. 

Pros:  Frequency adaptive 

 Can estimate DC offset and harmonics 

Cons:  Nonlinear 

 Subject to instability when abrupt changes occur in voltage 

 Matrix singularity occurs when amplitude of any modelled frequency 

component is zero 

 Computationally demanding due to real-time matrix inversion 

2.1.4 Least-Squares (LS) 

The LS is a widely used technique to estimate the numerical values of unknown 

parameters that fit a function of a set of data [82, 123]. It minimizes the sum of squares of 

residual errors. The only requirement of this technique is that there are at least as many 

equations as the number of unknowns. The technique provides a direct solution for the 

unknowns when the equations are linear. The LS technique is also used to solve a set of 

nonlinear equations that have been linearized using a first-order Taylor-series expansion. 

Solving nonlinear equations using the LS technique is an iterative process [123]. 

The grid voltage waveform can be expressed by (2.21) to estimate its fundamental and 

harmonics amplitudes and phase angles by using the LS technique. 
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In the LS technique, it is assumed that the fundamental angular frequency is constant and 

known {ω(n)=ω}, and the following matrix equation is obtained based on a window size 

of Nw samples of the grid voltage waveform [123-125]. 

LS LS LSJ x v
     

(2.22) 

where  
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JLS is the Jacobian matrix, LSx  is the estimation vector and LSv  is the input voltage vector. 

The minimum number of voltage samples required for solving (2.22) is Nw=2M. However, 

over determined system with a value of Nw greater than 2M will provide a better estimation 

when the grid voltage contains noise and there is measurement error [123]. The LS 

solution of (2.22) can be expressed by [123-125] 

  1

LS LS LS LS LSx J J J v


  

    
(2.23) 

The amplitude and initial phase angle of the iω angular frequency component can be 

obtained from LSx  and are expressed by (2.24) and (2.25), respectively. 

       2 2ˆ 2 1 2i LS LSA n x i x i  
    

(2.24) 

   
 

1 2ˆ tan
2 1

LS
i

LS

x i
n

x i
                   

(2.25) 

The grid voltage fundamental frequency can also be estimated by using the LS technique 

[123]. Based on the LS estimation, the following error vector is obtained. 

  1

LS LS LS LSE I J J J v


   

       
(2.26) 

where I is an identity matrix. E is a function of ω only and one-dimensional search can be 

used to the estimate ω [123]. The value of ω that minimizes 
2

E  is taken as the estimated 

fundamental angular frequency, where 
 
denotes Euclidean norm [123].  
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A moving window based LS technique can be used to obtain the instantaneous value of 

the grid voltage parameters [123]. It can be seen that (2.23) requires matrix inversion and 

may suffer from matrix singularities [82, 123]. The accuracy of the LS technique also 

depends on the window size and the number of variables [82, 123]. The dimension of the 

matrix increases with the increasing order of harmonics. However, the price paid for a 

large size matrix is of additional computational effort and dynamic delay [82, 123]. A 

weighted LS technique can also be used to estimate the grid voltage parameters [126, 127]. 

On the other hand, a recursive LS or a decoupled recursive LS techniques can be used to 

reduce the computational effort of the LS technique [128-132]. 

In summary, the pros and cons of the LS technique are given in the following. 

Pros:  Linear 

 Frequency adaptive 

 Can estimate harmonics 

Cons:  May suffer from matrix singularity 

 Requires large size window under distorted conditions 

 Large size window introduces long dynamic delay 

 High computational burden for frequency estimation with improved resolution

2.1.5 Kalman Filter (KF) 

The KF is a recursive model based LS estimator and can be used to estimate the phasor 

quantities of the grid voltage waveform [133]. The amplitudes and phase angles of the grid 

voltage fundamental and harmonic components can be efficiently estimated using a linear 

KF (LKF) when the fundamental frequency is constant and known [134-137]. However, a 

nonlinear Kalman filter (NLKF) such as an extended KF (EKF) is used for frequency 

adaptive estimation of the grid voltage fundamental and harmonic parameters [137-143]. 

There is flexibility for choosing the states of the KF for grid voltage parameters 

estimation. The in-phase and in-quadrature components of iω (i=1,2,…,M) angular 

frequency component and the fundamental angular frequency can be considered as the 

states of the EKF and are expressed by (2.27), (2.28) and (2.29), respectively. 

     1 sin ( ) ( )i i s ix n A n i n nT n  
       

(2.27) 

     2 cos ( ) ( )i i s ix n A n i n nT n  
        

(2.28) 
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   1Mx n n 
         

(2.29) 

The state vector of the EKF can be expressed by 

               11 12 21 22 1 2 1M M Mx n x n x n x n x n x n x n x n   


 (2.30) 

The EKF is described by a nonlinear dynamic process and measurement functions, as 

given by (2.31) and (2.32), respectively [137-143]. 

    11x n g x n 
     

(2.31) 

    2v n g x n
     

(2.32) 

where g1 is the process function, g2 is the measurement function and the input single-phase 

grid voltage is expressed by (2.21). The nonlinear process and measurement functions of 

the EKF are linearized by means of a first-order Taylor series and are expressed by (2.33) 

and (2.34), respectively. 

  
1 2 1

1
, ,  where 1,2,...,i i M
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x x x x i M

J g x n
x

 



    

(2.33) 

  
1 2 1
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, ,  where 1,2,...,i i M
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x x x x i M

L g x n
x

 



    

(2.34) 

The state transition or Jacobian matrix (JEKF) and the measurement matrix (LEKF) of the 

EKF can be expressed by (2.35) and (2.36), respectively. 
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 2
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EKF s i
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L inT x n

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(2.36) 

To estimate the grid voltage parameters, the steps of the EKF are as follows [135-143]. 
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Time update stage: 

Project the state ahead:    1 EKFx n J x n     

Project the error covariance ahead: 1n EKF n EKFP J P J Q
  

 

Measurements update stage: 

Compute the Kalman gain:   1

EKF n EKF EKF n EKF
K P L L P L R

     

Update estimate:         EKF EKFx n x n K v n L x n     

Update error covariance:  n nEKF EKFP PI K L     

where x
 is the predicted state vector, nP  is the error covariance matrix, 1nP

  is the 

predicted error covariance matrix, Q is the process noise covariance matrix and R is the 

measurement noise covariance. 

The amplitude and instantaneous phase angle { ( ) ( ) ( )}i s in i n nT n     of the iω 

angular frequency component and the fundamental frequency can be obtained by (2.37), 

(2.38) and (2.39), respectively. 

     2 2
1 2

ˆ
i i iA n x n x n 

    
(2.37) 

   
 

11
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ˆ tan i
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i

x n
n

x n
      

       
(2.38) 

   1ˆ
2

Mx n
f n




           
(2.39) 

The real-time application of the KF is limited by the difficulties involved in tuning its 

parameters accurately for desired performance [137, 144-146]. The error covariances (Q 

and R) are the tuning parameters which balance the dynamic response against noise 

sensitivity [137, 144-146]. The poor choice of the filter parameters not only affects the 

performance but also the stability. The EKF may require additional algorithms to tune 

these parameters [137]. The derivative of the nonlinear functions in the EKF introduces 

nonlinear terms and increases computational burden [137, 138]. In addition, the 

measurement matrix, as given by (2.36), depends on the time index, which may increase 

the estimation error as the time elapses [137, 138]. The EKF may also not be suitable for 

large and continuous variation of fundamental frequency [138]. 
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An extended complex KF (ECKF) can provide faster frequency estimation and also 

shows improved noise rejection capability when compared with the EKF [138-143]. 

However, the ECKF is not suitable for multiple harmonics tracking because numerical 

instability may arise at the initial state due to the large error caused by the nonlinear terms 

[138]. A hybrid technique based on the ECKF and LKF can be used to estimate harmonics 

under time-varying frequency conditions at the cost of a high computational burden [138]. 

An iterative technique based on an ensemble KF (EnKF) can also be used for harmonics 

estimation [147]. 

For grid voltage parameters estimation, the nonlinear model makes the KF inefficient 

due to the following reasons: is nonlinear; includes derivatives of the nonlinear functions; 

contains nonlinear terms; requires high computational burden; necessitates complex tuning 

of the parameters; and presents convergence problems. To overcome the previously 

mentioned shortcomings of the EKF for grid voltage parameters estimation, a frequency 

adaptive LKF based on the FLL (LKF-FLL) is presented in Chapter 7. 

The pros and cons of the KF technique can be summarized as followings. 

Pros:  Frequency adaptive 

 Can reduce noise effect 

 Can predict next step estimation 

 Can estimate harmonics  

Cons:  Complex to implement 

 Complex tuning of the filter parameters 

 May suffer from convergence problem 

 Computationally demanding 

2.1.6 Prony’s Method (PM) 

The PM was developed for modelling of uniformly spaced sampled data as a linear 

combination of a finite number of damped exponentials in an experiment on gases and also 

extended to interpolate at intermediate data points [148]. The PM is now used to estimate 

unknown frequencies, damping coefficients, amplitudes and phase angles of the modal 

components present in a given signal in the areas of power systems, biomedical 

engineering and speech processing [87, 108, 109, 148-158]. The PM can be used for the 

estimation of DC offset, harmonics and interharmonics present in a given signal [87, 109, 
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152, 153]. The technique can provide improved frequency resolution and also does not 

suffer from spectral leakage when compared with the fast Fourier Transform (FFT) [152, 

153, 162]. 

Based on the PM, the single-phase grid voltage can be expressed by 
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MPM is the number of modal 

components present in the grid voltage, #  denotes complex conjugate operation, and
 

' ' ', ,  
i i i

A f  and 'i
  are the amplitude, damping coefficient, frequency and initial phase 

angle, respectively, of the ' thi  modal component present in the grid voltage. As it can be 

noticed, (2.40) contains 2MPM number of exponential components. 

A high-order polynomial, as given by (2.41), is introduced in the PM to obtain the modal 

frequencies and damping coefficients [87, 108, 109, 148-158]. 
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(2.41)
 

where LPM  2MPM  and 'i
z  is a root of  ( ) 0PMP z  . The coefficients { '( )b i , 'i =1,2,…,LPM} 

of the above polynomial can be related with the grid voltage samples using a backward or 

forward linear prediction model (LPM) [148, 153, 156, 158]. The backward LPM can be 

expressed by 

     
'

' '

1

PML

i

b i v n i v n


           (2.42) 

As it can be seen, at least LPM number of equations based on the LPM is required for 

obtaining the values of '( )b i . To solve these set of equations, several techniques such as 

autocorrelation, covariance, LS and SVD can be used [87, 151, 156, 159, 160]. 

The frequency and damping coefficient of the ' thi  modal component of (2.40) can be 

obtained from 'i
z  and are expressed by (2.43) and (2.44), respectively. 
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In the PM, the following matrix equation has also to be solved to estimate the 

amplitudes and phase angles of the exponential components of (2.40). 

PM PM PMH C v
    

(2.45) 
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where HPM is a Vandermonde matrix and is formed by 'i
z , PMC  is the amplitude and phase 

angle estimation vector, and PMv  is the input voltage vector for amplitude and phase angle 

estimation. The LS solution of (2.45) can be expressed by [87, 108, 109, 149-161] 

  1

PM PM PM PM PMC H H H v
 

    
(2.46) 

where   denotes complex conjugate transpose operation. The values of 'i
A  and 'i

  of the 

' thi  modal component of (2.40) can be obtained by (2.47) and (2.48), respectively. 
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The following values of amplitudes are obtained when LPM>2MPM .  
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 '

'ˆ 0,   for 2 +1, 2 +2, ,PM PM PMi
A n i M M L  

  
(2.49) 

A moving window can be used in the PM to obtain the instantaneous values of the 

frequencies, damping coefficients, amplitudes and phase angles of the modal components 

present in the grid voltage. However, the performance of the PM is affected by noise. The 

PM also requires prior knowledge of the number of modal components present in the grid 

voltage [87, 108, 109, 148-158]. When the number of modal components is not known, a 

large value of it is assumed and the rooting of a high-order polynomial has to be handled 

which may increase the computational burden. Moreover, the technique is computationally 

demanding due to the handling of large size window. However, the number of modal 

components present in the grid voltage can be reduced by using pre-filtering [163].  

In summary, the pros and cons of the PM technique are given in the following. 

Pros:  Frequency adaptive 

 Improved frequency resolution 

 No spectral leakage 

 Can estimate DC offset, harmonics and interhamronics 

Cons:  Requires prior knowledge of the number of model components 

 Requires rootling of a high-order polynomial 

 Computationally demanding due to handling of large size matrix 

2.1.7 Phase-Locked Loop (PLL) 

The PLL is a closed-loop system in which an internal oscillator is controlled to 

synchronize with an external periodical signal by using a feedback loop [170, 171]. The 

internal oscillator locks its phase with the applied external signal in order to generate phase 

coherent signal that can be used by control systems in many applications. The PLL is 

broadly used in the areas of communications, computers and modern electronics. The PLL 

is also used for synchronization of a grid-connected power converter [172]. The phase 

angle of the grid voltage obtained by the PLL is used to get the output current of the 

converter in-phase with the voltage at the point of common coupling (PCC).  

The basic structure of the PLL is shown in Fig. 2.1 [170-175], where 1  is the 

fundamental instantaneous phase angle, 1̂  is the estimated fundamental instantaneous 

phase angle, ̂  is the estimated fundamental angular frequency deviation and ̂  is the  
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Fig. 2.1  Block diagram of a basic PLL. 

estimated fundamental angular frequency. As it can be seen, the PLL is composed of a 

phase comparator which provides a phase error 1 1̂( )   to the input of a loop filter. The 

output of the loop filter is the fundamental angular frequency deviation which is added 

with the nominal value to get the actual fundamental angular frequency. The nominal 

fundamental angular frequency is used to increase the initial synchronization process of the 

PLL. The actual fundamental angular frequency is then integrated to obtain the 

instantaneous phase angle, as can be noticed in Fig. 2.1. 

Several single-phase PLLs are reported in the technical literature, such as Park 

Transform based PLL [170, 171, 182-185], enhanced PLL (EPLL) [176-179], quadrature 

PLL (QPLL) [180] and demodulation based PLL [181]. Among these PLLs, the Park 

Transform based one is commonly used and is shown in Fig. 2.2 [170, 171, 182-185], 

where '
1v  is the estimated in-phase fundamental voltage component, '

1qv  is the estimated 

in-quadrature fundamental voltage component, 1Â  is the estimated fundamental voltage 

amplitude, and vd and vq are the d and q components of the Park Transform, respectively. 

As it can be seen, a quadrature signal generator (QSG) generates fundamental voltage 

orthogonal components and then the Park Transform is used to obtain an approximation of 

the phase error 1 1̂( )qv    . A proportional and integral (PI) controller is used as loop 

filter to get the fundamental angular frequency deviation from the phase error. The 

estimated fundamental frequency and phase angle are also fed back to the QSG and Park 

Transform, respectively. The fundamental voltage amplitude of the grid voltage can also be 

estimated by using the QSG required for the PLL, as can be seen in Fig. 2.2.  

Signal Generator

'
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'
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Controller
1 1̂( ) ( ) ( )qv n n n  
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   2 2
. .1

ˆ ( )A n

( )v n

1̂ ( )n
1̂ ( )n

ˆ ( )n

 

Fig. 2.2  Single-phase PLL based on the Park Transform. 
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The PLL has a simple structure to estimate the grid voltage fundamental parameters. 

However, the main challenge of the single-phase PLL is that it requires a virtual 

orthogonal voltage system [183], unlike the three-phase ones where the orthogonal voltage 

system is provided by the Clarke Transform [249]. Nevertheless, there are several single-

phase QSGs reported in the technical literature, such as based on second-order generalized 

integrator (SOGI) [196], anticonjugate decomposition and cascaded delayed signal 

cancellation (ACDSC) [186], filter based techniques [250], transport delay [185, 187], 

Hilbert Transform [185, 187] and inverse Park Transform [185], which can be used for 

PLL implementation. 

The tuning of the PLL requires a trade-off between a good dynamic performance and 

estimation accuracy under distorted grid conditions [179, 188-190]. A pre-filter or in-loop 

filter can also be used to reject the negative effects caused by the grid voltage disturbances 

at the cost of a slower dynamic response [188, 191]. Another drawback of the PLL is that 

the phase and frequency are estimated within a single loop which causes large frequency 

transient during phase jumps under grid faults [192]. The effect of this undesired frequency 

swing are also reflected back on the phase estimation and hence causes delay in the process 

of synchronization [192]. Moreover, there are interdependent loops in the PLL, as shown 

in Fig. 2.2, and hence each of the loops influences the other one at the same time, as a 

result, the tuning of the controller parameters is more sensitive, thus reducing the stability 

margins. To avoid the interdependent loop between the orthogonal voltage system and the 

frequency estimation, the DFT based frequency adaptive QSG-SOGI (DFT-SOGI) 

technique for single-phase gird voltage fundamental parameters estimation is presented in 

Chapter 6. Another technique based on QSG-ACDSC is also documented in Chapter 6 to 

estimate the single-phase grid voltage fundamental parameters. 

In summary, the pros and cons of the PLL technique are given in the following. 

Pros:  Relatively simple 

 Frequency adaptive 

Cons:  Requires a trade-off between dynamics and estimation accuracy under 

distorted conditions 

 Presents large frequency swing during phase jump 

 Contains interdependent loop 

 Requires orthogonal voltage waveforms 
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2.1.8 Frequency-Locked Loop (FLL) 

The FLL is reported to estimate the fundamental frequency of the grid voltage waveform 

and is used for grid synchronization application [193, 194]. Similar to single-phase PLL, 

the implementation of the FLL requires a single-phase QSG. However, unlike single-phase 

PLL, the fundamental frequency information required by the QSG is achieved by the FLL 

consisting of a simple control loop, without using either phase angle or trigonometric 

functions, [193, 194]. 

The implementation of the FLL is shown in Fig. 2.3, where   is the gain of the FLL and 

  is the dynamics of the fundamental angular frequency [193, 194]. As it can be noticed, 

the estimated error voltage and the in-quadrature fundamental voltage component are used 

as the inputs of the FLL. Similar to PLL, the value of 0  is used to increase the initial 

synchronization process of the FLL. It can also be seen from Fig. 2.3 that the fundamental 

voltage amplitude and phase angle can be obtained from the orthogonal voltage waveforms 

generated by the QSG. 

Several single-phase QSGs, such as based on SOGI, adaptive vectorial filter (AVF) or 

ADALINE can be used for FLL implementation [193, 194, 199, 202]. The QSG-SOGI is 

shown in Fig. 2.4, where r  is the tuning angular frequency and  is the gain of the 

SOGI [193-196]. 
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Fig. 2.3  Single-phase FLL. 
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Fig. 2.4  QSG-SOGI.  
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The simplified frequency dynamics of the QSG-SOGI based FLL (SOGI-FLL) can be 

expressed by [193, 197, 198] 

   
      

2
1 ˆ
ˆ

A n
n n n

n


  


  

       
(2.50) 

It can be seen from (2.50) that the frequency dynamics of the FLL depends on the gain ,  

fundamental voltage amplitude, fundamental angular frequency and SOGI’s gain. 

Therefore, to keep the dynamics of the FLL non-sensitive to the change of the fundamental 

frequency, amplitude and SOGI’s gain, the gain of the FLL can be normalized by 2
1

ˆ ˆ/A   

and the resultant dynamics can be expressed by 

      ˆn n n     
    

(2.51) 

The implementation of the SOGI-FLL with the normalised gain of the FLL is shown in 

Fig. 2.5 [193, 197, 198]. 
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Fig. 2.5  Normalized gain FLL based on the QSG-SOGI. 

The FLL is a relatively simple technique to implement on a digital signal processor. 

However, similar to single-phase PLL, there are interdependent loops between the QSG 

and FLL influencing one another at the same time and hence the tuning process is 

sensitive, thus reducing stability margins. Moreover, like single-phase PLL, an optimal 

tuning of the FLL is required for obtaining a trade-off between good dynamic performance 

and estimation accuracy [193, 197-200]. Multiple QSG-SOGIs can be combined with the 

FLL to reject harmonics effects at the cost of additional computational effort [194, 197, 

201]. The negative effects caused by the DC offset can also be rejected by using an 

additional LPF, as reported in [179, 184]. Chapter 6 presents the DFT-SOGI technique for 

single-phase gird voltage fundamental parameters estimation, where the technique avoids 
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the interdependent loop between the orthogonal voltage system and the frequency 

estimation, and also provides improved frequency estimation when compared with the 

SOGI-FLL technique. A computationally efficient technique consists of the QSG based on 

a fixed frequency tuned SOGI and a differentiation filter (SOGI-DF) is also reported in 

Chapter 6 for single-phase grid voltage fundamental amplitude and frequency estimation.  

In summary, the pros and cons of the FLL technique are given in the following. 

Pros:  Relatively simple 

 Frequency adaptive 

Cons:  Requires a trade-off between dynamics and estimation accuracy under 

distorted conditions 

 Contains interdependent loop 

 Requires orthogonal voltage waveforms 

2.1.9 Demodulation 

The basic principle of the demodulation technique is that a signal from a local oscillator 

is used to mix with an incoming signal to convert it down to a baseband signal [203]. This 

technique is well known in the field of communications and is used as a synchronous 

detection method for extracting the baseband signal from an amplitude modulated signal 

[203]. It can also be used to estimate the single-phase grid voltage fundamental parameters 

[181, 203-213]. 

For estimating the single-phase grid voltage fundamental parameters using the 

demodulation technique, an undistorted voltage waveform is assumed as given by 

             1 1 1 1 0 1sin sin sv n v n A n n A n nT n           (2.52) 

where v1 is the fundamental voltage component and 1 1( ) ( ) ( )sn n nT n      is the initial 

phase angle (θ1) plus instantaneous phase angle { ( ) }sn nT  corresponding to the 

fundamental angular frequency deviation (Δω). In the demodulation technique, the grid 

voltage, as given by (2.52), is multiplied by sine and cosine functions, respectively, at 

nominal grid frequency [181, 203-213]. The demodulated grid voltage can be expressed by 

(2.53) and (2.54), respectively. 

               1 1
1 0 1 0 1sin cos cos 2

2 2S s s

A n A n
v n v n nT n nT n        (2.53) 
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               1 1
1 0 1 0 1cos sin sin 2

2 2C s s

A n A n
v n v n nT n nT n        (2.54) 

As it can be seen, both v1S and v1C contain oscillations at angular frequencies Δω and 

2ω0+Δω. The frequency component greater than Δω in (2.53) and (2.54) can be rejected by 

using two LPFs, respectively [181, 203-213]. The low-pass filtered demodulated voltages 

can be approximated by (2.55) and (2.56), respectively. 

      1
1 1cos

2SF

A n
v n n     (2.55) 

      1
1 1sin

2CF

A n
v n n     (2.56) 

v1SF and v1CF can be used to estimate the fundamental voltage amplitude and phase angle, 

and are obtained by (2.57) and (2.58), respectively. 

     2 2
1 1 1

ˆ 2 SF CFA n v n v n 
    

(2.57) 

   
 

11
1

1 unwrapped

ˆ tan CF

SF

v n
n

v n
      

       
(2.58) 

where subscript ‘unwrapped’ indicates that the estimated sawtooth phase angle is 

unwrapped. The estimated phase angle can also be differentiated to obtain the fundamental 

angular frequency deviation and is expressed by 

   1
ˆ ˆ

st nT

d
n t

dt
 



 
         

(2.59) 

where t is time in continuous domain and is discretised by t=nTs. 

It can be seen from (2.53) and (2.54) that the oscillations at angular frequency 2ω0+Δω 

have amplitude equal to half of the fundamental voltage amplitude. Therefore, LPFs with 

high attenuation rate have to be considered to reject these high amplitude oscillations. 

Thus, high-order LPFs are required which can lead to poor dynamics performance.  

The demodulation of harmonics present in the grid voltage introduces oscillations at 

angular frequencies h(ω0+Δω)±ω0, where h=2,3,…,M. The lowest frequency component 

introduced by demodulation of harmonics will be around fundamental frequency which is 

produced by the second harmonic component (h=2). Therefore, the cut-off frequency of the 

LPFs can be carefully chosen to reject the negative effects caused by the high frequency 
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oscillations generated by the demodulation of fundamental and harmonic voltage 

components. 

High-order FIR or low-order infinite-impulse-response (IIR) LPFs can be used for 

rejecting the high frequency oscillations generated by the demodulation [181, 210-212]. 

However, the high-order FIR filter is computationally demanding for real-time 

implementation [203, 210, 211]. On the other hand, the IIR LPF is computationally 

efficient and offers good attenuation at stop-band. A notch filter tuned at second harmonic 

can also be combined with the IIR LPF to reject the high frequency oscillations generated  

by the demodulation of the grid voltage fundamental and harmonic components [181]. 

However, the IIR LPF has slower dynamic response, difficulties for hardware 

implementation due to stability problem and do not have linear-phase which may be a 

source of error in phase angle estimation [181, 203, 211-213]. On the other hand, the non-

ideal characteristics of the LPFs may also attenuate the amplitude under off-nominal 

frequency conditions. The frequency estimation using (2.59) can also be affected when the 

high frequency oscillations are not properly rejected using the LPFs. A separate frequency 

estimation technique can also be used for frequency adaptive demodulation of the grid 

voltage at the cost of high computational effort [181, 210]. Chapter 5 presents a FIR DF for 

estimating the time-varying fundamental frequency from the instantaneous phase angle 

obtained by the demodulation technique. A modified demodulation technique is also 

reported in Chapter 5 for estimating the fundamental voltage amplitude and frequency, 

where an oscillator is integrated with the conventional demodulation technique to reject the 

negative effects caused by the oscillation at around second harmonic produced by the 

demodulation of fundamental voltage component. 

In summary, the pros and cons of the demodulation technique are given in the following. 

Pros:  Relatively simple 

 Frequency adaptive 

 Can reject high frequency disturbances 

Cons:  Produces oscillation at around second harmonic with half of the fundamental 

voltage amplitude 

 Provides slower response with IIR LPF 

 Computationally demanding when FIR LPF is used 

 Fixed frequency demodulation may introduce error during off nominal 

frequency condition  
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2.1.10 Teager Energy Operator (TEO) 

According to the Newton’s law of motion of a mass suspended by a spring, total energy 

of a pure sinusoidal oscillation (v) is proportional to the square of the product between 

amplitude and angular frequency, and can be expressed by [214, 215] 

2 2
1Total Energy  A               (2.60) 

where  

   1 1sinv t A t    

Teager proves that the energy of the pure sinusoidal oscillation can be obtained by [214-

221] 

2 2
2 2
1 2

dv d v
A v

dt dt
    

      (2.61) 

Equation (2.61) is called TEO, which is a nonlinear operator and capable of estimating the 

instantaneous energy of the pure sinusoidal oscillation. Later, Kaiser proved that the TEO 

can be obtained from the 3CS of v and can be expressed by [214-221] 

             
2

2 2
1TEO sin 1 1sv n A n n T v n v n v n         (2.62) 

Based on a high sampling frequency (fs>8f)  [214, 215], equation (2.62) can be simplified 

as given by 

         2 2 2 2
1 1 1sA n n T v n v n v n        (2.63) 

where sin{ ( ) } ( )s sn T n T  . The above expression can be used to obtain the total energy 

of v which relies on the 3CS. 

It is also reported in the technical literature that the TEO can be used to estimate the 

fundamental amplitude of the grid voltage with known frequency {ω(n)=ω} and is 

obtained by [216-221] 

 
  

 
     

 

2

1

TEO 1 1
ˆ =

sin sins s

v n v n v n v n
A n

T T 

  
           (2.64) 

The time-varying fundamental amplitude and frequency of the grid voltage can also be 

obtained using the TEO and are expressed by (2.65) and (2.66), respectively [216, 217].
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 
  
 1 2

TEOˆ =
1

v n
A n

G n     (2.65) 

 
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ˆ =
s

G n
n

T




     (2.66) 

where  

 
     

  
1 TEO TEO 1

TEO

s sv n v n
G n

v n

  
  

     1sv n v n v n    

The TEO technique is simple to implement and a moving window can be used to obtain 

the instantaneous value of the grid voltage fundamental amplitude and frequency [216-

221]. The grid voltage waveform with a lag/lead phase angle can be obtained using an 

Inductor-Capacitor, Capacitor-Capacitor, Inductor-Inductor or lag-lead network [220, 221]. 

However, the technique presents large overshoot/undershoot during voltage transients 

[221]. The performance of the technique is also affected when the grid voltage 

disturbances, such as DC offset, harmonics and noise are not properly rejected by filtering. 

Chapter 3 describes the RDFT-TEO technique for estimating the single-phase grid voltage 

fundamental frequency, where the technique is relatively simple, computationally efficient 

and can reject the negative effects caused by the DC offset and harmonics. 

In summary, the pros and cons of the TEO technique are given in the following. 

Pros:  Relatively simple 

 Frequency adaptive 

Cons:  Cannot provide phase estimation 

 Sensitive to voltage dynamics 

 Affected by voltage disturbances 

2.1.11 Zero Crossing Detection (ZCD) 

The ZCD is a relatively simple and most commonly used technique to estimate the grid 

voltage fundamental frequency [213, 222-226]. The idea of the technique is to measure the 

time difference between two successive zero crossings of the grid voltage waveform and 
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the inverse of this time duration is used to estimate the fundamental frequency [213, 222-

226]. A sliding window can be used to obtain the instantaneous fundamental frequency.  

The ZCD technique can provide accurate results under undistorted grid conditions. 

However, the frequency estimation is updated after every half fundamental cycle [213, 

222-226]. Nevertheless, multiple level crossing strategy can be used to get several 

estimates of frequency within one fundamental cycle [227]. On the other hand, the grid 

voltage may contain notches due to the switching of power electronics devices and hence 

may affect the performance of the technique [94, 226, 228, 229]. The technique may also 

provide inaccurate results due to the presence of multiple zero crossings introduced by 

noise [230, 231]. A FIR based pre-filter can be used to reject the voltage notches and noise 

[232-234]. On the other hand, a curve fitting strategy can also be used to reduce the 

negative effects caused by noise [213]. The true zero crossing points can also be obtained 

using other techniques such as NN and wavelet Transform at the cost of increasing 

complexity and computational burden for real-time implementation on a digital signal 

processor [226, 228, 229].  

In summary, the pros and cons of the ZCD technique are given in the following. 

Pros:  Relatively simple 

 Most commonly used for grid frequency estimation 

Cons:  Only provide frequency estimation 

 Can be affected by noise and notches 

2.1.12 Three Consecutive Samples (3CS) 

The grid voltage fundamental frequency estimation technique based on the 3CS relies on 

a well-known discrete oscillator law as given by [235] 

       2 2 1 cos 2 sv n v n v n fT       (2.67) 

The above discrete oscillator law is able to generate a sinusoidal signal with a frequency f 

for a given sampling period Ts and some initial conditions [78, 235]. On the other hand, the 

frequency of a pure sinusoidal signal can also be obtained using (2.67), when the signal is 

given and expressed by  

        1 1sin sv n A n n nT n       (2.68) 
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The fast estimation of frequency using the 3CS based relation, as given by (2.67), can be 

obtained for a small sampling period [78]. However, the technique has several 

shortcomings for estimating the grid voltage fundamental frequency effectively. The first 

drawback is that the technique is numerically ill-conditioned when the instantaneous value 

of the middle sample is equal or close to zero i.e. v(n-1)0 [78, 236, 237]. Another 

shortcoming of the technique is that the performance is affected due to the presence of grid 

voltage disturbances, such as DC offset, harmonics or noise [78, 236, 237]. In addition, the 

technique presents large overshoot/undershoot during voltage transients [78, 236, 237].  

The ill-condition of the 3CS based technique can be removed by holding the previously 

estimated frequency when the instantaneous value of the middle sample is equal or close to 

zero [78]. However, the methodology of determining the threshold value of v(n-1) for 

removing the ill-condition is not reported in [78]. On the other hand, a pre-filtering of 

voltage waveform is required to increase the robustness of the technique against grid 

disturbances and a high-order FIR filter can be used for this purpose at the cost of high 

computational effort [237, 238]. Other techniques, such as KF [141], NN [164], minimum 

variance [236] and LS [127, 239] can also be combined with the 3CS based one to reduce 

the negative effects caused by the voltage disturbances. However, the above mentioned 

techniques have their own limitations. The 3CS based technique can also be integrated 

with a maximum likelihood method to estimate not only the fundamental frequency but 

also the fundamental voltage amplitude and DC offset present in the voltage waveform 

[237, 240]. To remove the shortcomings of the 3CS based technique, Chapter 5 presents a 

frequency estimation technique based on the 3CS and a voltage modulation strategy. 

In summary, the pros and cons of the 3CS based technique are given in the following. 

Pros:  Relatively simple 

Cons:  Only provide frequency estimation 

 Sensitive to voltage transients  

 Affected by voltage disturbances 

 Ill-conditioned when middle sample is equal or close to zero 
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Chapter 3  

Recursive Discrete Fourier Transform 

Based Technique 

This chapter presents a technique based on recursive discrete Fourier Transform and 

Teager energy operator to estimate the single-phase grid voltage fundamental frequency. 

The proposed technique is described in Section 3.1. Selected simulation and experimental 

results are presented in Section 3.2 and 3.3, respectively. Finally, the conclusions of the 

work are summarized in Section 3.4. Equation Chapter 3 Section 1 

3.1 Power System Frequency Estimation using A Recursive Discrete 

Fourier Transform and Teager Energy Operator Based Technique 

A recursive discrete Fourier Transform (RDFT) and Teager energy operator (TEO) 

based (RDFT-TEO) technique is documented in this section to estimate the single-phase 

grid voltage fundamental frequency under distorted grid conditions. The block diagram of 

the proposed RDFT-TEO technique is shown in Fig. 3.1, where v is the grid voltage, n is 

the sampling instant, 1
uv  is the normalised amplitude fundamental voltage component, 

superscript u of 1
uv  indicates that the estimated fundamental voltage component has unity 

amplitude, f̂  is the estimated fundamental frequency, fs is the sampling frequency and Nw 

is the number of voltage samples present in a window of the RDFT. As it can be noticed, 

the normalised amplitude of the grid voltage fundamental component is obtained using a 

window based frequency adaptive band-pass filter (BPF) relying on the RDFT and inverse 

 v n
BPF

based on
RDFT & IRDFT

Frequency
Estimation
using TEO

 1
uv n

 f̂ n

wN  / .sf
 

Fig. 3.1  Block diagram of the proposed RDFT-TEO technique for single-phase grid 

voltage fundamental frequency estimation. 
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RDFT (IRDFT). The window size of the BPF is equal to the window size of the RDFT. 

The normalised amplitude of the fundamental voltage component is used to estimate the 

fundamental frequency using the TEO which relies on three consecutive samples (3CS) of 

1
uv . In the RDFT-TEO technique, the value of Nw is used as the number of voltage samples 

present in one fundamental time period i.e. Nw=fs/f, where f is the fundamental frequency. 

The estimated fundamental frequency is fed back to obtain the actual value of Nw, as can 

be noticed in Fig. 3.1. The value of Nw is updated adaptively to synchronize the window 

size of the BPF with the time-varying grid voltage fundamental time period. 

For estimating the fundamental frequency using the RDFT-TEO technique, the 

generalised expression of a DC offset and harmonically distorted single-phase grid voltage 

is described by    

     0
1,2,...

M

i
i

v n v n v n


  
    

(3.1) 

where v0 is the DC offset, M is the maximum order of harmonics, vi is the instantaneous 

voltage component at the angular frequency iω (i=1,2,…,M), and ω=2πf is the 

fundamental angular frequency. The instantaneous voltage, vi(n), can be expressed by  

        sini i s iv n A n i n nT n    

where Ai and θi are the amplitude and initial phase angle of the iω angular frequency 

component, respectively, and Ts=1/fs is the sampling period. 

3.1.1 Extraction of Normalised Amplitude Fundamental Voltage Component  

A window based frequency adaptive BPF is used to extract the normalised amplitude of 

the grid voltage fundamental component. The BPF relies on the RDFT and IRDFT [57, 93, 

94]. The characteristics of the BPF are presented in this subsection. The discrete Fourier 

Transform (DFT) of the grid voltage, as given by (3.1), at the n sampling instant can be 

expressed by [57, 93, 94, 251] 

   
2

1

w

w

kln j
N

k
l n N

V n v l e




  

 
    

(3.2) 

where k=0,1,2,…,Nw-1 is the DFT frequency index and j is the complex operator. The 

frequency resolution of the DFT presented by (3.2) is Δf=f, since the window size is one 
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fundamental cycle. Similar to (3.2), the DFT of the grid voltage at the (n-1) sampling 

instant can be expressed by 

   
21

1 w

w

kln j
N

k
l n N

V n v l e
 

 

  
    

(3.3) 

The following recursive relation can be obtained by subtracting (3.3) from (3.2). 

        
2

1 w

kn
j

N
k k wV n V n v n v n N e



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(3.4) 

Equation (3.4) is called the RDFT and can be used to estimate the spectral contents present 

in the grid voltage given by (3.1). On the other hand, the instantaneous time domain 

voltage for a single frequency kf can be obtained by taking the inverse Transform of (3.4) 

i.e. the IRDFT. Therefore, based on the IRDFT, the instantaneous time domain voltage for 

the single frequency kf can be obtained by [57, 94] 

   
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1
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kn
j

N
k k

w

v n V n e
N




    

(3.5) 

The RDFT and the IRDFT, as given by (3.4) and (3.5), respectively, can be cascaded in 

series to implement a digital BPF at the centre frequency kf. The discrete transfer function 

of the BPF at the centre frequency kf can be achieved from (3.4) and (3.5). The following 

expression is obtained from (3.5) after using the value of Vk(n), as given in (3.4). 

        
2

1 1
1 w

kn
j

N
k k w

w w

v n V n e v n v n N
N N



    
  

(3.6) 

By replacing n with n-1, equation (3.5) can also be expressed as 
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(3.7) 

By combining (3.6) and (3.7), the following relation is obtained. 
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(3.8) 

The following discrete transfer function is obtained after performing the z-Transform of 

(3.8) [93]. 
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The Bode plot of H1(z) (for k=1) at the centre frequency equal to nominal fundamental 

frequency (50 Hz) is shown in Fig. 3.2. As it can be noticed, H1(z) can reject all the odd 

and even harmonics including the DC offset. It can also be noticed that H1(z) provides 

unity amplitude at the fundamental frequency. Moreover, H1(z) does not introduce any  
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Fig. 3.2  Bode plot of the transfer function H1(z), as given by (3.9), where k=1, f=50 Hz, 

fs=10 kHz and Nw=200. 

phase lag/lead at the fundamental frequency. During the variation of frequency, the time-

varying harmonics can also be removed adaptively from the grid voltage fundamental 

component by updating the value of Nw corresponding to the actual fundamental 

frequency. However, the value of Nw can be integer or non-integer under dynamic 

conditions. H1(z) can reject harmonics effectively when the value of Nw is integer. For the 

non-integer value of Nw i.e. L1≤Nw<L1+1, a rounded function, such as ceil or floor, can be 

used to obtain an integer value, where L1 is a positive integer, floor(Nw)=L1 and 

ceil(Nw)=L1+1. However, H1(z) cannot reject harmonics effectively due to the rounding 

error produced by the functions floor or ceil.  Nevertheless, a linear interpolation can be 

performed between the samples v(n-L1) and v(n-L1-1) to obtain the value of v(n-Nw) in 

order to improve the performance of H1(z). Therefore, the linear interpolation operation 

can be obtained by [78] 

1 1 1
1 1(1 )wN L Lz b z b z     

    
(3.10) 
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where b1= Nw-L1 and 0≤b1<1. The output of the frequency adaptive BPF (based on the 

transfer function H1(z)) at the n sampling instant can be expressed by 

        1 1 1sin sv n A n n nT n  
           

(3.11) 

where A1 and θ1 are the fundamental voltage amplitude and initial phase angle, 

respectively. The fundamental voltage amplitude can also be estimated from the RDFT, as 

given by (3.4), and is obtained by 

       2 2

1 1 1

1ˆ Re Im
w

A n V n V n
N

       
  

(3.12) 

where Re and Im denote real and imaginary, respectively. The estimated fundamental 

voltage amplitude can be used to normalize the fundamental voltage component obtained 

by (3.11). Therefore, the normalised amplitude of the grid voltage fundamental component 

can be expressed as 

 
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(3.13) 

The real and imaginary parts of ( )kV n , as given by (3.4), can be estimated separately 

and are given by [95] 
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(3.14) 

The real part of the IRDFT, as given by (3.5), can also be expressed as 

       1 2 2
Re cos Im sink k k
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          
(3.15) 

The implementation of the BPF based on (3.14) and (3.15) (when k=1) for estimating the 

normalized amplitude grid voltage fundamental component is shown in Fig. 3.3  [57, 93, 

94]. As it can be seen, the BPF requires few mathematical operations, two trigonometric 

functions and Nw+2 transport delays. 

In the proposed RFDT-TEO technique, the negative effect caused by the amplitude 

accumulation error is rejected by normalising the fundamental voltage waveform. On the 

other hand, the negative effect of the phase accumulation error is neglected based on an 
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assumption that the phase error is constant within the 3CS of the normalised amplitude of 

the fundamental voltage waveform. The constant phase error within the 3CS does not have 

any negative effect in the frequency estimation using the TEO [214, 216, 217, 220]. 
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
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Fig. 3.3  BPF based on the RDFT and IRDFT to extract the amplitude normalised grid 

voltage fundamental component.
 

3.1.2 Fundamental Frequency Estimation 

The TEO is a nonlinear operator and can be used to estimate the instantaneous energy of 

a sinusoidal signal [214, 216, 217, 220, 221]. The value of the TEO is equal to the square 

of the product between amplitude and angular frequency [214, 216, 217, 220, 221]. It is 

reported in [214] that the TEO can be obtained from the 3CS of a discrete sinusoidal 

signal. Therefore, based on the constant fundamental voltage parameters within the 3CS of 

(3.11), the following relation can be obtained to get the value of TEO [214, 216, 217, 220, 

221]. 

          
2

2 2
1 1 1 1sin 1 2sA n n T v n v n v n        

         2 2 2 2
1 1 1 11 2sA n n T v n v n v n           (3.16) 

where sin{ω(n)Ts}ω(n)Ts for a high sampling frequency [214]. It can be seen from the 

technical literature that the TEO, as given by (3.16), can be used to estimate the 

fundamental voltage amplitude of the grid voltage, where the fundamental frequency is 

known or estimated separately [214, 216, 217, 220, 221]. On the other hand, it can be seen 

from (3.16) that the fundamental frequency can also be estimated using the TEO, where the 

fundamental voltage amplitude is unity or estimated separately. In this subsection, the TEO 
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is used to estimate the fundamental frequency of the grid voltage waveform. Based on the 

normalised amplitude of the fundamental voltage component, as obtained by (3.13), 

equation (3.16) can be expressed as 

         2

1 1 1sin 1 2u u u
sn T v n v n v n         (3.17) 

In order to avoid the inverse operation of the trigonometric function, sin{ω(n)Ts} in (3.17) 

can be approximated by 
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  

  
(3.18) 

where ω=ω0+Δω, ω0 =2πf0 is the nominal fundamental angular frequency, f0 is the nominal 

fundamental frequency, Δω=2πΔf is the fundamental angular frequency deviation, Δf is the 

fundamental frequency deviation, cos{Δω(n)Ts}1 and sin{Δω(n)Ts}Δω(n)Ts. As it can 

be seen, both sin(ω0Ts) and cos(ω0Ts) are constants and can be estimated offline for real-

time implementations. Therefore, the fundamental frequency deviation can be estimated 

from (3.17) and (3.18) using only 3CS of the normalised amplitude of the fundamental 

voltage waveform and is expressed by 
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(3.19) 

where   indicates absolute value. The actual fundamental frequency can be obtained by 

   0
ˆ ˆf n f f n 

         
(3.20) 

The implementation of (3.19) and (3.20) for fundamental frequency estimation is shown in 

Fig. 3.4. As it can be noticed, the estimation of the fundamental frequency requires few 

mathematical operations and is also relatively simple to implement. Moreover, only 3CS 

are required and hence can provide fast estimation of frequency. However, as there is an  
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Fig. 3.4   Fundamental frequency estimation using the TEO. 
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interdependent loop present in Fig. 3.1, the fast tracking of the frequency, when compared 

to the estimation of the normalised amplitude of the fundamental voltage component, will 

affect the stability of the technique [252]. Therefore, a first-order infinite-impulse-response 

(IIR) low-pass filter (LPF) can be cascaded in series with the TEO, as shown in Fig. 3.4, to 

ensure a smaller bandwidth with respect to the estimation of the fundamental voltage 

component [252]. The settling time of the first-order LPF can be approximated by [198] 

5
LPF

cut

T


      (3.21) 

where cut  is the angular cut-off frequency of the LPF. The following condition has to be 

satisfied for the purpose of stability of the proposed RDFT-TEO technique. 

2LPF s RDFTT T T           (3.22) 

where RDFTT  is the time delay provided by the BPF during dynamics. Based on the 

assumption 2RDFT sT T
 
i.e. for a high sampling frequency, equation (3.22) can be 

approximated by 

  

5

LPF RDFT

RDFT
cut

T T

T




 
 

5
cut

RDFTT
          (3.23) 

The window size of the BPF is used as one fundamental time period. Hence, the value of 

RDFTT
 
can be approximated by 20 ms for the 50 Hz system. The angular cut-off frequency 

of the first-order IIR LPF has to satisfy the following condition. 

250  rad/scut          (3.24) 

3.2 Simulation Results 

The simulation performance of the RDFT-TEO technique for fundamental frequency 

estimation is documented in this section. A first-order discrete IIR LPF with the cut-off 
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frequency of equal to 39.8 Hz ( cut =250 rad/s) is used in the technique. The sampling 

frequency is chosen as fs=10 kHz. The estimation of the fundamental frequency steps ±7.5 

Hz using the proposed technique is shown in Fig. 3.5, where the grid voltage contains only 

fundamental component with 1.0 p.u. amplitude. The frequency variation range of 50 Hz ± 

7.5 Hz is considered based on the specification of the IEC standard 61000-4-30 [85]. As it 

can be seen in Fig. 3.5, the settling time of the technique is around 1.5 fundamental cycles. 
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Fig. 3.5  Frequency steps estimation. (a) -7.5 Hz (50 Hz to 42.5 Hz). (a) +7.5 Hz (50 Hz to 

57.5 Hz). 

For evaluating the steady-state performance of the RDFT-TEO technique, the 

fundamental component of the grid voltage waveform is distorted by harmonics, as given 

in Table 3.1, based on the definition for the second level test class in IEC standard 61000-

4-13 [119, 253]. The harmonics given in Table 3.1 introduce 14.58% total harmonic 

distortion (THD). The steady-state error of the estimated fundamental frequency using the 

RDFT-TEO technique is shown in Fig. 3.6, where the grid voltage contains 1.0 p.u. 

fundamental amplitude, 14.58% total harmonic distortion (THD), as given in Table 3.1, 

and the fundamental frequency is varied from 42.5 Hz to 57.5 Hz. As it can be noticed, the 

proposed technique can provide the estimation of the fundamental frequency range of 50 



51 
 

Hz ± 7.5 Hz with an error less than 0.005 Hz under 14.58% THD. Moreover, the steady-

state relative error of the estimated fundamental frequency is less than 0.03%, which is the 

maximum acceptable value as specified by the IEC standard 61000-4-7 [254], where the 

relative error can be defined by (3.25) and   indicates absolute value. 

Actual Value - Estimated Value
Relative Error (%) = ×100%

Actual Value          
(3.25) 

Table 3.1  Harmonics as a percentage of fundamental component based on second level 

test class in IEC standard 61000-4-13  

Harmonics THD 

2nd 3rd 4th 5th 7th 14.58% 

3.0% 8.0% 1.5% 9.0% 7.5% 
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Fig. 3.6  Frequency error in steady-state operation with harmonics, as given in Table 3.1. 

3.3 Real-Time Experimental Results 

The experimental performance of the RDFT-TEO one is compared with a similar 

technique based on the RDFT and decomposition of a single-phase system into orthogonal 

components (RDFT-OC) [82]. The laboratory setup for real-time experiments is presented 

in Section 1.3 of Chapter 1. The parameters of both techniques are given in Table 3.2. 

The following case studies are performed to compare the real-time performance of the 

RDFT-TEO and RDFT-OC techniques. 
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Table 3.2  Parameters of the RDFT-TEO and RDFT-OC techniques 

RDFT-TEO RDFT-OC 

ωcut=250 rad/s 2 LPFs based on 250 points Hamming window 

i. Steady-state with DC offset and harmonics (Case-1) 

ii. Frequency step and harmonics (Case-2) 

iii. Frequency sweep and harmonics (Case-3) 

iv. Voltage sag and harmonics (Case-4) 

v. Voltage flicker and harmonics (Case-5) 

vi. Phase jump and harmonics (Case-6) 

The grid voltage waveforms presented in all the above case studies contain 14.58% THD, 

as given in Table 3.1. 

3.3.1 Case-1: Steady-State with DC Offset and Harmonics 

The steady-state performances of the RDFT-TEO and RDFT-OC techniques are 

compared under DC offset and harmonics. The grid voltage waveform, as shown in Fig. 

3.7(a), contains 5% DC offset and 14.58% THD, as given in Table 3.1. The estimation of 

the nominal fundamental frequency using the RDFT-TEO and RDFT-OC techniques is  
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Fig. 3.7  Case-1: Steady-state with DC offset (5%) and harmonics. (a) Grid voltage 

waveform. (b) Fundamental frequency. 
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shown in Fig. 3.7(b). As it can be noticed, the RDFT-TEO and RDFT-OC techniques 

produce 0.003% and 0.017% relative error, respectively, for nominal fundamental 

frequency estimation under DC offset and harmonics. 

3.3.2 Case-2: Frequency Step and Harmonics  

The performances of the RDFT-TEO and RDFT-OC techniques are compared under 

frequency step and harmonics. In this case study, the grid voltage contains -7.5 Hz (50 Hz 

to 42.5 Hz) frequency step and 14.58% THD, as given in Table 3.1. The fundamental 

frequency step estimation using the RDFT-TEO and RDFT-OC techniques is depicted in 

Fig. 3.8. As it can be noticed, the settling time of the proposed RDFT-TEO technique 

under frequency step is around 1.5 fundamental cycles. It can also be seen that both RDFT-

TEO and RDFT-OC techniques can track the frequency step. The steady-state relative 

error of the estimated fundamental frequency of 42.5 Hz using the RDFT-TEO and RDFT-

OC techniques are 0.012% and 0.654%, respectively, under 14.58% THD. The RDFT-

TEO technique can provide estimation with a relative error less than 0.03%. 
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Fig. 3.8  Case-2: Frequency step (-7.5 Hz: 50 Hz to 42.5 Hz) and harmonics. 

3.3.3 Case-3: Frequency Sweep and Harmonics 

A fundamental frequency sweep of +10 Hz/s up to 57.5 Hz is considered into the grid 

voltage containing harmonics, as given in Table 3.1. The estimation of the fundamental 

frequency sweep is shown in Fig. 3.9. As it can be noticed, both RDFT-TEO and RDFT-

OC techniques can track the frequency sweep. The steady-state relative error of the 
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estimated fundamental frequency of 57.5 Hz using the RDFT-TEO and RDFT-OC 

techniques are 0.005% and 0.051%, respectively, under 14.58% THD. 
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Fig. 3.9  Case-3: Frequency sweep (+10 Hz/s: 50 Hz to 57.5 Hz) and harmonics. 

3.3.4 Case-4: Voltage Flicker and Harmonics  

The grid voltage waveform, as shown in Fig. 3.10(a), contains voltage flicker and 

harmonics, as given in Table 3.1. The frequency and amplitude of the triangular voltage 

flicker are 2.5 Hz and ±5% of fundamental voltage amplitude, respectively. It can be seen 

from Fig. 3.10(b) that the performance of the RDFT-TEO technique for fundamental  
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Fig. 3.10  Case-4: Voltage flicker (±5%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental frequency. 
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frequency estimation is more affected by the voltage flicker and harmonics as compared to 

the RDFT-OC one. During the voltage flicker, the phase error generated by the RDFT is 

not constant within the 3CS of the amplitude normalised fundamental voltage waveform, 

thus the RDFT-TEO technique produces ripple in the frequency estimation, as can be seen 

in Fig. 3.10. 

3.3.5 Case-5: Voltage Sag and Harmonics 

A grid voltage sag of 30% and 14.58% THD, as given in Table 3.1, is shown in Fig. 

3.11(a). The fundamental frequency estimation is shown in Fig. 3.11(b). As it can be 

observed, the RDFT-TEO technique is more affected by the voltage sag when compared 

with the RDFT-OC one. 
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Fig. 3.11  Case-5: Voltage sag (30%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental frequency. 

3.3.6 Case-6: Phase Jump and Harmonics 

The grid voltage waveform, as shown in Fig. 3.12(a), contains a -30° phase jump and 

harmonics, as given in Table 3.1. For this case, the estimation of the fundamental 

frequency is shown in Fig. 3.12(b). As it can be observed, the performance of both RDFT-

TEO and RDFT-OC techniques is affected by phase jump. 
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Fig. 3.12  Case-6: Phase jump (-30°) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental Frequency. 

3.4 Performance and Computational Effort Comparisons of the RDFT-

TEO and RDFT-OC Techniques 

Table 3.3 shows a summary of the performance and computational effort comparisons of 

the RDFT-TEO and RDFT-OC techniques. As it can be seen, the RDFT-OC technique 

does not contain interdependent loop and the frequency estimation is less affected by the 

voltage flicker and voltage sag when compared with the RDFT-TEO one. However, the 

proposed RDFT-TEO one is simpler and computationally efficient as compared to the 

RDFT-OC technique. For computational performance comparison, turnaround time is one 

of the measures and can be defined as the time delay between the submission of a task for 

processing and the return of the complete output. In the DS1103 control board platform, 

the RDFT-TEO and RDFT-OC techniques take 2.96 μs and 6.14 μs turnaround time, 

respectively, for providing the real-time frequency estimation. However, the acutaul 

turnaround time may vary, as the DSP techniques are implemented on a digital signal 

processor platform for real-time applications. The RDFT-TEO technique can also provide 

improved estimation of fundamental frequency under DC offset, harmonics, frequency 

step, frequency sweep and phase jump when compared with the RDFT-OC one, as it can 

also be noticed from Table 3.3. 
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Table 3.3  Performance and computational effort comparisons of the RDFT-TEO and 

RDFT-OC techniques 

Comparison Cases RDFT-TEO RDFT-OC 

Simplicity √  

Interdependent loop  √ 

Computational burden √  

DC offset √  

Harmonics √  

Frequency step √  

Frequency sweep √  

Voltage flicker  √ 

Voltage sag  √ 

Phase jump √  

√ symbol denotes which technique performs better with respect to the other one for the 

cases provided in the left column of Table 3.3. 

3.5 Conclusions 

A single-phase grid voltage fundamental frequency estimation technique has been 

reported in this chapter. The technique relies on a Teager energy operator and a band-pass 

filter. The three consecutive samples based Teager energy operator is used to estimate the 

fundamental frequency. The band-pass filter is implemented based on the recursive 

discrete Fourier Transform and inverse recursive discrete Fourier Transform. The proposed 

technique is computationally efficient and can also estimate a wide range of fundamental 

frequency variation accurately under the DC offset and harmonics. The proposed technique 

also requires less computational effort, can provide faster estimation and is less affected by 

harmonics as compared to a technique relying on the recursive discrete Fourier Transform 

based decomposition of a single-phase system into orthogonal components. The presented 

simulation and experimental results have confirmed the effectiveness of the proposed 

technique for grid voltage fundamental frequency estimation. 
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Chapter 4  

Newton-Type Algorithm Based Technique 

This chapter presents a technique based on a Newton-type algorithm and an infinite-

impulse-response differentiation filter to estimate the single-phase grid voltage 

fundamental frequency. The technique is described in Section 4.1. Section 4.2 contains the 

simulation results of the technique. Selected experimental results are presented in Section 

4.3. Finally, the conclusions of the work are summarized in Section 4.4. Equation Chapter 4 Section 1 

4.1 Power System Frequency Estimation using A Newton-Type 

Algorithm and Differentiation Filter Based Technique 

A Newton-type algorithm (NTA) and differentiation filter (DF) based (NTA-DF) 

technique is documented in this section for estimating the single-phase grid voltage 

fundamental frequency under distorted grid conditions. The block diagram of the proposed 

NTA-DF technique is shown in Fig. 4.1, where v is the grid voltage, n is the sampling 

instant, v1 is the fundamental voltage component, 1 s 1( ) ( ) ( )n n nT n      is the initial 

phase angle 1( )  plus instantaneous phase angle s{ ( ) }n nT  corresponding to 

fundamental angular frequency deviation ( ) , ̂
 
is the estimated fundamental angular 

frequency deviation, 0
 
is the nominal fundamental angular frequency, ̂

 
is the estimated 

fundamental angular frequency and f̂
 
is the estimated fundamental frequency. As it can be 

seen, the DC offset is removed from the grid voltage by using a band-pass filter (BPF). The 

NTA is then used to obtain the phase angle, which is differentiated using the DF to 

estimate the angular frequency deviation and added with the nominal value to get the 

actual fundamental angular frequency. 

DC Offset
 Rejection
using BPF

Phase Angle
Estimation
using NTA

Frequency
Estimation
using DF

 1v n  1 n
  f̂ n

0

 ˆ n v n 
 ˆ n

1/2π  

Fig. 4.1  Block diagram of the proposed NTA-DF technique for the estimation of single-

phase grid voltage fundamental frequency. 
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4.1.1 DC Offset Rejection 

For simplicity, the single-phase grid voltage waveform can be expressed by  

     0 1v n v n v n 
             

(4.1) 

where v0 is the DC offset and the fundamental voltage component can be expressed by  

      1 1 0 1sin sv n A n nT n    

where A1 is the fundamental amplitude and Ts is the sampling period.  

A second-order infinite-impulse-response (IIR) BPF is used to reject the DC offset from 

the grid voltage waveform. The discrete transfer function of the BPF is given by [191] 

 
2

1 1

0.5(1 )

1 cos(2 )c s

z
T z

f T z








       
(4.2) 

where fc is the centre frequency at which the BPF has unity magnitude and also introduces 

0° phase shift. The Bode plot of T1(z) for fc=50 Hz and 1.6 kHz sampling frequency is 

shown in Fig. 4.2. As it can be noticed, the BPF can remove the DC offset from the input 

grid voltage. The BPF also gives unity amplitude and 0° phase shift at the frequency fc. 

Moreover, the BPF can attenuate the amplitude of the high frequency disturbances present 

in the grid voltage. However, the BPF cannot reject lower order harmonics effectively. The 

implementation of the BPF is shown in Fig. 4.3. 
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Fig. 4.2  Bode plot of the BPF as given by (4.2). 
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


cos(2π )c sf T2z



1z

In Out0.5

 

Fig. 4.3  Implementation of the BPF as given by (4.2). 

In the proposed technique, the BPF is tuned at grid voltage nominal fundamental 

frequency i.e. fc=50 Hz. The BPF tuned at nominal fundamental frequency introduces a 

leading/lagging phase angle when the grid frequency is smaller/higher than the nominal 

value, respectively, as can be seen from Fig. 4.2. The leading/lagging phase angle is a 

constant value when the grid frequency drift is constant. The constant leading/lagging 

phase angle introduces zero stead-state error in the frequency estimation by differentiation 

operation. On the other hand, the leading/lagging phase is time-varying when the grid 

frequency varies continuously. Thus, the estimated frequency by differentiation operation 

contains an error due to the time-varying phase angle introduced by the BPF during 

frequency transients. However, the grid voltage frequency varies slowly due to the large 

inertia of the rotating shafts of power generators and hence the estimated frequency error 

due to the differentiation of the slowly changing phase angle introduced by the BPF is 

small and thus can be neglected. On the other hand, the fundamental voltage amplitude is 

also attenuated by the BPF due to the deviation of fundamental frequency from its nominal 

value, as it can be noticed from Fig. 4.2. However, the attenuation of the fundamental 

voltage amplitude does not affect the estimation of frequency, as it is estimated from the 

instantaneous phase angle. Therefore, the output of the BPF can be approximated by 

      1 1 0 1sin sv n A n nT n  
    

(4.3) 

4.1.2 Instantaneous Phase Angle Estimation 

Based on the NTA, the grid voltage fundamental component, as obtained by (4.3), can 

be expressed by 

   1 NTA nv n X
            

(4.4) 
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where NTA  and Xn are the estimation function and the estimation vector of the NTA, 

respectively. For the proposed technique, the estimation function and vector at the n 

sampling instant can be defined by (4.5) and (4.6), respectively. 

      1 0 1sinNTA n sX A n nT n   
   

(4.5) 

   1 1nX A n n   


    
(4.6) 

where   denotes transpose operation. The estimation error of the NTA can be obtained by 

     1v NTA ne n X v n 
      

(4.7) 

An error vector is also defined as given by 

      2 11 0n v vE X e n e n     


    
(4.8) 

where 02×1 is a 2×1 zeros vector. For the estimation vector Xn+1 at the (n+1) sampling 

instant, there is an unknown estimation correction vector (ΔXn) such that 

   1 2 10n n nE X E X X   
         

(4.9) 

where   

   1 1nX A n n     

 

The following linear relation can be obtained using the Taylor series expansion of 

E(Xn+ΔXn) in the close neighbourhood of Xn [119]. 

   n n n NTA nE X X E X J X   
          

(4.10) 

where JNTA is the Jacobian matrix and can be defined as 

 
 

 
 

 
 

 
 

1 1

1 1

1 1

1 1

1 1

v v

n n
NTA

n nv v

e n e n

A n n a b
J

a be n e n

A n n




 

  
               
     

       
(4.11) 

where   

 
    0 1

1

sinv
n s

e n
a nT n

A n
 


  
  
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 
      1 0 1

1

cosv
n s

e n
b A n nT n

n
 




  


 

To estimate ΔXn, the following relation can be obtained from (4.9) and (4.10). 

 NTA n nJ X E X  
     

(4.12) 

The estimation correction vector can be obtained from (4.12) and is given by [116-119] 

   1

n NTA NTA NTA nX J J J E X


    

    
(4.13) 

Equation (4.13) can be simplified by putting the values of JNTA and E(Xn), and is expressed 

by  

     
 

     
 

2 2
1 1 1 1 1 1 1

2

1 1

2 2
1 1 1 1 1 1 1

2

1 1

n n n n n n n n n n n n n n

n n n n

n

n n n n n n n n n n n n n n

n n n n

a b a b b e b e b b a e a e

a b a b
X

a b a b a e a e a a b e b e

a b a b

      

 

      

 

     
 
 

   
     

 
  

 
(4.14) 

Expression (4.14) helps to avoid matrix multiplication and inversion operations required 

for the NTA, thus reducing computational burden for real-time implementation. However, 

expression (4.14) has to satisfy the following condition. 

 2

1 1 0n n n na b a b  
       

(4.15) 

Based on an assumption A1(n)=A1(n-1), the following condition is obtained from (4.15) 

after replacing the values of an, bn, an-1 and bn-1. 

   1 sin ( ) 0sA n n T 
      

(4.16) 

Therefore, the proposed NTA can be used when A1(n)≠0. This condition is also obtained in 

[119] for removing the matrix singularities of the NTA. To avoid possible matrix 

singularities in cases of abrupt changes, 1( )NTA NTAJ J   in (4.13) can be replaced by a scalar 

value of equal to 0.2 when A1(n) is equal or close to zero [119]. For this case, the 

estimation correction vector in the proposed NTA can be expressed by 

1 1

1 1

0.2 n n n n
n

n n n n

a e a e
X

b e b e
 

 

 
          

(4.17) 
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After obtaining ΔXn, the estimation vector at the (n+1) sampling instant can be 

expressed by 

1n n nX X X   
    

(4.18) 

4.1.3 Fundamental Frequency Estimation 

The grid voltage fundamental angular frequency deviation can be estimated using a 

differentiation operation from the phase angle obtained by the NTA and is expressed by 

     1 1 1

s

n n
n

T

 


 
 

    
(4.19)

 

However, the time-varying frequency estimation using (4.19) is not suitable when the 

instantaneous phase angle is distorted by high frequency disturbances.  Based on (4.19), 

Δω for the n, (n-1),···,(n-Nw/2+1) sampling instants can also be obtained from a window 

size of Nw/2 samples of the instantaneous phase angle and is given by 
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(4.20) 

To reject the negative effects caused by high frequency disturbances, the average angular 

frequency deviation at the n sampling instant over a window size, Tw=NwTs, of Nw samples 

of the instantaneous phase angle can be obtained from (4.20) and is expressed by 

 
     
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   

        
  

          



 
(4.21) 

By replacing n with n-1, expression (4.21) can also be written as 
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(4.22) 

After subtracting (4.22) from (4.21), the following recursive expression is obtained. 

         1 1 12

4
1 2 /2w w

w s

n n n n N n N
N T

                        
(4.23) 

The recursive expression, as given by (4.23), can be used to estimate the time-varying 

fundamental frequency from the instantaneous phase angle over a window size equal to Tw. 

However, irrespective of the size of the window, only three samples of instantaneous phase 

angle are used for frequency estimation using (4.23) and hence the computational burden is 

constant. The transfer function of (4.23) in z-domain can be expressed by 

   
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        

(4.24) 

The magnitude responses of T2(z) for different window size are shown in Fig. 4.4. As it can 

be seen, T2(z) behaves like a DF with high frequency disturbance rejection capability. The 

even harmonics can be rejected from the estimated frequency when the window size is one 

fundamental time period. On the other hand, odd and even harmonics including the 

fundamental oscillations can be removed from the estimated frequency when the window 

size is two fundamental time periods. The proposed recursive DF can reject the oscillations 

at integer multiples of frequency of 2/Tw. The high frequency disturbance rejection 

capability is also improved when the window size is increased. However, if the window  
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Fig. 4.4  Magnitude responses of the transfer function T2(z) for different values of Tw. 
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size is fixed and the frequency is time-varying, the estimated frequency may contain ripple 

under harmonics. Therefore, a low-pass filter (LPF) can be cascaded with the fixed size 

window based recursive DF for better attenuation of the ripple from the estimated time-

varying fundamental frequency at the expense of a slower dynamic response. A 

computationally efficient IIR LPF can be used for this purpose. 

The implementation of the NTA-DF technique is shown in Fig. 4.5. As it can be seen, a 

second-order IIR BPF, NTA, DF and second-order IIR LPF are cascaded in series to 

estimate the fundamental frequency. Expressions (4.14), (4.17) and  (4.18) are 

implemented in the NTA block, as shown Fig. 4.5. In contrast with the NTA-DF, the NTA 

and least-squares (LS) based (NTA-LS) technique presented in [119] uses a sixth-order IIR 

BPF to reject harmonics from the input grid voltage waveform. The NTA is then used to 

obtain the DC offset, fundamental voltage amplitude and phase angle, where NTAJ
 
is a 3×3 

matrix and ΔXn is obtained by matrix multiplication and inversion operations. A moving 

window based LS principle is applied to estimate the frequency from the phase angle. The 

computational burden of the LS is increased with the increasing size of the window and 

vice versa. When compared with the NTA-LS technique [119], the proposed NTA reduces 

matrix dimensions and avoids matrix inversion operation. The DF also requires less 

computational effort as compared to the LS. Therefore, based on a same sampling 

frequency, the NTA-DF technique is computationally efficient for real-time 

implementation when compared with the NTA-LS one.  
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Fig. 4.5  Proposed NTA-DF technique to estimate the single-phase grid voltage 

fundamental frequency.   

4.2 Simulation Results 

The simulation performance of the proposed NTA-DF technique is reported in this 

section. The sampling frequency is chosen as 1.6 kHz, since the minimum sampling 

frequency, to capture the microscopic features of the load signature for nonintrusive load 
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monitoring in smart meters, can be used as 1.2-2.0 kHz [35, 37]. The window size of the 

recursive DF and cut-off frequency of the second-order IIR LPF are chosen as 40 ms and 

15 Hz, respectively. For evaluating the performance of the NTA-DF technique, the 

fundamental component of the grid voltage is distorted by harmonics, as given in Table 3.1 

of Chapter 3. The estimation of the fundamental frequency steps ±7.5 Hz using the NTA-

DF technique is shown in Fig. 4.6, where the grid voltage waveform contains 1.0 p.u. 

fundamental voltage amplitude, harmonics, as given in Table 3.1, and the frequency 

variation range is considered based on the IEC standard 61000-4-30 [85]. As it can be 

observed from Fig. 4.6, the settling time of the NTA-DF technique is around 3.5 

fundamental cycles and is lower than 0.2 s, which is the maximum phasor estimation time 

specified by the IEC standard 61000-4-7 [254]. 
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Fig. 4.6  Frequency step estimation under harmonics, as given in Table 3.1. (a) -7.5 Hz (50 

Hz to 42.5 Hz). (b) +7.5 Hz (50 Hz to 57.5 Hz). 

The steady-state error of the estimated fundamental frequency using the NTA-DF 

technique is shown in Fig. 4.7, where the grid voltage contains 1.0 p.u. fundamental 

amplitude, harmonics, as given in Table 3.1, and the fundamental frequency is varied from 
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42.5 Hz to 57.5 Hz. As it can be noticed, the NTA-DF technique can provide accurate 

estimation of nominal fundamental frequency. It can also be noticed that the estimation 

error increases as the deviation of fundamental frequency from its nominal value increases. 

However, the relative error of the estimated fundamental frequency range of 42.5 Hz to 

57.5 Hz  under 14.58% THD, as given in Table 3.1, remains inside the acceptable range 

(less than 0.03%) specified by the IEC standard 61000-4-7, where the relative error can be 

defined by (3.25). 
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Fig. 4.7  Steady-state frequency estimation error under harmonics, as given in Table 3.1.  

4.3 Real-Time Experimental Results 

The experimental performance of the proposed NTA-DF technique is compared with the 

NTA-LS one [119]. The experimental setup is presented in Section 1.3 of Chapter 1. The 

parameters of the NTA-DF and the NTA-LS techniques are given in Table 4.1. The settling 

time of the NTA-LS technique is around 13 fundamental cycles as reported in [119], 

however, is tuned to provide similar dynamics when compared with the NTA-DF one. 

Table 4.1  Parameters of the NTA-DF and NTA-LS techniques 

NTA-DF NTA-LS 

IIR BPF: fc =50 Hz and order=2. DF: Tw =40 ms. 

IIR LPF: order=2 and cut-off frequency=15 Hz. 

Ts=1/1600 s. 

IIR BPF: fc =50 Hz, order = 6 and 

bandwidth = 20 Hz. LS: Tw  = 40 ms. 

Ts=1/1600 s. 
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The performance of the NTA-DF and NTA-LS techniques is documented under 

following real-time case studies: 

i. Steady-state with DC offset and harmonics (Case-1) 

ii. Frequency step and harmonics (Case-2) 

iii. Frequency sweep and harmonics (Case-3) 

iv. Voltage sag and harmonics (Case-4) 

v. Voltage flicker and harmonics (Case-5) 

vi. Phase jump and harmonics (Case-6) 

vii. Notches, spikes and harmonics (Case-7) 

The fundamental component of the grid voltage waveforms presented in all the above case 

studies is distorted by harmonics, as given in Table 3.1. 

4.3.1 Case-1: Steady-State with DC Offset and Harmonics 

A steady-state grid voltage is distorted by 5% DC offset and harmonics, as given in 

Table 3.1. The grid voltage waveform and the estimation of the fundamental frequency 

using the NTA-DF and NTA-LS techniques are shown in Fig. 4.8(a) and (b), respectively. 

As it can be seen, both NTA-DF and NTA-LS techniques can provide accurate estimation 

of fundamental frequency in steady-state operation with DC offset and harmonics. 
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Fig. 4.8  Case-1: Steady-state with DC offset (5%) and harmonics. (a) Grid voltage 

waveform. (b) Fundamental frequency. 
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4.3.2 Case-2: Frequency Step and Harmonics 

In this case, the performance of the NTA-DF and NTA-LS techniques is compared 

under frequency step. A frequency step of -7.5 Hz (50 Hz to 42.5 Hz) is considered into a 

grid voltage waveform distorted by harmonics, as given in Table 3.1. Fig. 4.9 shows the 

estimation of the fundamental frequency step using the NTA-DF and NTA-LS techniques. 

As it can be noticed, the NTA-DF technique takes around 3.5 fundamental cycles settling 

time for tracking the frequency step and is similar to the simulation result presented in 

Table 4.1. Moreover, the NTA-DF technique generates less ripple in the estimation of 

fundamental frequency of 42.5 Hz when compared with the NTA-LS one, as can be seen 

from the magnified plot in Fig. 4.9. The steady-state relative error of the estimated 

fundamental frequency of 42.5 Hz obtained using the NTA-DF and NTA-LS techniques 

are 0.024% and 0.105%, respectively. As it can be seen, the NTA-DF technique meets the 

relative error criteria specified by the IEC standard 61000-4-7.  
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Fig. 4.9  Case-2: Frequency step (-7.5 Hz: 50 Hz to 42.5 Hz) and harmonics. 

4.3.3 Case-3: Frequency Sweep and Harmonics 

 For this case, the grid voltage contains frequency sweep and harmonics, as given in 

Table 3.1. A frequency sweep of +10 Hz/s up to 55 Hz is considered. The estimation of 

frequency sweep using the NTA-DF and NTA-LS techniques is shown in Fig. 4.10. As it 

can be noticed, both techniques can track the frequency sweep. However, it can be seen 

from the magnified plot in Fig. 4.10 that the NTA-DF technique shows less sensitivity to 

the presence of harmonics at steady-state for the estimation of 55 Hz as compared to the 
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NTA-LS technique. The steady-state relative error of the estimated fundamental frequency 

of 55 Hz obtained using the NTA-DF and NTA-LS techniques are 0.005% and 0.033%, 

respectively. As it can be observed, the NTA-DF technique can estimate the fundamental 

frequency of 55 Hz with a relative error less than 0.03%. 
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Fig. 4.10  Case-3: Frequency sweep (+10 Hz/s: 50 Hz to 55 Hz) and harmonics. 

4.3.4 Case-4: Voltage Sag and Harmonics 

A grid voltage sag of 50% and harmonics, as given in Table 3.1, is shown in Fig. 

4.11(a). The performance of the NTA-DF and NTA-LS techniques for the estimation of 

fundamental frequency during voltage sag is shown in Fig. 4.11(b). As it can be noticed, 

the performance of both techniques for fundamental frequency estimation is affected by 

voltage sag. However, the NTA-DF technique presents less undershoot/overshoot and 

converges more quickly to the actual value during voltage sag when compared with the 

NTA-LS technique, as can be noticed from Fig. 4.11(b). 

4.3.5 Case-5: Voltage Flicker and Harmonics 

In this case, the grid voltage is distorted by 2.5 Hz, ±0.10 p.u. triangular voltage flicker 

and harmonics, as given in Table 3.1. The distorted grid voltage waveform is shown in Fig. 

4.12(a). The estimation of the fundamental frequency using the NTA-DF and NTA-LS 

techniques under voltage flicker and harmonics is presented in Fig. 4.12(b). As it can be 

observed, the performance of both techniques is slightly affected by voltage flicker. 
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However, the performance of the proposed NTA-DF technique is less affected as 

compared to the NTA-LS one. 
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Fig. 4.11  Case-4: Voltage sag (50%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental frequency. 
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Fig. 4.12  Case-5: Voltage flicker (±10%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental frequency. 
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4.3.6 Case-6: Phase Jump and Harmonics 

The grid voltage waveform, as shown in Fig. 4.13(a), contains a -30° phase jump and 

harmonics, as given in Table 3.1. For this case, the estimation of the fundamental 

frequency is shown in Fig. 4.13(b). As it can be observed, the performance of both the 

NTA-DF and NTA-LS techniques is affected by phase jump.  
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Fig. 4.13  Case-6: Phase jump (-30°) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental frequency. 

4.3.7 Case-7: Notches, Spikes and Harmonics 

The grid voltage waveform, as shown in Fig. 4.14(a), contains notches, spikes and 

harmonics, as given in Table 3.1. The fundamental frequency estimation using the NTA-

DF and NTA-LS techniques is shown in Fig. 4.14(b). As it can be noticed, both techniques 

can provide accurate estimation of frequency during voltage notches and spikes.  

4.3.8 Computational Time 

In the DS1103 control board platform, the NTA-DF and NTA-LS techniques take 2.55 

μs and 3.45 μs turnaround time, respectively, for providing the real-time frequency 

estimation. Thus, the proposed NTA-DF technique takes 26.10% less time when compared 

with the NTA-LS one. 
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Fig. 4.14  Case-7: Notches, spikes and harmonics. (a) Grid voltage waveform. (b) 

Fundamental frequency. 

4.4 Conclusions 

A single-phase grid voltage fundamental frequency estimation technique has been 

reported in this chapter. The technique relies on a Newton-type algorithm and an infinite-

impulse-response differentiation filter. The proposed technique reduces matrix dimensions, 

avoids matrix inversion operation, is computationally efficient and also shows less 

sensitivity to the presence of harmonics when compared with the Newton-type algorithm 

and least-squares based technique. The technique can reject the negative effects caused by 

the presence of the DC offset and harmonics. It can also provide the estimation of a wide 

range of frequency variation and also meets the estimation error criteria specified by the 

standard. The presented experimental results have confirmed the effectiveness of the 

proposed technique for real-time fundamental frequency estimation. 
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Chapter 5  

Modulation and/or Demodulation Based 

Techniques 

This chapter presents three techniques based on modulation and/or demodulation to 

estimate the single-phase grid voltage fundamental frequency and/or amplitude. A 

fundamental frequency estimation technique relying on a voltage modulation and an 

algorithm based on three consecutive samples is presented in Section 5.1. Section 5.2 

describes a demodulation and a differentiation filter based technique for the estimation of 

fundamental frequency. A modified demodulation based technique to estimate the 

fundamental voltage amplitude and frequency is described in Section 5.3. Selected 

simulation and/or experimental results are presented after the description of each 

technique. Finally, the conclusions are presented in Section 5.4.Equation Chapter 5 Section 1 

5.1 Power System Frequency Estimation using A Voltage Modulation 

and Three Consecutive Samples Based Technique  

A technique based on three consecutive samples (3CS) of a modulated voltage 

waveform is described in this section to estimate the single-phase grid voltage fundamental 

frequency under distorted grid conditions. The block diagram of the proposed fundamental 

frequency estimation technique is shown in Fig. 5.1, where v is the grid voltage, n is the 

sampling instant, vm is the modulated grid voltage and f̂  
is the estimated fundamental 

frequency. As it can be seen, the grid voltage waveform is modulated by using a 

modulating function (MF) strategy for rejecting the negative effects caused by DC offset 

and harmonics. The 3CS of the modulated voltage waveform is then used to estimate the 

fundamental frequency.  

Voltage  mv n v n
Modulation

Frequency
Estimation
using 3CS

 f̂ n

 

Fig. 5.1  Block diagram of the proposed 3CS based frequency estimation technique. 
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5.1.1 3CS Based Frequency Estimation 

For simplicity, the single-phase grid voltage waveform can be expressed by 

     0 1v n v n v n           (5.1) 

where v0 is the DC offset, v1 is the fundamental voltage component and is expressed by 

        1 1 1sin sv n A n n nT n    

where A1 is the fundamental voltage amplitude,  =2πf is the fundamental angular 

frequency, f is the fundamental frequency, Ts is the sampling period and θ1 is the initial 

phase angle.  

The following relation can be obtained from (5.1) when the DC offset is zero (v0=0) and 

the parameters are constant within the 3CS of the fundamental voltage component [78, 

127, 236, 237]. 

       2 2 1 cos 2 sv n v n v n fT     

  ( )c n d n r                (5.2) 

where    

     2c n v n v n    

   2 1d n v n   

  cos 2 sr fT  

The above relation based on the 3CS of the grid voltage fundamental component can be 

used to estimate the value of r and f [78, 127, 236, 237]. However, the relation (5.2) is not 

true when the grid voltage fundamental component contains nonzero DC offset (i.e. v0≠0). 

Nevertheless, the following relation is always true whether the grid voltage fundamental 

component contains zero or nonzero DC offset. 

     1 1 ( )c n d n r                         (5.3) 

where  

           1 1 1 2c n v n v n    
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       1 12 1d n v n   

and superscript ‘1’ indicates first-order derivative with respect to time. Equation (5.3) can 

be used to estimate the value of r and f from the grid voltage fundamental component 

with/without DC offset. However, the estimation of f using (5.3) is sensitive to the change 

of the fundamental parameters within the 3CS of the grid voltage [78, 127, 236, 237]. 

Equation (5.3) is also ill-conditioned when v(1)(n-1)=0. Moreover, the estimation of 

frequency using (5.3) is not suitable for the grid voltage containing disturbances such as 

harmonics and noise [78, 127, 236, 237]. Additionally, the differentiation operation 

increases the negative effects caused by the presence of high frequency disturbances. The 

above shortcomings of the 3CS based fundamental frequency estimation technique can be 

rejected by using an integration based MF strategy [246, 248].  

5.1.2 Proposed 3CS Based Frequency Estimation Technique 

The MF can be denoted by φ(t), where t indicates time in continuous domain. The MF 

can be differentiated S times {φS(t)}. The th  derivative of the MF over a finite time 

interval [0, Tw] satisfies the following condition. 

   ( ) ( )0 0S S wT   

           
(5.4) 

where =0,1,2,…,S-1 and Tw is the size of the window. The continuous time grid voltage, 

as denoted by v(t), can be modulated by taking the inner product with the MF. The 

modulated grid voltage over the time window (Tw) can be expressed by  

   
0

,
wT

S Sv v t t dt  
           

(5.5) 

The modulation relation, as given by (5.5), also holds for the th  derivative of the grid 

voltage  { ( )}v t
 and can be expressed by [246, 248] 

       
0

,
wT

S Sv v t t dt   

                           
(5.6) 

The above integration based MF strategy can reject the negative effects caused by the high 

frequency disturbances present in the grid voltage. The high frequency disturbance 

rejection capability is also improved when the window size is increased. After the 

modulation, the boundary conditions of the grid voltage are set by the terminal conditions 
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of the MF, which make it possible to transfer the differentiation operation from the grid 

voltage on to the MF. The interchange of differentiation operation between the grid voltage 

and the MF can be expressed by 

     , 1 ,S Sv v  
 

            
(5.7) 

The interchange of the differentiation operation from the grid voltage on to the MF, as 

given by (5.7), helps to eliminate the requirement of differentiating the grid voltage 

distorted by high frequency disturbances.  

In continuous time domain, equation (5.3) can be expressed as 

     1 1 ( )c t rd t                    (5.8) 

Therefore, based on (5.6), equation (5.8) can be modulated and is expressed by 

           1 1

0 0

w wT T

S Sc t t dt r d t t dt  
                

(5.9) 

Based on (5.7), equation (5.9) can also be expressed by 

       (1) (1)

0 0

w wT T

S Sc t t dt r d t t dt  
           

(5.10) 

For implementing on a digital signal processor, the continuous time domain integration 

based MF strategy, as given by (5.10), can be expressed in discrete domain, where t  can be 

discretised by st nT . Therefore, the simplified discrete form of (5.10) can be written as 

           
1 1

1 1

0 0

 
w wN N

S S
l l

c n l l r c n l l 
 

 

     

   C n rD n                 (5.11) 

where  
 

       
1

1

0

 
wN

S
l

C n c n l l




   

       
1

1

0

wN

S
l

D n d n l l




   

and Nw=Tw/Ts is the number of samples in the integration window of time duration Tw. It 

can be seen form (5.11) that a first-order time derivative ( 1)  of the MF is required and 

hence the value of S has to satisfy the condition S≥2.  
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The value of r and f can be obtained from (5.11), which can reject the negative effects 

caused by the DC offset and harmonics present in the grid voltage. However, equation 

(5.11) is ill-conditioned to estimate the frequency when the instantaneous value of D(n) is 

zero [78, 127, 236, 237]. To avoid this shortcoming of (5.11), a recursive algorithm can be 

used and is presented below [246]. 

 The value of r at the n sampling instant (rn) can be obtained by minimizing an index 

function n  given by 

    2

0

1

2

n
n a

n n
a

C a r D a 



  
   

(5.12) 

where   is a constant parameter in the interval [0,1]. The parameter   represents a 

forgetting factor to exponentially discard the old data in the recursive scheme, which 

means that the most recent measurements have a higher weight as compared to that of the 

old measurements. The low value of   increases the dynamic capability of the technique 

to track the time-varying fundamental frequency [246]. The value of rn which minimizes Jn 

can be obtained from the following condition 

0n
n

d

dr
 

                          
(5.13) 

The differentiation of the index function n  with respect to rn can be expressed by  

      
0

n
n a

n n
an

d
C a r D a D a

dr
 



  
   

(5.14) 

Based on the condition (5.13), the value of rn can be obtained from (5.14) and is given by  

   

  
0

2

0

n
n a

a
n n

n a

a

C a D a
r

D a
















     
(5.15) 

Equation (5.15) can also be represented as a recursive form and is given by  

   1 1n n
n

n

r C n D n
r




  


       
(5.16) 

where    
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     2 2

1
0

n
n a

n n
a

D a D n  




    

The grid voltage fundamental frequency at the n sampling instant can be estimated by  

 
1cos ( )ˆ

2
n

s

r
f n

T




          

(5.17) 

Equation (5.17) can be used to estimate the time-varying fundamental frequency from a 

non-periodic single-phase grid voltage distorted by DC offset and harmonics. The 

implementation of (5.17) is shown in Fig. 5.2. As it can be noticed, C(n) and D(n) are the 

outputs of two discrete-time finite-impulse-response (FIR) filters, where the inputs of the 

filters are c(n) and d(n), respectively. The coefficients of the FIR filters are the same and 

determined by the MF  1 ( ),S l  where l=0,1,2,…,Nw-1 and S≥2. As the coefficients of the 

FIR filters are the same, and c(n) and d(n) are also linearly related with the grid voltage 

samples v(n), hence only one FIR filter can be used to filter v(n) instead of filtering c(n) 

and d(n) separately. Therefore, the simplified form of the proposed 3CS based frequency 

estimation technique is presented in Fig. 5.3. 
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Fig. 5.2  Proposed 3CS based technique for the estimation of single-phase grid voltage 

fundamental frequency. 
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Fig. 5.3  Simplified form of the proposed 3CS based technique, as shown in Fig. 5.2, for 

the estimation of single-phase grid voltage fundamental frequency. 
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The coefficients of the FIR filter are obtained from a spline type MF. The th  derivative 

of the spline function with maximum derivative order S and characteristics time Tc=Tw/S 

can be expressed by [246] 

   
   

   

0

0

1  for =0,1,..., -1

1  for  =                

S
b

b s c
b

S S
b

s c
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and δ(lTs) is the Dirac delta function.   

5.1.3 Simulation Results 

The simulation performance of the proposed 3CS based technique is documented in this 

subsection. The parameters of the technique are given in Table 5.1. The estimations of ± 

7.5 Hz fundamental frequency steps using the proposed technique are shown in Fig. 5.4, 

where the grid voltage contains 1.0 p.u. fundamental voltage amplitude and 10.67% total 

harmonic distortion (THD), as given in Table 5.2. The harmonics, as given in Table 5.2, 

are chosen in accordance with the European standard EN-50160 [78, 255]. As it can be 

noticed from Fig. 5.4, the proposed 3CS based technique takes around two fundamental 

cycles as settling times for tracking the -7.5 Hz and +7.5 Hz frequency steps, respectively. 

The steady-state performance of the proposed technique for fundamental frequency 

estimation is shown in Fig. 5.5, where the grid voltage waveform contains 1.0 p.u. 

fundamental voltage amplitude, 10.67% THD, as given in Table 5.2, and the fundamental 

frequency is varied from 42.5 Hz to 57.5 Hz based on the specification of IEC standard 

61000-4-30 [85]. As it can be noticed, the estimation error increases when the negative 

deviation of fundamental frequency increases from its nominal value. However, the 

estimation error decreases as the positive deviation of fundamental frequency increases 

from its nominal value. The relative error of the estimated fundamental frequency range of 

42.5 Hz to 57.5 Hz is less than 0.03% and remains inside the acceptable range, as specified 

by the IEC standard 61000-4-7 [254], where the relative error can be defined by (3.25). 
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Table 5.1  Parameters of the proposed 3CS based technique 

Tw=40ms fs=5.0 kHz Nw=200 S=6 0.96   
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Fig. 5.4  Frequency steps estimation under harmonics, as given in Table 5.2. (a) -7.5 Hz 

(50 Hz to 42.5 Hz). (b) +7.5 Hz (50 Hz to 57.5 Hz). 

 

Table 5.2  Harmonic as a percentage of fundamental component in accordance with the 

European standard EN-50160 

Harmonics THD 

3rd 5th 7th 9th 11th 13th 15th 17th 10.67% 

5.0% 6.0% 5.0% 1.5% 3.5% 3.0% 0.5% 2.0% 
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Fig. 5.5  Frequency error estimation at steady-state operation with harmonics, as given in 

Table 5.2.  

Fig. 5.6 shows a +7.5 Hz frequency step estimation under harmonics, as given in Table 

5.2, using the conventional 3CS based technique reported in [78], where a high-order FIR 

filter is designed at fs=5 kHz and a threshold value of ±0.005 p.u. for the middle sample is 

considered for removing the ill-condition of the technique. As it can be seen, the technique 

presents unwanted oscillations during frequency step. However, a low-pass filter (LPF) can 

be used to reduce these oscillations, as can be noticed in Fig. 5.6, where the LPF-1 is an 

infinite-impulse response (IIR) filter of second-order and cut-off frequency of 100 Hz. A 

more accurate frequency estimation can be obtained by reducing the cut-off frequency of 

the LPF at the expense of slower dynamic response, as it can also be seen in Fig. 5.6, 

where the cut-off frequency of the second-order IIR LPF-2 is 40 Hz. The conventional 

technique with LPF-2 takes around two fundamental cycles as settling time during  
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Fig. 5.6  Frequency step (+7.5 Hz: 50 Hz to 57.5 Hz) estimation under harmonics, as given 

in Table 5.2, using the conventional 3CS based technique. 
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frequency step and is used in the next section for experimental performance comparison 

with the proposed technique under similar frequency dynamic condition. 

5.1.4 Real-Time Experimental Results 

In this subsection, the performance of the proposed technique is compared with the 

conventional one [78] on a real-time experimental setup. The experimental setup is 

presented in Section 1.3 of Chapter 1. The performance of the proposed and conventional 

3CS based techniques is compared under following case studies: 

i. Steady-state with DC offset and harmonics (Case-A1) 

ii. Frequency step and harmonics (Case-A2) 

iii. Frequency sweep and harmonics (Case-A3) 

iv. Voltage sag and harmonics (Case-A4) 

v. Voltage flicker and harmonics (Case-A5) 

vi. Phase jump and harmonics (case-A6)  

vii. Notches, spikes and harmonics (case-A7)  

In all the above case studies, the grid voltage fundamental component contains 10.67% 

THD, as given in Table 5.2. 

5.1.4.1 Case-A1: Steady-State with DC Offset and Harmonics 

The grid voltage waveform, as shown in Fig. 5.7(a), contains 5% DC offset and 10.67% 

THD, as given in Table 5.2. The fundamental frequency estimation using the proposed and 

conventional 3CS based techniques is shown in Fig. 5.7(b). As it can be seen, the 

conventional technique generates low frequency ripple in the frequency estimation due to 

the presence of DC offset. On the other hand, the proposed technique is less affected by 

DC offset and harmonics when compared with the conventional one. The relative error of 

the nominal fundamental frequency estimation using the proposed technique is 0.008% and 

is less than the acceptable error threshold specified by the standard IEC 61000-4-7. 

5.1.4.2 Case-A2: Frequency Step and Harmonics 

In this case, the performance of the proposed and conventional 3CS based techniques is 

documented for a fundamental frequency step including 10.67% THD, as given in Table 

5.2. A +7.5 Hz fundamental frequency step is considered in a harmonically distorted grid 
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voltage waveform. The estimation of the fundamental frequency step using the proposed 

and conventional 3CS based techniques is depicted in Fig. 5.8. As it can be observed, both 

techniques provide similar dynamics. However, the proposed technique offers more 

accurate estimation of off-nominal frequency (57.5 Hz) at steady-state when compared 

with the conventional one, as it can be noticed from the magnified plot in Fig. 5.8. Similar 

to the simulation result presented in Fig. 5.5, the steady-state relative errors of the 

fundamental frequency of 50 Hz and 57.5 Hz estimation under harmonics using the 

proposed technique are 0.008% and 0.0019%, respectively, and are less than the error 

threshold set by the standard IEC 61000-4-7. 
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Fig. 5.7  Case-A1: steady-state with DC offset (5%) and harmonics. (a) Grid voltage 

waveform. (b) Fundamental Frequency. 
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Fig. 5.8  Case-A2: frequency step (+7.5 Hz: 50 Hz to 57.5 Hz) and harmonics. 



85 
 

5.1.4.3 Case-A3: Frequency Sweep and Harmonics 

A -10 Hz/s fundamental frequency sweep down to 42.5 Hz is considered into a grid 

voltage waveform distorted by harmonics, as given in Table 5.2. The estimation of the 

fundamental frequency sweep using the proposed and conventional 3CS based techniques 

is shown in Fig. 5.9. As it can be observed, both proposed and conventional techniques can 

track the frequency sweep under harmonics. Nevertheless, when compared with the 

conventional technique, the proposed one provides more accurate estimation of 42.5 Hz at 

steady-state, which is depicted by the magnified plot in Fig. 5.9. Similar to the simulation 

result presented in Fig. 5.5, the steady-state relative error of the fundamental frequency of 

42.5 Hz estimation under harmonics using the proposed technique is 0.0299% and meets 

the error criteria specified by the standard IEC 61000-4-7. 
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Fig. 5.9  Case-A3: frequency sweep (-10 Hz/s: 50 Hz to 42.5 Hz) and harmonics. 

5.1.4.4 Case-A4: Voltage Sag and Harmonics 

The performance of the proposed and conventional 3CS based techniques under a 50% 

voltage sag and 10.67% THD, as given in Table 5.2, is presented in Fig. 5.10(b), where the 

corresponding grid voltage waveform is shown in Fig. 5.10(a). As it can be seen, the 

conventional technique is more sensitive to the voltage sag and presents large oscillations 

in the estimation of fundamental frequency as compared to the proposed one. 

5.1.4.5 Case-A5: Voltage Flicker and Harmonics 

The performance of the proposed and conventional 3CS based techniques under voltage 

flicker and harmonics, as given in Table 5.2, is shown in Fig. 5.11(b). The grid voltage 
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waveform, as shown in Fig. 5.11(a), contains 2.5 Hz and ±0.05 p.u. triangular voltage 

flicker and 10.67% THD. As it can be seen, the conventional technique presents a steady-

state error during the voltage flicker while the proposed one only generates some ripple. 
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Fig. 5.10  Case-A4: voltage sag (50%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental Frequency. 
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Fig. 5.11  Case-A5: voltage flicker (±5%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental Frequency. 
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5.1.4.6 Case-A6: Phase Jump and Harmonics 

The grid voltage waveform, as shown in Fig. 5.12(a), contains a -30° phase jump and 

harmonics, as given in Table 5.2. The estimation of the fundamental frequency using both 

proposed and conventional 3CS based techniques is shown in Fig. 5.12(b). As it can be 

noticed, both proposed and conventional techniques are affected by the phase jump and 

present undershoot in the estimation of frequency. 
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Fig. 5.12  Case-A6: phase jump (-30°) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental Frequency. 

5.1.4.7 Case-A7: Notches, Spikes and Harmonics 

The grid voltage waveform, as shown in Fig. 5.13(a), contains notches, spikes and 

harmonics, as given in Table 5.2. For this case, the performance of the proposed and 

conventional techniques is shown in Fig. 5.13(b). As it can be observed, the performance 

of the proposed technique is not affected by the notches and spikes. On the other hand, the 

conventional technique provides a steady-state error in the estimation of frequency. 
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Fig. 5.13  Case-A7: notches, spikes and harmonics. (a) Grid voltage waveform. (b) 

Fundamental Frequency. 

5.2 Power System Frequency Estimation using A Demodulation and 

Differentiation Filter Based Technique 

In this section, a demodulation and a differentiation filter (DF) based technique is 

documented for estimating the single-phase grid voltage fundamental frequency under 

distorted grid conditions. The block diagram of the proposed fundamental frequency 

estimation technique is shown in Fig. 5.14, where 1 1( ) ( ) ( )sn n nT n      is the initial 

phase angle 1( )  plus instantaneous phase angle { ( ) }sn nT  corresponding to 

fundamental angular frequency deviation ( ) , ̂
 
is the estimated fundamental angular 

frequency deviation, 0
 
is the nominal fundamental angular frequency and ̂

 
is the 

estimated fundamental angular frequency. As it can be seen, the demodulation method is 

used to obtain the phase angle and is then differentiated using a FIR DF to estimate the  

Demodulation
Method

 1 n
 v n

 ˆ n
FIR Differentiation

Filter
0

 ˆ n


1/2π

 f̂ n

 

Fig. 5.14  Block diagram of the proposed demodulation and DF based technique for single-

phase grid voltage fundamental frequency estimation. 
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fundamental angular frequency deviation. The estimated angular frequency deviation is 

added with the nominal value to obtain the actual fundamental angular frequency. 

5.2.1 Instantaneous Phase Angle Estimation 

The generalised expression of a single-phase grid voltage distorted DC offset and 

harmonics is expressed by 

        0 0
1,2,..

sin
M

i s i
i

v n v n A n i nT n 


  
  

(5.19)
 

where M is the maximum order of harmonics, and Ai and ( ) ( ) ( )i s in i n nT n      are 

the amplitude and initial phase angle (θi) plus instantaneous phase angle { ( ) }si n nT
 

corresponding to angular frequency deviation iΔω of the iω (i=1,2,..,M) angular frequency 

component, respectively. The grid voltage, as expressed by (5.19), can be demodulated by 

the trigonometric functions sin(ω0nTs) and cos(ω0nTs), respectively, at the nominal 

fundamental frequency [203, 204, 212]. The demodulated grid voltage can be expressed by 

(5.20) and (5.21), respectively. 

            1
1 0 1 1 0 0 0 0= sin = cos + , 2 ,  2 , 2 3 ,...

2S s S

A n
v n v n nT n D             

(5.20) 

            1
1 0 1 1 0 0 0 0= cos = sin + , 2 ,  2 , 2 3 ,...

2C s C

A n
v n v n nT n D             

(5.21) 

where D1S and D1C are functions of oscillations at angular frequencies 

0 0 0 0, 2 ,  2 ,2 3 ,...            . Both D1S and D1C contain oscillation at angular 

frequency 2ω0+Δω with amplitude A1/2 due to the demodulation of fundamental voltage 

component. On the other hand, the presence of the DC offset and harmonics introduce 

oscillations at angular frequencies ω0 and h(ω0+Δω)±ω0 with amplitudes v0 and Ah/2, 

respectively, where Ah is the amplitude of the hth harmonic component and h=2,3,..,M. 

Thus, two LPFs with a cut-off frequency less than 0 2    ( 0)   can be used to 

reject the oscillations D1S and D1C, respectively. Therefore, the outputs of the LPFs can be 

approximated by (5.22) and (5.23), respectively. 
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      1
1 1cos

2SF

A n
v n n

    
(5.22) 

       1
1 1sin

2CF

A n
v n n

    
(5.23) 

The instantaneous phase angle can be obtained from (5.22) and (5.23), and is expressed by  

       
 

11
1

1 unwrapped

tan CF

SF

v n
n

v n
      

  
   (5.24) 

where the subscript “unwrapped” indicates that the estimated sawtooth phase angle is 

unwrapped. 

5.2.2 Fundamental Frequency Estimation 

The deviation of fundamental angular frequency can be obtained from the estimated 

instantaneous phase angle using a differentiation operation and is given by [130, 204, 205] 

       1
1 1

d
t t t

dt
    

    
(5.25) 

However, the frequency estimation using (5.25) is sensitive to the presence of high 

frequency disturbances in the instantaneous phase angle [205]. The MF strategy, as 

presented in Subsection 5.1.2, can also be applied on (5.25) to reject the negative effects 

caused by high frequency disturbances present in the instantaneous phase angle [246-248]. 

Therefore, based on (5.6), expression (5.25) can be modulated and is expressed by  

       (1)
10 0

w wT T

S St t dt t t dt                   (5.26) 

Based on (5.7), equation (5.26) can be written as 

         1
10 0

w wT T

s St t dt t t dt                  (5.27) 

Let us assume that Δω(t) is a constant value within a time window (Tw) and the discrete 

form of (5.27) can be expressed by  

         
1 1

1
1

0 0

w wN N

s S
l l

n l n l l   
 

 

                     (5.28) 
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The instantaneous fundamental angular frequency deviation can be estimated from (5.28) 

and is given by 

 
   

 
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Based on a moving window of fixed length Tw, equation (5.29) can also be expressed as 
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1 3
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where  
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It can be seen from (5.30) that ˆ ( )n  is the output of a FIR DF whose coefficients are 

determined by T3(l), l=0,1,2,…,Nw-1, where the input of the DF is 1( )n . Thus, the actual 

time-varying fundamental frequency can be estimated by 

     0
ˆ ˆˆ
2 2

n n
f n

  
 

 
        (5.31) 

A spline type MF, as given by (5.18), is used to get the coefficients of the FIR DF. For 

different values of Tw, S and Tc, the magnitude responses of the proposed and ideal DFs are 

shown in Fig. 5.15 and Fig. 5.16, respectively. As it can be seen, the performance of the 

ideal DF will be affected due to the high frequency disturbances present in the 

instantaneous phase angle. However, it can be seen that the proposed DF can reject the 

high frequency disturbances from the phase angle. Moreover, multiple notches are 

observed in the magnitude responses of the proposed DF. The positions of the notches are 

determined by the characteristics time Tc of the MF. The positions of the notches occur at 

multiples of the frequency 1/Tc. Fig. 5.16 shows that for a constant characteristics time 

Tc=20ms but different values of S and Tw, the notches occur at multiples of 50 Hz 

(=1/0.02). Therefore, all the harmonics including the fundamental oscillations at nominal 

frequencies can be rejected completely from the estimated frequency using the proposed 

FIR DF with Tc=20ms. During the time-varying frequency cases, the fundamental and  
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Fig. 5.15  Magnitude responses of the ideal and proposed DFs for different values of Tc 

and Tw, where S is constant and Ts=0.1ms. 
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Fig. 5.16  Magnitude responses of the ideal and proposed DFs for constant value of Tc and 

different values of Tw, where S is varied and Ts=0.1ms. 

harmonic oscillations can also be rejected completely if the value of Tc is updated and 

made equal to the actual fundamental time period. Moreover, as the value of Tw is 
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increased, the high frequency disturbance rejection capability is improved, as can be seen 

in Fig. 5.15 and Fig. 5.16. However, the high value of Tw causes a slower dynamic 

response and also increases the computational burden of the proposed DF. 

The magnitude responses of a conventional FIR DF [205] for different values of Tw are 

shown in Fig. 5.17. As it can be seen, similar to the proposed DF, the high frequency 

disturbance rejection capability of the conventional DF is enhanced as the value of Tw is 

increased. Moreover, multiple notches are observed in the magnitude response of the 

conventional DF. The position of the initial notch occur at 71.52 Hz, 35.76 Hz and 23.84 

Hz for the window size of Tw=20ms, 40ms and 60ms, respectively, as can be noticed in 

Fig. 5.17. The frequency difference between two consecutive notches is equal to 1/Tw. 

Therefore, the positions of the notches are occurred at 71.52+χ/Tw Hz, 35.76+χ/Tw Hz and 

23.84+χ/Tw Hz, where χ=0,1,2,3…., for Tw=20ms, 40ms and 60ms, respectively. However, 

unlike the proposed DF, the positions of the notches in the magnitude response of the 

conventional DF are not at the integer multiples of 1/Tw. As the positions of the notches in 

the magnitude response of the conventional DF are not at the fundamental and harmonic 

frequencies, a large value of Tw has to be chosen to reject the disturbances at fundamental 

and harmonic frequencies present in the phase angle, thus increasing the computational 

burden and slower the dynamic response of the conventional DF based technique. 
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Fig. 5.17  Magnitude responses of the ideal and conventional DFs for Ts=0.1ms and 

different values of Tw. 
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The implementation of the proposed fundamental frequency estimation technique is 

shown in Fig. 5.18. As it can be seen, the unwrapped instantaneous phase angle 

corresponding to the fundamental angular frequency deviation is estimated using the 

demodulation method. The DF is then used to estimate the fundamental angular frequency 

deviation. It can be seen from Fig. 5.18 that there are no interdependent loops, thus leading 

to a robust frequency estimation technique.  

 0cos snT

 LPF 1Cv n

 v n

 0sin snT

 LPF

1/2π

 1
1 1 unwrapped

tan /CF SFv v  1 n
      ( 1)1

3 3 30 1 ... 1 wN
wT T z T N z     

 ˆ n


 ˆ n  f̂ n

0FIR Differentiation Filter

 1Sv n

 1CFv n

 1SFv n
 

Fig. 5.18  Proposed demodulation and DF based single-phase grid voltage fundamental 

frequency estimation technique. 

5.2.3 Simulation Results 

The performance of the proposed technique is documented for a frequency step in the 

grid voltage fundamental component. The cut-off frequency and order of two IIR LPFs are 

chosen as 30 Hz and 2, respectively. According to the European standard EN-50160 [255], 

under normal operating conditions the mean value of the fundamental frequency measured 

over 10 s shall be within a range of 50 Hz -6/+4 % (i.e. 47 Hz to 52 Hz) during 100 % of 

the time, for systems with synchronous connection to an interconnected system. The 

estimations of +2 Hz and -3 Hz fundamental frequency steps using the proposed technique 

for different fixed size window (Tw=40ms, 60ms and 80ms, respectively) with same 

characteristics time (Tc=20ms) of the DF are shown in Fig. 5.19. The settling times for the 

+2 Hz and -3 Hz frequency steps and the estimated errors at frequencies 50 Hz, 52 Hz and 

47 Hz are also given in Table 5.3. As it can be noticed, the proposed technique can provide 

accurate estimation of nominal fundamental frequency for three different window sizes 

respectively. On the other hand, the proposed technique with smaller size window can 

provide faster estimation of frequency step and vice versa. However, the error of the 

estimated off-nominal frequency increases as the window size decreases and vice versa. 
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Fig. 5.19  Estimation of fundamental frequency steps (a) +2 Hz (50 Hz to 52 Hz) and (b) -3 

Hz (50 Hz to 47 Hz) using the proposed demodulation and DF based technique, where 

Ts=0.1ms, IIR LPFs cut-off frequency=30 Hz and order=2. 

 
Table 5.3  Settling time for +2 Hz (50 Hz to 52 Hz) and -3 Hz (50 Hz to 47 Hz) frequency 

steps and estimated errors at frequencies 50 Hz, 52 Hz and 47 Hz 

Window 
Size (ms) 

Settling Time (ms) Frequency Error (Hz) 

+2 Hz (50 Hz to 
52 Hz) 

-3 Hz (50 Hz to 
47 Hz) 

50 Hz 52 Hz 47 Hz 

40 2.5 fundamental cycles 0.0000 0.0132 0.0353 

60 3.25 fundamental cycles 0.0000 0.0005 0.0022 

80 4.0 fundamental cycles 0.0000 0.0000 0.0001 
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The error of the estimated fundamental frequency at steady-state using the proposed 

technique for different window size (Tw=40 ms, 60 ms and 80 ms, respectively) of the DF 

is shown in Fig. 5.20, where the fundamental voltage amplitude is 1.0 p.u. and the 

fundamental frequency is varied from 45 Hz to 55 Hz based on the specification of the 

IEEE standard C.37.118.1 for phasor measurement units (PMUs) [29, 31, 32]. As it can be 

noticed, the proposed technique with DF window size equal to 80 ms can be used to 

estimate the fundamental frequency range of 45 Hz to 55 Hz with an error less than 0.005 

Hz. Moreover, the proposed technique with DF window size equal to 60 ms can be used to 

estimate the fundamental frequency range of 47 Hz to 52 Hz, as specified by the standard 

EN-50160, with an error less than 0.005 Hz, as can be seen in Fig. 5.20. 
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Fig. 5.20  Frequency estimation error using the proposed technique for different window 

size (Tw=40ms, 60ms and 80ms, respectively) of the DF. 

The performance comparison of the proposed DF, the conventional DF [205] and a Kay 

filter [29, 31, 256] based techniques with a window size of equal to 60 ms for fundamental 

frequency estimation is shown in Fig. 5.21, where the instantaneous phase angle for all the 

techniques is obtained using the demodulation method presented in Subsection 5.2.1. As it 

can be seen, the conventional DF and Kay filter based techniques provide similar results. 

However, when compared with the conventional DF and Kay filter based techniques, the 

proposed DF based one can provide improved estimation of fundamental frequency except 

around 54 Hz, as can also be noticed in Fig. 5.21. 
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Fig. 5.21  Frequency estimation error using the proposed DF, conventional DF and Kay 

filter based techniques with Tw=60 ms, where the phase angle is estimated by using the 

same demodulation method. 

5.2.4 Real-Time Experimental Results 

The experimental performance of the proposed technique is compared with the 

conventional DF based technique [205]. The experimental setup is described in Section 1.3 

of Chapter 1. The instantaneous phase angle i.e. the inputs of both proposed and 

conventional DFs are estimated using the same demodulation method for single-phase 

voltage system. The parameters of both techniques are given in Table 5.4. 

Table 5.4  Parameters of the proposed and conventional DF based techniques 

Proposed DF based Technique Conventional DF based Technique 

Tw=60ms, Ts=0.1ms, Nw=600, S=3 and Tc=20ms Tw=60ms, Ts=0.1ms and Nw=600 

Demodulation method: IIR LPFs cut-off frequency=30 Hz and order=2 

The performance of both techniques is documented under the following case studies. 

i. Steady-state with harmonics (Case-B1) 

ii. Steady-state with DC offset and harmonics (Case-B2) 

iii. Frequency step and harmonics (Case-B3) 

iv. Frequency sweep and harmonics (Case-B4) 

v. Voltage sag and harmonics (Case-B5) 
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vi. Voltage flicker and harmonics (Case-B6) 

vii. Phase jump and harmonics (Case-B7) 

The fundamental component of the grid voltage waveform presented in the above case 

studies is distorted by harmonics, as given in Table 5.5. The harmonics, as given in Table 

5.5, introduce 7.42% THD into the grid voltage fundamental component. 

Table 5.5  Harmonics as a percentage of fundamental component 

Harmonics THD 

3rd 5th 7th 9th 11th 7.42% 

5.0% 4.0% 3.0% 2.0% 1.0% 

 

5.2.4.1 Case-B1: Steady-State with Harmonics 

A steady-state real-time grid voltage waveform containing harmonics, as given in Table 

5.5, is shown in Fig. 5.22(a). The estimation of the fundamental frequency at steady-state 

using the proposed and conventional DF based techniques is shown in Fig. 5.22(b). As it  
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Fig. 5.22  Case-B1: Steady-state with harmonics. (a) Grid voltage waveform. (b) 

Fundamental frequency. 
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can be noticed, the conventional DF is affected by the oscillations introduced by the 

demodulation method at around double the fundamental frequency. On the other side, the 

proposed DF based technique provides accurate estimation of nominal fundamental 

frequency as the notch characteristics have been tuned to reject all the nominal harmonic 

oscillations present in the phase angle. 

5.2.4.2 Case-B2: Steady-State with DC Offset and Harmonics  

Fig. 5.23(a) shows a grid voltage waveform distorted by 5% DC offset and harmonics, 

as given in Table 5.5. The estimation of the fundamental frequency using the proposed and 

conventional DF based techniques is shown in Fig. 5.23(b). The demodulation of the DC 

offset produces oscillation at the same frequency as the nominal fundamental frequency. 

As it can be seen from Fig. 5.23(b), the proposed technique can reject this oscillation due 

to a notch tuned at the nominal fundamental frequency. On the other hand, after comparing 

the results between Fig. 5.22(b) and Fig. 5.23(b), it can be noticed that the performance of 

the conventional DF is affected by the oscillation caused by the DC offset. 
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Fig. 5.23  Case-B2: Steady-state with DC offset (5%) and harmonics. (a) Grid voltage 

waveform. (b) Fundamental frequency. 
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5.2.4.3 Case-B3: Frequency Step and Harmonics 

In this case, the dynamic performances of the proposed and conventional DF based 

techniques are compared for a fundamental frequency step of +2 Hz and harmonics, as 

given in Table 5.5. Fig. 5.24 depicts the estimation of the frequency step. As it can be 

observed, the settling time and the estimation error of the proposed technique are around 

3.25 fundamental cycles and 0.0006 Hz, respectively, which are similar to the simulation 

results provided in Table 5.3 for a window size of 60 ms. As compared to the conventional 

DF based technique, the proposed technique takes equal settling time for tracking the 

frequency step while being less affected by the oscillations caused by the demodulation. 
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Fig. 5.24  Case-B3: Frequency step (+2 Hz: 50 Hz to 52 Hz) and harmonics. 

5.2.4.4 Case-B4: Frequency Sweep and Harmonics 

For this case, the grid voltage contains harmonics, as given in Table 5.5, and a frequency 

sweep of -10 Hz/s down to 47 Hz is considered. The estimation of the frequency using 

both proposed and conventional DF based techniques is shown in Fig. 5.25. As it can be 

seen, both techniques can track the frequency sweep. Similar to the frequency step, both 

techniques provide similar dynamics for tracking the frequency sweep. It can be noticed 

that the proposed technique presents 0.0023 Hz error at the frequency of 47 Hz, which is 

also similar to the simulation results presented in Table 5.3 for a window size of 60 ms. 
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Fig. 5.25  Case-B4: Frequency sweep (-10 Hz/s: 50 Hz to 47 Hz) and harmonics. 

5.2.4.5 Case-B5: Voltage Sag and Harmonics 

The performance of the proposed and conventional DF based techniques under 50% 

voltage sag and harmonics, as given in Table 5.5, is shown in Fig. 5.26(b), where the  
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Fig. 5.26  Case-B5: Voltage sag (50%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental frequency. 
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corresponding grid voltage waveform is depicted in Fig. 5.26(a). As it can be observed, 

both proposed and conventional techniques are only slightly affected by the voltage sag. 

5.2.4.6 Case-B6: Voltage Flicker and Harmonics 

In this case, the grid voltage waveform, as shown in Fig. 5.27(a), contains a triangular 

voltage flicker and harmonics, as given in Table 5.5. The frequency and amplitude of the 

triangular voltage flicker are 2.5 Hz and ±0.05 p.u., respectively. The estimation of 

fundamental frequency using both proposed and conventional DF based techniques is 

shown in Fig. 5.27(b). As it can be seen, the performance of the proposed technique is only 

slightly affected by the voltage flicker. 
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Fig. 5.27  Case-B6: Voltage flicker (±5%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental frequency. 

5.2.4.7 Case-B7: Phase Jump and Harmonics 

The grid voltage waveform, as shown in Fig. 5.28(a), contains a -30° phase jump and 

harmonics. The harmonic contents are given in Table 5.5. For this case, the estimation of 

fundamental frequency is shown in Fig. 5.28(b). As it can be seen, both proposed and 

conventional DF based techniques present undershoot in the frequency estimation under 

the phase jump.   
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Fig. 5.28  Case-B7: Phase jump (-30°) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental frequency.  

5.3 Power System Fundamental Voltage Amplitude and Frequency 

Estimation using A Modified Demodulation Based Technique 

5.3.1 Conventional Demodulation Based Technique 

A conventional demodulation based technique for tracking of the single-phase grid 

voltage fundamental amplitude and frequency is shown in Fig. 5.29 [203-205, 211, 212], 

where 1Â  is the estimated fundamental voltage amplitude and '
1
 
is the low-pass filtered 

value of 1 . In this case, the demodulated grid voltages, as given by (5.20) and (5.21), can 

also be expressed by (5.32) and (5.33), respectively. 
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(5.32) 
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Fig. 5.29  Conventional demodulation based technique for tracking of the single-phase grid 

voltage fundamental amplitude and frequency. 
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(5.33) 

where the demodulated fundamental voltage component contains oscillations with 

amplitude A1/2 at angular frequencies Δω and 2ω0+Δω, respectively, and the oscillation 

terms, as expressed by DS and DC, are generated by the DC offset and harmonics present in 

(5.19) [203-205, 211, 212]. Two LPFs are used to reject the oscillations with frequency 

components higher than Δω, and the outputs of the LPFs are approximated by (5.22) and 

(5.23), respectively. 1SFv  and 1CFv , as obtained by (5.22) and (5.23) respectively, can be 

used to estimate the values of 1A  and 1 . The phase angle is also passed through a LPF, as 

shown Fig. 5.29, to smooth the estimated value [212]. The phase angle is then 

differentiated to obtain the fundamental angular frequency deviation. However, it can be 

seen from (5.32) and (5.33) that the oscillation components at frequency 2ω0+Δω have 

amplitude equal to half of the fundamental voltage amplitude. The amplitude of this low 

frequency component is higher when compared with the other oscillations, as expressed by 

SD  and ,CD  generated by the demodulation of the DC offset and harmonics. Therefore, 

LPFs with high attenuation rate have to be considered to reject the high amplitude 

oscillations at the frequency 2ω0+Δω. Thus, high-order LPFs are required which can lead 

to poor dynamics. On the other hand, two adaptive notch filters (ANFs) tuned at 2ω0+Δω 

can also be combined with low-order LPFs in order to reject the oscillations [181]. 

Nevertheless, the ANFs require the estimation of fundamental angular frequency deviation 

and also degrade the dynamic response. However, if there are no oscillations at the 

frequency 2ω0+Δω in (5.32) and (5.33), two low-order LPFs can be used to reject the 
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oscillations DS and DC generated by the demodulation of the DC offset and harmonics 

present in (5.19). 

5.3.2 Proposed Demodulation Based Technique 

The proposed modified demodulation based technique for single-phase grid voltage 

fundamental amplitude and frequency estimation is shown in Fig. 5.30, where an oscillator 

is integrated with the conventional demodulation based technique. The proposed frequency 

adaptive oscillator is shown in Fig. 5.31. As it can be seen, the oscillator uses the 

quadrature components at the angular frequency Δω '
1 1 1[ ( ) 0.5 ( ) cos{ ( )}SFv n A n n  and 

'
1 1 1( ) 0.5 ( ) sin{ ( )}]CFv n A n n , and the quadrature components at the nominal second 

harmonic 0{sin(2 )snT  and 0cos(2 )}snT . The proposed oscillator, as shown in Fig. 5.31, 

is simple to implement and generates orthogonal waveforms at the frequency 2ω0+Δω with 

amplitude A1/2. The outputs of the oscillator 2(S  and 2 )C  can be expressed by (5.34) and 

(5.35), respectively. 
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Fig. 5.30  Proposed modified demodulation based technique for tracking of the single-

phase grid voltage fundamental amplitude and frequency. 
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Fig. 5.31  Proposed frequency adaptive oscillator tuned at the frequency 2ω0+Δω. 
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(5.35) 

The outputs of the oscillator are then subtracted from 1Sv  and 1Cv , respectively, as can be 

seen in Fig. 5.30. Therefore, the inputs of the LPFs after the demodulation stage can be 

expressed by (5.36) and (5.37), respectively. 

            1'
1 1 2 1 0 0 0cos , 2 ,  2 3 ,...

2S S S

A n
v n v n C n n D              (5.36) 

            1'
1 1 2 1 0 0 0sin , 2 ,  2 3 ,...

2C C C

A n
v n v n S n n D              (5.37) 

It can be seen that (5.36) and (5.37) do not contain the high amplitude oscillation at the 

frequency 2ω0+Δω. The outputs of the LPFs after the demodulation stage can be 

approximated by (5.38) and (5.39), respectively.  

      1'
1 1cos

2SF

A n
v n n     (5.38) 

      1'
1 1sin

2CF

A n
v n n     (5.39) 

The integration of the proposed oscillator allows the use of low-order LPFs with same 

cut-off frequency and hence faster response can be obtained when compared with the 

conventional demodulation based technique. On the other hand, based on LPFs of the same 

order and cut-off frequency, the outputs of all the LPFs in the proposed technique shown in 

Fig. 5.30 contain less ripple as compared to the conventional technique shown in Fig. 5.29. 

Therefore, by using the proposed demodulation based technique relying on the oscillator, 
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an improved estimation of the time-varying fundamental parameters can be obtained as 

compared to the conventional demodulation based one.  

5.3.4 Real-Time Experimental Results 

Three second-order IIR LPFs with a cut-off frequency equal to 30 Hz are used for both 

proposed and conventional demodulation based techniques, as shown in Fig. 5.29 and Fig. 

5.30, respectively. The sampling frequency and the grid voltage nominal frequency are 

chosen as 10 kHz and 50 Hz, respectively. The experimental setup is described in Section 

1.3 of Chapter 1. The performance comparison of both techniques is carried out under the 

following real-time case studies. 

i. Steady-state (Case-C1) 

ii. Steady-state with harmonics (Case-C2) 

iii. Frequency sweep and harmonics (Case-C3) 

iv. Frequency step and harmonics (Case-C4) 

v. Voltage swell and harmonics (Case-C5) 

vi. Voltage flicker and harmonics (Case-C6) 

The fundamental component of the grid voltage waveforms presented in the case studies 

C2 to C6 contain 7.42% THD, where harmonic contents are given in Table 5.5.  

5.3.4.1 Case-C1: Steady-State 

The steady-state grid voltage waveform, as shown in Fig. 5.32(a), contains only 

fundamental component. The estimation of the fundamental voltage amplitude and 

frequency using the proposed and conventional demodulation based techniques are 

depicted in Fig. 5.32(b) and (c), respectively. As it can be seen, the performance of the 

proposed technique is less affected by the second harmonic caused by the demodulation 

method as compared to the conventional one. 

5.3.4.2 Case-C2: Steady-State with Harmonics 

A harmonically distorted real-time grid voltage waveform is shown in Fig. 5.33(a), 

where the harmonic contents are given in Table 5.5. The estimated fundamental voltage 

amplitude and frequency is also shown in Fig. 5.33(b) and (c), respectively. As it can be 
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seen, the proposed demodulation based technique presents a small ripple in the estimation 

of fundamental voltage amplitude and frequency due to the presence of harmonics. 
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Fig. 5.32  Case-C1: Steady-state. (a) Grid voltage waveform. (b) Fundamental voltage 

amplitude. (c) Fundamental frequency. 
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Fig. 5.33  Case-C2: Steady-state with harmonics. (a) Grid voltage waveform. (b) 

Fundamental voltage amplitude. (c) Fundamental frequency. 
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5.3.4.3 Case-C3: Frequency Sweep and Harmonics 

A +10 Hz/s fundamental frequency sweep with duration of 0.1s is considered into a grid 

voltage waveform distorted by harmonics, as given in Table 5.5. For this case, the 

estimation of the fundamental voltage amplitude and frequency sweep using the proposed 

and conventional demodulation based techniques are shown in Fig. 5.34. As it can be 

noticed, both techniques can track the frequency sweep. However, the fundamental voltage 

amplitude and frequency estimation using the proposed technique is more accurate as 

compared to the conventional one.  
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Fig. 5.34  Case-C3: Frequency sweep (+10 Hz/s: 50 Hz to 51 Hz) and harmonics. (a) 

Fundamental voltage amplitude. (b) Fundamental frequency. 

5.3.4.4 Case-C4: Frequency Step and Harmonics 

A frequency step is considered in this case for comparing the performance of the 

proposed and conventional demodulation based techniques. Fig. 5.35 illustrates the 

estimation of the fundamental voltage amplitude and +1 Hz fundamental frequency step 

using the presented techniques under harmonics, as given in Table 5.5. It can be seen in 

Fig. 5.35(b) that both techniques show similar dynamics for tracking the frequency step. 

However, the proposed technique provides improved estimation of the fundamental 

voltage amplitude and frequency when compared with the conventional one. 
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Fig. 5.35  Case-C4: Frequency step (+1 Hz: 50 Hz to 51 Hz) and harmonics. (a) 

Fundamental voltage amplitude. (b) Fundamental frequency. 

5.3.4.5 Case-C5: Voltage Swell and Harmonics 

A grid voltage swell of 50% and harmonics, as given in Table 5.5, is shown in Fig. 

5.36(a). The estimation of the fundamental voltage amplitude and frequency are also 

shown in Fig. 5.36(b) and (c), respectively. As it can be seen in Fig. 5.36(b), both proposed 

and conventional demodulation based techniques show similar dynamics for tracking the 

voltage swell. However, the proposed one provides less ripple in both amplitude and 

frequency estimation when compared with the conventional one. 

5.3.4.6 Case-C6: Voltage Flicker and Harmonics 

In this case, a triangular voltage flicker is considered into a grid voltage waveform 

distorted by harmonics, as given in Table 5.5. The corresponding distorted grid voltage 

waveform is shown in Fig. 5.37(a). The frequency and amplitude of the triangular voltage 

flicker are 2.5 Hz and ±0.10 p.u., respectively. The estimation of the fundamental voltage 

amplitude and frequency are shown in Fig. 5.37(b) and (c), respectively. As it can be seen 

in Fig. 5.37(b), both proposed and conventional demodulation based techniques can track 

the voltage flicker. 
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Fig. 5.36  Case-C5: Voltage swell (50%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental voltage amplitude. (c) Fundamental frequency. 
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Fig. 5.37  Case-C6: Voltage flicker (±10%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental voltage amplitude. (c) Fundamental frequency. 
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5.4 Conclusions 

Three techniques based on modulation and/or demodulation to estimate the single-phase 

grid voltage fundamental amplitude and/or frequency has been reported in this chapter.  

The first proposed technique relies on an algorithm based on three consecutive samples 

and a voltage modulation strategy to estimate the grid voltage fundamental frequency. The 

technique is robust, can reject the negative effects caused by the presence of the DC offset, 

harmonics, notches and spikes, and can also provide the estimation of a wide range of 

fundamental frequency variation under harmonics with an acceptable error specified by the 

standard. The technique does not need to set a threshold value of the middle sample of 

three consecutive samples for removing the ill-condition when compared with a 

conventional technique based on three consecutive samples and a finite-impulse-response 

filter. In addition, based on similar frequency dynamics, the proposed technique is less 

affected by the DC offset, voltage sag, voltage flicker, notches, spikes and also provides 

improved estimation of the off-nominal frequency under harmonics as compared to the 

conventional technique. Moreover, unlike the conventional one, the proposed technique 

does not require additional low-pass filter. The presented real-time experimental results 

have confirmed the effectiveness of the proposed technique for real-time frequency 

estimation. 

The second proposed technique is based on a demodulation method and a finite-impulse-

response differentiation filter to estimate the grid voltage fundamental frequency. A 

frequency domain analysis for designing the differentiation filter has been presented. It has 

been shown that the proposed technique can reject the negative effects caused by the 

presence of the DC offset and harmonics. The performance of the proposed differentiation 

filter is less affected by the presence of the oscillations caused by the demodulation method 

as compared to a similar finite-impulse-response differentiation filter. Selected 

experimental results have been presented to confirm the effectiveness and capability of the 

proposed demodulation and differentiation filter based technique for real-time frequency 

estimation. 

The third proposed technique consists of a modified demodulation method for tracking 

of the single-phase grid voltage fundamental amplitude and frequency. An oscillator has 

been integrated with a conventional demodulation based technique in order to reject the 

oscillation at around second harmonic caused by the demodulation of the input 

fundamental voltage component. The proposed technique is simple and can also provide an 
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accurate estimation of fundamental voltage amplitude and frequency under distorted grid 

conditions. Based on low-pass filters of the same order and cut-off frequency, the 

integration of the oscillator with the demodulation based technique does not alter the 

dynamic response of the estimated fundamental voltage amplitude and frequency as 

compared to the conventional one. Moreover, when compared with the conventional one, 

the proposed demodulation technique improves the amplitude and frequency estimation 

accuracy significantly by removing the second harmonic oscillation generated by the 

demodulation of the fundamental voltage component. The presented experimental results 

have confirmed the benefits of the proposed technique for real-time frequency estimation. 
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Chapter 6  

Quadrature Signal Generator Based 

Techniques 

This chapter presents three techniques based on quadrature signal generator to estimate the 

single-phase grid voltage fundamental amplitude and frequency. The discrete Fourier 

Transform based frequency adaptive quadrature signal generator relying on a second-order 

generalized integrator is described in Section 6.1. Section 6.2 presents a fixed frequency 

tuned second-order generalized integrator based quadrature signal generator technique to 

estimate the grid voltage fundamental amplitude and frequency. On the other hand, a 

frequency adaptive quadrature signal generator based on an anticonjugate decomposition 

and a cascaded delayed signal cancellation is described in Section 6.3. Selected simulation 

and/or experimental results are presented after the description of each technique. The 

conclusions of the proposed techniques are documented in Section 6.4. Equation Chapter 6 Section 1 

6.1 Power System Fundamental Voltage Amplitude and Frequency 

Estimation using A Frequency Adaptive Tuned Second-Order 

Generalized Integrator Based Technique 

A frequency adaptive quadrature signal generator (QSG) based on a second-order 

generalized integrator (SOGI) is documented in this section for single-phase grid voltage 

fundamental amplitude and frequency estimation under distorted grid conditions. The 

fundamental frequency information required by the QSG-SOGI is obtained by using the 

discrete Fourier Transform (DFT). The DFT and QSG-SOGI based (DFT-SOGI) technique 

is shown in Fig. 6.1, where v is the grid voltage, n is the sampling instant, f̂  is the 

estimated fundamental frequency, r  is the tuning angular frequency of the SOGI, '
1v  is 

the estimated in-phase fundamental voltage component, '
1qv  is the estimated in-quadrature 

fundamental voltage component, 1Â  is the estimated fundamental voltage amplitude, and  
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Fig. 6.1  The block diagram of the DFT-SOGI technique for tracking of the single-phase 

grid voltage fundamental amplitude and frequency. 

1̂  is the estimated instantaneous phase angle of the fundamental voltage component. As it 

can be seen, the QSG-SOGI provides the orthogonal components of the fundamental 

voltage waveform at the tuning frequency estimated by the DFT. A moving average filter 

(MAF) is used to remove the ripple from the estimated fundamental voltage amplitude. 

The window size of the MAF is updated using the estimated frequency. The proposed 

DFT-SOGI technique is designed for monitoring the voltage of the distribution electricity 

network where the fundamental frequency does not vary significantly from its nominal 

value. According to the European standard EN-50160 [255], the fundamental frequency 

shall be within a range of 50 Hz -6/+4% (i.e. 47 Hz to 52 Hz) during 100% of the time. 

Therefore, the DFT-SOGI technique is used to estimate the fundamental voltage amplitude 

and frequency under a frequency variation range of 47 Hz to 52 Hz. 

For estimating the fundamental voltage amplitude and frequency using the DFT-SOGI 

technique, the single-phase grid voltage distorted by DC offset and harmonics can be 

expressed by 

          0 s
1,2,...

sin
M

i i
i

v n v n A n i n nT n 


  
      

(6.1) 

where v0 is the DC offset, M is the maximum order of harmonics, ω=2πf is the fundamental 

angular frequency, f=f0+Δf is the fundamental frequency, f0 is the nominal fundamental 

frequency, Δf is the fundamental frequency deviation, Ts is the sampling period, fs=1/Ts is 

the sampling frequency, and Ai and θi are the amplitude and initial phase angle of the iω 

(i=1,2,…,M) angular frequency component, respectively. 
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6.1.1 Fundamental Frequency Estimation 

A fixed-size window with a fixed sampling frequency is used in the DFT operation for 

tracking of the time-varying grid voltage fundamental frequency. The length of the 

window is selected based on nominal fundamental frequency. During the time-varying 

cases, the picket fence effect and the spectral leakage occur in the fixed window DFT 

operation and hence inaccurate spectral results are obtained [96]. The spectral leakage is 

due to the time domain truncation of the grid voltage waveform by the fixed-size window. 

The spectral leakage causes the actual spectrum of one frequency to spread its energy to its 

neighbour frequencies. However, this spectral leakage information can be used to track the 

time-varying fundamental frequency [98, 99, 257]. To estimate the frequency by using the 

spectral leakage property of the DFT, short range of leakage is preferred as it spreads 

energy in a short range of neighbour frequencies [98, 99]. For long range of leakage, large 
errors may occur due to the interference caused by the neighbour harmonics [98, 99]. 

Therefore, a Hanning window, which gives a smooth truncation of the analysed portion of 

the grid voltage waveform, can be used to avoid the long range leakage. The DFT of the 

Hanning windowed grid voltage waveform can be expressed by [98, 99] 

     
2

( 1)

2
w

w

kln j
N

k Han
l n Nw

V n W l v l e
N




  

 
   

(6.2) 

where Nw=mfs/f0 is the number of voltage samples present in a window, m is the number of 

nominal fundamental voltage cycles present in the window, Δf=f0/m is the frequency 

resolution, k=0,1,2,…,Nw-1 is the frequency index, j is the complex operator and WHan(l) is 

the Hanning window as given by  

     2
0.5 1 cos ,   1 , 2 ,..., Han w w

w

l
W l l n N n N n

N

  
        

     
(6.3) 

From the DFT operation, as given by (6.2), the spectral amplitude corresponding to the 

nominal fundamental frequency (f0=mΔf) and two neighbour frequencies such as f0-Δf=(m-

1)Δf  and f0+Δf=(m+1)Δf  are calculated. These three amplitudes can be used to track the 

time-varying actual fundamental frequency and can be expressed by [98, 99, 257] 

   0 1
ˆ

ff n f n  
          

(6.4) 

where   
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ˆ
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amplitude corresponding to the frequency f0+Δf and 
0

ˆ
ffa   is the estimated amplitude 

corresponding to the frequency f0-Δf. The mathematical derivation of δ1(n) for the window 

size of Nw samples [n-(Nw-1), n-(Nw-2),…,(n-1), n] is reported in [98, 257]. The actual 

fundamental frequency will be higher than the nominal value if the spectral line at 

frequency f0+Δf is higher than the spectral line at frequency f0-Δf and vice versa, as shown 

in cases I and II of Fig. 6.2, respectively. In the DFT operation with fixed-size window, the 

frequency deviation tracking range can be expressed by -Δf /2<δ1Δf<+Δf /2 [98]. The 

frequency tracking range can also be increased by incorporating more neighbour spectral 

lines at the expense of a higher computational burden [98].  
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Fig. 6.2  Spectral leakage property of the fixed window DFT operation during the time-

varying cases. 

As the size of the window is fixed, hence the trigonometric functions required for the 

DFT operation can be estimated offline and can be stored for real-time application. 

Therefore, the DFT operation, as given by (6.2), can also be expressed as  

     
( 1)

,
w

n

k
l n N

V n y v lk n l
  

 
   

(6.5) 

where   
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and n-l=0,1,2,…,Nw-1. For constant values of k and Nw, Vk(n), as expressed by (6.5), can be 

considered as the output of a digital filter with Nw constant coefficients given by y(k,n-l). 

The implementation of the fixed-size window based DFT operation for tracking of the grid 

voltage frequency is shown in Fig. 6.3, where three DFT based digital filter are used to 

track the three spectral amplitudes, respectively. As it can be noticed, the computational 

complexity of the presented frequency estimation technique mainly depends on the 

implementation of three DFT based digital filter with Nw constant coefficients. 
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Fig. 6.3  Digital filter implementation of the fixed window DFT operation for fundamental 

frequency estimation. 

The presented DFT based frequency tracking strategy requires a fixed-size memory 

buffer to store the samples of the grid voltage waveform. A sliding window strategy is 

followed to estimate the instantaneous fundamental frequency and hence the memory 

buffer is updated at every new acquired sample and the oldest one is discarded. The use of 

a large fixed-size window improves the frequency resolution. However, it requires large 

size memory buffer and the frequency tracking zone is reduced and also increases the 

computational burden. Moreover, the large size window causes a narrower bandwidth of 

the DFT operation, as shown in Fig. 6.4, and hence it degrades the dynamic response. On 

the other hand, a small size window improves the dynamic response due to the higher 

bandwidth of the DFT operation and decreases the computational burden, but it degrades 

the frequency resolution. Moreover, for the small size window, harmonics interference 

may occur due to the spectral line next to the frequency f0 which might be corresponding to 

some harmonic components and hence estimation may contain erroneous results [98, 99]. 

The choice of the window size also depends on the expected variation zone of the 
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fundamental frequency. Therefore, a compromise is required for choosing the window size 

of the DFT operation to track the time-varying grid voltage frequency adaptively. 
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Fig. 6.4  Magnitude responses of the different fixed-size window based DFT operation at 

nominal fundamental frequency (50 Hz). 

6.1.2 Fundamental Voltage Amplitude Estimation 

In the DFT-SOGI technique, the fundamental voltage amplitude is estimated by a QSG-

SOGI system whose tuning frequency is provided by the DFT operation as described 

earlier. The QSG-SOGI is shown in Fig. 2.4, where ve  is the error voltage and   is the 

gain of the SOGI. The transfer functions of the SOGI, in-phase and in-quadrature 

components of the QSG-SOGI can be expressed by (6.6), (6.7) and (6.8), respectively. 
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(6.8) 

The Bode plots of (6.7) and (6.8) are shown in Fig. 6.5(a) and (b), respectively. As it can 

be seen, the transfer functions, as given by (6.7) and (6.8), behave like a band-pass filter 

(BPF) and a low-pass filter (LPF), respectively. It can also be seen that the tuning 

frequency ( )r  sets the resonance frequency of the SOGI and the gain ( )  determines the 
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bandwidth of the in-phase component and the static gain of the in-quadrature component 

[183, 193, 197, 198]. A trade-off is required between good dynamics and harmonics 

rejection capability when choosing the value of  , where 2   and   denotes the 

damping factor of the QSG-SOGI [183, 193, 197, 198]. 
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Fig. 6.5  Bode plots of the (a) in-phase transfer function (T5) and (b) in-quadrature transfer 

function (T6) of the QSG-SOGI, where 2 50r   rad/s. 

The discrete implementation of the SOGI is presented in Fig. 2.4, where the integrator 

blocks are replaced by third-order integrator shown in Fig. 6.6. The QSG-SOGI based on 

third-order integrators provides more accurate results as compared to the QSG-SOGI 

relying on Euler, Tustin or second-order integrators and hence the third-order integrators 

are used for discrete implementation of the SOGI [183, 195, 258].  
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Fig. 6.6  Discrete implementation of a third-order integrator. 

The estimation of the fundamental voltage amplitude and instantaneous phase angle 

using the QSG-SOGI can be expressed by (6.9) and (6.10), respectively. 
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(6.10) 

The estimation of the fundamental voltage amplitude using (6.9) may contain ripple due to 

the presence of harmonics and DC offset. The MAF, as shown in Fig. 6.7(a), is used to 

remove the ripple from the estimated amplitude, where NMAF=fs/F and F determines the 

window size (NMAF samples) of the MAF. The Bode plots of the MAF for F=50 and 100 

are shown in Fig. 6.7(b). In the presented technique, the value of F is made equal to the 

grid voltage fundamental frequency in order to reject the fundamental and harmonics ripple 

adaptively. The third-order integrator, as shown in Fig. 6.6, is used for discrete  
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Fig. 6.7  (a) Block diagram of the MAF. (b) Bode plots of the MAF. 
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implementation of the MAF. The value of NMAF in the MAF can be integer or non-integer, 

i.e. L2≤NMAF<L2+1 where L2 is a positive integer, L2=floor(NMAF), b2=NMAF-L2 and 0≤b2<1, 

then linear interpolation can be used to get the value of MAFNz  and is given by [78] 

2 2 1
2 2(1 )MAFN L Lz b z b z     

   
(6.11) 

6.1.3 Simulation Results 

A step change of frequency is considered in the grid voltage fundamental component for 

evaluating the performance of the fixed-size window based DFT operation. The effect of 

the different fixed-size window in the DFT operation for frequency estimation is shown in 

Fig. 6.8, where +1 Hz step change of frequency is occurred at time=1s. As it can be seen, 

the presented DFT operation provides faster response for the smaller size window and vice 

versa. However, the DFT operation with smaller size window produces higher ripple for 

off-nominal frequency estimation, as depicted by the magnified plot in Fig. 6.8.  
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Fig. 6.8  Frequency step (+1 Hz: 50 Hz to 51 Hz) estimation using the DFT operation with 

different fixed-size window.  

The IEEE standard C37.118.1 specifies a frequency range of 50 Hz ± 5 Hz (45 Hz to 55 

Hz) for M class phasor measurement unit (PMU) [29, 31, 32]. The estimated frequency 

error for the frequency range of 45 Hz to 55 Hz using the DFT operation with different 

window size is shown in Fig. 6.9. As it can be noticed, the DFT operation with window 

size equal to 4 and 5 nominal fundamental cycles can be used to estimate the fundamental 

frequency range of 45 Hz to 55 Hz with an error less than 0.01 Hz and 0.005 Hz, 

respectively. On the other hand, the DFT operation with window size equal to 3 nominal 
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fundamental voltage cycles can be used to estimate the frequency range of 47 Hz to 52 Hz, 

as specified by the standard EN-50160, with an error less than 0.01 Hz, as can also be seen 

from Fig. 6.9. 
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Fig. 6.9  Steady-state error of the estimated frequency using the DFT operation with 

different fixed-size window.  

In the presented DFT-SOGI technique, the QSG-SOGI provides errors in the amplitude 

and phase angle estimation during an inaccurate tuning frequency. Fig. 6.10 and Fig. 6.11 

show the amplitude and phase angle estimation errors due to the inaccurate tuning 

frequency of the SOGI for + 2 Hz and -3 Hz frequency steps, respectively, where  =√2, 

m=3 and F= f̂ . As it can be seen, the DFT operation takes some time to estimate the 

frequency steps and hence the tuning frequency of the SOGI is not equal to the input 

voltage frequency during transients. It can also be observed that the errors disappear when 

the tuning frequency of the SOGI estimated by the DFT operation is equal to the input 

voltage frequency. However, the MAF introduces additional delay to remove the amplitude 

errors, as can also be noticed from Fig. 6.10(b) and Fig. 6.11(b), respectively. 
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Fig. 6.10  Effects of the inaccurate frequency tracking on the amplitude and phase angle 

estimation. (a) Frequency step (+2 Hz: 50 Hz to 52 Hz). (b) Fundamental voltage 

amplitude error. (c) Phase angle error. 
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Fig. 6.11  Effects of the inaccurate frequency tracking on the amplitude and phase angle 

estimation. (a) Frequency step (-3 Hz: 50 Hz to 47 Hz). (b) Fundamental voltage amplitude 

error. (c) Phase angle error. 
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6.1.4 Real-Time Experimental Results 

The performance of the DFT-SOGI technique is compared with the QSG-SOGI based 

frequency-locked loop (SOGI-FLL) [198] and phase-locked loop (SOGI-PLL) [182] 

techniques on a real-time experimental setup, as described in Section 1.3 of Chapter 1. 

Similar to the DFT-SOGI technique, a frequency adaptive MAF filter is included in the 

SOGI-FLL and SOGI-PLL techniques for rejecting ripple of the estimated fundamental 

voltage amplitude. The parameters, as specified in Table 6.1, are tuned so that 

approximately an equal settling time is obtained for the presented techniques. The 

sampling frequency is chosen as 10 kHz.  

Table 6.1  Parameters of the DFT-SOGI, SOGI-FLL and SOGI-PLL techniques 

DFT-SOGI SOGI-FLL SOGI-PLL 

ˆ2,  3 & m F f     
ˆ2,  =50 & F f    

ˆ2,  50 & p ik k F f    
 

The following real-time case studies are performed for evaluating the performance of the 

DFT-SOGI, SOGI-FLL and SOGI-PLL techniques. 

i. Steady-state with harmonics (Case-A1) 

ii. Steady-state with DC offset and harmonics (Case-A2) 

iii. Frequency sweep and harmonics (Case-A3) 

iv. Frequency step and harmonics (Case-A4) 

v. Voltage flicker and harmonics (Case-A5) 

vi. Voltage sag and harmonics (Case-A6) 

In the above case studies, the grid voltage fundamental component contains 10% total 

harmonic distortion (THD), as given in Table 6.2. 

Table 6.2  Harmonics as a percentage of fundamental component 

Harmonics THD 

3rd 5th 7th 9th 10.0% 

5.0% 5.0% 5.0% 5.0% 
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6.1.4.1 Case-A1: Steady-State with Harmonics 

The steady-state grid voltage waveform, as shown in Fig. 6.12(a), contains 10% THD. 

The harmonic contents are given in Table 6.2. The estimation of the fundamental voltage 

amplitude, frequency and phase angle error using the DFT-SOGI, SOGI-FLL and SOGI-

PLL techniques are depicted in Fig. 6.12(b), (c) and (d), respectively. As it can be seen, the 

amplitude and frequency estimations at steady-state using the DFT-SOGI technique are 

less affected by the harmonic contents as compared to the SOGI-FLL and SOGI-PLL 

techniques. As the SOGI-FLL and SOGI-PLL techniques provide large ripple in the 

frequency estimation, hence the MAF cannot reject the amplitude ripple effectively as 

compared to the DFT-SOGI one which can be noticed in Fig. 6.12(b). On the other hand, 

the presented techniques provide a little phase angle error due to the presence of 

harmonics, as can be observed in Fig. 6.12(d). 
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Fig. 6.12  Case-A1: Steady-state with harmonics. (a) Grid voltage waveform. (b) 

Fundamental voltage amplitude. (c) Fundamental frequency. (d) Phase angle error. 
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6.1.4.2 Case-A2: Steady-State with DC Offset and Harmonics 

In this case, a +5% DC offset is added with a grid voltage waveform containing 10% 

THD and is shown in Fig. 6.13(a). The harmonic contents are presented in Table 6.2. The 

estimated fundamental voltage amplitude, frequency and phase angle error using the 

presented techniques are depicted in Fig. 6.13(b), (c) and (d), respectively. As it can be 

seen, the performance of the DFT-SOGI technique for amplitude and frequency estimation 

is less sensitive to the presence of the DC offset and harmonics as compared to the SOGI-

FLL and SOGI-PLL techniques. However, it can be observed from Fig. 6.13(d) that the 

phase angle estimation using the presented techniques is affected due to the presence of 

DC offset and harmonics. 
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Fig. 6.13  Case-A2: Steady-state with DC offset (+5%) and harmonics. (a) Grid voltage 

waveform. (b) Fundamental voltage amplitude. (c) Fundamental frequency. (d) Phase 

angle error. 
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6.1.4.3 Case-A3: Frequency Sweep and Harmonics 

A +10 Hz/s frequency sweep with a duration of 0.2s is considered in the grid voltage 

waveform containing 10% THD, as given in Table 6.2. The estimation of the fundamental 

voltage amplitude, frequency sweep and phase angle error using the investigated 

techniques are shown in Fig. 6.14. As it can be noticed, the DFT-SOGI technique can track 

the frequency sweep accurately while being less affected by harmonics as compared to the 

SOGI-FLL and SOGI-PLL techniques. On the other hand, all the presented techniques 

provide a small amplitude error due to the inaccurate tuning frequency of the QSG-SOGI 

during the frequency sweep condition. The estimated phase angle errors are similar for the 

presented techniques, as can be noticed in Fig. 6.14(c). 
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Fig. 6.14  Case-A3: Frequency sweep (+10 Hz/s: 50 Hz to 52 Hz) and harmonics. (a) 

Fundamental voltage amplitude. (b) Fundamental frequency. (c) Phase angle error. 

6.1.4.4 Case-A4: Frequency Step and Harmonics 

A frequency step is considered for comparing the performance of the DFT-SOGI, SOGI-

FLL and SOGI-PLL techniques. Fig. 6.15 shows the estimation of fundamental voltage 

parameters using the presented techniques, where the grid voltage waveform contains 10% 

THD, as given in Table 6.2. It can be seen in Fig. 6.15(b) that the DFT-SOGI technique 

takes equal settling time for tracking the frequency step and is less disturbed by harmonics 
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as compared to the SOGI-FLL and SOGI-PLL techniques. Similar to simulation results 

presented in Fig. 6.11(b), the DFT-SOGI technique provides 0.05 p.u. amplitude error 

during -3 Hz frequency step, as can be noticed in Fig. 6.15(a). On the other hand, the phase 

angle estimation is affected due to the frequency step for all the presented techniques. 
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Fig. 6.15  Case-A4: Frequency step (-3 Hz: 50 Hz to 47 Hz) and harmonics. (a) 

Fundamental voltage amplitude. (b) Fundamental frequency. (c) Phase angle error. 

6.1.4.5 Case-A5: Voltage Flicker and Harmonics 

In this case, a triangular voltage flicker is introduced into the grid voltage waveform 

containing 10% THD, as shown in Fig. 6.16(a). The harmonics are presented in Table 6.2. 

The frequency and amplitude of the triangular voltage flicker are 2.5 Hz and ±5% of the 

fundamental voltage amplitude, respectively. The estimation of fundamental voltage 

amplitude, frequency and phase angle error are shown in Fig. 6.16(b), (c) and (d), 

respectively. As it can be seen, the presented techniques can track the voltage flicker. 

However, the performance of the DFT-SOGI one for amplitude and frequency estimation 

is less affected by harmonics as compared to the SOGI-FLL and SOGI-PLL techniques. It 

can be noticed from Fig. 6.16(d) that the presented techniques provide similar phase angle 

estimation error during the voltage flicker and harmonics. 
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Fig. 6.16  Case-A5: Voltage flicker (±5%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental voltage amplitude. (c) Fundamental frequency. (d) Phase angle error. 

6.1.4.6 Case-A6: Voltage Sag and Harmonics 

A grid voltage waveform containing 50% voltage sag and 10% THD is shown in Fig. 

6.17(a). The harmonics are given in Table 6.2. The estimation of fundamental voltage 

amplitude, frequency and phase angle error using the DFT-SOGI, SOGI-FLL and SOGI-

PLL techniques are shown in Fig. 6.17(b), (c) and (d), respectively. As it can be noticed, 

the presented techniques can track the voltage sag. However, it can be noticed from Fig. 

6.17(c) that the DFT-SOGI technique presents less overshoot/undershoot in the frequency 

estimation during the voltage sag as compared to the SOGI-FLL and SOGI-PLL 

techniques. On the other hand, the performance of the presented techniques for phase angle 

estimation is affected by the voltage sag, as can be observed in Fig. 6.17(d). 
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Fig. 6.17  Case-A6: Voltage sag (50%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental voltage amplitude. (c) Fundamental frequency. (d) Phase angle error. 

6.1.4.7 Computational Burden Comparison 

It can be seen from the experimental results presented in case studies A1-A6 that the 

performance of the DFT-SOGI technique for frequency estimation is less affected by the 

presence of harmonics as compared to the SOGI-FLL and SOGI-PLL techniques. In 

addition, the DFT-SOGI technique avoids the use of the interdependent loops, which offers 

easy tuning process. All these advantages of using the DFT-SOGI technique come to the 

expense of more computationally demanding as compared to the SOGI-FLL and SOGI-

PLL techniques. Although the presented fixed-size window based DFT operation does not 

require the evaluation of trigonometric functions in real-time, the use of three high-order 

DFT filters increases the computational burden of the DFT-SOGI technique as compared 

to the SOGI-FLL and SOGI-PLL techniques. Therefore, a compromise is made between 

high accuracy frequency estimation and digital resources consumption. 
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6.2 Power System Fundamental Voltage Amplitude and Frequency 

Estimation using A Fixed Frequency Tuned Second-Order 

Generalized Integrator Based Technique 

In this section, a technique based on SOGI tuned at a fixed frequency is described for 

estimating the single-phase grid voltage fundamental amplitude and frequency under 

distorted grid conditions. The block diagram of the proposed technique is shown in Fig. 

6.18. As it can be seen, the QSG-SOGI is used to obtain the orthogonal waveforms of the 

grid voltage fundamental component, which are then used to estimate the fundamental 

voltage amplitude and frequency. 

QSG based on Fixed
Frequency Tuned SOGI

 '
1v n

 '
1qv n

Fundamental Amplitude
and Frequency Estimation

 v n

r
 1Â n

 f̂ n

 
Fig. 6.18  Block diagram of the proposed technique using a QSG based on a SOGI tuned at 

fixed frequency for estimating the single-phase grid voltage fundamental amplitude and 

frequency. 

6.2.1 Fundamental Voltage Amplitude Estimation 

Based on a fixed value of r , the steady-state fundamental voltage orthogonal 

waveforms obtained by the QSG-SOGI, as shown in Fig. 2.4, can be approximated by 

(6.12) and (6.13), respectively [193, 197, 198].  

           '
1 1 5 0 1 5sin sv n A n T j n nT n T j n         

(6.12) 

             '
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(6.13) 
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and 1 s 1( ) ( ) ( )n n nT n      is the initial phase angle 1( )  plus instantaneous phase 

angle s{ ( ) }n nT  corresponding to fundamental angular frequency deviation ( ) . It can 

be seen from (6.12) and (6.13) that '
1v  always leads '

1qv  by 90o irrespective of the values of  

  and r . For the condition r  , the amplitudes of '
1v  and '

1qv  are equal to the 

amplitude of 1,v  since 5{ ( )} 1T j n   and 5{ ( )} 0T j n    when r  . On the other 

hand, for the condition r  , the amplitudes of 
'
1v  and 

'
1qv  are different and also not 

equal to the amplitude of 1v . However, if the values of r  and 
 
are known, the 

fundamental voltage amplitude can also be estimated from (6.12) and (6.13), respectively, 

and is given by 

 
  

     
2

' 2 ' 2
1 1 12

5

1ˆ
r

n
A n v n qv n

T j n




    
(6.14) 

In the proposed technique, the QSG-SOGI is tuned at a fixed angular frequency and the 

grid voltage fundamental angular frequency is estimated separately. The grid voltage 

fundamental amplitude is then estimated using (6.14). A MAF, as shown in Fig. 6.7(a), is 

also used to remove the ripple from the estimated fundamental voltage amplitude. An 

integrator based on backward Euler method, as shown in Fig. 6.19, is used for discrete 

implementation of the MAF. The linear interpolation operation, as given by (6.11), is also 

used when the number of samples in the window size of the MAF is not an integer value. 

sTIn 
-1z

Out

 

Fig. 6.19  Discrete integrator based on the backward Euler method.   

6.2.2 Fundamental Frequency Estimation 

In the proposed technique, the actual fundamental angular frequency is estimated by 

   0
ˆ ˆn n   

    
(6.15) 
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where ̂  can be obtained by differentiating 1( )n
 with respect to time and is expressed 

by 

   1
ˆ

st nT

d
n t

dt
 



 
    

(6.16) 

where t  is time in continuous domain and is discretised by st nT , and  1( )n  can be 

obtained by 
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(6.17) 

where the subscript ‘unwrapped’ indicates that the estimated sawtooth phase angle 

waveform is unwrapped. However, due to the condition r  , the instantaneous phase 

angle, as obtained by (6.17), will contain two types of phase angle error i.e. an error 

introduced by 5{ ( )}T j n  and an estimation error occurs due to the factor /r  , as can 

be noticed from (6.12) and (6.13). Moreover, the lower order harmonics may introduce 

significant distortions into the estimated phase angle. 

6.2.2.1 Error Introduced by 5{ ( )}T j n  

The plots of 5{ ( )}T j n
 
for different values of   and r 2 50  rad/s are shown in the 

phase response of Fig. 6.5(a). Due to the differentiation operation, the angular frequency 

error 
5

( )T  introduced by 5{ ( )}T j n  can be obtained by 
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(6.18) 

It can be seen from (6.18) that 
5T  is zero when r  . The plots of 

5T  
for r   are 

shown in Fig. 6.20. As it can be seen, 
5T
 
is also zero when   is constant i.e. the rate of 

the frequency change (df/dt) is zero. However, the variation of frequency will introduce an 

error whose magnitude depends on the rate of the frequency change. The grid frequency 
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varies slowly and hence the estimated frequency error introduced by 5{ ( )}T j n
 will be 

small and thus can be neglected. 
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Fig. 6.20  Frequency error caused by 
5 { ( )}T j n  due to the differentiation of the 

instantaneous phase angle, where 2   and r =2π50 rad/s. 

6.2.2.2 Error Introduced by /r   

The following relation can be written from the orthogonal voltage waveforms obtained 

by (6.12) and (6.13), respectively. 
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Expression (6.19) can also be written as 
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(6.20) 

Thus, the estimated phase angle using 
'
1v  and 

'
1qv  can be expressed by  
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(6.21) 

where θer(n)
 
is the estimated phase angle error introduced by the factor /r  . The 

following expression can be obtained from (6.19) and (6.21). 
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(6.22) 
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For calculating the estimated phase angle error θer(n), expression (6.22) can be simplified 

using the following relation 
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After some mathematical calculations, θer(n) can be expressed by 
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(6.23) 

The plot of θer(n) is shown in Fig. 6.21. As it can be seen, θer(n) is zero when r  . 

Otherwise, θer(n) is a second harmonic oscillation of the actual fundamental frequency. 

Thus, a LPF is required to reject the second harmonic oscillation caused by the factor 

/r   from the estimated phase angle. 
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Fig. 6.21  Phase angle error {θer(n)} introduced by the factor /r  , where  =√2, r

=2π50 rad/s and θ1=0. 

6.2.2.3 Frequency Estimation using Differentiation Filter  

An infinite-impulse-response (IIR) differentiation filter (DF) for estimating the 

frequency from the instantaneous phase angle has been derived in Subsection 4.1.3 of 

Chapter 4. Same IIR DF, as expressed by T2(z) in (4.24), is also used in the proposed fixed 

frequency tuned SOGI based technique. An IIR LPF is also cascaded with the fixed size 
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window based IIR DF for better attenuation of the ripple from the estimated time-varying 

frequency at the cost of a slower dynamic response. 

The implementation of the proposed QSG-SOGI and DF based (SOGI-DF) technique is 

shown in Fig. 6.22. As it can be seen, the instantaneous phase angle is estimated using the 

orthogonal voltage waveforms obtained by the QSG based on the fixed frequency tuned 

SOGI. The fundamental frequency deviation is then estimated by differentiating the 

unwrapped instantaneous phase angle and is added with the nominal value to obtain the 

actual frequency. The estimated frequency is also used to obtain the actual fundamental 

voltage amplitude. The harmonics ripple of the estimated fundamental voltage amplitude is 

rejected using a frequency adaptive MAF. It can be noticed from Fig. 6.22 that the 

proposed technique does not include interdependent loops between the orthogonal voltage 

system and the frequency estimation, thus making the technique robust and offering an 

easy tuning process as compared to the QSG-SOGI based techniques including 

interdependent loops such as SOGI-FLL [198] or SOGI-PLL [182]. The proposed SOGI-

DF technique is also computationally efficient when compared with the DFT-SOGI 

technique, as described earlier in Section 6.1 of this chapter. 
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Fig. 6.22  Proposed SOGI-DF technique for the estimation of single-phase grid voltage 

fundamental amplitude and frequency. 

6.2.3 Simulation Results 

The performance of the proposed SOGI-DF technique is compared with a QSG relying 

on the fixed frequency tuned SOGI and least-squares based (SOGI-LS) technique [259]. 

The parameters of both techniques, as given in Table 6.3, are tuned so that approximately 

equal dynamics are obtained, where   indicates transpose operation. Similar to the SOGI-

DF technique, same IIR LPF and MAF are used for the SOGI-LS technique to filter the 

estimated fundamental frequency and amplitude, respectively. The response of the SOGI-

DF and SOGI-LS techniques during a -7.5 Hz frequency step is presented in Fig. 6.23, 

where the grid voltage waveform contains only fundamental component with 1.0 p.u. 

amplitude. As it can be seen from the magnified plots in Fig. 6.23(b), the SOGI-LS 
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technique can provide accurate estimation of nominal and off-nominal fundamental 

frequency under undistorted condition. On the other hand, the SOGI-DF technique can 

provide accurate estimation of nominal frequency. However, due to the second harmonic 

oscillation of θer for r  , as shown in Fig. 6.21, the proposed technique generates 

second harmonic ripple at steady-state off-nominal fundamental frequency (42.5 Hz) 

estimation, which can be seen from the magnified plot in Fig. 6.23(b). The frequency step 

estimation time is less than the maximum  phasor estimation time (0.2s), as specified by 

the standard IEC 61000-4-7 [254]. It can be noticed from Fig. 6.23(a) that both techniques 

based on the fixed frequency tuned SOGI can provide accurate and similar estimation of 

fundamental voltage amplitude during nominal and off-nominal frequency conditions.   

Table 6.3  Parameters of the SOGI-DF and SOGI-LS techniques 

SOGI-DF SOGI-LS 

0QSG-SOGI: = 2, =r  
DF: =40 mswT

 

0QSG-SOGI: = 2, =r  
2 2

0 0 0LS: =70, =[ ]LS LS   


 

ˆ=10 kHz. IIR LPF: order = 2, cut-off frequency = 15Hz. MAF: sf F f  

The steady-state relative errors of the estimated fundamental voltage amplitude and 

frequency using the SOGI-DF and SOGI-LS techniques under harmonics and frequency 

variation is presented in Fig. 6.24, where the relative error can be defined by (3.25). In this 

case, the fundamental voltage amplitude is 1.0 p.u., fundamental frequency is varied from 

42.5 Hz to 57.5, as specified by the standard IEC 61000-4-30 [85], and 14.58% THD, as 

given in Table 3.1 of Chapter 3. As it can be seen from Fig. 6.24, the proposed SOGI-DF 

technique can provide improved estimation of fundamental voltage amplitude and 

frequency under harmonics as compared to the SOGI-LS technique. The SOGI-DF 

technique can also meet the estimated frequency error criteria, since the relative frequency 

error is less than 0.03% which is the maximum acceptable value, as specified by the IEC 

standard 61000-4-7. 
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Fig. 6.23  Dynamic performance of the SOGI-DF and SOGI-LS techniques during -7.5 Hz 

(50 Hz to 42.5 Hz) frequency step. (a) Fundamental voltage amplitude. (b) Fundamental 

frequency. 
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Fig. 6.24  Steady-state performance of the SOGI-DF and SOGI-LS techniques under 

harmonics, as given in Table 3.1. (a) Relative fundamental voltage amplitude error. (b) 

Relative frequency error. 
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6.2.4 Real-Time Experimental Results 

The performance of the SOGI-DF and SOGI-LS techniques is compared using real-time 

experimental results. The experimental setup is described in Section 1.3 of Chapter. The 

parameters of the SOGI-DF and SOGI-LS techniques are given in Table 6.3. The 

performance is compared under the following real-time case studies:  

i. Steady-state with DC offset and harmonics (Case-B1) 

ii. Frequency sweep and harmonics (Case-B2) 

iii.  Frequency step and harmonics (Case-B3) 

iv. Voltage sag and harmonics (Case-B4) 

v. Voltage flicker and harmonics (Case-B5) 

The fundamental component of the grid voltage waveforms presented in all the above case 

studies contains 14.58% THD, as given in Table 3.1.  

6.2.4.1 Case-B1: Steady-State with DC Offset and Harmonics 

A grid voltage waveform containing 5% DC offset and 14.58% THD, as given in Table 

3.1, is shown in Fig. 6.25(a). The estimation of the fundamental voltage amplitude and 

frequency using the SOGI-DF and SOGI-LS techniques are shown in Fig. 6.25(b) and (c), 

respectively. As it can be seen, the SOGI-DF technique can provide accurate estimation of 

fundamental frequency, however, generates a steady-state error in the amplitude estimation 

under DC offset and harmonics. On the other hand, the SOGI-LS technique produces a 

steady-state error in the estimation of both fundamental voltage amplitude and frequency 

due to the presence of DC offset and harmonics. 
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Fig. 6.25  Case-B1: Steady-state with DC offset (5%) and harmonics. (a) Grid voltage 

waveform. (b) Fundamental voltage amplitude. (c) Fundamental frequency. 

6.2.4.2 Case-B2: Frequency Sweep and Harmonics 

A fundamental frequency sweep of +10 Hz/s up to 57.5 Hz is considered into the grid 

voltage containing 14.58% THD, as given in Table 3.1. The estimation of the fundamental 

voltage amplitude and frequency sweep is shown in Fig. 6.26. As it can be noticed, both 

techniques can track the frequency sweep. However, the SOGI-LS technique presents an 

offset error for the estimation of 50 Hz and 57.5 Hz under harmonics, as can be seen from 

the magnified plots in Fig. 6.26(b). On the other hand, both techniques produce small 

steady-state errors in the estimation of fundamental voltage amplitude during the frequency 

sweep, as can be seen in Fig. 6.26(a). 
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Fig. 6.26  Case-B2: Frequency sweep (+10 Hz/s: 50 Hz to 57.5 Hz) and harmonics. (a) 

Fundamental voltage amplitude. (b) Fundamental frequency. 

6.2.4.3 Case-B3: Frequency Step and Harmonics 

A fundamental frequency step of -7.5 Hz is considered into the grid voltage waveform 

containing 14.58% THD, as given in Table 3.1. The fundamental voltage amplitude and 

frequency estimation is shown in Fig. 6.27. As it can be seen, both techniques can track the 

frequency step. However, the SOGI-LS technique presents an offset error for the 

estimation of 42.5 Hz under 14.58% THD given in Table 3.1. The fundamental voltage 

amplitude estimation using both techniques is also affected by the frequency step, as 

noticed in Fig. 6.27(a). 
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Fig. 6.27  Case-B3: Frequency step (-7.5 Hz: 50 Hz to 42.5 Hz) and harmonics. (a) 

Fundamental voltage amplitude. (b) Fundamental frequency. 

6.2.4.4 Case-B4: Voltage Sag and Harmonics 

The estimation of the fundamental voltage amplitude and frequency using the SOGI-DF 

and SOGI-LS techniques are depicted in Fig. 6.28, where the grid voltage waveform  
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Fig. 6.28  Case-B4: Voltage sag (50%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental voltage amplitude. (c) Fundamental frequency. 
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contains 50% voltage sag and 14.58% THD, as given in Table 3.1. As it can be observed, 

both techniques can track the voltage sag accurately. However, the frequency estimation of 

both techniques is affected by the voltage sag. 

6.2.4.5 Case-B5: Voltage Flicker and Harmonics 

In this case, the grid voltage waveform contains voltage flicker and 14.58% THD, as 

given in Table 3.1. The frequency and amplitude of the voltage flicker are 2.5 Hz and 

±0.10 p.u., respectively. The fundamental voltage amplitude and frequency estimation 

using the techniques are shown in Fig. 6.29. As it can be seen, both techniques can track 

the voltage flicker. On the other hand, the frequency estimation using both techniques is 

slightly affected by the voltage flicker.  
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Fig. 6.29  Case-B5: Voltage flicker (±10%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental voltage amplitude. (c) Fundamental frequency. 
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6.3 Power System Fundamental Voltage Amplitude and Frequency 

Estimation using A Cascaded Delayed Signal Cancellation Based 

Technique 

In this section, a frequency adaptive QSG relying on an anticonjugate decomposition 

(ACD) process and a cascaded delayed signal cancellation (CDSC) strategy based 

technique is reported for estimating the single-phase grid voltage fundamental amplitude 

and frequency under distorted grid conditions. The proposed technique is shown in Fig. 

6.30. As it can be seen, the fundamental voltage amplitude is estimated from the 

orthogonal voltage waveforms generated by the QSG. The orthogonal voltage waveforms 

are also used as inputs for the estimation of frequency. The value of Nw is used as the 

number of voltage samples present in one fundamental period and is updated adaptively at 

every sample using the estimated fundamental frequency, as can also be seen in Fig. 6.30. 

Anticonjugate

   2 2
. .  1Â n

 '
1v n

 '
1qv n
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/(.)sf
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Decomposition-
Cascaded Delayed
Signal Cancellation

wN

Quadrature Signal Generator

Fundamental

 

Fig. 6.30  Block diagram of the proposed technique for single-phase grid voltage 

fundamental amplitude and frequency estimation. 

6.3.1 Fundamental Voltage Orthogonal Waveforms Generation 

According to the ACD process, the single-phase voltage system can be considered from 

two space vectors: a positive-sequence one and a negative-sequence one [186]. The 

decomposition is called anticonjugate because both vectors are symmetrical about the 

imaginary axis (vectors are symmetrical about the real axis in conjugate decomposition) 

[186]. The amplitudes of both vectors are half of the single-phase voltage amplitude. The 

positive-sequence component is in-phase with the input single-phase voltage waveform. 

The real and imaginary parts of the vectorial sum of both vectors are zero and input single-

phase voltage, respectively. Therefore, the vectorial sum can be decomposed back to the 

anitconjugate pair and hence can be used to estimate the amplitude and phase angle of the 

single-phase voltage system. The detail of the ACD process for single-phase voltage 
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system is reported in [186]. The ACD process can be combined with the CDSC strategy 

(ACDSC) to reject the negative effects caused by harmonics and DC offset [186]. 

Therefore, the ACDSC can be used to produce clean fundamental voltage orthogonal 

waveforms from a distorted single-phase grid voltage waveform with known fundamental 

frequency and hence is named as QSG-ACDSC.  

The QSG-ACDSC for the single-phase voltage system is shown in Fig. 6.31 [186]. The 

inputs of the CDSC are used as v  and qv , where qv  is the in-quadrature component of 

v . According to the ACD process, the value of qv  is equal to zero. Multiple delayed 

signal cancellation (DSC) operators, such as 
1 2 3p p pDSC , DSC , DSC  and so on, are 

cascaded in series to form 
1 2 3p , p , p ,CDSC ...... The subscript p1 of the operator 

1pDSC  

indicates that the input orthogonal voltages are delayed by T/p1, where T is the grid voltage 

fundamental time period. The principle of the CDSC is to delay the input voltages and then 

processed to reject harmonics and DC offset [186, 252, 260, 261]. The operating principle 

of the 
1pDSC  can be expressed by [186]  
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Fig. 6.31  QSG-ACDSC. 
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where ( )outqv n  and ( )inqv n  are the in-quadrature components, ( )outv n  and ( )inv n  are the 

in-phase components and the subscripts in and out indicate the input and output variables 

of the 
1pDSC , respectively. In (6.24), 2π/p1 is a constant phase angle and hence the matrix 

formed by the trigonometric functions is a constant matrix. The implementation of the 

operator 
1pDSC  is also shown by the blue block in Fig. 6.31. As it can be seen, only simple 

transport delay, multiplication and summation operations are to be handled by the digital 

signal processor [186]. For discrete implementation of 
1pDSC , the value of Nw/p1 can be 

integer or non-integer i.e. L3≤Nw/p1<L3+1, where L3 is a positive integer and 

L3=floor(Nw/p1), then a linear interpolation operation can be performed between the 

samples vin(n-L3) and vin(n-L3-1) to obtain the value of vin(n-Nw/p1) [78]. The linear 

interpolation operation can also be performed between the samples qvin(n-L3) and qvin(n-

L3) to get the value of qvin(n-Nw/p1). 

The magnitude responses of the operator 
1pDSC
 
for different values of p1 and two 

CDSC structures (CDSC2,4,8,16,32 and CDSC4,8,16,32) are shown in Fig. 6.32. As it can be 

seen in Fig. 6.32(g), the CDSC2,4,8,16,32 can reject all the even and odd harmonics including 

the DC offset from the estimated fundamental voltage orthogonal waveforms. However, 

during the dynamic conditions, the delay provided by the CDSC2,4,8,16,32 is 0.97Nw 

(=Nw/2+Nw/4+Nw/8+Nw/16+Nw/32).  On the other hand, it can be seen in Fig. 6.32(f) that 

the CDSC4,8,16,32 can reject the odd harmonics from the estimated fundamental voltage 

orthogonal waveforms. Nevertheless, during the dynamic conditions, the delay provided by 

the CDSC4,8,16,32 is 0.47Nw (=Nw/4+Nw/8+Nw/16+Nw/32). The ACD and CDSC4,8,16,32 is 

used in the proposed technique to track the fundamental voltage orthogonal components 

from a grid voltage waveform distorted by odd harmonics at the expense of a dynamic 

delay equal to 47% (0.47Nw) of the fundamental time period. 

The fundamental voltage in-phase and in-quadrature components generated by the QSG-

ACDSC, as shown in Fig. 6.31, can be expressed by (6.25) and (6.26), respectively. 

        '
1 1 1sin sv n A n n nT n  

    
(6.25) 

        '
1 1 1cos sqv n A n n nT n  

   
(6.26) 

Therefore, the fundamental voltage amplitude can be estimated by  

     '2 '2
1 1 1Â n v n qv n 

    
(6.27) 
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Fig. 6.32  Magnitude responses of the operators 
1pDSC  and 

1 2 3p , p , p ,CDSC ...... . 

6.3.2 Fundamental Frequency Estimation 

The following relation can be obtained when the fundamental voltage parameters are 

constant within the two consecutive samples of (6.25) and (6.26) [82]. 
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Based on a small variation of the grid voltage fundamental frequency, sin{ ( ) }sn T  can be 

expressed by 
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(6.29) 

where cos{Δω(n)Ts} 1 and sin{Δω(n)Ts} Δω(n)Ts. Therefore, from (6.28) and (6.29), 

the deviation of fundamental frequency from its nominal value can be obtained by 

 

       
   

 

' ' ' '
1 1 1 1

02
1

0

1 1
sin

ˆ
2 cos

s

s s

v n qv n v n qv n
T

A n
f n

T T



 

  


 
  

(6.30) 

The actual fundamental frequency can be estimated by 

   0
ˆ ˆf n f f n  

        
(6.31) 

The implementations of (6.30) and (6.31) for tracking of the fundamental frequency are 

shown in Fig. 6.33. As it can be noticed, the technique requires two successive samples of 

the fundamental voltage orthogonal waveforms to estimate the frequency. However, due to 

the presence of the interdependent loop, as shown in Fig. 6.30, the faster tracking of 

fundamental frequency as compared to the orthogonal voltage waveforms estimation will 

affect the stability of the proposed technique. Therefore, a time delay is used for the loop 

providing the estimated frequency and a first-order IIR LPF is used for this purpose, as can 

be seen in Fig. 6.33 [179, 252, 261]. The angular cut-off frequency of the LPF is cut . The  
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Fig. 6.33  Fundamental frequency estimation based on the fundamental voltage orthogonal 

waveforms obtained by the QSG-ACDSC. 
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stability of the technique depends on the tuning of cut . A slower dynamics can be 

obtained by using a low value of cut . The optimal tuning of the LPF’s cut-off frequency 

in the outer frequency estimation loop is reported in [252, 261] as cut ω0/3 and is also 

used in the proposed technique. 

6.3.3 Simulation Results 

The performance of the QSG-ACDSC technique is compared with the SOGI-FLL one 

[198]. The parameters of both techniques, as given in Table 6.4, are tuned to provide 

similar dynamics for the fundamental voltage amplitude and frequency estimation. The 

sampling and nominal grid voltage fundamental frequencies are chosen as 10 kHz and 50 

Hz, respectively. The following case studies are carried out for performance comparison. 

i. Steady-state with harmonics (Case-C1) 

ii. Frequency step and harmonics (Case-C2) 

iii. Frequency sweep and harmonics (Case-C3) 

iv. Voltage sag and harmonics (Case-C4) 

v. Voltage swell and harmonics (Case-C5) 

vi. Voltage flicker and harmonics (Case-C6) 

The fundamental component of the grid voltage waveforms presented in all the above case 

studies are distorted by harmonics, as given in Table 5.5 of Chapter 5, thus leading to a 

THD of 7.42%.  

Table 6.4  Parameters of the QSG-ACDSC and SOGI-FLL techniques 

QSG-ACDSC SOGI-FLL 

4,8,16,32 0C D SC  &  / 3cut    0= 2 & / 3    

6.3.3.1 Case-C1: Steady-State with Harmonics 

A distorted grid voltage waveform containing 7.42% THD is shown in Fig. 6.34(a). The 

harmonic contents are given in Table 5.5. The estimation of the fundamental voltage 

amplitude and frequency at steady-state using the proposed QSG-ACDSC and SOGI-FLL 
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techniques are depicted in Fig. 6.34(b) and (c), respectively. As it can be seen, the 

estimation of fundamental voltage amplitude and frequency using the proposed technique 

is accurate. Moreover, the performance of the proposed technique is less affected by 

harmonics as compared to the SOGI-FLL one. 
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Fig. 6.34  Case-C1: Steady-state with harmonics. (a) Grid voltage waveform. (b) 

Fundamental voltage amplitude. (c) Fundamental frequency. 

6.3.3.2 Case-C2: Frequency Step and Harmonics 

A worst case scenario of grid frequency variation such as a step change is considered for 

comparing the performance of the proposed QSG-ACDSC and SOGI-FLL techniques. Fig. 

6.35 illustrates the estimation of the fundamental voltage amplitude and +1 Hz 

fundamental frequency step using the presented techniques under 7.42% THD, as given in 

Table 5.5. As it can be noticed in Fig. 6.35(b), the proposed technique takes around one 

fundamental cycle as a settling time for tracking the frequency step. 

6.3.3.3 Case-C3: Frequency Sweep and Harmonics 

A frequency sweep of -10 Hz/s down to 49 Hz and 7.42% THD, as given in Table 5.5, 

are considered for this case study. The estimation of the fundamental voltage amplitude 

and frequency sweep using the proposed QSG-ACDSC and SOGI-FLL techniques are 
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shown in Fig. 6.36. It can be noticed that the proposed technique can track the frequency 

sweep more accurately as compared to the SOGI-FLL technique. The amplitude estimation 

using the proposed technique is also more accurate when compared with the SOGI-FLL 

one, as can be observed in Fig. 6.36(a).  
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Fig. 6.35  Case-C2: Frequency step (+1 Hz: 50 Hz to 51 Hz) and harmonics. (a) 

Fundamental voltage amplitude. (b) Fundamental frequency. 
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Fig. 6.36  Case-C3: Frequency sweep (-10 Hz/s: 50 Hz to 49 Hz) and harmonics. (a) 

Fundamental voltage amplitude. (b) Fundamental frequency. 



153 
 

6.3.4.4 Case-C4: Voltage Sag and Harmonics 

A grid voltage sag of 30% and harmonics, as given in Table 5.5, is shown in Fig. 

6.37(a). As it can be seen from Fig. 6.37(b), the dynamics of the amplitude estimation of 

both techniques are similar. However, the estimated frequency presents 

overshoot/undershoot during the voltage sag using both of the techniques, as can be 

noticed in Fig. 6.37(c). 
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Fig. 6.37  Case-C4: Voltage sag (30%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental voltage amplitude. (c) Fundamental frequency. 

6.3.3.5 Case-C5: Voltage Swell and Harmonics 

A grid voltage swell of 30% and harmonics, as given in Table 5.5, is shown in Fig. 

6.38(a). Similar to the voltage sag, the dynamic response of both techniques for amplitude 

estimation, as shown in Fig. 6.38(b), are comparable. As it can be seen from Fig. 6.38(c), 

the estimated fundamental frequency also presents overshoot/undershoot during the 

voltage swell. 
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Fig. 6.38  Case-C5: Voltage swell (30%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental voltage amplitude. (c) Fundamental frequency. 

6.3.3.6 Case-C6: Voltage Flicker and Harmonics 

In this case, a 5 Hz and ±0.10 p.u. triangular voltage flicker is considered into a grid 

voltage waveform containing 7.42% THD, as shown in Fig. 6.39(a). The harmonic 

contents are presented in Table 5.5. As it can be seen from Fig. 6.39(b), the proposed 

technique can track the voltage flicker accurately. The frequency estimation is also shown 

in Fig. 6.39(c). As it can be noticed, the voltage flicker introduces ripple into the frequency 

estimation of the proposed technique. 
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Fig. 6.39  Case-C6: Voltage flicker (±10%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental voltage amplitude. (c) Fundamental frequency. 

6.4 Conclusions 

Three techniques based on quadrature signal generator have been reported in this chapter 

to estimate the single-phase grid voltage fundamental amplitude and frequency.  

The first proposed technique relies on the discrete Fourier Transform and a quadrature 

signal generator based on a second-order generalized integrator, and has been used to 

estimate the fundamental voltage amplitude and frequency from a distorted single-phase 

grid voltage waveform. The presented discrete Fourier Transform operation does not need 

to adjust the window size corresponding to the actual time-varying frequency. The fixed-

size window based on nominal fundamental periods allows offline computation of the 

trigonometric functions required for the discrete Fourier Transform. The use of three high 

order discrete Fourier Transform filters increases the computational burden of the proposed 

technique as compared to a frequency-locked loop/phase-locked loop relying on the 

quadrature signal generator based on the second-order generalized integrator. However, the 

frequency estimation using the proposed technique is less sensitive to the presence of 

harmonics and is also not depending on the generation of the quadrature waveforms when 

compared with the frequency-locked loop/phase-locked loop. Moreover, unlike the 



156 
 

frequency-locked loop/phase-locked loop, the proposed technique does not create any 

interdependent loops, thus increasing the overall stability and easing the tuning process. 

The presented experimental results have confirmed the effectiveness of the proposed 

technique for real-time estimation of the fundamental voltage amplitude and frequency. 

The second proposed technique consists of a quadrature signal generator based on a 

fixed frequency tuned second-order generalized integrator and an infinite-impulse-response 

differentiation filter. It does not create any interdependent loop between the orthogonal 

voltage system and the frequency estimation, thus making the technique robust and 

offering an easy tuning process. The technique is computationally efficient and can also 

provide an accurate estimation of fundamental voltage amplitude and frequency under the 

DC offset, harmonics and a wide range of fundamental frequency variation. The technique 

shows less sensitivity to the presence of harmonics for frequency estimation as compared 

to a similar technique relying on the quadrature signal generator based on the fixed 

frequency tuned second-order generalized integrator and least-squares. The presented 

experimental results have shown the real-time grid voltage parameters estimation 

capability of the proposed technique. 

The third proposed technique is based on a quadrature signal generator, which relies on 

an anticonjugate decomposition process and a cascaded delayed signal cancellation 

strategy. The frequency information required by the quadrature signal generator is updated 

using a frequency estimation algorithm. The proposed technique estimates the fundamental 

voltage amplitude and frequency accurately from a grid voltage waveform distorted by 

harmonics. Moreover, the proposed technique shows less sensitivity to the presence of 

harmonics when compared with the quadrature signal generator based on a second-order 

generalized integrator and frequency-locked loop, as confirmed by the simulation results. 
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Chapter 7  

Kalman Filter Based Techniques 

This chapter presents Kalman filter based techniques for single-phase grid voltage 

fundamental and harmonics parameters estimation. A frequency-locked loop with a linear 

Kalman filter based technique is presented in Section 7.1 to estimate the grid voltage 

fundamental amplitude and frequency. The technique is also extended in Section 7.2 for 

the estimation of grid voltage harmonics amplitudes including the fundamental frequency 

and amplitude. Moreover, an extended Kalman filter is described in Subsection 7.2.3 for 

tracking of the instantaneous voltage flicker level from the estimated fundamental voltage 

amplitude. Selected simulation results are presented after the description of each technique. 

The conclusions of the works are documented in Section 7.3. Equation Chapter 7 Section 1 

7.1 Power System Fundamental Voltage Amplitude and Frequency 

Estimation using A Kalman Filter Based Technique 

A frequency adaptive linear Kalman filter (LKF) is documented in this section for 

estimating the single-phase grid voltage fundamental amplitude and frequency under 

distorted grid conditions. In the proposed technique, a frequency-locked loop (FLL) is 

combined with the LKF (LKF-FLL) for adaptive estimation of the fundamental voltage 

amplitude and frequency. The proposed LKF-FLL technique is shown in Fig. 7.1, where v 

is the grid voltage, n is the sampling instant, ̂
 
is the estimated fundamental angular 

frequency, f̂  
is the estimated fundamental frequency, 1Â  is the estimated fundamental 

voltage amplitude, KLKF is the Kalman gain, LLKF is the measurement matrix, JLKF is the 

transition or Jacobian matrix, 11x
 is the state corresponding to the in-phase fundamental 

voltage component, 12x
 is the state corresponding to the in-quadrature fundamental voltage 

component, 
'

11 1x v , 
'
1v

 is the estimated in-phase fundamental voltage component, 

'
12 1x qv , 

'
1qv
 is the estimated in-quadrature fundamental voltage component, x

 is the 
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state vector, 11x  is the predicted value of 11x , 12x  is the predicted value of 12x  and x   is the 

predicted value of x . As it can be seen, the fundamental voltage angular frequency is 

estimated adaptively using the FLL and is fed to the LKF. The inputs of the FLL are the 

fundamental voltage orthogonal components estimated by the LKF and the grid voltage. 

The amplitude, as estimated from the fundamental voltage orthogonal components 

obtained by the LKF, is filtered using a frequency adaptive moving average filter (MAF), 

as it can be noticed in Fig. 7.1. 

 v n

LKFK

LKFL

 11x n

 12x n  12 1x n 

 11 1x n 






 x n


LKFJ

FLL
 ˆ n

 1x n 1z
 x n

LKF

1/2π  f̂ n

   2 2
. . MAF  1Â n



 

Fig. 7.1  Proposed frequency adaptive LKF technique based on FLL for the estimation of 

single-phase grid voltage fundamental amplitude and frequency.  

7.1.1 Fundamental Voltage Amplitude Estimation 

For estimating the grid voltage fundamental amplitude, the LKF can be described by a 

dynamic process and a measurement relation as given by (7.1) and (7.2), respectively. 

    11 LKFx n J x n d  
    

(7.1) 

    2LKFv n L x n d 
    

(7.2) 

where d1 is the process noise and d2 is the measurement noise. The process and 

measurement noises are assumed to be independent, white and zero mean normal 

probability distributions. In practice, the process noise covariance matrix (Qn) and the 

measurement noise covariance (Rn) may change with each time step and measurement. 

However, a constant value of Qn=Q=qI and Rn=R can also be used for the LKF [135, 137, 

146, 262], where q is the process noise covariance and I is an identity matrix. Four 

parameters of the LKF such as q, R, initial state estimate {x(0)} and initial estimation error 

covariance p (P0=pI, P0 is the initial error covariance matrix) are assumed a priori.  
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The in-phase and in-quadrature components of the grid voltage fundamental waveform 

are used as the states of the LKF and are expressed by (7.3) and (7.4), respectively. 

          '
11 1 1 1sin sx n v n A n n nT n   

   
(7.3) 

          '
12 1 1 1cos sx n qv n A n n nT n   

     
(7.4) 

where A1 is the fundamental voltage amplitude, =2πf  is the fundamental angular 

frequency, f is the fundamental frequency, 1  is the initial phase angle and Ts is the 

sampling period. The state vector is obtained by 
11 12( ) [ ( ) ( )]x n x n x n  , where   

denotes transpose operation. The state transition between two successive sampling instants 

can be expressed by (7.5) and (7.6), respectively. 

           11 11 121 cos sins sx n x n n T x n n T    
  

(7.5) 

           12 11 121 sin coss sx n x n n T x n n T     
  

(7.6) 

The predicted state vector is obtained by 
1 1 12( 1) [ ( 1) ( 1)]x n x n x n       . The state 

transition matrix of the LKF can be expressed by  

     
     

cos sin

sin cos

s s

LKF

s s

n T n T
J

n T n T

 

 

 
  

      

(7.7) 

The fundamental frequency is provided in (7.7) by the FLL under the assumption that the 

estimated frequency is equal to the input voltage frequency. The measurement matrix can 

be expressed by 

[1 0]LKFL 
     

(7.8) 

The steps of the LKF are as follows [134-136]: 

Time update stage: 

Project the state ahead:    1 LKFx n J x n     

Project the error covariance ahead: 1n L K F n L K FP J P J Q
  

 

Measurements update stage: 

Compute the Kalman gain:   1

LKF n LKF LKF n LKF
K P L L P L R

     

Update estimate:         LKF LKFx n x n K v n L x n     
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Update error covariance:  n nLKF LKFP PI K L    

where nP  is the error covariance matrix and 1nP
  is the predicted value of nP . Therefore, 

the grid voltage fundamental amplitude can be estimated by  

         2 2 '2 '2
1 11 12 1 1Â n x n x n v n qv n   

     
(7.9) 

The grid voltage fundamental amplitude estimation using the LKF may contain ripple 

due to the presence of DC offset and harmonics. The MAF, as shown in Fig. 6.7(a) of 

Chapter 6, is used to remove the ripple from the estimated amplitude. An integrator based 

on backward Euler method, as shown in Fig. 6.19, is used for discrete implementation of 

the MAF. The linear interpolation operation, as given by (6.11), is also used when the 

number of samples in a window size of the MAF is not an integer value.  

7.1.2 Tuning of the LKF Parameters 

A frequency domain analysis is presented in this subsection for showing the 

performance of the LKF under different tuning conditions. For different combinations of 

the parameters q, R and p, the Bode plots of the in-phase and in-quadrature components of 

the LKF with respect to the input voltage are presented in Fig. 7.2 and Fig. 7.3, 

respectively. The tuning frequency of the LKF is chosen as ˆ 2 50   rad/s. As it can be 

seen from Fig. 7.2 and Fig. 7.3, the in-phase and in-quadrature structures of the LKF 

behave like a band-pass filter (BPF) and a low-pass filter (LPF), respectively. With p=0, 

the frequency responses are similar for a constant value of the ratio q/R i.e. 

q/R=q1/R1=(q1/10)/(R1/10)=(10q1)/(10R1)=β, where q1=10-2.0 is a fixed value of q, R1=1.0 is 

a fixed value of R, and β=10-2.0 is the ratio of q1 and R1. However, as the value of the ratio 

q/R decreases i.e. for q/R=q1/(10R1)=0.1β, the bandwidth of the LKF decreases and vice 

versa. Thus, for a constant value of p, the bandwidth of the LKF is determined by the ratio 

q/R [137, 145]. Therefore, a lower value of the ratio q/R can be chosen to reject the 

disturbances from the estimation at the cost of a slower dynamic response and vice versa. 

For different values of p and a constant value of the ratio q/R=q1/R1=β, the Bode plots of 

the in-phase and in-quadrature components of the LKF with respect to the input voltage are 

also shown in Fig. 7.2 and Fig. 7.3, respectively. In this case, the bandwidth of the LKF 
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Fig. 7.2  Bode plots of the in-phase component 
'
1( )v  of the LKF with respect to the input 

voltage (v) for a tuning frequency ̂  2π50 rad/s and different combinations of the 

parameters q, R and p. 
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Fig. 7.3  Bode plots of the in-quadrature component 
'
1( )qv  of the LKF with respect to the 

input voltage (v) for a tuning frequency ̂  2π50 rad/s and different combinations of the 

parameters q, R and p. 
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increases as the value of p increases and vice versa. For the initial start of the LKF, a high 

value of p is usually chosen to provide a high bandwidth so that a fast tracking of the input 

voltage is obtained. However, after initial convergence, the value of p and hence the 

Kalman gain settles to a very small value. Therefore, when a large change occurs in the 

input voltage, p can be reset to a high value for quickly tracking the changes of the input 

voltage [139, 141, 143].  

7.1.3 Fundamental Frequency Estimation 

The estimation error ( )ve  of the LKF can be obtained by subtracting the estimated in-

phase fundamental voltage component from the input grid voltage i.e. '
1ve v v  . The 

Bode plots of the estimation error and the in-quadrature component of the LKF with 

respect to the input voltage are shown in Fig. 7.4. As it can be observed, the phase 

difference between the in-quadrature component and the estimation error are 180° and 0° 

when ˆ   and ˆ ,   respectively. The product of the estimation error signal and the 

in-quadrature component is negative, zero and positive for the conditions ˆ ,  ˆ   

and ˆ ,   respectively. Therefore, the product of the estimation error signal and the in-

quadrature component can be defined as a frequency error variable ( )fe  and can be fed to 

an integrator with a gain (γ) to track the actual fundamental frequency and the result is the 

formation of the FLL [193]. The value of γ determines the dynamic speed and disturbance 

rejection capability of the FLL. The lower value of γ increases the disturbance rejection 

capability at the expense of a slower dynamic speed and vice versa. Thus, a trade-off is 

required between the dynamic speed and disturbance rejection capability when choosing 

the value of γ. On the other hand, the frequency estimation accuracy under distorted grid 

conditions can also be increased by placing an in-loop LPF inside the FLL at the expense 

of slower dynamics [188]. A window based MAF can be used inside the FLL to reject the 

negative effects caused by disturbances present in the grid voltage [188]. The dynamics of 

the fundamental frequency estimation using the FLL can be expressed by [193, 197, 198] 
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Fig. 7.4  Bode plots of the estimation error 
'
1( )ve v v   and the in-quadrature component 

'
1( )qv  of the LKF with respect to the input signal (v) for the parameters ̂  2π50 rad/s, 

q=10-2.0, R=1.0 and p=0. 
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(7.10) 

where   is the fundamental angular frequency dynamics. It can be seen from (7.10) that 

the tracking speed of the fundamental frequency also depends on the square of the 

fundamental voltage amplitude and hence the estimation speed is affected by the variation 

of the amplitude such as the voltage sag, swell and flicker. Therefore, to keep the 

estimation speed of the frequency dynamics non-sensitive to the change of the fundamental 

voltage amplitude, the gain of the FLL can be normalized by 
2

1 ( )A n  and is given by  

      ˆsin sn n n nT      
      

(7.11) 
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The implementation of the FLL based on the orthogonal voltage waveforms estimated by 

the LKF is shown in Fig. 7.5. The MAF, as shown in Fig. 6.7(a), is also used in Fig. 7.5. 

The window size of the MAF is updated adaptively based on the estimated fundamental 

frequency. In order to avoid an algebraic loop, a discrete forward Euler integrator is used 

in the FLL. The nominal fundamental angular frequency is also used to increase the initial 

synchronization process, where 0ˆ ˆ     and ̂  is the estimated fundamental 

angular frequency deviation, as can be noticed in Fig. 7.5. 
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Fig. 7.5  Implementation of the FLL based on the orthogonal voltage waveforms generated 

by the LKF. 

7.1.4  Simulation Results 

In this subsection, the performance of the proposed LKF-FLL technique is compared 

with an extended complex Kalman filter (ECKF) technique [138-143] under several cases 

as follows: 

i. Steady-state with harmonics (Case-A1) 

ii. Frequency sweep and harmonics (Case-A2) 

iii. Frequency step and harmonics (Case-A3) 

iv. Voltage sag and harmonics (Case-A4) 

v. Voltage flicker and harmonics (Case-A5)  

The parameters of the LKF-FLL and ECKF techniques, as given in Table 7.1, are tuned so 

that approximately an equal dynamic response is obtained, where 2 2I   is a 2×2 identity 

matrix, 3 3I   is a 3×3 identity matrix,  j is the complex operator, F is the gain of the MAF, 

and ‘diag’ indicates diagonal matrix. Similar to the LKF-FLL technique, a frequency 

adaptive MAF is used in the ECKF to reject ripple from the estimated fundamental voltage 

amplitude. The sampling and nominal grid voltage fundamental frequencies are chosen as 



165 
 

10 kHz and 50 Hz, respectively. The fundamental component of the grid voltage presented 

in all case studies are distorted by 4.0% 3rd and 3.0% 5th harmonics, thus leading to a total 

harmonic distortion (THD) = 5.0%, as given in Table 7.2.  

Table 7.1  Parameters of the LKF-FLL and ECKF techniques 

LKF-FLL ECKF 

  3.0
0 2 2(0) 0.01 0.01 , 10 ,x P I  

2.0
2 21.0,  10 ,R Q I
 

0
ˆ222 ,  MAFs: .F f    

  0 0 0( 0.001 ) ( 0.001 )0   ,s s sj T j T j Tx e e e           


 3.0 6.6 2.0 2.0
0 3 310 ,  1.0,  diag 10 ,  10 ,  10 ,P I R Q   

  

ˆMAF: .F f  

 
Table 7.2  Harmonics as a percentage of fundamental component 

Harmonics THD 

3rd 5th 5.0% 

4.0% 3.0% 

7.1.4.1 Case-A1: Steady-State with Harmonics 

The steady-state relative error of the estimated fundamental frequency using the LKF-

FLL and ECKF techniques is shown in Fig. 7.6, where the relative error can be defined by 

(3.25). In this case, the fundamental voltage amplitude is 1.0 p.u., THD is 5%, as given in 

Table 7.2, and the fundamental frequency is varied from 42.5 Hz to 57.5 Hz, as specified 

by the IEC standard 61000-4-30 [85]. It can be noticed from Fig. 7.6 that the fundamental  
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Fig. 7.6  Case-A1: Relative error of the estimated fundamental frequency at steady-state 

operation with harmonics, as given in Table 7.2. 
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frequency estimation error using the LKF-FLL technique remains inside the acceptable 

range (less than 0.03%), as specified by the IEC standard 61000-4-7 [254]. Moreover, the 

fundamental frequency estimation using the LKF-FLL technique is less affected by 

harmonics when compared with the ECKF one. 

Fig. 7.7 shows the estimated relative error of the fundamental voltage amplitude at 

steady-state using the LKF-FLL and ECKF techniques, where the fundamental frequency 

is 50 Hz, THD is 5%, as given in Table 7.2, and the fundamental voltage amplitude is 

varied from 5% to 200%. As it can be noticed, the LKF-FLL technique can provide more 

accurate estimation of the fundamental voltage amplitude as compared to the ECKF one. 

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.5

1

1.5

2

 

              
              

0.5 1 1.5 2
0

0.05

0.1

 

 

0.05

0.05

R
el

at
iv

e 
A

m
pl

it
ud

e LKF-FLL

ECKF

Fundamental Voltage Amplitude (p.u.)

E
rr

or
 (

%
)

 

Fig. 7.7  Case-A1: Relative error of the estimated fundamental voltage amplitude at steady-

state operation with harmonics, as given in Table 7.2. 

7.1.4.2 Case-A2: Frequency Sweep and Harmonics 

For this case, a frequency sweep is performed at -10 Hz/s down to 42.5 Hz in the grid 

voltage distorted by harmonics, as given in Table 7.2. The estimation of the fundamental 

voltage amplitude and frequency using the LKF-FLL and ECKF techniques are shown in 

Fig. 7.8. The dynamic performance of both techniques for frequency sweep estimation is 

the same. On the other hand, the fundamental voltage amplitude estimation using both 

techniques is slightly affected by the frequency sweep. However, the LKF-FLL technique 

is less sensitive to the presence of harmonics when compared with the ECKF one, as can 

be noticed in Fig. 7.8. 
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Fig. 7.8  Case-A2: Frequency sweep (-10 Hz/s: 50 Hz to 42.5 Hz) and harmonics. (a) 

Fundamental voltage amplitude. (b) Fundamental frequency. 

7.1.4.3 Case-A3: Frequency Step and Harmonics 

A worst case scenario of grid frequency variation such as a step change is considered in 

this case. Fig. 7.9 shows the estimation of fundamental voltage amplitude and +7.5 Hz (50 

Hz to 57.5 Hz) frequency step under harmonics, as given in Table 7.2. As it can be noticed 

from Fig. 7.9(b), both LKF-FLL and ECKF techniques can track the frequency step. It can 

also be seen that the settling time for tracking the fundamental frequency step using the 

LKF-FLL technique is around 2.5 fundamental cycles. On the other hand, the fundamental 

voltage amplitude estimation using both techniques are affected by the frequency step, as 

can be observed in Fig. 7.9(a). 

7.1.4.4 Case-A4: Voltage Sag and Harmonics 

A grid voltage sag of 50% and harmonics, as given in Table 7.2, is shown in Fig. 

7.10(a). The performance of the LKF-FLL and ECKF techniques for fundamental voltage 

amplitude and frequency estimation is shown in Fig. 7.10(b) and (c), respectively. As it can 

be seen from Fig. 7.10(b), the LKF-FLL and ECKF techniques can track the voltage sag. 

The settling time for tracking the fundamental voltage amplitude using both techniques is 

around 1.25 fundamental cycles. On the other hand, both techniques present undershoot in 

the frequency estimation during the voltage sag, as can be noticed in Fig. 7.10(c). 
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Fig. 7.9  Case-A3: Frequency step (+7.5 Hz: 50 Hz to 57.5 Hz) and harmonics. (a) 

Fundamental voltage amplitude. (b) Fundamental frequency. 
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Fig. 7.10  Case-A4: Voltage sag (50%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental voltage amplitude. (c) Fundamental frequency. 
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7.1.4.5 Case-A5: Voltage Flicker and Harmonics 

The grid voltage waveform, as shown in Fig. 7.11(a), contains 2.5 Hz, ±0.10 p.u. 

triangular voltage flicker and harmonics, as given in Table 7.2. In this case, the 

fundamental voltage amplitude and frequency estimation using the LKF-FLL and ECKF 

techniques are shown in Fig. 7.11(b) and (c), respectively. As it can be noticed, both 

techniques can track the voltage flicker. On the other hand, the LKF-FLL technique 

generates a steady-state error in the estimation of fundamental frequency due to the voltage 

flicker, as can be observed in Fig. 7.11(c). 
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Fig. 7.11  Case-A5: Voltage flicker (±10%) and harmonics. (a) Grid voltage waveform. (b) 

Fundamental voltage amplitude. (c) Fundamental frequency. 

7.2 Power System Harmonics and Flicker Estimation using A Kalman 

Filter Based Technique 

In this section, the LKF-FLL technique is extended for the single-phase grid voltage 

fundamental amplitude, frequency and harmonics amplitudes estimation. In addition, an 

extended Kalman filter (EKF) is used to obtain the instantaneous voltage flicker level 

(IFL) from the estimated fundamental voltage amplitude. The proposed Kalman filter (KF) 

based technique for the grid voltage fundamental amplitude, frequency, harmonics 
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amplitudes and IFL estimation is shown in Fig. 7.12, where 1ix  is the state corresponding 

to the in-phase component of vi, 2ix  is the state corresponding to the in-quadrature 

component of vi, vi is the voltage component at the angular frequency i , (i=1,2,3,…,M), 

M is the maximum order of harmonics, '
1i ix v , '

iv  is the estimated in-phase component of 

vi, '
2i ix q v , '

iqv  is the estimated in-quadrature component of vi, 1ix   is the predicted value 

of 1ix , 
2ix   is the predicted value of 2ix , ˆ

iA  is the estimated amplitude of vi, ˆ
fundA

 
is the 

estimated fundamental voltage amplitude without IFL and 
'
Fv

 
is the estimated IFL. As it 

can be seen, the grid voltage fundamental angular frequency is estimated adaptively using 

the FLL and is forwarded to the LKF for extracting the orthogonal voltage components of 

the fundamental and harmonics present in the distorted grid voltage waveform. The 

orthogonal components are then used to obtain the amplitudes of the grid voltage 

fundamental and harmonics. The estimated fundamental voltage amplitude is passed 

through a LPF and is then fed to the EKF for extracting the IFL and the actual fundamental 

voltage amplitude without IFL. 
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Fig. 7.12  Proposed frequency adaptive KF technique for the single-phase grid voltage 

fundamental amplitude, frequency, harmonics amplitudes and IFL estimation. 

7.2.1 Fundamental and Harmonics Voltage Amplitudes Estimation 

The single-phase grid voltage distorted by harmonics can be expressed by  

          
1,2,3... 1,2,3...

 = sin
M M

i i s i
i i

v n v n A n i n nT n 
 

  
        

(7.12) 
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where iA  and i  are the amplitude and initial phase angle of the i  angular frequency 

component. Let us consider that the states of the in-phase and in-quadrature components of 

the
 
i  angular frequency component are given by (7.13) and (7.14), respectively.  

          '
1 sini i i s ix n v n A n i n nT n   

  
(7.13) 

          '
2 cosi i i s ix n qv n A n i n nT n   

  
(7.14) 

In this case, the state vector and the predicted state vector of the LKF can be expressed by 

(7.15) and (7.16), respectively.  

             11 12 21 22 1 2M Mx n x n x n x n x n x n x n  
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
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Therefore, the state transition or Jacobian matrix can be obtained from (7.15) and (7.16), 

and is expressed by  
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(7.17) 

In this case, the measurement matrix of the LKF can be expressed by  

 1 0 1 0 1 0LKFL  
      

(7.18) 

The amplitude of the i  angular frequency component can be obtained by 
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The THD present in the grid voltage can also be estimated by 
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(7.20) 

where 1hx  
is the state corresponding to in-phase component of hth (h=2,3,…,M) harmonic 

voltage ( )hv , 2hx
 
is the state corresponding to in-quadrature component of hv , 

'
1h hv x , 

'
hv

 is the estimated in-phase component of hv , 
'

2h hqv x , and 
'
hqv
 is the estimated in-

quadrature component of hv . 

7.2.2 Fundamental Frequency Estimation 

The grid voltage fundamental frequency estimation using the FLL is shown in Fig. 7.13. 

As it can be seen, the in-phase harmonic voltage components estimated by the LKF are 

added 
' '

2,3,...,
( )

M

H hh
v v


  and subtracted from the input grid voltage to separate the input 

voltage fundamental component. An error voltage ( )ve  is then obtained by subtracting the 

fundamental voltage in-phase component estimated by the LKF from the fundamental 

voltage component of the grid voltage. The error signal and the in-quadrature component 

of the fundamental frequency estimated by the LKF are fed to the FLL to track the 

fundamental frequency adaptively and instantaneously, as can be seen in Fig. 7.13. In this 

case, similar to (7.11), the dynamics of the FLL can also be expressed by [194, 197, 198] 
 

                 

         

'
1

12
1

1

ˆ ˆsin sin 2

ˆ        sin 2 2 sin

v
s s

s s

e n qv n
n n n nT n n nT n

A

n nT n n n nT


       

     

           

     



(7.21) 
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Fig. 7.13  Single-phase grid voltage fundamental frequency estimation using the FLL 

based on the orthogonal waveforms generated by the LKF. 

7.2.3 Instantaneous Voltage Flicker Level (IFL) Estimation 

The grid voltage fundamental amplitude estimated by the LKF-FLL technique can be 

used to extract the IFL ( )Fv  and the actual fundamental voltage amplitude without IFL 

( )fundA . The EKF can be used for this purpose. The fundamental voltage amplitude 

extracted by the LKF-FLL technique can be expressed by 

              1
ˆ sin 2fund F fund F F s FA n A n v n A n A n f n nT n     

 
(7.22) 

where ,  F FA f  and F  are the amplitude, frequency and initial phase angle of the IFL, 

respectively. The estimated fundamental voltage amplitude is filtered using a LPF and is 

forwarded to the EKF to extract the IFL. The states of the EKF for the IFL estimation are 

given by (7.23), (7.24), (7.25) and (7.26), respectively. 

        1 sin 2F F F s Fx n A n f n nT n  
   

(7.23) 

        2 cos 2F F F s Fx n A n f n nT n  
   

(7.24) 

   3F Fx n f n
    

(7.25) 

   4F fundx n A n
     

(7.26) 

where the states 1Fx  and 2Fx  represent the in-phase and in-quadrature components of the 

IFL present in the grid voltage. The actual amplitude of the fundamental voltage without 
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IFL and flicker frequency can be obtained directly from the states 4Fx  and 3 ,Fx  

respectively.  

The estimation of the IFL using the EKF is based on the fact that the phasor is rotated by 

an amount of 2 ( )F sf n T  at the (n+1) sampling instant. Therefore, the state transition 

between the n and (n+1) sampling instants for 1Fx  and 2Fx  can be expressed by  

           2

1 2 1 21 1 F sj f n T

F F F Fx n jx n x n jx n e     
  (7.27) 

In this case, the estimation function, state vector, predicted state vector, state transition 

matrix, and measurement matrix of the EKF can be expressed by (7.28), (7.29), (7.30), 

(7.31) and (7.32), respectively.  

              2 4 1 3 2 3cos 2 sin 2F F F F s F F sg x n x n x n x n T x n x n T   
  
(7.28) 

         1 2 3 4F F F F Fx n x n x n x n x n   


  
(7.29) 
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(7.30) 
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(7.31) 

       3 3cos 2 sin 2 11,3EKF F s F s EKFL x n T x n T L          
(7.32) 

where    

         1 3 2 3(1,3) 2 sin 2 cos 2EKF s F F s F F sJ T x n x n T x n x n T        

         1 3 2 3(2,3) 2 cos 2 sin 2EKF s F F s F F sJ T x n x n T x n x n T        

           1 3 2 32 sin 2 cos 21,3EKF s F F s F F sL T x n x n T x n x n T        
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The state transition matrix, as given in (7.31), is obtained by the partial derivative of 

(7.30) with respect to the states in the vector Fx . The measurement matrix, as given by 

(7.32), is also obtained by the partial derivative of (7.28) with respect to the states in the 

vector Fx . The steps of the EKF are similar to the steps of the LKF, as presented in 

Section 7.1, except , , LKF LKFx J L
 and v will be replaced by , , F EKF EKFx J L  and 1

ˆ ,A  

respectively. The implementation of the EKF for IFL estimation is shown in Fig. 7.14. 
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Fig. 7.14  EKF for the estimation of IFL present in the grid voltage fundamental amplitude. 

7.2.4 Simulation Results 

The simulation performance of the proposed KF based technique is reported in this 

subsection. The sampling frequency is chosen as 4 kHz. A second-order infinite-impulse-

response (IIR) LPF with a cut-off frequency of equal to 25 Hz is used before the EKF in 

the proposed technique. The following case studies are carried out to evaluate the 

performance of the proposed technique. 

i. Steady-state with harmonics (Case-B1) 

ii. Frequency drifts and harmonics (Case-B2) 

iii. Voltage sag, harmonics and frequency sweep (Case-B3)  

iv. Voltage swell, harmonics and frequency sweep (Case-B4)  

v. Phase jump, harmonics and frequency sweep (Case-B5) 

vi. Voltage flicker, harmonics and frequency sweep (Case-B6)  

The grid voltage fundamental component presented in all the above case studies contains a 

THD of equal to 22.36%, as given in Table 7.3. 
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Table 7.3  Harmonics as a percentage of fundamental component 

Harmonics THD 

3rd 5th 22.36% 

20.0 % 10.0 % 

 

7.2.4.1 Case-B1: Steady-State with Harmonics 

The steady-state estimation of the grid voltage fundamental amplitude, frequency and 

harmonics amplitudes using the LKF-FLL technique is shown in Fig. 7.15, where the grid 

voltage contains 3rd and 5th harmonics of THD equal to 22.36% THD, as given in Table 

7.3. As it can be noticed, the proposed LKF-FLL technique can provide accurate 

estimation of the fundamental voltage amplitude, frequency and harmonics amplitudes.  
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Fig. 7.15  Case-B1: Steady-state with harmonics. (a) Fundamental voltage amplitude. (b) 

3rd harmonic voltage amplitude. (c) 5th harmonic voltage amplitude. (d) Fundamental 

frequency. 

7.2.4.2 Case-B2: Frequency Drifts and Harmonics 

The performance of the LKF-FLL technique for fundamental frequency estimation 

under various frequency drift conditions is shown in Fig. 7.16, where the grid voltage 

contains 22.36% THD, as given in Table 7.3. In this case, sinusoidal, triangular, sawtooth 

and square variations of the fundamental frequency are considered in the harmonically 

distorted grid voltage waveforms. As it can be noticed from Fig. 7.16(a) and (b), a slowly 

varying fundamental frequency such as the sinusoidal and triangular is tracked accurately. 

On the other hand, the estimation of the step change of fundamental frequency in sawtooth 
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and square variations takes approximately one fundamental cycle as settling time to attain 

the actual value, as can be noticed in Fig. 7.16(c) and (d), respectively. 
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Fig. 7.16  Case-B2: Frequency drifts and harmonics. (a) Sinusoidal variation of the 

fundamental frequency. (b) Triangular variation of the fundamental frequency. (c) 

Sawtooth variation of the fundamental frequency. (d) Square variation of the fundamental 

frequency. 

7.2.4.3 Case-B3: Voltage Sag, Harmonics and Frequency Sweep 

Fig. 7.17 shows the estimation of the grid voltage fundamental amplitude, frequency and 

THD using the LKF-FLL under a voltage sag of 50%, 22.36% THD, as given in Table 7.3, 

and frequency sweep. As it can be noticed from Fig. 7.17(a), the voltage sag is tracked 

adaptively by the LKF-FLL technique at the expense of approximately one fundamental 
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cycle settling time. On the other hand, the THD and fundamental frequency estimation are 

affected during the transient of the voltage sag, as can be seen in Fig. 7.17(b) and (c), 

respectively. 
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Fig. 7.17  Case-B3: Voltage sag (50%), harmonics and frequency sweep. (a) Fundamental 

voltage amplitude. (b) Total harmonic distortion. (c) Fundamental frequency. 

7.2.4.4 Case-B4: Voltage Swell, Harmonics and Frequency Sweep 

The estimation of the grid voltage fundamental amplitude, frequency and THD using the 

LKF-FLL technique are shown in Fig. 7.18 under a voltage swell of 50%, harmonics, as 

given in Table 7.3, and frequency sweep. Similar to the voltage sag, the voltage swell is 

tracked adaptively by the LKF-FLL technique. The estimation of the THD and 

fundamental frequency is also affected during the transient of the voltage swell, as can be 

noticed in Fig. 7.18(b) and (c), respectively. 
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Fig. 7.18  Case-B4: Voltage swell (50%), harmonics and frequency sweep. (a) 

Fundamental voltage amplitude. (b) Total harmonic distortion. (c) Fundamental frequency. 

7.2.4.5 Case-B5: Phase Jump, Harmonics and Frequency Sweep 

In this case, 10º phase jump (-10º at time 1s and +10º at time 1.2s) is introduced into a 

grid voltage waveform containing harmonics, as given in Table 7.3, and frequency sweep. 

The estimation of the fundamental voltage amplitude, THD and fundamental frequency is 

shown in Fig. 7.19. As it can be noticed, the estimation is affected during the phase jump. 

However, after the dynamics, the technique can track the parameters accurately, as can be 

noticed from Fig. 7.19. 
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Fig. 7.19  Case-B5: Phase jump (-10º at time 1s and +10º at time 1.2s), harmonics and 

frequency sweep. (a) Fundamental voltage amplitude. (b) Total harmonic distortion. (c) 

Fundamental frequency. 

7.2.4.6 Case-B6: Voltage Flicker, Harmonics and Frequency Sweep 

In this case, the performance of the proposed technique is verified under voltage flicker, 

harmonics and frequency sweep conditions. Fig. 7.20 shows the estimation of the 

fundamental voltage amplitude, IFL, THD and fundamental frequency, where the grid 

voltage contains FA =0.1 p.u., Ff =5 Hz voltage flicker, 0.2 p.u. 3rd and 0.1 p.u. 5th 

harmonics and frequency sweep. As it can be seen, the proposed technique can provide 

accurate estimation of the time-varying grid voltage fundamental amplitude, IFL, THD and 

fundamental frequency. 
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Fig. 7.20  Case-B6: Voltage flicker ( FA =0.1 p.u., Ff =5 Hz), harmonics and frequency 

sweep. (a) Fundamental voltage amplitude. (b) Instantaneous voltage flicker level. (c) 

Total harmonic distortion. (d) Fundamental frequency. 

Fig. 7.21 and Fig. 7.22 show the estimation of the fundamental voltage amplitude, IFL, 

THD and fundamental frequency using the proposed technique for the voltage flicker with 

time-varying parameters such as FA =0 ̴ 0.2 p.u., Ff =5 Hz and FA =0 ̴ 0.2 p.u., Ff =3 ̴ 7  

Hz, respectively. As it can be noticed, the proposed technique can also track the IFL with 

time-varying parameters. Moreover, the estimations of fundamental voltage amplitude, 

frequency and THD are accurate under the IFL with time-varying parameters, as can be 

seen in Fig. 7.21 and Fig. 7.22. 
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Fig. 7.21  Case-B6: Voltage flicker ( FA =0 ̴ 0.2 p.u., Ff =5 Hz), harmonics and frequency 

sweep. (a) Fundamental voltage amplitude. (b) Instantaneous voltage flicker level. (c) 

Total harmonic distortion. (d) Fundamental frequency. 
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Fig. 7.22  Case-B6: Voltage flicker ( FA =0 ̴ 0.2 p.u., Ff =3 ̴ 7  Hz), harmonics and 

frequency sweep. (a) Fundamental voltage amplitude. (b) Instantaneous voltage flicker 

level. (c) Total harmonic distortion. (d) Fundamental frequency. 

7.3 Conclusions 

A frequency adaptive linear Kalman filter technique relying on a frequency-locked loop 

has been reported in this chapter for single-phase grid voltage fundamental amplitude and 

frequency estimation. A frequency domain analysis for tuning the LKF parameters has 

been presented. When compared with a nonlinear Kalman filter such as an extended 

Kalman filter, the proposed technique offers the following benefits: is linear; avoids the 

derivatives of the nonlinear functions; does not contain nonlinear terms; and is 



185 
 

computationally less complex. The proposed technique can reject the negative effects 

caused by harmonics. The fundamental frequency estimation using the proposed technique 

is less sensitive to the presence of harmonics as compared to an extended complex Kalman 

filter. Moreover, the proposed technique can estimate a wide range of frequency variation 

and can also meet the error criteria specified by the standard. The effective application of 

the proposed technique for fundamental voltage amplitude and frequency estimation has 

been verified by simulation results. 

The frequency adaptive linear Kalman filter technique based on the frequency-locked 

loop has also been extended for the estimation of single-phase grid voltage fundamental 

amplitude, frequency and harmonics amplitudes. An extended Kalman filter has also been 

used to estimate the instantaneous voltage flicker level present in the grid voltage. The 

frequency-locked loop based linear Kalman filter technique avoids the use of the nonlinear 

Kalman filter for fundamental and harmonics parameters estimation. However, the 

technique depends on the extended Kalman filter for voltage flicker estimation. The 

technique can provide accurate estimation of the grid voltage fundamental amplitude, 

frequency, harmonics amplitudes and voltage flicker under a wide range of frequency 

variation. The presented simulation results have confirmed the effective application of the 

proposed technique for grid voltage fundamental amplitude, frequency, harmonics 

amplitudes and voltage flicker estimation.   



186 
 

Chapter 8  

Conclusions 

This chapter concludes all the estimation techniques proposed in this thesis. A summary of 

each chapter is documented in Section 8.1. A benchmark among the proposed techniques is 

reported in Section 8.2. Finally, Section 8.3 suggests some directions for future research. 

8.1     Summary 

The thesis has started with research motivation and objectives in Chapter 1. A review of 

the technical literature on voltage monitoring techniques has been presented in Chapter 2. 

A number of digital signal processing (DSP) techniques have been proposed in Chapters 3-

7 for single-phase grid voltage fundamental amplitude and/or frequency estimation. 

Simulation and/or real-time experimental results have also been documented in Chapters 3-

7 for showing the effective application of the proposed techniques to estimate the grid 

voltage parameters. The IEEE, IEC and European standards have been followed to 

evaluate the performance of the proposed techniques. More specifically, chapters presented 

in the thesis have offered the followings. 

Chapter 1 has documented the objectives along with the background and motivation of 

the thesis. The methodology and tools used for implementing the proposed estimation 

techniques have also been documented in this chapter. Moreover, the contributions of the 

thesis have been reported. Furthermore, a list of publications obtained from the proposed 

techniques has been presented. 

In Chapter 2, a comprehensive overview of the commonly used single-phase grid 

voltage parameters estimation techniques has been presented. The following techniques are 

reviewed in this chapter: discrete Fourier Transform (DFT), adaptive linear combiner 

(ADALINE), Newton-type algorithm (NTA), least-squares (LS), Kalman filter (KF), 

Prony’s method (PM), phase-locked loop (PLL), frequency-locked loop (FLL), 

demodulation, Teager energy operator (TEO), zero crossing detection (ZCD), and three 

consecutive samples (3CS). 
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Chapter 3 has presented a technique based on the TEO and a band-pass filter (BPF) for 

single-phase grid voltage fundamental frequency estimation. The BPF has been 

implemented based on a recursive DFT (RDFT) and inverse RDFT. The proposed RDFT-

TEO technique is relatively simple and computationally efficient. It can also provide the 

accurate estimation of a wide range of fundamental frequency variation, as specified by the 

IEC standards 61000-4-7 and 61000-4-30. The RDFT-TEO technique requires less 

computational effort, can provide faster estimation and is less affected by harmonics as 

compared to the RDFT based decomposition of a single-phase system into orthogonal 

components (RDFT-OC) technique. The real-time experimental performance comparison 

between RDFT-TEO and RDFT-OC techniques has been assessed under DC offset, 

harmonics, frequency drifts, amplitude excursions and phase jump. The presented 

experimental results have confirmed the effectiveness of the RDFT-TEO technique for 

real-time applications. 

In summary, the pros and cons of the RDFT-TEO technique are given in the following. 

Pros:  Relatively simple 

 Computationally efficient 

 Can reject errors caused by DC offset and harmonics 

 Can meet standard requirements 

 Settling time is around 1.5 fundamental cycles 

Cons:  Contains interdependent loop 

 Requires proper tuning of the low-pass filter (LPF) for stability 

In Chapter 4, a single-phase grid voltage fundamental frequency estimation technique 

has been proposed. The technique is based on the NTA and an infinite-impulse-response 

(IIR) differentiation filter (DF). The proposed technique reduces matrix dimensions, avoids 

matrix inversion operation, is computationally efficient and also shows less sensitivity to 

the presence of harmonics when compared with the NTA based LS (NTA-LS) technique. 

The proposed NAT-DF technique can reject the negative effects caused by the presence of 

DC offset and harmonics, and also meet the estimation error criteria under a large variation 

of frequency as specified by the IEC standards 61000-4-7 and 61000-4-30. The 

performance of the NTA-DF and NTA-LS techniques has been evaluated on a real-time 

digital signal processor. The experimental performance has been tested under DC offset, 

harmonics, frequency variations, amplitude excursions, phase jump, notches and spikes, 

and has proved the capability of the proposed technique for real-time frequency estimation. 
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In summary, the pros and cons of the NTA-DF technique are given in the following. 

Pros:  Computationally efficient 

 Can reject errors caused by DC offset and harmonics 

 Can meet standard requirements 

 No interdependent loop 

 Avoids matrix inversion operation 

Cons:  Subject to instability when abrupt changes occur  

 Settling time is around 3.5 fundamental cycles 

Chapter 5 has introduced three techniques based on a modulation and/or demodulation 

to estimate the single-phase grid voltage fundamental amplitude and/or frequency. 

The first technique relies on the 3CS and a finite-impulse-response (FIR) filter based on 

a voltage modulation, and is used to estimate the single-phase grid voltage fundamental 

frequency. The technique is robust and can provide the estimation of a wide range of 

fundamental frequency variation under harmonics with an acceptable error, as specified by 

the IEC standards 61000-4-7 and 61000-4-30. The technique does not require setting a 

threshold value of the middle sample of 3CS for removing the ill-condition when 

compared with a conventional technique based on the 3CS and a FIR filter. In addition, the 

proposed technique is less affected by DC offset, voltage sag, voltage flicker, notches and 

spikes, and also provides improved estimation of off-nominal frequency under harmonics 

as compared to the conventional one. Moreover, unlike the conventional one, the proposed 

technique does not require additional LPF. The presented experimental results have shown 

the accurate and robust performance of the proposed technique for real-time applications. 

In summary, the pros and cons of the voltage modulation and 3CS technique are given in 

the following. 

Pros:  Can reject errors caused by DC offset and harmonics 

 Can meet standard requirements 

 No interdependent loop  

 Does not suffer from ill-condition 

 Settling time is around 2.0 fundamental cycles 

Cons:  Requires computationally demanding FIR filter 

The second technique is based on the demodulation method and a FIR DF to estimate 

the single-phase grid voltage fundamental frequency. A frequency domain analysis for 

designing the DF has been presented. It has been shown that based on a same 



189 
 

computational burden, the performance of the proposed FIR DF is less affected by the 

presence of oscillations caused by the demodulation method as compared to a similar 

conventional FIR DF. The proposed technique can also provide accurate estimation of a 

wide range of fundamental frequency variation, as specified by the IEEE standard 

C.37.118.1 and European standard EN-50160. Selected experimental case studies such as 

DC offset, harmonics, frequency drifts, amplitude excursions and phase jump have been 

presented to confirm the superior performance of the proposed FIR DF based technique 

when compared with the conventional FIR DF. 

In summary, the pros and cons of the demodulation and DF technique are given in the 

following. 

Pros:  Can reject errors caused by DC offset and harmonics 

 Can meet standard requirements 

 No interdependent loop 

Cons:  Settling time is around 3.25 fundamental cycles 

 Requires computationally demanding FIR filter 

The third proposed technique consists of a modified demodulation method for tracking 

of the single-phase grid voltage fundamental amplitude and frequency. An oscillator has 

been combined with a conventional demodulation method in order to reject oscillation at 

around second harmonic caused by the demodulation of the fundamental voltage 

component. The proposed technique can provide an accurate estimation of real-time 

fundamental voltage amplitude and frequency, and has been verified under different grid 

conditions such as harmonics, frequency drifts and amplitude excursions. The proposed 

technique does not alter the dynamic response and improves the fundamental voltage 

amplitude and frequency estimation accuracy significantly when compared with the 

conventional demodulation. 

In summary, the pros and cons of the modified demodulation technique are given in the 

following. 

Pros:  Relatively simple 

 Computationally efficient 

 Can reject errors caused by harmonics 

 No interdependent loop 

 Settling time is around 2.0 fundamental cycles 

Cons:  Amplitude and phase estimation may contain errors during off-nominal 
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frequency condition 

 Proposed oscillator cannot reject oscillation at around second harmonic 

effectively under large frequency deviation 

 DC offset rejection can be obtained at the cost of additional delay 

Chapter 6 has presented three techniques based on a quadrature signal generator (QSG) 

to estimate the single-phase grid voltage fundamental amplitude and frequency.  

The first proposed technique consists of the DFT and a QSG based on a second-order 

generalized integrator (DFT-SOGI), and has been used to estimate the fundamental voltage 

amplitude and frequency of the single-phase grid voltage waveform. The presented DFT 

operation does not need to adjust the window size corresponding to the actual fundamental 

frequency. The fixed-size window based on nominal fundamental periods allows offline 

computation of the trigonometric functions required for the DFT. The technique can 

provide accurate estimation of the fundamental frequency variation ranges specified by the 

IEEE standard C.37.118.1 and European standard EN-50160. As a drawback, the use of 

three high-order DFT filters increases the computational burden of the technique. The 

frequency estimation using the proposed technique is less sensitive to the presence of 

harmonics and is also not depending on the generation of quadrature waveforms when 

compared with QSG-SOGI based FLL (SOGI-FLL) or PLL (SOGI-PLL) techniques. 

Moreover, unlike these techniques, the DFT-SOGI does not create any interdependent 

loops, thus increasing the overall stability and easing the tuning process. The improved 

performance of the DFT-SOGI technique has been verified by real-time experiments in the 

presence of DC offset, harmonics, frequency variations and amplitude excursions.  

In summary, the pros and cons of the DFT-SOGI technique are given in the following. 

Pros:  Frequency adaptive 

 Can reject errors caused by DC offset and harmonics 

 No interdependent loop 

 Can meet standard requirements 

Cons:  Requires computationally demanding high-order FIR filters based on the DFT 

 Phase estimation is affected by DC offset 

The second technique relies on a QSG based on a fixed frequency tuned SOGI and an 

IIR DF for estimating the single-phase grid voltage fundamental amplitude and frequency. 

The SOGI-DF technique is robust and offers easy tuning process, since it does not create 

any interdependent loop between the orthogonal voltage system and the frequency 
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estimation. The technique is computationally efficient and can provide an accurate 

estimation of fundamental voltage amplitude and frequency under harmonics. It can also 

meet the estimation error criteria under a large variation of frequency as specified by the 

IEC standards 61000-4-7 and 61000-4-30. The SOGI-DF technique shows less sensitivity 

to the presence of harmonics as compared to the QSG based on the SOGI tuned at fixed 

frequency and least-squares (SOGI-LS) technique. Several experimental case studies such 

as DC offset, harmonics, frequency variations, amplitude excursions and phase jump have 

been performed to demonstrate the effectiveness of the proposed SOGI-DF technique for 

real-time fundamental voltage amplitude and frequency estimation. 

In summary, the pros and cons of the SOGI-DF technique are given in the following. 

Pros:  Frequency adaptive 

 Relatively simple 

 Computationally efficient 

 Can reject errors caused by DC offset and harmonics 

 No interdependent loop 

 Can meet standard requirements 

Cons:  Phase estimation contains error during off-nominal frequency condition 

 Settling time is around 3.5 fundamental cycles 

The third proposed QSG is based on an anticonjugate decomposition process and a 

cascaded delayed signal cancellation strategy (ACDSC), and has been used to obtain the 

single-phase grid voltage fundamental amplitude and frequency. The frequency 

information required by the ACDSC is updated by using a relatively simple frequency 

estimation algorithm. The technique can estimate the fundamental voltage amplitude and 

frequency accurately from the grid voltage waveform distorted by harmonics. The 

proposed technique shows less sensitivity to the presence of harmonics while providing 

similar dynamic performance when compared with the SOGI-FLL and have been 

confirmed by the simulation results in MATLAB/Simulink under several cases such as 

harmonics, frequency drifts and amplitude excursions. 

In summary, the pros and cons of the ACDSC technique are given in the following. 

Pros:  Frequency adaptive 

 Relatively simple 

 Computationally efficient 

 Can reject errors caused by harmonics 
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 Settling time is around 1.0 fundamental cycle 

Cons:  Contains interdependent loop 

 DC offset rejection can be obtained at the cost of additional delay  

 Requires proper tuning of the LPF for stability 

In Chapter 7, a frequency adaptive linear KF (LKF) based on the FLL (LKF-FLL) 

technique has been proposed for single-phase grid voltage fundamental amplitude and 

frequency estimation. A frequency domain analysis has been presented for showing the 

effects of the tuning of LKF’s parameters. When compared with a nonlinear KF (NLKF) 

such as an extended KF (EKF), the proposed LKF-FLL technique offers the following 

benefits: is linear; avoids the derivatives of the nonlinear functions; does not contain 

nonlinear terms; and is computationally less complex. The LKF-FLL technique can also 

meet the estimation error criteria under a wide range of frequency deviation, as specified 

by the IEC standards 61000-4-7 and 61000-4-30. The estimation of the fundamental 

voltage amplitude and frequency using the LKF-FLL technique is less disturbed by the 

harmonics as compared to an extended complex KF (ECKF) and has been confirmed by 

the simulation results in MATLAB/Simulink. 

The LKF-FLL technique has also been extended for the estimation of single-phase grid 

voltage fundamental amplitude, frequency and harmonics amplitudes. In addition, an EKF 

has been used to estimate the instantaneous voltage flicker level (IFL) present in the grid 

voltage. The LKF-FLL technique avoids the shortcomings of the NLKF for frequency 

adaptive fundamental and harmonics amplitudes estimation. However, the proposed 

technique depends on the NLKF for IFL estimation. The technique can provide accurate 

estimation of the grid voltage fundamental amplitude, frequency, harmonics amplitudes 

and IFL under a wide range of fundamental frequency variation. Several simulation case 

studies such as harmonics, frequency drifts, amplitude excursions and phase jump have 

been presented to confirm the effectiveness of the proposed technique for grid voltage 

fundamental amplitude, frequency, harmonics amplitudes and IFL estimation. 

In summary, the pros and cons of the LKF-FLL technique are given in the following. 

Pros:  Frequency adaptive 

 Can reject errors caused by DC offset and harmonics 

 Can meet standard requirements 

 Can provide harmonics estimation 

 Avoids use of nonlinear model 
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Cons:  Complex 

 Computationally demanding  

 Harmonics modelling increases computational effort 

8.2     Benchmark 

The thesis has documented nine DSP techniques for single-phase grid voltage 

fundamental amplitude and/or frequency estimation. Among these techniques, four are 

proposed for tracking of the fundamental frequency. Table 8.1 presents a benchmark 

among the four proposed techniques for frequency estimation in terms of simplicity, 

stability, computational effort and performance in the presence of harmonics, DC offset, 

frequency variations, amplitude excursions and phase jump. A technique with a higher 

number of stars (*) is superior with respect to the other one for a case provided in the left 

column of Table 8.1. On the other hand, two or more techniques with an equal number of 

stars are similar for the given case. As it can be noticed from Table 8.1, all four techniques 

can reject the negative effects caused by harmonics and DC offset. Among these 

techniques, the RDFT-TEO is the simplest one and its performance is superior during the 

frequency variations, however, worst for the amplitude excursions. Both RDFT-TEO and 

NTA-DF techniques are computationally efficient but may suffer from stability issues 

when compared with the other two techniques. The performance of the NTA-DF technique 

is also less sensitive to the amplitude excursions and phase jump, however, is worse during 

the frequency variations in comparison with the RDFT-TEO, and voltage modulation and 

3CS techniques. The voltage modulation and 3CS, and demodulation and DF techniques 

are complex and computationally demanding for real-time implementations but more 

stable when compared with the other two techniques. The voltage modulation and 3CS 

technique also provides improved estimation during the frequency variations but suffers 

under the amplitude excursions and phase jump when compared with the NTA-DF, and 

demodulation and DF. From the above discussions it can be concluded that the RDFT-TEO 

or NTA-DF is simple and computationally efficient technique for real-time grid voltage 

fundamental frequency estimation, and can be implemented on a low cost digital signal 

processor. On the other hand, a more stable technique, such as the voltage modulation and 

3CS, or demodulation and DF, can be implemented on a digital signal processor where a 

computationally demanding high-order FIR filter can be executed. 
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Table 8.1  Benchmark among four proposed techniques for fundamental frequency 

estimation 

Comparison Cases RFDT-TEO NTA-DF Voltage 

Modulation 

and 3CS 

Demodulation 

and DF 

Harmonics *** *** *** *** 

DC Offset *** *** *** *** 

Frequency variations *** * ** * 

Amplitude excursions * *** ** *** 

Phase jump ** *** ** *** 

Simplicity *** ** * * 

Stability ** ** *** *** 

Computational effort *** *** ** ** 

The technique with a higher number of stars (*) is superior with respect to the other one for 

a case provided in the left column of Table 8.1. On the other hand, two or more techniques 

with an equal number of stars are similar for the given case. 

Five other techniques have also been proposed in the thesis for single-phase grid voltage 

fundamental amplitude and frequency estimation. The benchmark among these five 

proposed techniques is presented in Table 8.2. As it can be seen, all five techniques can 

remove the negative effects caused by harmonics and DC offset. The modified 

demodulation, DFT-SOGI and SOGI-DF are more stable techniques in comparison with 

the ACDSC and LKF-FLL. The modified demodulation technique is also simple, 

computationally efficient but is not suitable at off-nominal frequency conditions. However, 

the DFT-SOGI technique is suitable under frequency variations, however, requires high 

computational effort for real-time implementation on a digital signal processor. On the 

other hand, the SOGI-DF technique is simple and computationally efficient for real-time 

implementation, and can also track the fundamental voltage amplitude and frequency at the 

cost of slower dynamic performance. The ACDSC technique is also computationally 

efficient, shows improved estimation under both amplitude and frequency variations. On  
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Table 8.2  Benchmark among five proposed techniques for fundamental voltage amplitude 

and frequency estimation 

Comparison Cases Modified 

Demodulation 

DFT-

SOGI 

SOGI-

DF 

ACDSC LKF-

FLL 

Harmonics *** *** *** *** *** 

DC Offset *** *** *** *** *** 

Frequency variations * *** ** *** ** 

Amplitude excursions ** ** ** *** ** 

Simplicity *** ** *** ** * 

Stability *** *** *** ** ** 

Computational effort *** * *** *** ** 

The technique with a higher number of stars (*) is superior with respect to the other one for 

a case provided in the left column of Table 8.2. On the other hand, two or more techniques 

with an equal number of stars are similar for the given case. 

the other hand, the LKF-FLL is a complex one among the five proposed techniques, 

however, is computationally efficient when compared with the DFT-SOGI. Therefore, 

among these five proposed techniques, the SOGI-DF is the most simple, stable and 

computationally efficient for estimating both fundamental voltage amplitude and frequency 

under a wide range of voltage excursions. On the other side, the computationally efficient 

ACDSC technique can also be used when faster dynamics are required. 

8.3 Future Work 

The following research can be conducted in future in parallel with the application of the 

proposed DSP techniques reported in Chapters 3-7 for single-phase grid voltage 

fundamental amplitude and/or frequency estimation. 

The RDFT-TEO technique has been documented for grid voltage fundamental frequency 

estimation. In the proposed technique, the frequency adaptive RDFT can also provide the 

estimation of the fundamental voltage amplitude and phase angle, however, is affected by 
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the accumulation error due to the voltage transients. Therefore, by adding a control 

mechanism in order to reject the accumulation error of the RDFT, the technique can be 

used not only to estimate the fundamental frequency but also the fundamental voltage 

amplitude and phase angle under variable frequency conditions.  

The NTA-DF technique has been reported to obtain the grid voltage fundamental 

frequency. The fundamental voltage amplitude and phase angle are also obtained using the 

NTA following a BPF tuned at nominal grid frequency. The BPF attenuates the 

fundamental voltage amplitude and also introduces error in the estimation of phase angle 

during frequency variations. Therefore, based on the frequency response of the BPF, a 

correction factor for the amplitude and a phase angle offset error can be added to obtain the 

actual fundamental voltage amplitude and phase angle, and is yet another open field for 

research. 

In the modified demodulation technique, an oscillator has been combined with the 

conventional demodulation for rejecting the oscillation at around second harmonic 

generated by the demodulation of the fundamental voltage component. However, during 

off-nominal fundamental frequency condition, the LPFs after the demodulation stages 

introduce delays and the amplitude can also be attenuated by the non-ideal characteristics 

of the filters, thus the proposed oscillator cannot reject the oscillations at around second 

harmonic effectively and hence the performance of the technique can be significantly 

affected for a large deviation of fundamental frequency. However, the performance of the 

modified demodulation technique can be improved by adding a control mechanism so that 

the output of the oscillator is not affected during off-nominal fundamental frequency and is 

yet another subject for further investigation. 

The spectral leakage information of the DFT is used to obtain the time-varying 

fundamental frequency in the DFT-SOGI technique. However, the use of three DFT filters 

with a large size moving window increases the real-time computational burden of the 

technique. The RDFT can be used to reduce the computational effort of the DFT for 

estimating the fundamental frequency using the spectral leakage property and is still an 

opportunity to conduct further research. 

The LKF-FLL technique has been presented for estimating the grid voltage fundamental 

frequency, amplitude and harmonics amplitude. The LKF-FLL technique overcomes the 

shortcomings of the NLKF for frequency adaptive estimation. However, the grid voltage 

IFL estimation depends on the NLKF such as EKF. Therefore, developing a platform for 

IFL estimation using the LKF-FLL technique remains to be investigated. 
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