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Abstract

Understanding and modelling player experience helps us to design games that sat-

isfy various players’ needs. Current player type models focus on behaviour, cognition

and emotion, but player motive profiles have not been fully studied. The focus of this

thesis is on three types of motivation profiles: achievement, affiliation and power.

These were chosen because they form the basis for identifying other motivation pro-

files such as Bartle’s achievers, socialisers, killers and explorers. Existing motivation

measurements include subjective methods such as questionnaires, the thematic ap-

perception test, and the multi-motive grid method, as well as objective methods

such as behavioural analysis. However, it is the lack of an automatic, objective

measurement method that motivates the work in this thesis. Electroencephalogra-

phy measures brain signals during gameplay without interrupting players. One of

its advantages is that signals are acquired from involuntary processes, which reduces

the chance of external manipulation of these signals. Therefore, electroencephalo-

graphic signals can be regarded as a promising way to measure player motivation

profiles.

In this thesis, we aim to develop methodologies to assess achievement, affiliation

and power motivation of computer game players, using electroencephalographic sig-

nals collected during game play. First, we designed a mini-game for identifying

achievement, affiliation and power motivation in a strategic decision-making sce-

nario. Then a human experiment was conducted to collect three kinds of data:

player behaviour, electroencephalographic signals and psychological test data. Based

on three subject labelling schemes using psychological test output, we examined the
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possibilities of using player behaviour and electroencephalographic signals to classify

player motivation in the proposed mini-game. We then examined the effectiveness

of using the proposed mini-game to profile player motivation. Non-player char-

acters in the proposed mini-game have their own monetary winnings, satisfaction

level, and different strategies to play the game. We used player behaviour and elec-

troencephalographic signals collected during a game to validate the design of game

mechanics, non-player characters and plot of the game scenario. Finally, a concep-

tual model that links psychological motivation theory to electroencephalography was

proposed and validated. Correlation analysis between electroencephalographic fea-

tures and motivation variables, and an in-depth analysis of electroencephalographic

features were used to assess player motivation, while critical frequency bands and

brain regions of achievement, affiliation and power motivation were identified.

Our results showed that electroencephalography-based measurement revealed mo-

tivation better than the behaviour-based measurement. Therefore, electroencephalog-

raphy is a promising way to measure player motivation when players play a game.

According to the proposed mini-game, money and satisfaction features of non-player

characters related to risk-taking and social behaviour respectively. In addition, the

behaviour of non-player characters such as random and tit for tat strategies were

good choices for evoking human social attitude. Always defect, random and tit for

tat were good choices for evoking human risk-taking attitudes. However, always

cooperate was the least useful strategy for reflecting social and risk-taking attitudes.

In terms of the the most useful electroencephalographic features for assessing mo-

tivation, frontal alpha, temporal gamma and several event-related potentials in the

anterior cingulate cortex were identified.

This work provides theoretical and numerical foundations for future research into

human-machine interactions, simulation training and a variety of artificial intelli-

gence fields.
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Chapter 1

Introduction

1.1 Motivation

Computer games are one of the most important forms of entertainment in our daily

life. According to the latest Global Games Market Report from market intelligence

firm Newzoo, around 2.3 billion gamers worldwide are projected to spend a total of

$137.9 billion on games in 20181. When considering the most frequent reasons why

people engage in a game, we draw upon Digital Australia’s 2018 report which stated

that 16% of the players play games for fun2. This is the top reason given by players

for playing games. The concept of ‘flow’ in the academic field has been identified

as an enabler for players to have ‘fun’ in a game [1]. Flow is an optimal experience

by people fully engaged in a game or task. It occurs when the challenge of a game

perfectly matches a player’s abilities [1]. In contrast, if the challenge of the game is

beyond the player’s abilities, it generates anxiety. When the challenge of a game is

below the player’s abilities, players feel bored and quit the game very quickly.

However, it is a fact that people have different abilities, as well as personalities,

behaviours, preferences, and motivations. Therefore, considerable effort has been

made by both academia and industry to design games that keep players in the flow

1https://newzoo.com/insights/articles/global-games-market-reaches-137-9-billion-in-2018-
mobile-games-take-half/. Accessed: 30 April 2018

2https://igea.net/2017/07/digital-australia-2018-da18/. Accessed: 24 July, 2017
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zone for as long as possible. Dynamic difficulty adjustment (DDA) is a method that

automatically adjusts game difficulty to maintain a player in their flow zone [2].

DDA has been applied on commercial games such as Half-Life 2 and Max Payne.

To generate enjoyable and immersive game environments, game designers first need

to understand individual differences and personal needs of players. A range of re-

search has been developed to understand player experience in computer games. This

includes understanding why different players have diverse game-play behaviours [3],

why they are excited by different kinds of fun [4], how their personalities differ [5],

and how their motivations differ [6–8].

Training and learning using simulation environments also benefits from flow the-

ory [9]. Combining the study of individual differences in motivation and the design of

simulation environments promotes training effectiveness by maintaining a learner’s

high motivation. In addition, novel applications for human motivation study in

domains such as human-machine interaction and human-machine teaming continue

to emerge. Human decision-making behaviour in human-machine interaction and

human-machine teaming are evolving from ‘in-the-loop’ to ‘on-the-loop’ and ‘out-

of-the-loop’ [10, 11]. Insights into the motivation states of humans provide useful

information for understanding human performance in these systems.

Several psychological tests have been regarded as a traditional way to understand

human motivation. However, advances in the study of brain activities using elec-

troencephalography (EEG) are starting to offer alternatives. The first EEG was

developed by Hans Berger, a German psychiatrist, in 1929 [12]. EEG technology

exploits how the human brain works by measuring electrical impulses from neurons

through the scalp. Currently, a wide range of EEG research has been conducted

to diagnose mental illness, understand the functions of brain regions, read human

minds and even do mind control [13]. Motivation measurement via EEG could

be a useful approach because it provides objective information about human brain

activities.

Overall, individual differences in motivation could explain why people act differ-
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ently in the same situation, and which aspects of a game people with different motive

profiles may find most engaging. Understanding and modeling player motivation

helps us design entertaining games. Besides psychological tests, EEG technology

could be an objective way to understand motivation during play without interrupt-

ing the game. Therefore, the issue of measuring player motivation using EEG is

addressed in this thesis. Section 1.2 of this chapter overviews the basic content of

this thesis and summarises the way we synthesise the research fields of psychological

motivation, EEG and computer games. Section 1.3 proposes the research questions

that are addressed in this thesis. The contributions and significance of this work

are described in Section 1.4, followed by Section 1.5 which gives an overview of the

remaining chapters of this thesis.

1.2 Thesis Summary

Motivation is defined as ‘the cause of action’ in psychological theory [14]. Moti-

vation explains the reasons why individuals’ behaviour is diverse in the same situ-

ation. Motivation in humans has been studied in broad fields (e.g. neuroscience,

biological, and psychological theories) and can be divided into four categories: bi-

ological, cognitive, social and combined motivation theories and models [15]. Bio-

logical motivation theories, such as drive theory [16], motivational state theory [17]

and arousal [18], explain behaviour in terms of biological drives and variables like

hunger and thirst. In addition, cognitive motivation theories focus on goal-seeking

behaviour like curiosity [19], operant theory [20], incentive [14], achievement [21]

and intrinsic motivation [6]. They explain how consequences and expectations in-

fluence human behaviour according to the cost and benefits of each action. Social

motivation theories discuss what individuals do when they are in contact with oth-

ers. Theories include conformity [22], cultural effect [14] and evolution [23], and

they describe individuals in situations ranging from small groups to larger societies,

cultures and evolutionary systems. Combined motivation theories attempt to syn-

thesise biological, cognitive and social motivation theories, for example, Maslow’s
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Hierarchy of needs [24].

To better understand player experience, player profiling is often developed from

psychological theory. The study of motivation psychology provides us with insights

into many areas of player experience. Examples of these insights include: how

player personalities influence need, satisfaction and intrinsic motivations [25]; how

intrinsic motivation (challenge, fantasy, and curiosity) impact game design [26];

how psychological needs (materialistic, power, affiliation, achievement, information

and sensual) motivate players to play games [8]; how self-determination theory for

autonomy, competence and relatedness predict enjoyment and future game play [27];

and how five user motivations (achievement, relationship, immersion, escapism and

manipulation) change the way players play [7].

Due to the diversity of motivation types and underlying cognitive and biological

processes, we limit our investigation in this thesis to a specific category of motiva-

tion theory: achievement, affiliation and power motivations, for understanding and

modeling player motivation in computer games.

There are three reasons to justify this choice. First, these three motivations

can be mapped with existing player types from the study of player experience in

computer games, as described in Fig. 1.1. Secondly, these three motivations have

been influential in the field of motivation psychology, forming the basis of a number

of theories such as the three-need theory and three-factor theory (more details in

Section 2.3). Finally, these three motivations underlie a wide range of behaviours

including social, risk-taking and skill acquisition behaviour. These behaviours [28],

in turn, can be linked to the players’ emotion, risk and social attitude in strategic

decision-making scenarios. These are readily detected using EEG. Therefore, we

regard achievement, affiliation and power motivations as a promising starting point

to study player motivation.

However, identifying a player’s motive profile from data available during gameplay

remains an open challenge. Game designers, academics, psychologists and neurosci-

entists have examined this issue from different perspectives, resulting in a range of
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Figure 1.1: We categorise existing player types and player motivation studies into
four groups, and identify areas of overlap between the groups.

different subjective and objective techniques for identifying player types and classi-

fying player motivation. Subjective measures include questionnaires, the thematic

apperception test (TAT) [29] and the multi-motive grid method (MMG) [30]. On the

other hand, objective measures have been emerging in recent years, which involve

behavioural analysis [31]. However, disagreement remains regarding the categories

of player motivation that should be used and a real-time, objective measures for

identifying the category that best describes a given player in a simulation environ-

ment.

Psychophysiological methods, in particular EEG, measure the neural oscillations

of the central nervous system (CNS) and provide reliable, high time-resolution mea-

surements of cognition [32–36] and emotion [37]. The literature shows that theta

and gamma oscillations relate to memory [32], alpha band indicates attention [33,34]

and alpha and theta bands are indicators of mental workload [35,36]. There are also

related EEG studies concerning recognition of emotion. Frontal EEG asymmetry

studies (especially in the alpha band) are found to differentiate valence of emo-
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tion [38], and it is hypothesised to reveal approach and withdrawal emotions [39].

Moreover, the gamma band is shown to be associated with negative valence [40] and

can be used to classify positive and negative emotions [35,41].

EEG measurement does not interfere with players while they are performing most

tasks. The data mostly comes from involuntary processes, so it could be regarded

as a promising way to understand player experience through measuring emotion,

cognition and even motivation during gameplay. In recent studies, EEG technologies

have facilitated the study of player experience modeling and game flow in computer

game research [42–45], and they have promoted research applying brain computer

interfaces (BCI) in computer games [46]. However, whether EEG can be regarded

as an objective, game-independent technique to measure player motivations remains

an open question.

According to psychological motivation theory, achievement, affiliation and power

motivated individuals have different risk-taking behaviours, social attitudes and

emotions, which have been studied in the EEG literature. Examples like pre-frontal

alpha band [47], theta-beta ratio [48] and some event-related potentials (ERPs) [49,

50] indicate risk-taking attitudes; the mu band [51] and alpha band [52] reflect social

attitudes. Based on the literature, we propose conceptual models linking player

motivation and EEG, providing us with the possibility of learning about human

motivation from EEG signals. In order to evoke the characteristics of different

motivations in this thesis, an abstract game is designed to reflect risk-taking and

social attitudes in a strategic decision-making scenario. The framework that links

motivation theory, EEG technology and computer games in this thesis is depicted

in Fig. 1.2.

Overall, modeling player motivation complements and extends research on game

flow, which helps us design entertaining games. Current player models focus on

emotion, cognition and behaviour, but motive profiles have not been fully studied.

The study of player motive profiles should facilitate adaptive and interactive game

design that satisfies a broader range of player needs. The advantage of using EEG
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Figure 1.2: Overview of the connecting framework for the thesis. Psychological
motivation theory, EEG measurement and a game scenario are linked by the three
dimensions of achievement, affiliation and power: risk-taking, social attitudes and
emotion.
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as a source of information while performing a task is that it does not interfere

with classic control devices such as joysticks, keyboard, mouse, gesture and voice.

Moreover, the continuous nature of EEG signals offers an opportunity for real-time

data analysis and profiling of the user in a system. Therefore, we consider EEG

technology to be a promising approach for measuring players’ motivation profiles of

achievement, affiliation and power during an abstract decision-making scenario.

1.3 Research Challenges and Questions

The aim of this thesis is to develop methodologies to assess achievement, affiliation

and power motivation profiles of computer game players from EEG signals while they

are engaged in a game. In order to achieve the goal, the following key challenges are

addressed in this thesis:

Challenge 1 A crucial part of neuroscience research is the design of sound ex-

perimental scenarios [45]. It is important to have an appropriate game protocol to

measure player motivation profiles through EEG technology. Virtual worlds and

games are complex because of the topographic diversity of virtual worlds, the vari-

ous kinds of tasks and demographic diversity of players. Therefore, the reactions or

motivations of players may be confounded by variables other than the one we need

to measure. The challenge, therefore, is to design a game that is complex enough

to evoke the characteristics of different motivations: in this case risk-taking, social

attitude and emotion, but simple enough to control for other variables. Chapter

3 of this thesis addresses this challenge by designing a minimalist computer game

scenario for this purpose. The game is analysed in Chapter 6.

Challenge 2 The second challenge is the synthetic analysis of subjective and

objective motivation measures. Even though subjective methods can be difficult,

we still need to take them into account when identifying individual motivation as it

comes from the source of participants. Thus it is necessary to contrast conclusions
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from both subjective and objective approaches, because subjective methods present

the self-awareness of participants about their motivation and game preferences. This

research challenge is addressed in Chapter 5.

Challenge 3 EEG measurements can be recorded automatically and continually

(real-time) without interrupting the experiments and being influenced by partici-

pants’ natural behaviour. The research challenge of EEG data analysis is first to

decide on suitable signal processing methods. Different signal processing and data

mining methods have been employed during three steps of EEG data analysis: fea-

ture extraction, feature selection and feature classification. In order to measure

player motive types, an appropriate methodology should be identified at the data

analysis stage. This challenge is addressed in Chapter 5.

Challenge 4 The other research challenge associated with EEG measurement is

to select EEG features for motivation recognition and identify the responsible brain

regions. Neuroscience papers of emotion recognition, risk-taking and social attitude

point out a number of EEG features. However, it is hard to identify which ones

are responsible for player motivation classification. The possible solution is to use

suitable feature selection algorithms to choose the most relevant EEG features, after

obtaining the EEG data. This challenge will be addressed in Chapter 7.

According to the above research challenges, this thesis attempts to answer the

following research questions:

• Question 1 How to design a game scenario that is complex enough to evoke

the characteristics of different motivations (risk-taking, social and emotion),

but simple enough to control other variables?

• Question 2 Are there any differences between subjective, objective and the

proposed EEG-based measures when profiling achievement, affiliation and

power motivation?
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• Question 3 What is the suitable signal processing procedure to analyse EEG

data in order to measure player motivation?

• Question 4 What are relevant EEG features for motivation recognition and

the meta-cognitive states (risk-taking and social)?

Question 1 addresses the game design to support the use of EEG for profiling

achievement, affiliation and power motivation. Question 1 is answered in Chapter

3 by proposing the design of our mini-game and in Chapter 6 by examining the

design of the mini-game for assessing player motivation. Question 2 is addressed in

Chapter 4 by collecting data on player behaviour, EEG data and psychological test

data in the experiment and in Chapter 5 by comparing the performance of different

approaches for assessing motivation.

Question 3 focuses on the use of EEG data to classify the player profiles of achieve-

ment, affiliation and power motivation. It is answered in Chapter 5 in which a series

of EEG signal processing methods are presented. Question 4 examines EEG features

to identify mental states that are indicators of achievement, affiliation and power

motivation. Questions 4 is addressed in Chapter 7 by identifying EEG features for

player motivation.

1.4 Contributions and Significance

By addressing the research challenges and answering the research questions of this

thesis, we make the following contributions:

Contribution 1 A game scenario is designed for EEG profiling of achievement,

affiliation and power motivation. To examine the different strategic decision-making

behaviours (risk and social factors), the game scenario employs the prisoner’s dilemma

game as the game mechanics. Four non-player characters with different play strate-

gies are designed, and players choose their own goals to play the game for friends or

fortune. Non-player characters have two features, money and satisfaction. Players
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first play with the characters individually to trade-off money and satisfaction, and

then team-up with their social network to play for fun. The way players play the

game reveals their risk-taking and social behaviour. The mini-game proposed in this

thesis provides a scenario for exploring human strategic decision-making behaviours,

which further identifies their dominant motivations according to the psychological

theory. This thesis first uses the game to investigate human motivation, which has

implications for game design, player profiling and artificial intelligence in the fu-

ture. The interactions between human players and non-player characters have the

potential to provide insights into human factors in human-machine interactions and

human-machine teaming.

Contribution 2 A human experiment is conducted to collect data using the game

scenario. In order to engage subjects into the game and collect relevant data, the

game is embedded in a multi-stage experimental protocol that begins with a tutorial,

is followed by a play phase and finishes with an existing semi-projective question-

naire, the MMG. An in-game event coding system is designed to label EEG segments

that can be used for further data analysis. Three kinds of data are collected during

the experiment: player behaviour data, EEG data and MMG data.

Contribution 3 Methods for analyzing the EEG signal for classification of achieve-

ment, affiliation and power motivation are proposed. The EEG signal processing

begins with the pre-processing procedure, artifact removal, epoch segmentation and

then uses complex wavelet analysis to extract time-frequency features into different

frequency bands. The features are then selected using a correlation-based feature

subset evaluation method, and finally input to the k-nearest neighbours algorithm

to classify player profiles of achievement, affiliation and power motivation, in terms

of three different labelling schemes. By comparing motivation classification using

player behaviour and EEG signals, the hypothesis that EEG technology can be a

promising approach for identifying player motive profiles is validated.
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Contribution 4 Based on the literature review on psychological motivation the-

ory, the proposed player types in computer games and EEG technology, conceptual

models that link player motivation profiles and EEG are proposed. We examine the

design of the game for assessing characteristics of achievement, affiliation and power

motivation: risk-taking, social and emotion by validating EEG features in the con-

ceptual model. Finally, we explore possible EEG features and brain regions to assess

player motivation using a correlation-based features subset evaluation method. The

significance of this contribution is to identify the critical frequency bands and brain

regions corresponding to the mental states that are indicators of achievement, af-

filiation and power motivation. These EEG indicators could be utilised in future

human-machine interaction, simulation environments for training, game design and

a variety of artificial intelligence studies.

1.5 Thesis Overview

The rest of this thesis is organd as follows: Chapter 2 reviews background works

on three fields: motivation psychology, player profiling in computer games and elec-

troencephalography. By reviewing relevant works, we saw that achievement, affilia-

tion and power motivated players have different characteristics of risk-taking, social

attitudes and emotion. These characteristics may be revealed in strategic decision-

making behaviour and can be revealed by EEG technology. Thus we proposed several

conceptual models, which were used to design an abstract mini-game, described in

Chapter 3. In Chapter 4, the mini-game was embedded in an experimental protocol

to collect player behaviour and EEG data from the game. Motivation data from

a multi-motive grid test was also collected in the experiment, which is regarded as

a ground truth to identify the relationships between player behaviour, motivation

and EEG data. In Chapter 5, we compared classification accuracies between player

behaviour and EEG data to assess motivation. Further, in Chapter 6 we examined,

in more detail, the effectiveness of the game design using player behaviour and EEG

features at specific points in the game. Finally in Chapter 7, we focused on EEG
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signals, to validate the conceptual models that originated from literature review in

Chapter 2. We also performed a more comprehensive exploration of a range of EEG

features for identifying player motivation in the mini-game. Conclusions are drawn

in Chapter 8. The content of each chapter is summarised below:

Chapter 2 This chapter reviews relevant literature on achievement, affiliation

and power motivation, player motivation types, and EEG, providing evidence for

the conceptual models that identify the possibilities for measuring player motivation

using EEG signals. It begins with a literature review on psychological motivation

theory of achievement, affiliation and power, and identifies the three characteristics

of these motivations: risk-taking, social and emotion. Further, it focuses on the

theoretical basis of applications of EEG to measure cognitive characteristics relevant

to player motivation types.

Chapter 3 This chapter presents the design of a two phase mini-game for assessing

achievement, affiliation and power motivation. Inspired by the three key cognitive

characteristics that emerged from the review in Chapter 2: risk-taking, social factors

and emotion, we justified the prisoner’s dilemma as the scenario to reveal human

strategic decision-making behaviours. Moreover, the design of the game’s non-player

characters, storyline, mechanics, world, and gameplay are described in this chapter.

Several simulations were conducted to the game mechanics as a preliminary indicator

that the game can be played in different ways to reveal player motivations.

Chapter 4 This chapter presents the experimental setup used in the remainder

of the thesis. It covers the way the game was embedded in a multi-stage exper-

imental protocol that included a tutorial, play phase and existing semi-projective

questionnaire, the MMG. More specifically, it describes the experimental environ-

ment, procedure and particularly the setup for EEG signal collection. The player

behaviour data, EEG data and MMG data were collected in this experiment and

the data collection methodology is illustrated in this chapter.
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Chapter 5 This chapter presents a methodology for classifying player profiles

of achievement, affiliation and power motivation using player behaviour and EEG

signals in terms of the relative strengths of the hope and fear components of each

motive. It first proposes three subject labelling schemes using MMG test output.

This is followed by the workflow for EEG signal processing, including the signal pre-

processing, feature extraction, feature selection and classification procedures. We

experimented with three subject labelling schemes to support classification. For the

results, we demonstrated that EEG profiling of achievement, affiliation and power

motivation is more accurate than profiling from player behaviour. Moreover, we

identified which phases of the mini-game support the most effective EEG profiling.

Chapter 6 This chapter validates the design of our mini-game to evoke risk-

taking and social attitudes that ultimately relate to player motive profiles. Non-

player characters (NPCs) proposed in the game have a money dimension, satisfaction

dimension and various play behaviours. We analysed the NPCs from the perspective

of player behaviours and EEG signals. Results demonstrate the effectiveness of using

the money and satisfaction dimensions of NPCs for evoking risk-taking and social

attitudes from EEG results. Also, the behaviour of different NPCs, as well as the

individual play and social network play, are examined for their relevance as mental

indicators of player motivation.

Chapter 7 This chapter presents an investigation of EEG features for assessing

player motivation in different phases of our mini-game. First, conceptual models

that link motivation theory to mental states are identified using EEG signals col-

lected from the game. This study focuses on finding relationships between EEG

features and motivation variables from the MMG test. Furthermore, a wider range

of EEG features are explored than in the existing literature. We studied temporal,

spectral, time-frequency and asymmetry features to identify related brain regions

and frequency bands for assessing player motivation. The most effective features

are selected using machine learning methods. These results, in turn, support the
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application of EEG to identify player motivation in this game.

Chapter 8 This chapter summarises key findings of this thesis and identifies di-

rections for future work. The main contribution and findings of this thesis are to

identify the potential for using EEG to identify achievement, affiliation and power

motivation in an abstract game scenario. As this is the first attempt to apply EEG

to motivation recognition in a computer game, further investigations are required to

improve its performance. Specific directions for future investigation are discussed in

this chapter.

Appendix A This section presents the tutorial booklet of our mini-game. This

booklet is used in the experiment to train players in the tutorial phase, and instruct

players in the game phase.

Appendix B An experiment that compares different classification techniques is

discussed in this section. The performance of four different classification techniques

(C4.5, KNN, Random forest and naive bayes) are compared using player behaviour

and EEG data.

Appendix C Different artifact removal techniques are compared in this section.

To obtain the optimal EEG signals for data analysis, those classic artifact removal

methods, FASTER, ADJUST and a proposed manual method are performed in an

experiment.

Appendix D This section displays the numerical results that support the conclu-

sions drawn regarding the ability of NPCs to predict risk-taking and social attitudes

in Chapter 6.

Appendix E This section presents an experiment that compares different feature

selection methods. Three feature selection methods (chi-squared attribute evalu-
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ation, correlation subset evaluation and wrapper subset evaluation) are compared

using EEG signals from the two play phases of our game.
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Chapter 2

Literature Review

The work, reported in this chapter, has been partially published in the following article:

Xuejie Liu, Kathryn Merrick and Hussein Abbass (2017), Towards Electroencephalographic Profiling
of Player Motivation: A Survey. IEEE Transactions on Cognitive and Development System, vol.
10, No. 3, pp. 499-513.

2.1 Introduction

A key early concept for understanding players is the concept of game flow. A

model of flow was first proposed by Csikszentmihalyi [1], who identified eight char-

acteristics of flow: skill-oriented challenge, concentration on the task, clear goals,

explicit feedback, sense of control, transformation of time, loss of self-consciousness

and the merging of action and awareness [53]. The flow model identifies a region

of ‘optimal experience’ of a game, where tasks are neither boring nor anxiety in-

ducing (see Fig. 2.1). In other words, flow occurs when players perceive challenges

that perfectly match their abilities [54, 55]. If the challenge of a game is beyond

the player’s ability, the game begins to generate anxiety. In contrast, if game tasks

become easy for players, they tend to feel bored and may stop playing the game [56].

Game designers recognise that different players have various skills and expectations

of challenges for games. To keep all players in the flow zone for the duration of

the game, techniques such as dynamic difficulty adjustment (DDA) [2,57] have been

proposed to permit games to adapt their challenges dynamically to suit individual
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needs, skills or experience levels.

In recent years, the study of flow has been complemented by studies in moti-

vation psychology. Examples of these insights include: how player personalities

influence the need for satisfaction and intrinsic motivation [25]; how intrinsic moti-

vation (challenge, fantasy, and curiosity) impact game design [26]; how psychological

needs (materialistic, power, affiliation, achievement, information and sensual) moti-

vate players to play games [8]; how self-determination theory can predict enjoyment

and future game play [27]; and how user motivations change the way players play [7].

This thesis builds specifically on this area of work, with the aim of developing ob-

jective ways to assess player motivation using electroencephalography. The thesis

thus relies on background work in three fields: motivation psychology, player pro-

filing in computer games and electroencephalography. Accordingly this chapter is

arranged in three sections to review relevant work from each of these fields. Sec-

tion 2.2 reviews literature on player profiling in computer games and illustrates how

the similarities between well accepted player types and achievement, affiliation and

power motivation justify our focus on this area of motivation psychology. Section

2.3 introduces the specific branch of motivation theory investigated in this thesis.

Section 2.4 reviews the most relevant work using electroencephalography that we

build on to inform the studies in this thesis.

2.2 Computer Games and Player Types

Several scholars have applied motivation theory to game contexts. Early work by

Malone [58] explored the role of motivation in making games captivating, especially

how intrinsic motivations make games fun. Three categories of motivations were

synthesised in his study: challenge, fantasy and curiosity. Challenge refers to goals

with uncertain outcomes, variable difficulty level and multiple level goals, as ways of

making games challenging. The inclusion of fantasy is claimed to provide cognitive

and emotional advantages to game environments.
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Figure 2.1: Graphical representation of the ‘flow zone’

Curiosity is related to sensory curiosity that relies on audio and visual effects, in

addition to cognitive awareness of self-knowledge structures that are incomplete and

inconsistent. The game environment can evoke curiosity by providing an optimal

level of informational complexity. Bostan et al. [8] extracted a broader range of

game motivations from basic human needs in six categories: materialism, power,

affiliation, achievement, information and sensual needs.

Specifically, power needs represent the will to arouse strong emotions in other peo-

ple and to be in charge; affiliation needs serve as the incentive to build and maintain

a positive social relationship with others; achievement needs stand for the desire to

achieve success. Each motivation has appropriate desires, effects, actions, emotions,

personality traits and relationships with other motivations. Bostan claimed that

the motives of game players originate in the relationship between the psychological

needs of players and game situations provided by a virtual world. He takes Fallout

3 as an example and proposes game statistics, such as action points, carry weight,

critical changes and so on, which are relevant to motivational variables [8].

Ryan et al. applied self-determination theory (SDT) to investigate motivations
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for computer game play via four experimental studies [27]. SDT [6] is employed

to address both intrinsic and extrinsic motives in game contexts, and particularly

focuses on psychological needs for autonomy, competence and presence.

In Chapter 1, Fig. 1.1 grouped a number of well-known player types [3,4,7,26,59]

alongside the player motivation models discussed above. When viewed in this way,

it becomes apparent that a subset of these theories align naturally with conceptual

models from motivation psychology, such as three needs theory [60] and three factor

theory [61]. We highlight this in Tab. 2.1. The next section introduces achievement,

affiliation and power motivation in more detail from the motivation psychology per-

spective.

Table 2.1: Mapping a subset of player type literature to achievement, affiliation and
power motivation

Player type Achievement Affiliation Power
Bartle [3] Achiever Socialiser Killer
Drachen et al. [59] Veterans; Runners;

Pacifists
Lazzaro [4] Hard fun People fun Serious fun
Yee [7] Achievement Social Immersion
Bostan [8] Achievement Affiliation Power; materialism
Nacke et al. [26] Achievers Socialiser Survivor; daredevil
Ryan et al. [27] Competence
Boellstorff [62] Griefers
Bateman et al. [63] Logistical Diplomatic Tactical

2.3 Motivation Theory

The field of motivation is broad, including neuroscience, biological, and psycho-

logical theories [15]. Furthermore, an individual’s motivation may be influenced by

personal factors or contextual factors [28]. The diversity of motivation types and

underlying cognitive and biological processes thus requires that we limit our initial

investigation to a specific category of motivation theory. Following the reasoning

in the previous section, we chose achievement, affiliation and power motivation for

a variety of reasons. On the one hand, these three motivations can be related to

existing player types from the study of player experience in computer games [64].
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On the other hand, these motives have been influential in the field of motivation psy-

chology, forming the basis of a number theories such as the three needs theory [60]

and three factor theory [61]. They underlie a wide range of behaviours including

social, risk-taking and skill acquisition behaviours. Furthermore, these behaviours,

in turn, can be linked to emotion, risk and social attitude, which we will see in

Section 2.4 are characteristics that have been studied in the electroencephalogra-

phy (EEG) literature. They thus make a feasible starting point for development of

techniques for distinguishing motivation using EEG. To facilitate this, the following

three sections introduce each of these motivation theories from the perspectives of

emotion, risk-taking and social attitude. We conclude this section with a study of

existing techniques for measuring motivation in Section 2.3.4.

2.3.1 Achievement Motivation

Achievement motivation is defined as an individual’s desire to strive for excellence

and to increase their competence. Achievement motivation develops in achievement-

related tasks, activities and skills [28]. Standards of excellence can be classified

according to personal and social aspects. From the personal perspective (mastery

oriented), people compare their current performance with their own experience in-

stead of with that of others. Thus self-evaluatory emotion is involved in this pro-

cess. Joy and sadness accompany the acquisition or loss of a desired objective [28].

Furthermore, pride and shame, also linked to dominance and submission, are un-

derstood to be expressions of the evaluation of one’s competence against a standard

of excellence. The emotions relevant to achievement motivation are summarised in

Tab. 2.2 (column 2).

Another aspect of achievement motivation that has been considered is in the con-

text of risk-taking. One model of ris-taking in achievement motivation is Atkinson’s

Risk-Taking Model (RTM) [65]. The RTM aims to predict individual preferences

for accepting difficult goals by combining components for conflicting desires to ap-

proach success and avoid failure. Such an approach is modelled by variables for
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probability of success (equated with difficulty); incentive for success (equated with

value of success); and strength of motivation to approach success. Failure avoid-

ance is modelled by variables for probability of failure; incentive for avoiding failure

(equated with cost of failure); and strength of motivation to avoid failure. The

general trends described by the RTM have been observed in experimental settings

in humans [65,66] and the RTM has been correspondingly influential and successful

in aiding the understanding of achievement motivation in humans. From a social

perspective, studies have shown that achievement motivated individuals may prefer

to work alone and may prefer goals of moderate risk [28]. These characteristics are

summarised in Tab. 2.2 (column 3 and column 4).

Table 2.2: Characteristics of emotion, social attitude and risk-taking that may be
observed in individuals with a given dominant motivation

Motivations Emotion Social attitude Risk-taking behaviour
Achievement Joy and sadness;

pride and shame
Often likes to work alone, but
likes regular feedback

Achievement-motivated par-
ticipants prefer moderately
challenging goals, are willing
to take calculated risks

Affiliation Trust; empathy;
love; liking

Wants to belong to a group;
wants to be liked; Prefers col-
laboration over competition

Affiliation-motivated partici-
pants select goals with a
higher probability of success
(or low risk)

Power The positive emo-
tion; a sense of con-
trol

Wants to control and influ-
ence others; likes to win; likes
competition; likes status and
recognition

Power-motivated participants
select high risk tasks

2.3.2 Affiliation Motivation

Like achievement motivation, affiliation motivation has also been considered from

the perspective of emotion, risk-taking and social attitude. The key difference is

in the dominance of these factors within an individual. Affiliation motivation is a

desire to seek and maintain contact with strangers or little known individuals [28].

Affiliation motivated individuals enjoy forming friendships and associations. They

want to greet, join groups, please others, and cooperate with others. The emotions

associated with affiliation motivation are trust, empathy, love and liking [28], which

are shown in Tab. 2.2 (column 2). The influence of affiliation on social attitude is
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summarised in column 3.

There are two sides of affiliation motivation: hope of affiliation and fear of rejec-

tion. Fear of rejection triggers caution and sensitivity when people meet strangers,

whereas hope of affiliation encourages us to approach strangers and become familiar

with them. When unfamiliar people interact, they first experience hope of affilia-

tion. As the relationship becomes closer, fear of rejection increases because rejection

would be more painful.

As for risk-taking behaviour, affiliation motivated individuals prefer low-risk goals,

and may avoid public competition and conflict that may lead to the acquisition of

resources that are desirable to others [28]. This is summarised in Tab. 2.2 (column

4).

2.3.3 Power Motivation

Power motivation can be described as an asymmetric relationship between two

individuals, in terms of social competence, access to resources or social status [28].

Like affiliation motivation, there are also two conflicting aspects of power motivation:

hope for power and fear of loss of power. Fear of power, resulting in a desire to avoid

power, may be the result of fear of a failed power-play, or fear of being trumped

by another. Some analysis shows that the expression of power is linked to positive

emotional experience, and participants’ sense of control plays a major role in power

behaviour [28], (see Tab. 2.2 (column 2)).

Like affiliation motivation, power motivation can be considered with respect to

incentive, probability of success and risk. Specifically, there is evidence that the

strength of satisfaction of the power motive depends solely on incentive. That is,

power motivated individuals do not focus as strongly on the probability of success of

achieving a goal [66]. Power motivated individuals tend to prefer high risk or high

payoff goals because their success is likely to give them access to desirable resources

or social status [28]. Their social attitudes and risk-taking behaviour are depicted

in Tab. 2.2, column 3 and column 4.
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Figure 2.2: Subjective and objective measurements of motivations

2.3.4 Measuring Motivation

Techniques for measuring motivation can be classified as either subjective or objec-

tive as shown in Fig. 2.2. Subjective measures include questionnaires, the thematic

apperception test (TAT) and the multi-motive grid method (MMG). On the other

hand, objective measures, which have been emerging in recent years, involve be-

haviour analysis. These four traditional motivation measures are discussed in this

section, together with their strengths and weaknesses. The fifth potential form of

measurement, shown in Fig. 2.2 is EEG, and is discussed in Section 2.4.

2.3.4.1 Questionnaires

The simplest method of measuring human motivation is to ask subjects what their

motives are, what they prefer to do under certain circumstances, or what their goals

are. Self-report or questionnaires are based on the assumption that subjects are

aware of the causes of their behaviour. However, people are often not conscious of

their motivations, so the use of questionnaires for motivation measurements can be

difficult.

Subsequently, an alternative test, the Cezarec Marks Personal Scheme (CMPS),

has also been proposed and compared with the TAT for measuring achievement [67].
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The CMPS includes 11 sub-scales, of which achievement is one. Each sub-scale has

15 questions. The subject has to answer yes or no. Scoring should consider age, sex

and which group the subject belongs to, according to the manual. However, results

indicated that the TAT cannot be replaced by CMPS. The reason behind this is

that a person may self-report they are interested in achievement, but actually lack

the motive to do so.

2.3.4.2 The thematic apperception test

The thematic apperception test (TAT) is a projective measure that requires sub-

jects to write a series of stories about several motive-related pictures. In the TAT,

participants are instructed to write a short story about each picture, explaining the

situation in the picture, what the people are thinking and feeling, and even how the

story will end in their imagination. The content of their story is then evaluated to

identify the motive activated.

The TAT coding system of achievement motivation scores is as follows: achievement-

related (score: +1) for

• explicit reference to a standard of excellence;

• reference to a truly exceptional performance outcome;

• reference to long-term achievement goals.

Achievement-neutral (score: 0) if

• none of the above criteria were satisfied and any work mentioned was thus of

a routine nature.

Achievement-unrelated (score: -1) if

• the story contained only imagery relating to other motives.
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In conclusion, a typical TAT begins by determining the context in which the test

is embedded; then giving the instructions and administering the test. This may be

in a group setting or in a one-on-one setting, in writing or as an oral report. After

the achievement-related content of pictures is identified, a coding system is used to

analyse the content of the story [68, 69]. In particular, Schultheiss et al. described

a step-by-step guide for measuring motivations and the use of a coding system in

detail, which is a useful manual for motivation assessments [70].

Heckhausen developed a TAT technique to measure both hope for success (HE)

and fear of failure (FM) using picture stories. Success-motivated participants (HE)

favoured goals that slightly exceeded their previous level of performance. Failure-

motivated participants, in contrast, fell into two groups: some set themselves exces-

sively low goals, while others set themselves unrealistically high targets. Correlation

analysis shows that the two motives are mutually independent, indicating that some

people have both hope for success and fear of failure [28].

Some scholars criticise TATs as time-consuming, subjective and difficult to in-

terpret [67, 71]. Moreover, some researchers showed that questionnaires and TAT

measures are virtually uncorrelated [72]. On the other hand, McClelland, Atkinson

and their colleagues assert that TATs predict long-term and real-world behaviour

whereas questionnaires are better at predicting choices and attitudes [73–75]. Fur-

thermore, they argue that TATs and questionnaires measure distinct aspects of

motivation. TATs measure implicit motives that have been labeled as needs for

achievement (nAch), power (nPow) and affiliation (nAff). The other category of per-

sonal motivations called self-attributed motives, that usually refer to values, such

as self-attributed achievement (sanAch), self-attributed power (sanPow) and self-

attributed affiliation (sanAff), are often measured by self-report methods. There

are various differences between implicit motives and self-attributed motives [72].

Self-report and TAT measures have been compared based on achievement and af-

filiation motives [76]. For the achievement motive, there are no differences between

questionnaires and TAT measures. TAT measures performed better than question-
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naires for males and but not for females when measuring affiliation motives [76].

Splangler later used two meta-analyses of 105 randomly selected articles to find

relationships between questionnaires and TAT for achievement [72]. Results demon-

strated that, on average, TAT-based correlation is larger than questionnaire-based

correlation, with TAT more positive with intrinsic, task-related and achievement

incentive, while questionnaires are more related to external and social achievement

incentive.

2.3.4.3 The grid method

Despite the objective coding system, the TAT method is sensitive to subjective

influence. Schmalt developed the achievement motive grid (AM Grid), which com-

bines the TAT method with a questionnaire [77]. Rather than writing stories, a set of

statements is appended to each picture. Participants are required to check 18 state-

ments with 18 pictures, and to say whether they both express the same situation.

Three different motives are distinguished as HS (the conceptual equivalent of the

TAT success motive), FF-1 (active failure avoidance and items reflecting a low self-

concept of ability) and FF-2 (fear of failure and its potential social consequences).

Three types of grid methods have been developed for achievement, affiliation and

power motives respectively. Each motive is measured in terms of its approach and

avoidance tendencies.

Sokolowski et al. [30] developed the multi-motive grid (MMG) that aims to mea-

sure three motives by combining pictures and statements into one single measure.

A set of pictures reflecting a set of achievement, affiliation and power invoking sit-

uations is presented, together with a group of statements. A sample picture and

statements from a commercially available version of the MMG are shown in Fig. 2.3.

Six motive scores are generated from the test: hope of success (HE) and fear of fail-

ure (FM), hope of affiliation (HA) and fear of rejection (FZ), and hope of control

(HK) and fear of loss of control (FK). The full set of statements and the mapping

between motive scores, achivement, affiliation and power are shown in Tab.. 2.3
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Figure 2.3: An example picture and statements from a commercially available MMG
test (https://www.schuhfried.com/)

The results from MMG can be analysed in various ways. Firstly, individual fea-

tures can be analysed for a given individual as ‘average’, ‘above average’ or ‘below

average’. An example is shown in Fig. 2.4. Alternatively, results of factor analysis

in Sokolowski’s article [30] suggest three factors that comprise a general fear factor

(FM, FK, FZ), a factor combining the hope components of achievement and power

(HE and HK), and the third factor of hope for affiliation, (HA). A third approach

is to divide participants into four groups according to four possible combinations of

high and low levels of hope and fear. High hope and low fear (H-L) or low hope and

high fear (L-H) (Situations 1 or 4 respectively in Fig. 2.5) are indicators of motive

dominance. High hope and fear (H-H; Situation 2) results in approach avoidance

conflict and thus ambivalence in connection with the particular motive. Low hope

and low fear (L-L; Situation 3) are expressed as a low level of spontaneous interest

in a particular motive goal. This thesis uses the first and third of these approaches

in Chapter 5 to label subjects for classification from EEG data.
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Table 2.3: The 12 statements of a commercially available MMG
(https://www.schuhfried.com/).

Statement Affiliation Achievement Power
1. You are glad you have met HA1
2. You fear to lose social acceptance FK1
3. You think you can do it HE1
4. In this situation you could easily be rejected by others FZ1
5. You think of abilities you do not have FM1
6. You fear the power of others FK2
7. You are proud because you can do it HE2
8. You fear to be boring FZ2
9. You prefer not to deal with difficult tasks straight away HK1
10. You would like to have an influence yourself FM2
11. You hope to get closer to the other one by taking the
initiative

HA2

12. This could improve your social acceptance HK2

Figure 2.4: An example intepretation of MMG results as ‘average’, ‘above average’
or ‘below average’. (https://www.schuhfried.com/)

2.3.4.4 Behaviour analysis

Harrell et al. came up with an alternative approach to measure achievement,

affiliation and power motives [31]. This method observes subjects’ decision-making

behaviour when facing a choice of jobs, to determine how they weight achievement,

affiliation and power. Subjects were informed that all other factors associated with

jobs are identical except three key activities used to identify motives. These three

activities are: establishing and maintaining friendly relationships with others to de-

tect affiliation motivation, influencing thoughts or activities of individuals to detect

power motivation, and accomplishing difficult goals and receiving regular feedback

to detect achievement motivation. These three activities are carried out in vari-

ous jobs with different frequencies, like ‘rarely’, ‘fairly often’ and ‘very often’. The
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Figure 2.5: Interpretation of MMG results in four situations (applicable to each
of achievement, affiliation and power). Situation 1 (H-H) is high hope and low
fear for a motivation; Situation 2 (H-H) is high hope and high fear; Situation
3 (L-L) is low hope and low fear; Situation 4 (L-H) is low hope and high fear.
(https://www.schuhfried.com/

definition of the three activities is consistent with incentive motivation theory.

In conclusion, although various motivation measurements have been proposed,

there is no general agreement on how best way to measure motivation. In addition,

the approaches described above cannot be conducted during a task without inter-

rupting it. Therefore, an emerging technique that could be adopted as a promising

and objective indicator of motivation measurement, electroencephalography, will be

considered and examined in the next section.

2.4 Electroencephalography as an Approach to Mea-

suring Motivation

Electroencephalography (EEG), detection of electrical activity in the brain, has

been widely used in neuroscience and brain computer interfaces (BCI) [13, 78, 79],
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due to its low-cost, portability and non-invasiveness. EEG indicators are neither

affected by participants’ answering styles nor by observer bias [45]. Combined with

other approaches (e.g. questionnaires and gameplay metrics), the EEG method, as

an objective indicator for motivation, could add significant accuracy and convenience

to the study of motivation.

The advantage of EEG as a source of information is that it does not interfere

with classic control devices, such as joysticks, keyboard, mouse, gesture, and voice.

Moreover, the continuous nature of EEG signals offers an opportunity for real-time

data analysis and profiling of the user of a system.

The above argument holds also for psychophysiological data in general. For ex-

ample, skin conductance and heart rate variability can be analysed continuously and

in real-time as well. However, EEG signals are much richer in their contents; thanks

to the distributed nature of human mental processing.

In general, to identify mental states from EEG, three types of information are

frequently used: frequency data (oscillations at a similar frequency), temporal in-

formation (event related potentials, positive and negative peaks) and spatial data

(position of the electrodes) [80]. In addition, various groups of features can be ex-

tracted from EEG signals: signal power features, statistical features, morphological

features, time-frequency features and connectivity metrics [81–83]. Multiple machine

learning techniques including the k-nearest neighbour (KNN) algorithm, multilayer

perceptrons and support vector machines [84], fuzzy logic approaches [85], graph

regularised extreme learning machines (GELM) [86], a linear dynamic system based

feature smoothing and manifold learning [87], deep belief network (DBN), connec-

tivity mask [82], linear discriminant function analysis (lDFA) and quadratic discrim-

inant function analysis (qDFA) [35] have been applied to differentiate between and

recognise discrete stimuli in different fields of research.

There are limited EEG papers focusing on measuring achievement, affiliation and

power motivations. We seek to measure these three specific motivation profiles

through their dimensions of emotion, risk-taking and social attitude. In this sec-
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tion, we outline existing EEG studies of emotion, risk-taking, and social attitude.

We detail the corresponding data analysis methods together with EEG features,

activating brain regions and experimental scenario.

2.4.1 Emotion Recognition

Different definitions of emotion have been proposed by researchers. The first type

assumes that complex emotions are based on a set of basic emotions such as anger,

fear, sadness, happiness, or surprise [88]. The second approach is a two-dimensional

scale based on a valence-arousal coordinate system, called the circumplex model [89].

The circumplex model, a basic theory of emotion, is based on two axes, one for

valence (unpleasant to pleasant) and the other for arousal (activation to deactiva-

tion). The model is shown in Fig. 2.6 [90]. Almost every emotion can be positioned

according to these two dimensions. Each emotion also has several common char-

acteristics: rapid onset, short duration, unbidden occurrence, automatic appraisal

and coherence among responses [88]. In addition, emotions are driven by two mo-

tivational systems. Positive emotion is motivated by approach motive and negative

emotion is consistent with withdrawal motivation [91].

2.4.1.1 Experimental Scenarios

Chanel et al. firstly verified the existence of three emotional states, boredom, en-

gagement, and anxiety in a Tetris game [93] as shown in Tab. 2.4. They designed the

game with varying degrees of challenges for each of the three emotional states. EEG

signals combined with some peripheral physiological sensors and a questionnaire

were used in the study. This is probably the first study aimed at maintaining play-

ers’ engagement and flow by adapting game difficulty according to EEG assessment

of players’ emotion.

Players feel a sense of joy when a game balances the level of difficulty with a

player’s skill level. Plotnikov et al. used an open-source version of Tetris to in-
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Figure 2.6: The three emotional states of flow associated with the circumplex model
of affect. Adapted from [92]

vestigate players’ enjoyment through EEG signal analysis [94]. The Tetris game in

their experiment has two levels: one fast-paced and one slow-paced. The fast-paced

Tetris level supports flow, while boredom is created by the slow-paced Tetris level.

Questionnaires are also used to assess the flow and boredom states. After obtaining

signals, analysis of variance (ANOVA) was used to compute statistical significance

in the power of all frequency bands in the two conditions. Meanwhile, a Gaussian

kernel SVM was used to classify the flow and boredom states of subjects. However,

the work did not consider the functional decomposition of tasks in the brain.

Affective Ludology is a research area that relies on measuring affective physiologi-

cal responses during player-computer interaction. EEG signals and player experience

measured with questionnaires are collected [43] in relation to the impact of three

game levels designed to induce boredom, immersion and flow on brain activity. This

pilot study of EEG assessments of game experience identified problems like inter-

preting the EEG data correctly using machine learning methods and the difficulty

of combining with other measures to reveal the subjective experience.

International affective picture system (IAPS) and international affective digitized

sounds (IADS) are two visual and audio stimuli databases used in emotion-based
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Table 2.4: Experimental scenarios, data analysis methods, associated features and
brain regions in existing EEG-based emotion recognition literature

References Experimental
Scenario

Data Analysis Features Brain Regions

Feature
Selection

Feature
Classifica-
tion

Chanel et al. [93] The Tetris
game

ANOVA LDA Alpha(T7, O1,
Cz, P4, P3), beta,
theta(P7, Pz, O2)
and EEG W

Occipital and pari-
etal lobes

Nacke et al. [43] Half life 2 ANOVA EEG spectral
power frequency
bands

Plotnikov et al. [94] Tetris game ANOVA SVM PSD
Stikic et al. [35] IAPS and

IADS
Step wise
discrim-
inant
analysis (F
test)

lDFA and
qDFA

PSD and wavelets
of five frequency
bands

Frontal, temporal
and prefrontal re-
gions

Zheng et al. [95] Emotional
movie clips

KNN,
SVM,
RBN,DBN

DE, PSD, DASM,
RASM and DCAU
in five frequency
bands

Zheng et al. [96] Emotional
movie clips

KNN,
SVM,
GELM,
DBN, DBN
HMM

DE in five
freuqency bands

Zhu et al. [86] Emotional
movie clips

MRMR GELM DE Temporal lobe

Wang et al. [84] Emotional
movie clips

MRMR KNN,
multilayer
perceptron
and sup-
port vector
machine

Six time domain
features and fre-
quency domain fea-
tures

Occipital lobe,
parietal lobe and
temporal lobe

Becker et al. [97] Emotional
video clips

PCA and t-
test

SVM connectivity fea-
tures, HOC, FD et
al.

Tiwari et al. [98] DEAP
Database

ANOVA,
MRNR and
RFE

SVM Motif-based and
graphic-based
features

studies [35], respectively. They are employed to elicit the corresponding emotions

of subjects. Similarly, emotional movie clips also have the same function in other

studies [84, 86, 96]. Also, there are two publicly accessible datasets for EEG-based

emotion recognition studies, named DEAP (dataset for emotion analysis using phys-

iological signals) [99] and SEED (SJTU emotion EEG dataset [100]. These two

datasets have been used in state of art studies for exploring related EEG features

and analyzing proposed data analysis algorithms [98].

Tab. 2.4 summarises the key EEG-based emotion recognition publications dis-

cussed in this section.
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2.4.1.2 Data Analysis

Various kinds of machine learning methods have been used in EEG-based emo-

tion recognition. Duan et al. first introduced differential entropy into emotion

recognition [101]. As shown in Tab. 2.4, Zhu et al. used GELM to classify pos-

itive, neutral and negative emotions based on differential spectrum (DS) features.

Meanwhile, minimal-redundancy-maximal-relevance (MRMR) algorithms are used

to identify that the left and right temporal lobes of the gamma band, are related

to emotion [86]. Later, different classification algorithms were compared and results

indicated that a linear discriminant analysis (LDA), combined with ANOVA for fea-

ture selection, achieve the highest accuracy [93]. A gaussian kernel SVM was used

to predict enjoyment and boredom states [94]. In recent studies, Tiwari et al. also

used recursive feature elimination (RFE) to select features, together with SVM with

RBF kernels to classify emotion [98].

Deep learning models have also been imported into emotion recognition recently.

Zheng et al. compared deep belief networks (DBN) with KNN, SVM and GELM.

The results showed that DBN, combined with a hidden markov model (HMM), had

the best accuracy [96]. The advantage of DBN is that it combines feature selection

and feature classification into one process, when unsupervised and supervised learn-

ing are utilised. Zheng proposed a novel group sparse canonical correlation analysis

(GSCCA) method for EEG channel selection and emotion recognition [102].

The major challenge of these machine learning methods is the inter-participant

and intra-participant variability of the physiological data. Several efforts have been

made to address individual differences like data normalisation. Stikic et al. used

two different classification methods: linear discriminant function analysis (lDFA)

and quadratic discriminant function analysis (qDFA) to build user-dependent and

user-independent models [35].

Liu et al. list the general unsolved issues in current algorithms for emotion recog-

nition, as including inadequate accuracy, limited number of recognised emotions, and

offline emotion recognition constraints [103]. While some researchers have looked
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into solving these questions, results have not yet reached a level of maturity to

address these challenges properly [87, 104,105].

2.4.1.3 Features

Researchers have analyzed evoked EEG synchronisation and desynchronisation [106]

at different frequency bands during the perception of emotional stimuli [107]. The

alpha band (8-12 Hz), in particular, is the most significant frequency band associ-

ated with asymmetric frontal cortical theory [108]. It is also treated as the major

frequency band in emotion recognition [34, 109]. Moreover, evidence is synthesised

in Knyazev’s paper which shows that delta oscillation is associated with the motiva-

tional systems, theta oscillations depend on memory and emotional regulation, and

alpha oscillation is involved in a variety of cognitive states such as attention and

memory [110]. The same trend was reported in Bos’s paper [111], which showed the

use of the beta-alpha ratio as a possible indicator of the state of arousal in emotion

recognition.

Nacke et al. examined the impact of boredom game conditions on EEG signals,

showing that beta power (10-30 Hz) is significantly higher during states of immer-

sion, when compared with boredom via a one-way repeated-measures analysis of

variance [43]. Zheng et al.’s study has shown that beta and gamma bands reveal

positive and negative emotions, meanwhile differential entropy has accurate and sta-

ble information for emotion classification [96]. ANOVA results confirmed that there

are significant differences of delta and theta power between flow and immersion game

levels [43].

The EEG-W feature is known to be related to cognitive processes like workload,

engagement, attention and fatigue. This feature was also contained in the emotion-

based feature selection process [93]. Given that EEG signals are nonlinear and non-

stationary signals, recent studies employed nonlinear methods to reveal new infor-

mation about human emotion states, such as higher order crossing (HOC) features,

Fractal dimension (FD) features, motif-based and graphic-based features [97, 98].
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2.4.1.4 Brain Regions

The prefrontal cortex gets activated during the experience of positive and neg-

ative emotions [92]. Asymmetric frontal cortical activities seem to influence the

EEG study of emotional response and motivation [39, 108, 109]. Approach moti-

vation has been observed that is related to greater left than right frontal activity,

and withdrawal motivation refers to greater right rather than left frontal cortical

activity [109, 112, 113]. Harmon Jones et al. suggested that the posterior cortical

region may be involved in the perception of emotion as well [39].

Meanwhile, MRMR was used to identify that the left temporal lobe and right

temporal lobe of the gamma band are related to emotion [86]. Research also found

that the alpha band in the right occipital lobe and parietal lobe, beta band in the

central site and gamma band in the left frontal lobe and right temporal lobe are

associated with positive and negative emotional states [34, 35]. Meanwhile alpha

power asymmetry [114] has been found in mid-frontal and anterior temporal sites

and showed no subjective differences in cortical activities [109].

2.4.2 Risk-taking

In game theory and decision making, individual decision making and risk-taking

behaviours are affected by personality traits and inherent motivations. Risk [54,115]

is defined as the psychological state when individuals lack knowledge about the

outcome of their choice. Traditionally, economic models of decision making originate

from the concept of utility with regard to a rational individual choosing the best

option that is likely to generate the best outcome. Motivation may act as a modifier

to human perception and attitude towards risk. People with power motivation may

underestimate risks or enjoy doing a high risk task or ‘risk seeking’. In contrast,

people with affiliation motivation may be ‘risk averse’ and may overestimate risks or

dislike a high risk task. Achievement motivated individuals will more likely belong

to the rational agent school [116].
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Table 2.5: Experimental scenarios, data analysis methods, associated features and
brain regions in existing neuroscience literature for risk-taking and decision-making

References Experimental
Scenario

Data Analysis Features Brain Regions

Schutter et al. [119] Iowa gambling task Correlation analy-
sis

Alpha band Prefrontal region

Schutter et al. [120] Iowa gambling task ANOVA Theta-beta-ratio;
delta-beta-retio

Prefrontal region

Masaki et al. [121] A simple gambling
task

ANOVA SPN and MFN

Hewig et al. [49] Blackjack gam-
bling task

ANOVA ERN ACC and nearby
medial frontal ar-
eas

Gianotti et al. [47] A seven-box task Correlation analy-
sis

Frequency bands Prefrontal region

Hewig et al. [122] Blackjack gam-
bling task

Multiple linear re-
gression

fMRI study ACC

Massar et al. [48] Gambling task ANCOVA Theta/beta ratio,
FRN, theta and
beta

ACC

Schuermann et al. [50] Gambling task ANOVA FRN and P300 ACC
Studer et al. [123] Gambling task Correlaiton analy-

sis and multiple
linear regression

Theta band Prefrontal region

Duan [124] Flight situation
picture

t-test P200 and LPP

One reason uncertainty exists in decision making is the imperfect or inadequate

knowledge about the effect of the decision and the behaviour of the system. Accord-

ing to reinforcement learning theory (RL), the basal ganglia continuously evaluates

the outcome of human behaviour or internal and external events against human

expectation [49, 117, 118]. If the outcome of an event is better than expectation,

phasic activity of midbrain dopaminergic neurons increases and vice versa. Neuroe-

conomics differentiates between two kinds of risk taking models: expectation-based

models and risk-value models of risk-taking [115]. Furthermore, an individual’s risk

attitude varies with specific emotions and motivations.

As summarised in Tab. 2.5, in order to assess brain cortical activities for risk-

taking behaviour, several gambling tasks, different features and brain regions have

been investigated in existing studies. Therefore, future work should focus on the

development of data analysis and feature selection methods.
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2.4.2.1 Experimental Scenarios

According to classic game theory, rational people should aim to maximise their

gain; however, people tend to make irrational and imperfect decisions under real life

circumstances [116]. Activities in specific brain regions and personality traits are

responsible for this behaviour. Mesrobian et al. used two games, the ultimatum

game (UG) and the investment game (IG), to explore relevant event-related poten-

tials (ERPs) that reflect risk-taking and imperfect decision-making [116]. In the

investment game, subjects were given several points at the beginning of each trial

and were asked to invest these points in a risky project, while in the other category

of gambling games, participants began with nothing and attempted to gain as much

money or points as possible.

A set of risk-based tasks have been used in various studies, including the cup

task, lowa gambling task and balloon analogue risk task, which are summarised in

Schonberg’s review paper [115]. Hewig et al. used a computer Blackjack gambling

task to examine the relationship [49, 122]. Schutter et al. used the Iowa gambling

task to assess the influence of reward and punishment on decision-making to identify

anterior symmetrical alpha activity [119]. Reward and punishment are associated

with risks in these experiments. Duan presented 40 flight situation pictures, which

reflects high and low-risk degree, to evoke human risk-taking attitude [124].

2.4.2.2 Data Analysis

Data analysis methods used in EEG-based risk-taking studies are simpler com-

pared to EEG-based emotion recognition, because only several statistical tests have

been used. The primary test to identify risk-related features and brain regions is

ANOVA, as shown in Tab. 2.6. Moreover, correlation analysis has been used to find

related EEG features and activated brain regions [47, 124]. Hewig et al. further

utilised multiple linear regression to justify the function of anterior cingulate cortex

(ACC) in a fMRI study [122].
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2.4.2.3 Features

In terms of time domain, two event-related potentials (ERPs), the stimulus-

preceding negativity (SPN) and the medial frontal negativity (MFN), have been

employed to reflect affective and emotional processes of decision making in terms of

risks. In Masaki’s study [121], the MFN peaks at 250ms after the feedback signals

increased, following larger gains. This negativity is also topographically lateralized

to the right. The SPN that peaks at 1s before the feedback signals is also witnessed

to rise following the larger gains. The other ERP, the error-related negativity (ERN)

is also related to risk-taking and strategic decision making behaviour. The findings

of Hewig et al. suggest that a higher probability of winning leads to the increase of

the feedback ERN amplitude that is usually generated in the anterior cingulate cor-

tex (ACC) and the nearby medial frontal cortical areas [49]. Moreover, three types

of ERPs have been investigated and results show that the P200 is relatively higher

in high risk than low risk choices. There are significant differences between positive

and negative feedback in the high risk choice, instead of low risk choice with regard

to feedback-related negativity (FRN); and P300 is larger in high-risk decisions [50].

In a recent study, Duan illustrated a two-stage model of risk perception and con-

firmed that P200 mainly focuses on early perception and detection; LPP reflects the

activation and subjective evaluation of the motivation system, which belongs to risk

assessment [124].

On the other hand, in terms of frequency features, Schutter et al. demonstrated

using the Iowa gambling task that the frontal theta-beta-ratio and delta-beta-ratio

can be regarded as indicators for motivational balance between reward and pun-

ishment systems [120]. Massar et al. provided evidence that baseline EEG theta

power and theta/beta ratio are correlated with feedback-related ERP (e.g. feedback-

related negativity) in a risk-taking gambling task [48]. High baseline theta power

and theta/beta ratio was accompanied with decreased FRN, as well as increased

risk-taking behaviour. Their study also showed that baseline theta activity and its

corresponding relationship are generated in the ACC.
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2.4.2.4 Brain Regions

Risk-taking behaviour causes responses in several brain regions, mainly the ACC,

lateral orbitofrontal cortex and insula, which all react to monetary gains and losses [115].

The ACC is reported to influence decision-making and risk-taking behaviours; a

fMRI study supports this theory. The results showed that a negative outcome of

decision-making under risk is related to an activation of the dorsal ACC [122]. Ad-

ditionally, activation of insular, lateral prefrontal and parietal cortices increased

with rising uncertainty. Another study also reveals that posterior parietal cortex

may be critical for decision-making about probability, value and expectation [125].

When subjects choose to gamble, the activation in the right anterior insula increases.

When insular activation is relatively high before making a decision, subjects tend

to demonstrate risk-adverse behaviour [125].

The prefrontal cortex has been demonstrated to be involved in the process of

decision-making by several neuroscience studies, as shown in Tab. 2.5. Schutter

et al found that relative right-sided frontal activity is associated with the riskier

strategies, which contradicts the asymmetric frontal cortical activity of emotion

theory [119]. As the gambling task contains the cognitive and affective process in

decision-making, this result may suggest that frontal activities in the alpha band

reflects the subject’s inactivity. The frontal lobe is confirmed to be related to risk-

taking behaviour. Floden et al. examined the association between focal frontal lobe

lesion and risk-taking behaviour via their proposed gambling task [126]. Further,

Gianotti et al. report that cortical activity in the right prefrontal cortex predicts

individual risk-taking behaviour [47]. Individuals with high risk propensity showed

higher slow-wave oscillations in the right prefrontal cortex. Studer asserted that

personality and theta band power in the prefrontal cortex can predict risk taking

behaviour [123]. In particular, higher theta band power in the right prefrontal cortex

compared to the left is associated with increasing risk taking [123].
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2.4.3 Social Factors

Considering social attitude in game theory, two types of social interactions, coop-

eration and competition, have been studied widely through the prisoner’s dilemma,

chicken game and other games [127,128]. Combined with incentive motivation the-

ory, power motivated individuals prefer competition as this gives them the sense of

control. An affiliation motivated person, however, enjoys cooperating with others

because it provides them with a feeling of belonging to a group. On the other hand,

achievement motivated individuals are more likely to work alone.

Tab. 2.6 lists existing neuroscience literature about social interactions, especially

cooperation and competition. These papers used games like the prisoner’s dilemma,

the chicken game and the ultimatum game, to examine relevant EEG features and

brain regions. ANOVA and T-test were the major data analysis methods used in

their studies.

2.4.3.1 Experimental Scenarios

The utimatum game (UG) has been employed to evaluate brain activities in par-

ticipants evaluating the fairness of asset distribution [129, 132]. Qu et al. added a

cyberball game to manipulate participants’ social exclusion or inclusion, then used

the ultimatum game for measuring ERP while they receive fair or unfair offers from

someone previously excluded, included them or from otherwise strangers [130]. In

Table 2.6: Experimental scenarios, data analysis methods, associated features and
brain regions in existing neuroscience literature for social interaction

References Experimental
Scenario

Data Analysis Features Brain Regions

Babiloni et al. [127] Prisoner’s dilemma ANOVA Alpha band Medial prefrontal
cortex and ACC

Astolfi et al. [128] Chicken game T test Beta band Orbitofrontal
regions

Wu et al. [129] The ultimatum
game

ANOVA MFN and LPP Frontal and poste-
rior regions

Qu et al. [130] A cyberball game
and UG

ANOVA FRN and P300 Frontal and pari-
etal regions, ACC

Spape et al. [131] A turn-based com-
puter game

ANOVA Beta and gamma
bands

Central and pari-
etal regions

Horat et al. [132] the UG game ANOVA P200 and FRN ACC

42



other research, Spape et al. proposed a turn-based computer game with four coop-

eration and competition levels to establish the relationship between brain activity

and social interactions [131].

2.4.3.2 Data Analysis

Data analysis in EEG-based social interaction studies are similar to those in EEG-

based risk-taking studies. ANOVA is the prevailing approach to analyze EEG sig-

nals, which is mainly used to differentiate associated features and brain regions.

2.4.3.3 Features

According to frequency features, slowing of alpha activity is first reported among

antisocial people. Mednick et al. examined a group of children to explore whether

EEG alpha activity influences antisocial behaviour [133] and results support the

theory. Mu rhythm (8-13 Hz) is generally reported in the sensory-motor cortex

spanning the occipital and central regions, which sometimes refers to the human

mirror neuron system [134]. Indeed, mu rhythm is almost in the same frequency

range as alpha waves that oscillate in the occipital cortex. However, the neural

activity of these two frequency bands are diverse as the alpha band is more related

to attention and workload. In the central and left sites, the reduction of mu rhythm

is found in both the perception and acting sessions of the rock-paper-scissors game

when experiencing opponent actions [51]. This result supports the view that mu

suppression is affected not only by motion, but also by the social context.

Several EEG features are also identified in the studies as shown in the Tab. 2.6

(column 4). ERPs recorded from participants showed that highly unequal offers

elicited an earlier MFN (270-360 ms), and the late positive potential (LPP) in the

time window of 450-650 ms was more obvious in the moderately unequal offers

than highly unequal offers when compared to other player’s low offers [129]. Qu

et al. point out that FRN of subjects was more significant for unfair offers from

people who excluded them before, and P300 was more positive for unfair offers from
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strangers [130]. Moreover, Horat et al. evaluated P200 and FRN as effective features

for assessing social attitudes [132].

2.4.3.4 Brain Regions

Babiloni et al. utilised the prisoner’s dilemma to establish that medial prefrontal

cortex activity is consistent with social interaction paradigms [127]. Specifically,

ACC plays a crucial role for the defect attitude [132]. Furthermore, Astolfi et al.

used the chicken game to observe patterns of brain activities [128]. Their findings

show that the left orbitofrontal cortex is related to this particular social interaction

paradigm.

The other children-related study, conducted by Fox et al., indicated that children,

who show positive social attitude and emotion, exhibited greater relative left frontal

activation. In comparison, children who display social withdrawal reflect greater

right frontal activation [135]. Thus resting frontal asymmetry may be an indicator

for social attitude. In fact, they confirmed this assertion in their later study [136],

which demonstrated the resting frontal EEG asymmetry is related to social be-

haviour style during preschool years. In addition, a study in adults claimed that the

pattern of frontal EEG asymmetry is related to sociability instead of shyness [137].

2.5 Conclusion

In this chapter we have seen the similarities between player type models and

achievement, affiliation and power motivation. We have further seen the connections

between these motives and emotion, risk-taking and social attitudes, which can in

turn be measured using EEG. This review justifies our decision to study achievement,

affiliation and power motivation as player motive profiles in computer games, and

also identifies the possibilities of using EEG technology to measure these motivations

in a game context. This provides a theoretical basis for the following research

challenges that this thesis seeks to address.
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Chapter 3

An Abstract Mini-Game for

Assessing Motivation

The work, reported in this chapter, has been partially published in the following article:

Xuejie Liu, Kathryn Merrick and Hussein Abbass (2016), Designing artificial agents to detect the
motive profile of users in virtual worlds and games. 2016 IEEE Symposium Series on Computational
Intelligence (SSCI), Athens, Greece.

3.1 Introduction

In Chapter 2 we saw that achievement, affiliation and power appear to result in

different characteristics of risk-taking and social attitudes, and that these charac-

teristics may be revealed in strategic decision-making behaviour. In this chapter,

we start by presenting several conceptual models to make these hypotheses concrete

in Section 3.2. We then use these conceptual models to inform the design of an

abstract mini-game in Section 3.3.

A mini-game is a game fragment or short scenario that can sit within a more

complex game or virtual environment. The game fragment has its own mechanics,

characters, mini-plot (storyline) and environment. These are often self-contained

and may be isolated from other parts of a larger game. Large games are often

comprised of many mini-games connected by a more complex common storyline. A
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mini-game may conclude with a win or a loss for the player, or there may simply

be different possible outcomes that influence the next phase of the larger game. We

take this latter approach in our mini-game.

The game presented in this chapter will be used in experiments to assess the

motivation of players in Chapters 5 and 6. The experimental protocol itself will be

presented in Chapter 4.

3.2 Conceptual Models Linking Player Motiva-

tion and Electroencephalography

Chapter 2 traced a path from motivation theory to the brain regions associ-

ated with risk taking, social attitude and emotion. In this chapter, we begin by

proposing conceptual models to associate the psychological theories of motivations—

achievement, affiliation and power—to EEG measurements of these three character-

istics. Section 3.2.1 examines the relationship between motivation and flow. Section

3.2.2 conceptualises motive profiles in the dimensions of risk and social attitude.

3.2.1 Flow Models

As we saw in Chapter 2, a model of flow was first proposed by Csikszentmihalyi [1],

who identified eight characteristics of flow: skill-oriented challenge, concentration

on the task, clear goals, explicit feedback, sense of control, transformation of time,

loss of self-consciousness and the merging of action and awareness [53]. The flow

model identifies a region of ‘optimal experience’, where games are neither boring nor

anxiety inducing (see Fig. 2.1). In other words, flow occurs when people perceive

challenges that perfectly match their abilities [54, 55]. If the challenge of a game is

beyond a person’s ability, the task begins to generate anxiety. In contrast, if games

become too easy, people tend to feel bored and may quit the game quickly [56].

In the field of computer games, game designers have long recognised that different
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Figure 3.1: Hypothesised flow zone for an affiliation-motivated individual

players have various skills and expectations of challenges for games. To keep all

players in their flow zone throughout the game, techniques such as dynamic diffi-

culty adjustment (DDA) [2,57] have been proposed to permit games to adapt their

challenges dynamically to suit individual needs, skills or experience levels.

Earlier (Tab. 2.2, column 4) we saw the risk-related aspects of the motivations:

achievement, affiliation and power. We can see that an achievement-motivated per-

son enjoys moderately challenging tasks and is willing to take achievable risks. They

tend to be rational, to calculate the risk, ensuring the success of the task. We illus-

trate this idea in a manner similar to the flow model as shown in Fig. 2.1.

In contrast, from the perspective of risk, individuals with dominant affiliation

motivation may select goals with a higher probability of success, but lower incentive.

Preference for low-risk activities can be seen as a way to avoid public competition

and conflict for resources or reinforcers that are desirable to others. McClelland

demonstrated this phenomenon [138] in experiments with groups of participants

playing roulette. Participants placed their bets in front of a group. Their winning

and loss was seen by the group. Power-motivated individuals made more high-risk

bets. Meanwhile, affiliation-motivated individuals tended to make low-risk bets.

Affiliation motivation is thus hypothesised to be an important balance to power
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Figure 3.2: Hypothesised flow zone for a power-motivated individual

motivation [28]. We illustrate this idea in a manner similar to the flow model as

shown in Fig. 3.1.

Finally, power motivated individuals select high-incentive goals, with the idea that

achieving these goals will give them significant control of resources and reinforces

of others. We illustrate this idea in a manner similar to the flow model as shown

in Fig. 3.2. In the next section we further combine the ideas from this section in

models that include the dimension of social attitude.

3.2.2 Risk-taking and Social Attitudes

While individuals may express aspects of all three motives, achievement, affilia-

tion and power, they tend to have a dominant motive. The dominant motive has a

stronger influence on decision-making than the other two, although the individual

will not be conscious of this [60]. The dominant motive will result in distinct individ-

ual characteristics and emotions as summarised in Tab. 2.2. Mixed profiles of power,

affiliation and achievement motivation have also been identified and associated with

distinct individual characteristics. Leadership ability, for example, was found to be

associated with mixed profiles of dominant power and achievement motivation.
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Likewise, different levels of expression of the fear components of motivation can

impact an individual’s decision making. For example, individuals with strong fear

of rejection become nervous and insecure in social situations when they meet people

they do not know. They may fear that others may not like them and seek to bring

the contact to an end. People with strong achievement-related fear of failure are

often afraid of failing in situations in which their performance can be compared

with that of others. Fear of failure can therefore cause an individual to act with

particular thoroughness and care and to strive constantly to make no mistakes. In

experiments with goal selection, strong fear of failure coupled with weak hope for

success increased the range of risk-taking behaviour exhibited by participants [139].

Finally, individuals with strong fear of loss of control concentrate on avoiding the

loss of influence, control or prestige. Where a choice is required, they may prefer to

secure their own position rather than consider the welfare of the group.

The space of motive profiles can be conceptualised as in Fig. 3.3, which shows the

three profiles with dominant hope components, and three profiles with dominant

fear components, on axes of risk and social attitude [140]. The spaces between

these named profiles represent the possible hybrids of these profiles. In addition,

the relative dominance of each motivation varies from one individual to another.

We make the conjecture that this conceptual model of the profiles will be useful for

informing investigations into the use of EEG to distinguish motivation. Existing

approaches used to distinguish risk and social attitude can be applied and then the

results used to place an individual within the space shown in Fig. 3.3.

The challenge addressed in the remainder of this chapter is to design a game with

appropriate components to permit players to express different social attitudes and

risk-taking behaviour. This is the topic of the next section.
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Figure 3.3: Comparison of different dominant motivations on axes of risk and social
attitude. There are four possible combinations of high and low levels of hope and
fear components of each motivation. High hope and low fear (H-L) or low hope and
high fear (L-H) (Situations 1 or 4 respectively are indicators of motive dominance.

3.3 Game Design

This section introduces the storyline, mechanics, characters and gameplay design

for our proposed mini-game. We justify each aspect of the game design with reference

to the conceptual models in the previous section.

3.3.1 Storyline

We saw in the previous section that achievement, affiliation and power motivation

are linked to risk-taking, social attitude and emotion. These three elemnts are

ubiquitous in our everyday lives, and are thus relatively easy to frame into a mini-

game. Game theory and the gambling industry offer us many examples of games

that abstract real life decision-making and take into account risk and social attitude.

A selection of these that have also been used in EEG studies, are summarised in

Tab. 3.1. In this thesis we chose the well-known prisoners dilemma (PD) [144], which

invokes both risk-taking and social interaction, as the basis for the mechanics of our
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Table 3.1: Abstract games that invoke risk-taking and/or social attitude

Game Description Invokes
Investment Game [116] Participants are asked to invest a certain amount of

points in a risky project. The probability to win 3
times is 1/3, whereas the probability to lose the entire
investment is 2/3.

Risk-taking

Iowa gambling
task [119]

Participants select a card from one of four decks in
each trial; two disadvantageous decks have a higher
reward but also a higher possible loss, while two ad-
vantageous decks offer a lower reward but a lower pos-
sible loss.

Risk-taking

Blackjack [49] The goal of the game is to approach 21 points as closely
as possible, but to avoid getting over 21 points. Black-
jack is usually played by two players competing against
each other.

Risk-taking

Devil’s task [47] There are seven boxes with money in it and one of the
seven boxes contains the devil that will cause players
to lose their potential gains from the game. Partici-
pants decide how many boxes to open and whether to
continue to earn points or take their winnings.

Risk-taking

Cambridge Gambling
task [141]

A token is hidden under one of six boxes that are each
one of two colours. Different trials have different ratios
between box colours. On each trial, participants select
a colour to bet. The colour with a higher probability
(more boxes) is associated with lower potential gains,
while a lower probability is related to higher potential
gains.

Risk-taking

Balloon pumping task
[142]

Participants pump a simulated balloon without know-
ing when it will explode. Each pump increases the
potential reward to be gained but also the probability
of explosion, which leads to loss of all potential gains
in the trial.

Risk-taking

The Cups task [143] Participants choose between a risky and safe option,
which are presented through several cups. The risky
option involves two to five cups with a gain or loss of
$2, $3, or $5, and the others contain $0. The safe cup
offers a sure gain or loss of $1. If the risky option is
selected, the payoff from one of the cups is selected at
random.

Risk-taking

Gambling task [50] There are two numbers in two squares, one containing
the small number that has a higher probability of win-
ning and a lower probability of loss, and the other has
the larger number with a lower probability of winning
and a higher probability of loss.

Risk-taking

Prisoner’s dilemma
[127]

Prisoner’s dilemma derives from a situation in which
two people are arrested and charged with a crime.
They are held in a different room and are faced with
choices between confessing or remaining silent. Their
penalty depends on the choices of both players.

Risk-taking and Social
attitude

Chicken game [128] The chicken game originates from the situation that
two drivers are running on the other in a one-way
street. The player who swerves is called a chicken
(coward). However, if neither of them stop, there will
be a serious car accident. The outcome thus depends
on the choices made by of both players.

Risk-taking and Social
attitude
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mini-game. As well as being used in EEG studies, precedents for using PD games

to study motivation include work by Terhune [145] and Kuhlman et al. [146].

For the purpose of this thesis, we created a unique mini-plot, rather than us-

ing the traditional prisoner interrogation plot. This replacement of the PD plot

demonstrates how our abstract scenario can represent multiple concrete scenarios.

The storyline of our game revolves around the theme of ‘Friends or Fortune’. In

the game, players meet four virtual characters (also called non-player characters or

NPCs) who approach their virtual lives with different strategies. First, players get

to know the NPCs individually, by playing several rounds of a PD-like game with

them. After that, they have the opportunity to team up to make friends or fortune.

The player can choose which outcome (friends or fortune) they wish to pursue. The

storyline is introduced to the players via an on-screen manual displayed adjacent to

the interactive interface. The onscreen manual can be viewed in Appendix A of this

thesis.

3.3.2 Game Mechanics

As described in the previous section, the mechanics of our mini-game are based

on a PD-like game in the game domain. Each player can earn their ‘fortune’ or build

a ‘friendship’ by choosing to cooperate or defect. The friendships and fortunes of

each player depend on the choices of both players. The specific ‘fortune’ (money)

payoffs V human and V NPC for each player and their NPC opponent in a single round

of the game is shown in Fig 3.4. The money dimension is so named to represent

a tangible, valuable item from day-to-day life. It is included to assist with the

differentiation of achievement and power motivation. We hypothesise that power

motivated individuals may prefer to maximise monetary payoff. On the other hand,

we hypothesise that achievement motivated individuals will use the money reward

to gauge their level of achievement in the game. Both players and NPCs accumulate

the money they win in each round of the game.

Each decision also influences the ‘satisfaction’ S of a NPC according to [140]:
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Figure 3.4: Game mechanics for accumulating ‘fortune’

St =
V NPC
t

V NPC
t + V human

t

(3.1)

An evolving satisfaction value Et is displayed on the game screen for each NPC.

The initial value of Et is E0 = 0.5. The following update is applied to smooth the

change in this value over time:

Et+1 = (1− λ)St + λEt (3.2)

where λ = 0.5. The satisfaction dimension is associated with social satisfaction

about interactions between players and NPCs, which reflects the need for affiliation

we experience in our daily life. Thus the satisfaction dimension is included to assist

with the differentiation between power and affiliation motivation.

3.3.3 Non-player Characters

We have seen two themes emerging from the discussion of achievement, affiliation

and power motivation. The first theme concerns social attitude: that is the number
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Figure 3.5: Our proposed abstract non-player characters have dimensions for money
and satisfaction.

of relationships an individual may choose to initiate and maintain. The second theme

concerns risk attitude: that is the degree of risk that an individual will tolerate when

selecting goals.

Accordingly, we propose a model of motivation that positions achievement, af-

filiation and power motivation on two dimensions of risk and social attitude. We

propose that power-motivated players prefer high risk tasks and have a neutral so-

cial attitude, while achievement-motivated players tend to select medium risk tasks

and enjoy working alone. Affiliation-motivated players have a high social tendency

and prefer low risk tasks.

In order to measure motivations during game-play, we suggest risk-taking be-

haviour and social attitude should be considered. Thus a range of non-player char-

acters has been used for detecting cognitive and emotional phenomena as a basis for

identifying a players motive profile.

NPC design is a multi-faceted topic, including the design of the visible avatar, as

well as the design of the algorithms that control the behaviour of the avatar. A range

of different approaches is taken to this latter topic. This includes rule-based, crowds

and evolutionary approaches to controlling behaviour [147]. In this thesis we are

interested primarily in aspects of decision making that force players to reveal their
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risk attitude and social attitude. We propose to do this through an examination

of their behaviour. As such we do not consider the design of the visible avatar,

but focus on the design of the character’s cognitive attributes and decision-making

behaviours.

Specifically, we propose an abstract character in Fig. 3.5 with dimensions for

money and satisfaction. The money dimension is so named to represent a tangible,

valuable item from day-to-day life. It is included to assist with the differentiation be-

tween achievement and power motivation. The satisfaction dimension is associated

with social satisfaction regarding interactions between players and NPCs, reflecting

the need for affiliation, which we experience in our daily life. Thus the satisfac-

tion dimension is included to assist with the differentiation of power and affiliation

motivation.

As described in Section 3.3.2, the money dimension is defined as the distribution

of in-game money between NPCs and players using the mechanism of the prisoner’s

dilemma. The satisfaction dimension is proposed from a performance-approach view,

as proportional to the percentage of the winnings pool accumulated by both play-

ers. Players are given the option to play with NPCs for maximising their money,

maximising NPCs’ satisfaction, or trading-off these objectives. This has the poten-

tial to reveal players’ risk-taking and social attitudes by examining their in-game

behaviour and EEG signals.

Various existing work has proposed artificial intelligence techniques of different

complexity for computer controlled players of PD games [148]. We selected four

classic techniques that have been hypothesised to best aid distinction between the

motive profiles of their opponents [140]. These NPCs are listed as follows. It should

be noted that we named the characters according to their play strategies. It also

helps players to interact with these virtual characters more naturally.

• Cooperator Candy Candy is satisfied when she cooperates and earns the

greatest share of the fortune. Candy always cooperates. Candy can thus be

easily exploited if an opponent wishes to do so.
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• Defector Dan Dan is satisfied when he defects and earns the greatest share

of the fortune. Dan always defects. An opponent can satisfy Dan easily by

cooperating with him. However, they will need to sacrifice their own monetary

gains to do this.

• Random Ruby Ruby is satisfied when she earns the greatest share of the

money, but has equal preference for cooperation and fortune. Ruby chooses

her actions at random. As a result, playing Ruby presents a risk because,

while opponents know the probabilty with which she will cooperate, they do

not know precisely when she will cooperate.

• Vengeful Vince Vince is satisfied when he earns the greatest share of the

fortune. Vince will cooperate at first, and as long as his opponent cooperates.

However, if his opponent defects, he will take revenge by defecting in the next

round. He always chooses the same actions his opponent chose in the previous

round. This strategy is commonly known as ‘Tit for Tat’ (TFT).

Players are instructed that NPCs satisfaction is an indicator of how likely they

are to want to make friends. The NPC strategies above are deliberately simple

so that human players can learn quickly how each NPC will behave during the

tutorial phase of the game. This phase will be described in detail in the next

section. The responses of the human player are more likely to be deliberate rather

than exploratory or curiosity motivated in the ensuing parts of the game. This is

important for assessing achievement, affiliation and power motivation.

To demonstrate the differences of the four NPCs described above in terms of

the way they accumulate money and satisfaction, we present a selection of charts.

Each chart shows either the money or satisfaction of each NPC after 20 iterations

of the PD game against theoretical human opponents with different probabilities of

choosing to cooperate. These probabilities range from P (C) = 0 to P (C) = 1. The

total money and satisfaction are shown in Fig. 3.6 and Fig. 3.7 respectively.

We can see from the figures that Cooperator Candy will have the highest sat-
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Figure 3.6: Differences in money accumulated by each non-player character playing
theoretical opponents with different probabilities of choosing to cooperate. The
money accumulated by the theoretical human player is also shown. (a) Cooperator
Candy (b) Defector Dan (c) Random Ruby (d) Vengeful Vince

Figure 3.7: Differences in final satisfaction of each non-player character playing
theoretical opponents with different probabilities of choosing to cooperate. (a) Co-
operator Candy (b) Defector Dan (c) Random Ruby (d) Vengeful Vince

isfaction value against an opponent with a similar strategy. This is because both

Candy and her opponent will earn a similar amount of money. Candy will have

the lowest value of satisfaction against an opponent with high preference for playing

defection because the opponent earns the greatest share of the money. An opponent

may choose to exploit Candy to earn more money, but they will not maximise her
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satisfaction if they do this.

Defector Dan will have the highest money value and higher satisfaction value

when he plays against an opponent that prefers cooperation, while the lowest money

value if his opponent prefers defection. An opponent may choose to befriend Dan

by playing cooperation, however, they will need to sacrifice their own earnings to

do this.

Likewise, Random Ruby’s satisfaction will be higher if her opponent chooses co-

operation, but the opponent will again need to sacrifice their own earnings. Ruby

will be less satisfied when opponents prefer to play defection.

Finally, Vince has generally moderate satisfaction values as a result of his adaptive

strategy that permits him to perform well (in monetary terms) against opponents

with a range of different preferences for choosing cooperation/defection.

3.3.4 Gameplay

Our game has several phases in which players interact in different ways with the

game. These are the tutorial phase (TP), the individual play phase (IPP) and the

social network phase (SNP).

3.3.4.1 Tutorial Phase

In the TP players learn about each of the four NPCs described in the previous

section. First players need to follow instructions telling them how to play and

how to read the user interface. Then they have an opportunity to demonstrate

their understanding of various characteristics of each NPC. Once they successfully

demonstrate this they can move onto the ‘Individual Play’ phase (IPP) of the game.

A screen shot of the user interface from the tutorial phase is shown in Fig. 3.8. The

TP is important to the game design because it ensures that players understand how

the characters work, and that they will not be learning or experimenting during

subsequent phases of the game when measurements are recorded.
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Figure 3.8: Tutorial and individual play phase user interface

3.3.4.2 Individual Play Phase

In the IPP players interact with each NPC individually. Players are instructed to

play 20 rounds with each NPC in whatever way they find fun: ‘for friends or fortune’.

After they play with each character they do a short survey to rate their emotion on

a three point scale (positive, neutral or negative). The user interface for the IPP is

shown in Fig. 3.8, with an additional screen to collect player emotion information.

The IPP is important to the game design as it gathers behaviour data necessary

for understanding achievement motivation in a minimal social setting (one-vs-one

play). The responses of NPCs in the IPP were described in the previous section.

3.3.4.3 Social Network Phase

In the SNP, players first build a social network comprising their selection of up

to eight instances of the four NPCs they met in the previous phases of the game.

They then play 20 rounds of the game with their network. Players score points in

a pairwise fashion (that is, this part of the game is not an n-player PD). The user

interface for the SNP is shown in Fig 3.9. In the SNP, all NPCs satisfaction is further

amplified by the size of the social network they belong to. This is implemented as

follows: A factor r = N/8 is incorporated into the equation to represent the influence
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Figure 3.9: Social network phase user interface

of network size on network satisfaction. N is the number of selected opponents in

the network.

ENPC
t = SNPCt (1 + r) (3.3)

ENPC
t is the satisfaction value displayed on the game interface for each NPC.

SNPCt is the satisfaction value calculated by the definition. The network satisfaction

is also updated using Eqn. 3.2 to smooth the changes of the value throughout the

game.

3.4 Discussion

The proposed abstract mini-game has characteristics that make it potentially

suitable for use within a commercial game. For example, it has the potential for

application in massively multiplayer online role-playing games (MMORPGs). In

such games, players control avatars to interact with NPCs. Following a storyline

and game mechanics, players can control and interact with game elements, and
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receive feedback regularly. The scenario in which players interact with our specially

designed NPCs could be appropriately isolated in a larger game through terrain

conditions or levelling constraints.

However, currently, our mini-game is designed to be simple, in order to control the

variables that may influence player motive profiling. Commercial games generally

have clear goals, like winning money/points, however, the goal of our proposed game

is defined by players. They choose how to play the game for earning money, building

friendships and trade-offs between these. Moreover, the environment or interface is

designed simply without any visual aesthetic, which is also controlled compared

to standard games. Further, the dynamics of the mini-game are controlled with a

limited level of unpredictable elements (e.g. random NPC).

3.5 Conclusion

This chapter has presented and justified the design of a mini-game that can be

used to assess motivation. The next chapter describes the experimental protocol

that uses this game to assess motivation. Results will be presented in Chapters 5, 6

and 7.
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Chapter 4

Experimental Protocol and

Participant Demographics

The work, reported in this chapter, has been partially published in the following article:

Xuejie Liu, Kathryn Kasmarik and Hussein Abbass (2018), Assessing Player Profiles of Achieve-
ment, Affiliation and Power Motivation using Electroencephalography (under review).

4.1 Introduction

In the previous chapter we proposed an abstract mini-game called ‘Friends or

Fortune’, which has the potential to reveal human motivation through their risk-

taking and social behaviour in the game. This chapter describes an experimental

protocol incorporating the game to collect behavioural data and electroencephalog-

raphy data from the game, and motivation data from a multi-motive grid test. The

experimental protocol is described in Section 4.1, including the data we collect and

the procedures we use. Section 4.2 presents demographic data from the subjects

who particpated in the experiments. Further analysis showing how the game can be

used to assess motivation is presented in Chapters 5, 6 and 7.
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Figure 4.1: Procedure of the experiment

4.2 Experimental Protocol

The experiment was executed following the procedure shown in Fig. 4.1. The

experimental design method is a within-participant design, with all participants

following the same procedure. The experiment was conducted under the UNSW

Canberra Ethics Approval protocol HC17430. Subjects were recruited on a voluntary

basis.

The experiment was performed in a laboratory, located at the UNSW Canberra

campus. Subjects sat comfortably in a chair in front of two screens, as shown

in Fig. 4.2. The main screen showed the game interface that subjects can interact

with. The second screen showed the game manual with the instructions that subjects

follow to play the game (see Appendix A). The following subsections describe the

experimental procedures that are interleaved with the game play.

4.2.1 Welcome

First, subjects were welcomed and asked to read the consent form carefully and

sign it prior to the experiment. Participants were also informed of their right to

64



Figure 4.2: Experimental setup and environment

withdraw their data at any phase of their participation without negative conse-

quences.

4.2.2 Electroencephalography Setup

Next, the experimenter prepared the EEG cap with dry pad and flex sensors,

using seven dry pad sensors on the front-most band of the cap and 67 flex sensors

on the other bands. Sometimes the flex sensors were used in the front-most band

because of dense hair there for particular subjects. Then the experimenter put the

cap on the subject’s head, making sure to tighten the band enough to obtain good

contact, but avoiding over-tightening the chin strap to prevent discomfort.

For recording the EEG signals, our experiment employed the HD 72 EEG cap

from Cognionics Company [149]. HD 72 is a high density mobile dry EEG platform

that supports up to 64 channels. As a dry EEG system, it does not require gel to

buffer against contact loss of sensor movements relative to the scalp. It is designed

for use with both dry pad sensors (on bare scalp) and flex sensors (through hair).

The HD 72 follows the higher-resolution international 10-10 electrodes placement
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system with 64 channels signals [150].

To use the HD 72 to record the EEG signal, the Cognionics data acquisition

software must be installed in the computer. The software provides a real-time display

of raw signals and live electrode impedance check that helps the experimenter to

check the EEG signal quality. The software interface was shown in an ipad screen

for real-time signal monitoring. The signals were recorded at the sampling rate of

250Hz.

To label the EEG signals, the Cognionics Wireless Trigger enables the transmis-

sion of precision time markers to our wireless EEG headsets. The wireless Trigger

supports a USB virtual serial port interface for modern computers that lack legacy

serial and parallel ports. The port settings were 57600, 8-N-1, no flow control, and

the driver’s latency timer was set to 1ms.

With the EEG cap on, subjects firstly completed a baseline task that required

them to sit for 2 minutes with their eyes closed, then relaxing, followed by 2 minutes

with their eyes open, and then relaxing.

4.2.3 Introduction and Tutorial Phase

Following the EEG setup and initial baseline task, participants start to play the

game described in Chapter 2, following the instructions displayed in the on-screen

manual (see Appendix A). The game manual contains four sections with an intro-

duction, the tutorial phase (TP), the individual play phase (IPP) and the social

network phase (SNP). In the introduction section of the manual, players are intro-

duced to the game storyline, and the play strategies of the four non-player characters

(NPCs). They were also informed that the aim of the game is to earn their ‘fortune’

or build ‘friendships’ by choosing to cooperate or defect with the NPCs. They were

then prompted to start the TP.

In the TP, players learned about each of the four NPCs described in Chapter 2.

First players needed to follow instructions telling them how to play and how to read
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Figure 4.3: Form to collect demographic data

the user interface. Then they had an opportunity to demonstrate their understand-

ing of various characteristics of each NPC. Once they successfully demonstrated this

they can move onto the IPP as detailed in Chapter 2 (and summarised in Fig. 4.1).

Before the IPP commences, participants were given a short survey to collect their

age and gender. The data collection form is shown in Fig. 4.3. A summary of

this demographic data is presented in Section 4.3.1. They also performed the EEG

baseline task, described in the previous section, for a second time.

4.2.4 Individual Play Phase

After the TP, participants went on to play the IPP as described in Chapter 2.

While they played, we collected the following behavioural data for each participant:

• number of times players needed to repeat the TP

• players’ predictions about how their opponents would play in each IPP round

• players’ actions (cooperate or defect) in each IPP round

• response time to click the cooperate or defect button

• players’ accumulated money after playing each NPC in the IPP (MP )
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• players’ self-reported emotion after playing each NPC individually for 20 rounds

(EP )

• NPCs’ accumulated money after 20 IPP rounds (MC , MD, MR , MV )

• NPCs’ accumulated satisfaction after 20 IPP rounds (EC , ED, ER , EV )

• total play time against each NPC(TC , TD, TR , T V )

We further computed the following values:

• probability of cooperating with Candy in the IPP (PC)

• probability of cooperating with Dan in the IPP (PD)

• probability of cooperating with Ruby in the IPP (PR)

• probability of cooperating with Vince in the IPP (P V )

• average response time with Candy in the IPP (RC)

• average response time with Dan in the IPP (RD)

• average response time with Ruby in the IPP (RR)

• average response time with Vince in the IPP (RV )

• average response time with network in the IPP (RN)

For the purpose of EEG data collection, we designed an event coding system

to record in-game events with the frequency and accuracy of the EEG recording

system. This event coding system sends event byte codes through the Cognionics

event trigger to the EEG signal acquisition hardware and software. Tab. 4.1 displays

our in-game event coding system for the tutorial and individual play phases. We

grouped the in-game event into two items: human actions and machine actions.

Also for the purpose of EEG data collection, we implemented a delay of 500ms

between the events. For instance, when subjects clicked the cooperate button, they
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Table 4.1: In-game event coding system for TP and IPP

Items Description Code

Human Actions

NPC

Cooperator Candy 1
Defector Dan 2
Random Ruby 3
Revenger Robin 4

Predictions
Cooperate 5
Defect 6

Choices
Cooperate 7
Defect 8

Machine Actions

Money
Increase 9
No change 10
Decrease 11

Satisfaction
Increase 12
No change 13
Decrease 14

Figure 4.4: Example of a form to collect self-reported emotions

received the money feedback after 500ms and satisfaction feedback after another

500ms. This helps us to analyse the EEG signals more precisely.

After the IPP, participants performed the EEG baseline task for a third time.

4.2.5 Self-Reported Emotion

During the IPP, participants were asked to report on their emotion (either positive,

negative or neutral) after they played with each NPC. This is collected using an on-

screen form as shown in Fig. 4.4.
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4.2.6 Social Network Phase

Following the IPP, subjects completed the SNP as described in Chapter 2. The

following data was collected:

• number of Cooperator Candy NPCs in the network (NC)

• number of Defector Dan NPCs in the network (ND)

• number of Random Ruby NPCs in the network (NR)

• number of Vengeful Vince NPCs in the network (NV )

• the sequence of choosing NPCs in the network

• players’ actions (cooperate or defect) in each SNP round

• response time for each action

• players’ accumulated money against their social network

• players’ emotion during playing with their social network

• NPCs’ accumulated money during the SNP

• each NPC’s accumulated satisfaction during the SNP

• total play time against social network (TN)

As in the IPP, an event coding scheme was used to collect EEG events during the

SNP. This coding scheme is shown in Tab. 4.2.

After the SNP, participants performed the EEG baseline task for a fourth and

final time.
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Table 4.2: In-game event coding system for SNP

Items Description Code

Human Actions
Add opponent

Play 15
Cooperator Candy 16
Defector Dan 17
Random Ruby 18
Revenger Robin 19

Actions
Cooperate 20
Defect 21

Machine Actions

Money
Increase 22
No change 23
Decrease 24

Satisfaction
Increase 25
No change 26
Decrease 27

4.2.7 Multi-motive Grid Test

Finally, subjects were required to take the multi-motive grid (MMG) test to assess

their motivations. The MMG test was performed at end of the experiment, because

subjects should not be aware of the purpose of the experiment. The MMG test

includes pictures and statements to measure three motives, and subjects get a result

report after taking the test. If subjects conjecture from the MMG test that they

will be identified as achievement, affiliation and power motived, their gameplay

behaviour and EEG signals might be affected, which would bias the experimental

results.

The details of this commercially available test were discussed in Chapter 2. At

the end of this phase we collected the following data:

• hope for success (HE)

• fear of failure (FM)

• hope for control (HK)

• fear of loss of control (FK)

• hope for social acceptance (FA)

• fear of rejection (FZ)
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4.3 Subject Demographics and Statistical Data

4.3.1 Age and Gender

Twenty-three subjects (11 males and 12 females) from local universities took part

in this experiment, aged from 24 to 46 years old (M=29, SD=4.99).

4.3.2 Multi-Motive Grid Statistics

As detailed in Chapter 2, the MMG test provides scores for six variables: hope

for success (achievement), fear of failure (achievement), hope for control (power),

fear of loss of control (power), hope for affiliation (affiliation) and fear of rejection

(affiliation). Raw values are produced for all scales. The output consists of a results

table, which gives raw and standard scores for all scales [30]. Fig. 4.5, Fig. 4.6 and

Fig. 4.7 show the distribution of raw scores from the MMG. These charts show that

we have individuals with a variety of motive profiles in our sample. But it should

be noted that there are very few individuals with both low fear of failure and low

hope for success, as shown by the gap in the bottom left corner of Fig. 4.5. Likewise,

there is also a gap in the top left corner of Fig. 4.6 that indicates there were very

few individuals with high fear of loss of control and low hope for control.

4.3.3 Behavioural Statistics

This section presents a number of visualisations of the way subjects interacted

with the different NPCs in the IPP and SNP. Fig. 4.8, Fig. 4.9, Fig. 4.10 and

Fig. 4.11 show the distributions of probabilities that subjects will choose cooperate

against each NPC. We can see in each figure that there is one larger bin, but also

one or more smaller bins. This indicates that while many subjects played the same

way against each NPC, there were differences in play strategies chosen. Chapters

5, 6 and 7 will investigate the relationships between these different strategies and

differences in MMG and EEG data.
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Figure 4.5: Visualisation of raw MMG data: Subjects’ hope versus fear components
for achievement motivation

Figure 4.6: Visualisation of raw MMG data: Subjects’ hope versus fear components
for power motivation

Fig. 4.12 shows the number of each type of NPC which subjects chose to add to

their network in the SNP. Again we see that there is variation between subjects in

the total number of NPCs they chose to add to their networks, and also in which

NPCs they added to their network. Chapters 5-7 also investigate the relationships

between these variables and MMG data.
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Figure 4.7: Visualisation of raw MMG data: Subjects’ hope versus fear components
for affiliation motivation

Figure 4.8: Visualisation of raw behavioural data: Subjects’ probability of choosing
cooperation against Candy

4.3.4 EEG Signal Sample

As for EEG signal processing, one round can be considered as a trial that has

three labels: action, money and satisfaction. We present one example in Fig. 4.13

for illustrative purposes. Each trial has 2.5s, including a first 0.5s baseline (from

-0.5s to 0s), that comes before a player’s action, which is labelled as t=0s in the trial.

After that, we also labelled the onset of money feedback and the onset of satisfaction
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Figure 4.9: Visualisation of raw behavioural data: Subjects’ probability of choosing
cooperation against Dan

Figure 4.10: Visualisation of raw behavioural data: Subjects’ probability of choosing
cooperation against Ruby

Figure 4.11: Visualisation of raw behavioural data: Subjects’ probability of choosing
cooperation against Vince

75



Figure 4.12: Visualisation of raw behavioural data: The number of each type of
NPC which subjects chose to add to their network in SNP

Figure 4.13: Visualisation of raw EEG data in a particular trial. Each trial consists
of 0.5s baseline, than comes the actions, follows by money and satisfaction feedback.

feedback. There are 20 trials (the same as player behaviour in 20 rounds) for each

NPC in the IPP, and also 20 trials (the same as player behaviour in 20 rounds) for

social network in the SNP.
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4.4 Conclusion

This chapter has presented an experimental protocol that uses the mini-game in

Chapter 2. We presented a selection of demographic and statistical data from sub-

jects who participated in the experiment, showing that there are variations in both

their motive profiles (accoding to the MMG) and their game play behaviour. Chap-

ters 5-7 will analyse this data in more detail to identify the relationships between

player behaviour, motivation and EEG data.
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Chapter 5

Classifying Motivation From

Player Behaviour and

Electroencephalographic Data

The work, reported in this chapter, has been partially published in the following article:

Xuejie Liu, Kathryn Kasmarik and Hussein Abbass (2018), Assessing Player Profiles of Achieve-
ment, Affiliation and Power Motivation using Electroencephalography (under review).

5.1 Introduction

In Chapter 3, we proposed an abstract mini-game that we hypothesised can per-

mit us to profile human motivation. In Chapter 4 we described a human experiment

using our proposed game. Three kinds of data were collected in this experiment:

player behaviour data, electroencephalographic data and psychological data using

a multi-motive grid test. In this chapter, we regard the psychological test data as

the ground-truth, which permitted us to label experimental subjects with different

labelling schemes for achievement, affiliation and power motivation. We then used

this labelled data to train classifiers to assess motivation from both player behaviour

and electroencephalographic data. We compared the performance of different classi-

fiers, different labelling schemes and different input data. These results are reported
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in the remainder of this chapter, with supporting experiments in Appendix B and

Appendix C.

This chapter is structured as follows. Section 5.2 explains how we labelled our

data, and the results of motivation classification from player behaviour. Section 5.3

presents the methodology and findings for motivation classification from EEG data.

It also compares these EEG results with player behaviour results.

5.2 Classifying Player Motivation from Player Be-

haviour

5.2.1 Aim

The aim of this experiment is to determine whether we can train a classifier to

assess an individual’s motive profile from their behaviour in our abstract mini-game.

In order to answer this question, we first need to define what we mean by ‘assess’ via

identifying an appropriate subject labelling scheme. Three subject labelling schemes

based on the MMG test output are proposed and compared based on classification

performance.

5.2.2 Hypothesis

We hypothesise that it will be possible to predict players’ subjective motivation

strength in three bands (average, below average and above average) and their situ-

ation (H-L, L-H, H-H and L-L) from player behaviour data.

5.2.3 Method

This section discusses the methods for subject labelling, input data for classifica-

tion and types of classifiers used in this experiment.
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5.2.3.1 Input data and Labelling Scheme

We selected a subset of behaviour data for this classification. The input data for

the classifier was as follows for the IPP:

• probability of cooperating with Candy in the IPP (PC)

• probability of cooperating with Dan in the IPP (PD)

• probability of cooperating with Ruby in the IPP (PR)

• probability of cooperating with Vince in the IPP (P V )

For classification from the SNP the input data was:

• percentage of Cooperator Candy NPCs in the network (NC)

• percentage of Defector Dan NPCs in the network (ND)

• percentage of Random Ruby NPCs in the network (NR)

• percentage of Vengeful Vince NPCs in the network (NV )

We limited this experiment to this subset of input, because in subsequent exper-

iments classifying motivation from EEG data it was possible to collect the EEG

data from just after the button click when a player made the choice to cooperate or

defect, and just after the result of their action was displayed on the screen. Thus

we processed the EEG signals that were relevant to each behaviour. These input

properties were a logical starting point.

We experimented with three labelling schemes for assessing motivation. As we

saw in Chapter 2, the MMG test provides scores for six variables: hope for success,

fear of failure, hope for control, fear of loss of control, hope for affiliation and fear

of rejection.
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Table 5.1: Subject labelling scheme 1 (LS1). There are three levels (above average,
average and below average) of six motivation variables: hope for success (achieve-
ment, HE), fear of failure (achievement, FM), hope for control (power, HK), fear of
loss of control (power, FK), hope for affiliation (affiliation, HA) and fear of rejection
(affiliation, FZ).

Subject ID HE FM HK FK HA FZ
1 above average above average above average
2 above above average above average average
3 average average average below average average
4 below above average average average average
5 average above average average average above
6 average above average below average average
7 average average average below below below
8 average above average average average above
9 above average average average average below
10 average above average average above average
11 average average average below above average
12 below above average average above below
13 average average average average above below
14 above below below below average below
15 average above average average average above
16 above above above average above average
17 average above above average average average
18 average average above average average average
19 average average average average average below
20 average average average below average below
21 above average above below above average
22 above average average average average average
23 average average below average average below
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Table 5.2: Subject labelling scheme 2 (LS2). There are four situations (H-L, L-H,
H-H and L-L) of three motivations (achievement, affiliation and power).

Subject ID achievement power affiation
1 H-L H-L H-L
2 H-H H-H L-L
3 H-H H-L H-L
4 L-H H-L H-H
5 L-H H-H L-H
6 H-H L-L H-H
7 L-H L-L L-L
8 H-H H-L H-H
9 H-H L-H L-L
10 L-H L-H H-H
11 L-H H-L H-L
12 L-H H-L H-L
13 H-H H-L H-L
14 H-L L-L H-L
15 L-H L-L L-H
16 H-H H-L H-H
17 H-H H-H H-H
18 H-L H-H H-H
19 H-H H-L H-L
20 L-L H-L L-L
21 H-H H-L H-H
22 H-H L-H L-H
23 H-L L-H H-L

The first labelling scheme (LS1) uses the interpretation of the multi-motive grid

(MMG) shown in Fig. 2.4. Participants were labelled with one of three strength-

related labels (average, above average or below average) for each of the six variables.

Six classifiers were then trained to recognise the strength of a person’s hope and

fear components for each motive. Tab. 5.1 presents the labelling of our 23 subjects

according to the first labelling scheme.

The second labelling scheme (LS2) drew on the situation based interpretation

of motivation from Fig. 2.5. For each motive, four scenarios can emerge from the

scored results. These represent four possible combinations of high and low levels of

hope and fear: high hope and low fear (H-L), low hope and high fear (L-H), low

hope and fear (L-L) or high hope and fear (H-H). In LS2, participants were labelled

with one of these four situation labels (H-L, L-H, H-H, L-L) for each of the three

motives, achievement, affiliation and power. We categorised subjects’ MMG scores

as ‘high’ if they were greater than 50, otherwise as ‘low’. The second labelling of

83



Table 5.3: Subject labelling scheme 3 (LS3). There are three levels (H-L, L-H and
other) of three motivations (achievement, affiliation and power).

Subject ID achievement affiation power
1 H-L H-L H-L
2 Other Other Other
3 Other H-L H-L
4 L-H Other H-L
5 L-H L-H Other
6 Other Other Other
7 L-H Other Other
8 Other Other H-L
9 Other Other L-H
10 L-H Other L-H
11 L-H H-L H-L
12 L-H H-L H-L
13 Other H-L H-L
14 H-L H-L Other
15 L-H L-H Other
16 Other Other H-L
17 Other Other Other
18 H-L Other Other
19 Other H-L H-L
20 Other Other H-L
21 Other Other H-L
22 Other L-H L-H
23 H-L H-L L-H

our 23 subjects is shown in Tab. 5.2.

Finally, for the third labelling scheme (LS3), we use the fact that H-L and L-H

in particular are indicators of motive dominance. In contrast, high hope and high

fear (H-H) and low hope and low fear (L-L) are situations where there is a high

conflict between hope and fear and no dominance. Thus it is possible to combine

these two into a single class named ‘other’. In LS3, participants were labelled with

one of three labels for each of the three motives (H-L, L-H, other). The labelling of

our 23 subjects according to this scheme is listed in Tab. 5.3.

5.2.3.2 Classification

A number of different classifiers were considered for this research (see Appendix

B). The results discussed in this chapter use K-Nearest Neighbour (KNN) classifi-

cation [151]. KNN is a supervised machine-learning algorithm. When predicting
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a new sample, KNN finds the K most similar training samples (the nearest neigh-

bours) and their corresponding labels. Then it takes a majority vote from the K

nearest neighbours and sets the winning label as the class for the new sample. We

chose KNN because it is a completely non-parametric approach that works well in

situations where the decision boundary is highly non-linear. It is a computationally

intensive method, but works well with small data sets. We selected the value of K

as 3 or 6 for different conditions based on the classification performance. Euclidean

distance was used as the similarity function. Five fold cross-validation was chosen.

This split the whole dataset into five folds, each of which was used for training and

testing. The mean accuracy and standard deviation were estimated over 10 runs of

five fold cross-validation.

We also calculated the kappa statistic for each classification. The kappa statistic is

a measure of how closely the instances classified by the machine learning classifier,

rather than controlled by a random classifier. The kappa statistic not only shed

light into how the classifier itself performed, but the kappa statistic for one model

is directly comparable to the kappa statistic for any other model used for the same

classification task. In general, the number of kappa statistic less than 0.2 can be

considered as slight, 0.21-0.40 as fair, 0.41-0.60 as moderate, 0.61-0.80 as substantial,

and 0.81-1 as almost perfect. Kappa statistics can be negative when the observed

accuracy is less than the expected accuracy, which means that there is less agreement

than would be expected by chance given the marginal distributions of ratings.

5.2.4 Results and Discussion

First, we trained a classifier to assess an individual’s motive profiles from their

behaviour in the abstract mini-game. Results from the IPP and SNP across the three

subject labelling schemes are presented in Tab. 5.4. In the IPP, we first compared the

hope and fear components in LS1. It can be observed from the table that using LS1

hope components have 23%, 15% and 25% higher accuracies than fear components

for achievement, affiliation and power motivation. An independent t-test was used
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to assess the statistical significance of the differences between the hope and fear

component to have p-value less than 0.001 for achievement (t(23) = 6.05, P < 0.001),

affiliation (t(23) = 4.11, P < 0.001) and power (t(23) = 6.93, P < 0.001).

Further comparison of LS1 with LS3, for achievement motivation showed that LS1

hope component had 14% higher accuracy, and that fear component had 9% less

accuracy than LS3. Results of a t-test indicated that the difference using the case of

the hope component was strongly statistically significant (t(23) = 3.60, P < 0.001).

The difference for the fear component was also statistically significant (t(23) =

−2.37, P < 0.05). As for affiliation motivation, LS3 had 9% and 24% improvement

of accuracy compared to LS1. A t-test showed that the difference between LS1 hope

component and LS3 was statistically significant (t(23) = −2.52, P < 0.05). For fear

component, the difference was strongly statistically significant (t(23) = −5.93, P <

0.001). Power motivation, however, achieved the same performance between LS1 fear

component and LS3. But LS1 hope component had 25% higher accuracy than LS3

which was statistically significant according to a t-test (t(23) = 6.87, P < 0.001).

In terms of the differences between LS2 and LS3, LS2 had 12% lower accuracy

than LS3 for affiliation motivation. A t-test showed this difference was statisti-

cally significant (t(23) = −3.07, P < 0.01). In the IPP, LS3 generally had better

performance than LS2.

According to results from the IPP, we conclude that hope components of LS1 had

better performance than fear components for achievement, affiliation and power

motivation. Hope components of LS1 outperformed LS3 in power motivation, while

LS3 outperformed LS1 in affiliation motivation. LS3 generally achieved better per-

formance than LS2 in the IPP.

The conclusions were further examined in terms of their kappa statistics. As

shown in Tab. 5.4, the kappa statistic of the hope component of LS1 has better per-

formance than that of the fear components for achievement and power motivation,

however, the value of the kappa statistic did not support the conclusion of affiliation

motivation classification. The kappa statistic of the hope component of LS1 also had
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Table 5.4: Comparison of accuracy between three subject labelling schemes on player
motivation classification using player behaviour from the individual play and social
network phases

Labelling
scheme

Player behaviour from the IPP Player behaviour from the SNP

Achievment Affiliation Power Achievment Affiliation Power
LS1 Hope 57%±20% 53%±15% 67%±14% 64%±17% 65%±23% 56%±22%

kappa:0.17 kappa:-0.11 kappa:0.27 kappa:-0.07 kappa:0.40 kappa:0.10
Fear 34%±19% 38%±19% 42%±21% 47%±22% 35%±16% 63%±19%

kappa:-0.26 kappa:0.02 kappa:-0.25 kappa:-0.01 kappa:-0.29 kappa:0.12
LS2 40%±17% 50%±17% 39%±22% 42%±12% 45%±19% 46%±14%

kappa:-0.04 kappa:0.25 kappa:0.07 kappa:-0.05 kappa:0.16 kappa:-0.01
LS3 43%±20% 62%±20% 42%±21% 38%±20% 59%±17% 40%±15%

kappa:0.04 kappa:0.3 kappa:0.01 kappa:-0.02 kappa:0.25 kappa:-0.11

better performance than LS3 in power motivation. Nevertheless, the kappa statistic

of LS3 appeared to be almost equal to those of LS2.

As for the SNP, the performance of using player behaviour for motivation classifi-

cation is shown in Tab. 5.4. In terms of hope and fear components in LS1, the hope

component of LS1 had 17% and 30% higher accuracy than the fear component for

achievement and affiliation motivation respectively. A t-test validated the statistical

significance of these differences between achievement (t(23) = 4.22, P < 0.001) and

affiliation (t(23) = 7.26, P < 0.001).

For LS1 and LS3, hope component of LS1 had 26% and 16% higher accuracies

than LS3 for achievement and power motivation. A t-test indicated these differences

of achievement (t(23) = 5.57, P < 0.001) and power (t(23) = 3.22, P < 0.01) were

statistically significant. Fear component of LS1 had 23% higher accuracy than LS3

for power motivation with a t-test showing it to be statistically significant (t(23) =

5.09, P < 0.001). However, LS3 had 24% higher accuracy than the fear component

of LS1 for affiliation motivation. A t-test validated the statistical significance of this

difference (t(23) = −7.18, P < 0.001). According to LS2 and LS3, LS2 had 14%

lower accuracy than LS3 for affiliation motivation with corresponding t-test result

(t(23) = −4.18, P < 0.001).

According to results from the SNP, fear components of achievement and affiliation

achieved less accuracy than the hope component of each motivation using player
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behaviour data. Compared to the hope component of LS1, LS3 performed worse in

achievement and power motivation classification. As for the fear component, LS3

performed better in affiliation and worse in power motivation. LS3 performed better

than LS2 in affiliation motivation classification.

Similarly, we further examined the kappa statistics. As we can see from the

Tab. 5.4, the kappa statistic of the fear component of affiliation was much lower than

hope component, but for achievement motivation, the results were similar. For hope

component of LS1 and LS3, LS3 had worse performance only in power motivation

classification. As for the fear component, the results of the kappa statistic were

consistent with the accuracy results. Also, the kappa statistic of LS3 had a slightly

better performance than LS2 in affiliation motivation classification.

Overall, motivation classification performance from player behaviour data was

low. Specifically, we conclude that with a strength-related labelling scheme, the

hope component of each motivation can be classified better than the fear compo-

nent using player behaviour in both the IPP and SNP. Using a situation-based

labelling scheme, the scheme that combined L-L and H-H has better performance.

When comparing LS1 and LS3, we conclude that LS3 has better performance in af-

filiation motivation classification, and worse performance in achievement and power

motivation, especially in the hope component.

5.3 Classifying Player Motivation from Electroen-

cephalographic Data

5.3.1 Aim

The aim of this experiment is to determine whether an individual’s motive profile

can be classified by their EEG signal using our abstract mini-game. Through a

series of EEG signal processing procedures, EEG data from the IPP and SNP are

input to a classifier. Their classification results are compared with classification by
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player behaviour. In addition, we also investigate which parts of the game are most

effective for assessing motivation: the IPP or SNP.

5.3.2 Hypothesis

We hypothesise that we will be able to classify motivation from EEG signals with

at least the accuracy of classification using behaviour data.

5.3.3 Method

This section describes how we processed EEG data to assess subjects’ motivation.

A summary of this process is shown in Fig. 5.1, with explanations of each step given

in the following sections.

5.3.3.1 EEG Pre-processing

The first step was to pre-process the data by filtering. Filters can be classified as

finite impulse response (FIR) filters and infinite impulse response (IIR) filters. FIR

filters are more stable and less likely to produce the non-linear phase distortions.

Because of using time-frequency decomposition of the EEG signals, FIR filters were

more suitable than IIR filters in this study. Because of a very low signal-to-noise ratio

of recorded EEG frequencies above 40Hz and EEG low-frequency drift influenced

by the amplifier [13], a bandpass FIR filter was used between 1-42Hz.

Interpolation is a process by which the data from bad electrodes are estimated

based on the activity and locations of other electrodes. Bad electrodes are in the

situations that the recorded EEG signals are either completely flat or the magni-

tude is much larger than is possible from a real brain signal. Interpolation is often

applied on high-density recording systems. The interpolation algorithms often use a

weighted distance metric. The spherical interpolation method using spherical spline

surfaces was performed in EEGLAB [152].
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Figure 5.1: Flowchart of the EEG signal processing

Because the HD 72 device has referenced the EEG signals using the electrodes

on subjects’ necks during the experiment, the re-reference procedure is not required

in the off-line analysis. In addition, the common average reference is not suitable

after interpolating the bad channels, because the activity of the bad electrodes may

interfere with the clean signals in other electrodes.

90



5.3.3.2 Artifact Removal

Independent component analysis (ICA) is one of the useful approaches to de-

compose EEG data into different independent components (ICs). However, as the

manual detection of the ICs that have artifacts is time-consuming and subjective,

automatic EEG artifact detection based on the joint use of spatial and temporal

features (ADJUST) is proposed [153]. Four artifacts are identified by the ADJUST

method: eye blinks, vertical eye movements, horizontal eye movements and generic

discontinuity. The temporal and spatial features are extracted from the ICs, and the

ICs that contain the artifacts are determined by the corresponding thresholds. Af-

ter the ICA and ADJUST, cleaner EEG data are obtained for further data analysis.

An experiment that compares three different artifact removal techniques (ADJUST,

FASTER and a manual method) and identifies ADJUST as the most effective ap-

proach based on classification performance, is described in Appendix C.

5.3.3.3 Epoch Segmentation

To do the epoch segmentation for the EEG signal in the IPP, we defined the

players’ actions to use for time locking. The time at which players pressed the

cooperate or defect button is regarded as the time=0 point. Recall from Chapter 4

that in order to record the brain activity corresponding to different types of visual

feedback, there is a 500ms time interval between the player’s action (button click)

and the money feedback, and another 500ms interval between the money feedback

and the satisfaction feedback. In addition, a sufficient buffer zone for edge artifact at

the end of the epoch is required. Therefore, we decided that each trial includes the

baseline from -500ms to 0s, 1.5s for the players actions, and money and satisfaction

feedbacks, and another 500ms for the buffer zone. As the sampling rate of our EEG

recording is 250Hz, there are thus 250Hz × 2.5s = 625 time points in each trial. In

total, there are 20 trials × 4 NPCs × 64 channels × 625 time points for each subject

in the IPP.

We also segmented the EEG signals into 2.5s time intervals for SNP, and again de-
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fined the players actions (button clicks) as the time=0. The money and satisfaction

feedbacks do not have a time delay in the SNP, so we may have overlapping data

when epoching the EEG signals from the SNP. This is not a problem for analysis

because overlapping data is allowed in EEG data analysis [154], and bias will not

be introduced if we do not need to do ICA afterwards. Therefore, each subject has

20 trials × 64 channels × 625 time points in SNP.

After the epoch segmentation, a mean baseline value was removed from each

epoch because of the baseline differences between data epochs that may come from

low-frequency drifts or artifacts. The mean baseline values are calculated from the

baseline period of -500ms to 0s in each trial. The trials were visually inspected by

the experimenter and the ones with obvious noise were removed.

5.3.3.4 Feature Extraction

EEG features are mainly temporal, spectral, time-frequency and spatial features.

Different from temporal and spectral features, time-frequency features capture the

two-dimensional complexity of the EEG signals and more task-relevant dynamics

in EEG data. It also provides a flexible framework for further analysis, such as

connectivity analysis, cross-frequency coupling [154].

In this work, we utilised complex morlet wavelet transforms to extract time-

frequency features. We used complex morlet wavelets as follows:

cmw = e−t
2/2s2ei2πft (5.1)

In particular, the first part of this equation e−t
2/2s2 is a Gaussian, and the second

part of the equation ei2πft is a complex sine wave. Where t is time, s is the standard

deviation of the Gaussian part, which is defined as s = n/2πf , f is frequency (in

hertz), and n refers to the number of wavelet cycles. The number of cycles of the

Gaussian part defines its width, which in turn defines the width of the wavelet.

Due to the trade-off between temporal and frequency precisions, we used a six-cycle
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Figure 5.2: Flowchart of the epoch segmentation and feature extraction processes

wavelet in this study. The frequency increased logarithmically because we needed

low-frequency information.

In addition, in order to avoid the power-law of frequency band (i.e. power de-

creases with increasing frequency approximating a 1/f power-law function), we used

decibel (DB) normalisation [154] that is defined as in Eqn 5.2, baseline phase (-500ms

to 0s) was used to do the baseline normalisation:
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dBtf = 10× log10(
activitytf
baselinetf

) (5.2)

DB normalisation is helpful to compare results across subjects and to visualise

power at different frequency bands [154]. We used the time-frequency features from

five frequency bands, delta (1-3Hz), theta (4-7Hz), alpha (8-12Hz), beta (13-31Hz)

and gamma (32-42Hz) in 64 channels. Thus we have a feature set that includes 5

frequency bands × 64 channels = 320 features for each condition.

As described in Fig. 5.2, twenty trials were extracted from the raw EEG signals

generated when each subject plays with Candy, Dan, Ruby, Vince and their social

network separately. In the next step, the signals were averaged across the trials

to compute the ERPs for each phase. Also, time-frequency features were obtained

using the complex morlet wavelet transform. Overall, the feature set consists of 5

frequency bands and 64 channels, in total 5× 64 = 320 features for classification.

We also considered asymmetry features because there is evidence that the differ-

ences between the left and right hemisphere are associated with emotions, risk-taking

and social attitudes. We used the differential asymmetry between the time-frequency

features of 28 pairs of left and right electrodes excluding the electrodes in the medial

region (FP1-FP2, AFP5-AFP6, AF7-AF8, AF5-AF6, AF3-AF4, AF1-AF2, F7-F8,

F5-F6, F3-F4, F1-F2, FT7-FT8, FC5-FC6, FC3-FC4, FC1-FC2, T7-F8, C5-C6,

C3-C4, C1-C2, TP7-TP8, CP5-CP6, CP3-CP4, CP1-CP2, PO7-PO8, PO5-PO6,

PO3-PO4, PO1-PO2, POO7-POO8, O1-O2). So there are 28 pairs of electrodes

and 5 frequency bands, in total 28× 5 = 140 features.

5.3.3.5 Feature Selection

Correlation-based feature subset selection was employed to evaluate a subset of

features. The individual predictive ability of each feature was considered, along with

the degree of redundancy between them [155]. It repetitively adds features with the

highest correlation with the class as long as there is not already a feature in the
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subset that has a higher correlation with the feature in question. In this way, it

selects for subsets of features that are highly correlated with the class, and have low

inter-correlation.

A BestFirst method is used to search the space of feature subsets by greedy hill-

climbing, augmented with a backtracking facility. Also, the forward direction is ap-

plied to select features starting with the empty set then searches forward, and stops

when there are five consecutive non-improving nodes. An experiment that compares

three different feature selection techniques (correlation-based, chi-square based and

wrapper method) is discussed in Appendix E. We also examined correlation-based

feature subset selection and determined it to be the most appropriate approach.

5.3.4 Results and Discussion

We continued to examine whether an individual’s motive profiles can be identified

by their EEG signals from the mini-game. The performance of our three subject

labelling schemes, using EEG signals from the IPP and SNP, is shown in Tab. 5.5.

In the IPP, when comparing hope and fear components of LS1, the hope component

of LS1 had 8% higher accuracy in affiliation motivation and 9% lower accuracy in

achievement motivation, compared to fear component. Results of a t-test showed

that the difference in achievement is statistically significant (t(23) = −2.82, P <

0.01), while the difference in affiliation motivation is slightly significant (t(23) =

2.04, P < 0.05).

As for LS1 and LS3, hope and fear components of LS1 had higher accuracies than

LS3 with 9% and 18% in achievement, 8% and 8% in power respectively. T-test

results indicated the difference between the fear component of achievement and LS3

is strongly significant (t(23) = 4.93, P < 0.001). The rest of them are statistically

significant (t(23) = 2.15, P < 0.05 for hope of success, t(23) = 2.51, P < 0.05 for

hope of control, t(23) = 2.37, P < 0.05 for fear of loss of control).

LS3 had 20%, 37% and 16% higher accuracy than LS2 in achievement, affilia-

tion and power motivation respectively. A statistical test indicates the significance
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of these differences between achievement (t(23) = −6.07, P < 0.001), affiliation

(t(23) = −10.52, P < 0.001) and power (t(23) = −4.48, P < 0.001).

According to results from the IPP, the performance of the hope component of

LS1 was better than the fear component in affiliation, but worse in achievement

motivation. LS1 had better performance than LS3 in achievement and power moti-

vation. LS3 had better performance than LS2 in achievement, affiliation and power

motivation classification.

The conclusions were further examined in terms of the kappa statistics. Results

from Tab. 5.5 indicate that the hope component of LS1 had better performance than

the fear component in affiliation, and worse performance in achievement motivation.

LS1 had similar performances with LS3 in achievement and power motivation. LS3

had better performance than LS2 among three motivations.

In the SNP, we first compared hope and fear components of LS1: the hope com-

ponent of LS1 had 15% higher accuracy than the fear component in affiliation moti-

vation, with a t-test validating the statistical significance (t(23) = 3.71, P < 0.001).

As for LS1 and LS3, hope and fear components of LS1 had 50% and 35% higher

accuracies respectively than LS3 for affiliation motivation classification. The results

of t-test results indicated the strong statistical significance of these differences for

the hope (t(23) = 16.18, P < 0.001) and fear component (t(23) = 8.10, P < 0.001).

Also, the fear component of LS1 had 8% higher accuracy than LS3 for achievement

motivation, with a t-test indicating statistical significance (t(23) = 2.38, P < 0.05).

Finally, when comparing LS2 and LS3, LS3 had 11%, 25% and 27% higher ac-

curacy than LS2 for achievement, affiliation and power motivation respectively. A

t-test showed the differences of achievement (t(23) = −3.83, P < 0.001), affiliation

(t(23) = 7.81, P < 0.001) and power (t(23) = −8.76, P < 0.001) are statistically

significant.

According to results from the SNP, the hope component of LS1 performed better

than the fear component in affiliation motivation. Also, LS1 had better performance

than LS3 in affiliation motivation classification. LS3 generally outperformed LS2 for
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Table 5.5: Comparison of performance between three subject labelling schemes on
player motivation classification using EEG signal from the individual play and social
network phases

Labelling
scheme

EEG signals from the IPP EEG signals from SNP

Achievment Affiliation Power Achievment Affiliation Power
LS1 Hope 74%±18% 78%±18% 81%±15% 80%±17% 82%±14% 75%±13%

kappa:0.42 kappa:0.61 kappa:0.53 kappa:0.6 kappa:0.51 kappa:0.19
Fear 83%±14% 70%±20% 81%±16% 82%±17% 67%±25% 71%±13%

kappa:0.67 kappa:0.45 kappa:0.52 kappa:0.67 kappa:0.41 kappa:0.16
LS2 45%±9% 39%±19% 57%±15% 63%±14% 57%±15% 47%±17%

kappa:-0.02 kappa:0.07 kappa:0.26 kappa:0.34 kappa:0.31 kappa:0.13
LS3 65%±21% 76%±17% 73%±18% 74%±16% 32%±17% 74%±13%

kappa:0.42 kappa:0.58 kappa:0.49 kappa:0.55 kappa:-0.2 kappa:0.5

player motive profiling.

According to the results of the kappa statistics, the hope component of LS1

achieved almost similar performance with the fear components. LS1 had better

results than LS3 in affiliation motivation classification. LS3 had better results than

LS2 for player motive profiling except for affiliation motivation.

The results from the EEG-based motive measurement for the IPP and SNP sug-

gest that the hope and fear components of the LS1 labelling scheme generally have

equal performance for motivation classification using EEG signals. The exception is

the fear component of affiliation that has lower accuracy than the hope component

in the SNP. Moreover, the performance of LS1 is slightly better than LS3 in two

phases of the mini-game. But for affiliation motivation classification in the SNP,

LS1 classifies much better than LS3. LS3 has better performance than LS2 in both

phases of the mini-game.

In conclusion, when using player behaviour for motivation classification, LS3 gen-

erally outperforms the fear component of LS1, but achieves a worse performance

than the LS1 hope component. As for EEG signals, LS3 has lower accuracies than

LS1 for achievement and affiliation motivation. On the other hand, LS2 generally

achieves the worst classification performance than the other two labelling schemes

using player behaviour and EEG signal. Thus we will examine only the classification

performance of LS1 and LS3 to see the differences between using player behaviour
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Figure 5.3: Motivation classification performance for average, above and below sub-
ject labelling scheme (LS1) using behaviour data and EEG data in IPP and SNP

and EEG signals for player motivation classification.

Subsequently, we compared the classification performance between player be-

haviour and EEG signals from the IPP and SNP, in order to see the effectiveness

of our proposed EEG-based motivation measurement. The results for LS1 are de-

picted in Fig. 5.3. An independent t-test was applied on classification accuracies

to see if there are any significant differences between different groups. First, we

compared the performance between behaviour data and EEG signals in the IPP.

The mean accuracies using EEG signal increase were 16%, 49%, 25%, 32%, 14%

and 39% compared to the mean accuracies using player behaviour for the six mo-

tivation variables. An independent t-test demonstrated the statistical significance

of the improvements on hope for success (t(23) = 4.20, P < 0.001), fear of failure

(t(23) = 14.71, P < 0.001), hope for social acceptance (t(23) = 7.52, P < 0.001), fear

of rejection (t(23) = 8.15, P < 0.001), hope for control (t(23) = 5.01, P < 0.001) and

fear of loss of control (t(23) = 10.3, P < 0.001). Results indicated that classification

using EEG signals outperforms the classification using player behaviour.

The classification performance between player behaviour and EEG signals from
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the IPP were also examined using the kappa statistics. Results from Tab. 5.4 and

Tab. 5.5 show that the kappa statistics of classification using EEG signals had better

results than the classification using player behaviour, which confirms that EEG-

based motive profiling outperforms bebaviour-based motive profiling.

Next, we examined the classification performance between player behaviour and

EEG signal in the SNP. The mean accuracies using EEG signal improved 16%,

35%, 17%, 31%, 19% and 8% compared to the mean accuracies using player be-

haviour for six motivation respectively. An independent t-test indicated that the

differences between hope for success (t(23) = 4.66, P < 0.001), fear of failure

(t(23) = 8.90, P < 0.001), hope for social acceptance (t(23) = 4.46, P < 0.001), fear

of rejection (t(23) = 7.34, P < 0.001), hope for control (t(23) = 5.31, P < 0.001)

and for fear of loss of control (t(23) = 2.47, P < 0.05) are statistically significant.

Results from the SNP confirm that the EEG signal classification outperforms the

player behaviour classification.

Results of the kappa statistics showed that motive classification using EEG signals

outperformed motive classification using player behaviour for the hope and fear

components of achievement and affiliation motivation. This further confirms that

the EEG signal classification outperforms the player behaviour classification.

Finally, we assess the classification performance between the IPP and SNP. Player

behaviour from the IPP had 11% higher accuracy than player behaviour from the

SNP for hope for control. An independent t-test indicated this is statistically signif-

icant (t(23) = 2.94, P < 0.001). However, player behaviour from the SNP had 13%,

12% and 21% higher accuracies than player behaviour from the IPP for fear of failure,

hope for social acceptance and fear of loss of control respectively. A t-test indicated

that the differences between fear of failure (t(23) = −3.33, P < 0.001) and hope for

social acceptance (t(23) = −3.06, P < 0.001) are statistically significant, and the

difference of fear of loss of control is strongly significant (t(23) = −5.11, P < 0.0001).

The kappa statistics also showed that player behaviour from the IPP outperformed

the player bahviour from the SNP for hope for control, and player behaviour from

99



the SNP outperform player behaviour from the IPP for fear of failure, hope for social

acceptance and fear of loss of control.

EEG signals from the IPP had 6% and 10% higher accuracy than EEG signals in

the SNP for hope for control and fear of loss of control respectively. An independent

t-test showed the statistical significance for hope for control (t(23) = 2.11, P < 0.05)

and fear of loss of control (t(23) = 3.53, P < 0.001). The kappa statistics of EEG

signals from the IPP also had better performance than EEG signals in the SNP for

hope for control and fear of loss of control.

In terms of LS3, Fig. 5.4 illustrates the classification performance using player

behaviour and EEG signals from the IPP and SNP. In the IPP, the mean clas-

sification accuracies when assessing achievement, affiliation and power motivation

from EEG signals increased by 22%, 15% and 31% respectively, compared to the

mean classification accuracies using player behaviour data. An independent t-test

showed the difference in mean accuracies between the classification of EEG signals

and player behaviour data is statistically significant: for achievement motivation

(t(23) = 5.46, P < 0.001) as well as for affiliation (t(23) = 4.03, P < 0.001) and

power motivation (t(23) = 7.66, P < 0.001). Results of the kappa statistics also

showed that in the IPP, player motive classification using EEG signals outperformed

player motive classification using player behaviour for achievement, affiliation and

power motivation.

In the SNP, the mean classification accuracies using EEG signals improved 23%

and 26% compared to the classification using player behaviour for achievement and

power motivation respectively. An independent t-test indicated the statistical sig-

nificance of the improvements for achievement (t(23) = 8.59, P < 0.001) and power

(t(23) = 8.92, P < 0.001). In terms of the affiliation motivation classification,

classification accuracy using behaviour data was 29% higher than the accuracy us-

ing EEG data. An independent t-test showed the differences in mean accuracies

(t(23) = −8.06, P < 0.001) are statistically significant. In terms of the kappa

results, the performance of classification using EEG signals was better than classifi-
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Figure 5.4: Motivation classification performance for H-L, L-H and other subject
labelling scheme (LS3) using behaviour data and EEG data in IPP and SNP

cation using player behaviour for achievement and power motivation, but worse for

affiliation motivation.

Moreover, when comparing the performance between the IPP and SNP, we see that

affiliation classification using EEG signals from the IPP outperformed classification

from data collected during the SNP by 44.3%. An independent t-test indicated the

significance of the conclusion (t(23) = 13.36, P < 0.001). The kappa results also

showed that EEG signals from the IPP had better classification performance than

EEG signals from the SNP for affiliation motivation.

In conclusion, EEG data generally outperforms player behaviour for motivation

classification, indicating EEG technology is a promising way to measure player moti-

vation. As for LS1, the hope component of motivation has better performance than

the fear component when using player behaviour, but achieves the same level of per-

formance using EEG signals except for affiliation motivation. In addition, LS3 has

better performance than the fear component, but worse performance than the hope

component of LS1 using player behaviour. In EEG signals, LS1 outperforms LS3

in achievement in both the IPP and SNP, and affiliation motivation in the SNP. In

LS3, EEG signals from the SNP have lower classification performance for affiliation

motivation than EEG signals from the IPP.
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5.4 General Discussion

In this chapter, three kinds of data collected from the experiment: MMG, be-

haviour and EEG data, have been analysed. Furthermore, the effectiveness of using 

EEG signal to profile player motivation has been verified. In terms of MMG data, 

three subject labelling schemes have been proposed according to the output of the 

MMG test. This provides the ground-truth to label subjects for analyzing behaviour 

and EEG data. For behaviour and EEG data analysis, KNN is utilized as the classi-

fier, and classification performance between behaviour-based and EEG-based motive 

profiling have been compared. Overall, results support the hypothesis that EEG-

based player motive profiling is a promising approach and has better performance 

than behaviour-based player motive profiling.

We extracted time-frequency features and asymmetry features to classify player 

motive profiles. For LS3, the highest mean classification accuracy of 76% (kappa=0.58) 

in the IPP, and of 74% (kappa=0.55) in the SNP were reached. The relationship 

between emotion and motivation was illustrated in studies of Elliot et al. [156] and 

Knyazev et al. [110], which shows that positive emotion relates to approach mo-

tivation, and negative emotion relates to withdrawal motivation. In EEG-based 

emotion studies, time-frequency and asymmetry features have been employed to 

identify emotion states effectively. Li et al. used time-frequency features as part 

of their feature set to classify positive and negative emotion, by using automatic 

feature selection methods, the highest mean accuracy for DEAP dataset is 59.06%

and for SEED dataset is 83.33% [37]. This classification performance is slightly 

higher than our method, which may be due to the wide range of features types in 

Li et al.’s study. Moreover, asymmetry features have also been employed to classify 

positive, neutral and negative emotion, the best average classification accuracies of 

69.67% and 91.07% have been achieved on the DEAP and SEED datasets [99]. The 

reason for their higher classification performance is perhaps because of the advanced 

feature selection and classification approach.

This chapter provides a preliminary analysis that implies EEG technology could
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be a promising way to profile player motive. In the future, more comprehensive

studies of different types of EEG features and the state of art data analysis methods

could be investigated to improve the performance of EEG-based motive profiling.

Intra- and inter-subject variability were not considered in this work, because the

contributions of this work focuses on proposing three subject labelling schemes and

examining the possibilities of using player behaviour and EEG signals to classify

these subject groups. However, individuals may have different aspects of achieve-

ment, affiliation and power motivation, and player motive profiles may also drift

due to various factors. This work focuses on classifying players from their dominant

profile only. Further work could address hybrid profiles and profile changes.

5.5 Conclusion

In this chapter, we proposed three labelling schemes: one that considers the hope

and fear components of motivation independently (LS1), and two that combine the

hope and fear components of each motivation (LS2 and LS3). We found that both

LS1 and LS3 can be efficient for assessing motivation in different ways.

The results from this chapter are promising indicators that we can assess player

motivation from EEG data while people are engaged in a game. In addition, it

appears that assessment from EEG data can be more accurate than assessment

from data about player behaviour. Differences in classification results between the

IPP and SNP indicate that the design of the game has a significant role to play in

the ability to assess motivation from brain signals. The next chapter will investigate

this finding in more detail by examining specific player behaviour and EEG features

from specific points in the game.
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Chapter 6

Analysing the Design of Our

Mini-game for Player Motive

Profiling

6.1 Introduction

The previous chapter provided evidence that EEG can be a promising way to

assess player motivation when players play our game. Motivation classification from

EEG data has higher accuracy than the classification from player behaviour data.

In this chapter, we further examine the use of our mini-game for player motive

profiling. This will be done using specific features from player behaviour and EEG

data to investigate the design of the mini-game.

As described in Chapter 3, we proposed non-player characters (NPCs) to suppose

player motive profiling by detecting cognitive and emotional phenomena. Our NPCs

have different play strategies, money and satisfaction features. The play strategies of

NPCs assist in the distinction between different player motive profiles. The money

and satisfaction features of NPCs have the potential to evoke risk-taking and social

attitudes respectively. In addition, the interactions between players and NPCs in
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the IPP and SNP are hypothesised to reveal their risk-taking and social attitudes

differently to further help identify player motive profiles. Thus, player behaviour

and EEG data collected from the experiment are analysed in this chapter to examine

the design of the NPCs and game scenario for identifying player motive profiles and

related risk-taking and social attitudes. Additional supporting results are presented

in Appendix D.

Section 6.2 of this chapter analyses the effectiveness of the play strategies of NPCs

for identifying motivation variables using the IPP and SNP. Section 6.3 presents an

analysis of the two features of our NPCs (money and satisfaction) for assessing

motivation via EEG signals. The effectiveness of the IPP and SNP for assessing

motivation is summarised in Section 6.4.

6.2 Analysing Play Strategies of Non-player Char-

acters for Assessing Motivation

As described in Section 3.3.3, four classic PD game strategies were used in our

NPCs to best aid distinction between player motivation profiles. It is hypothesized

that the design of these NPCs are appropriate for assessing achievement, affiliation

and power motivation. Also, we hypothesized that two game phases (the individual

play phase and social network phase) are suitable for examining player motivation.

This section examines these hypotheses and the effectiveness of the mini-game for

assessing motivation. First, correlation analysis is used to identify the relationships

between motivation variables and player behaviour with each NPC in the IPP and

SNP. Further, multiple linear regression is employed to model motivation from player

behaviour in the IPP and SNP. Results indicate that player behaviour from specific

NPCs have relationships with motivation variables. Also, player behaviour from the

IPP and SNP can be used to predict motivation variables. However, the results

also suggest several limitations. For example, several motivation variables cannot

be assessed using player behaviour from the game.
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6.2.1 Aim

The aim of this section is to assess whether the play strategies of NPCs in our mini-

game are appropriate for differentiating player behaviour that ultimately contributes

to player motive profiling. To achieve the goal, two research questions are answered

in this section. First, we aim to assess whether different play strategies of NPCs

contribute to differentiation between player motive profiles. Secondly, we assess

whether different game phases (individual play and social network play) contribute

to differentiation between player motive profiles.

6.2.2 Hypothesis

We hypothesise that play strategies of NPCs in the mini-game are appropriate

for differentiating between player motive profiles. Specifically, Cooperator Candy

is proposed for cooperation by achievement and affiliation motivated players, and

for exploitation by power motivated players. Vengeful Vince is proposed for coop-

eration by achievement and affiliation motivated players. Random Ruby’s strategy

represents a risk-taking challenge potentially preferred by power motivated players.

Defector Dan, on the other hand, may be preferred by affiliation motivated players

for cooperation. In addition, we hypothesise that NPCs incoporated in both the

IPP and SNP are appropriate for distinguishing player motive profiles.

6.2.3 Method

Correlation analysis Correlation analysis is used to identify the relationships

between motivation variables and player behaviour with different NPCs. Correlation

analysis is a statistical method that measures the strength of a linearly increasing

or decreasing relationship. Sample correlation coefficient is calculated and denoted

by r.
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2
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2
)

(6.1)

Correlation coefficient r represents the relationship between two variables. If r is

close to zero, there is no tendency for the change of one variable corresponding to

the other variable. The correlation coefficient is always a value between 1 and -1.

A value of 1 indicates a strong positive relationship, while a value of -1 means a

strong negative relationship. Generally, the relationship is considered strong when

the absolute value of r is above 0.7, moderate when r is between 0.4 and 0.7, weak

when r is between 0.3 and 0.4, and there is no relationship when r is less than 0.3.

Therefore, we set the criteria |r| > 0.3 for determining if there is a relationship

between motivation variables and player behaviour with various NPCs.

Multiple linear regression To understand and model motivation from player

behaviour, it is important to understand the internal relationships between motiva-

tion and behaviour. Although there are many modelling approaches in the statis-

tical fields, regression is a useful and straightforward way for predicting an output

response variable based on input predictor variables. Moreover, the advantage of

the regression method is that it can clearly show what kind of relationships exist

between the input and output variables and how strong they are. Among them,

linear regression is the simplest way to investigate the relationships, but the linear

regression model assumes that this is a straight-line relationship, which sometimes

may not be the case.

In some situations, the true relationship is far from linear, for example, the change

in the response variable Y due to a one-unit change in one of the predictor vari-

ables Xi on the basis of the value of the other predictor variable Xj. In statistics,

this is referred to as an interaction effect. The regression model can be extended

for interaction effects by including an interaction term, which is computed by the

multiplication of these two predictor variables XiXj. This means that adjusting Xj

will change the impact of Xi on Y .
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The other way to extend the linear model is to incorporate non-linear relationships

using polynomial regression. If the data suggests a curved relationship or quadratic

shape, it is better to add these non-linear associations to the model by including

transformed versions of the predictors X2
i . It should be noted that this is still a linear

model despite having a polynomial function of the predictors. With this knowledge,

our intention was to model the motivation from player behaviour data by regression

methods.

A multiple linear regression model can be written mathematically as

Y = β0 + β1X1 + β2X2 + ...+ βpXp + ε (6.2)

Where Xi represents the ith predictor and βi quantifies the associations between

that variable and the response. The βi is interpreted as the average effect on the

response Y of a one unit increase in Xi with all the other predictors fixed [126].

Firstly, we need to check whether there is any relationship between the response

and predictors by testing the null hypothesis:

H0 : β1 = β2 = ... = βp = 0 (6.3)

versus the alternative

Hα : at least one βi is non− zero (6.4)

The hypothesis is tested using the F-test

F =
(TSS −RSS)/P

RSS/(n− p− 1)
(6.5)

where TSS =
∑

(yi − ȳ)2 is the total sum of squares and RSS =
∑

(yi − ŷi)2 is

the residual sum of squares. If there is no relationship between the response and the

predictors, the value of the F-test is close to 1, On the other hand, it is expected
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that the value will be greater than 1. In order to determine whether to reject the

hypothesis by the F-test, the values of n and p need to be taken into consideration.

If n is large, a small value of the F-test can be used to reject H0, whereas when n is

small, a larger value of the F-test is required to reject H0. In practice, the p value

associated with the F-test is usually computed to determine whether or not to reject

H0. A small p value indicates that at least one of the predictors is associated with

the response.

Furthermore, we need to determine which predictors are associated with the re-

sponse. This process is referred to as variable selection. There are three classic

approaches for stepwise variable selection: forward selection, backward selection

and mixed selection. Forward selection begins with the null model that contains an

intercept, but no predictors. Then, it adds the new variables into the null model

that results in the lowest RSS. Backward selection starts with all variables in the

model and removes the variable with the largest p value, the variable that is the

least statistically significant. Mixed selection is a combination of forward and back-

ward selection. It begins with a null model, then continues to perform forward and

backward steps until all variables in the model have a sufficiently low p value, and

all variables outside the model would have a large p value if added to the model.

After completing the stepwise regression steps, our final model is analysed with

all the selected variables and their corresponding coefficients. We ensured all the

selected variables have the p value less than 0.05, except for the variables in the

interactive term. According to the hierarchical principle, if we include an interaction

term in the model, we should also include the individual variables, even if the p values

associated with their coefficients are not significant. Two common measurements of

model performance are the residual error and R2. R2 represents the proportion of

variance in Y that can be explained using X. R2 is calculated using the following

equation:

R2 =
TSS −RSS

TSS
(6.6)
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Table 6.1: Correlation coefficients between motivation variables and player be-
haviour with NPCs in the individual play phase

PC PD PR PV

Hope for Success 0.43 ∗ -0.31 0.16 -0.1
Fear of Failure -0.31 0.09 -0.18 0.07
Hope for Control -0.04 -0.15 -0.05 -0.23
Fear of Loss of Control 0.19 0.34 0.43 ∗ 0.19
Hope for Social Acceptance -0.28 -0.34 -0.02 -0.41
Fear of Rejection 0.02 -0.03 0.24 -0.14

Table 6.2: Correlation coefficients between motivation variables and player be-
haviour with NPCs in the social network phase

NC ND NR NV

Hope for success 0.23 0.44 ∗ 0.27 0.03
Fear of failure -0.31 0/26 0.20 0.29
Hope for control -0.27 0.43 ∗ 0.11 0.08
Fear of loss of control -0.08 0.26 0.22 -0.04
Hope for social acceptance 0.11 0.02 -0.39 -0.18
Fear of rejection -0.20 0.27 0.33 0.52 ∗

An R2 value that is close to 1 indicates that a large proportion of the variability

in the response has been explained by the regression. The value of R2 close to 0

indicates that the regression did not explain much of the variability in the response.

The mean squared error (MSE) is another way to measure the model fit. It is the

average number that the response will deviate from the true regression line. The

equation for MSE is:

MSE =
1

n

∑√
(yi − ŷi)2 (6.7)

If the estimated predictions using the model are very close to the true outcome

values, then the MSE will be small, which demonstrates that our model fits the data

very well. If the estimated prediction is far from the true values, the MSE will be

quite large, indicating that the model does not fit the data very well.
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6.2.4 Results

Tab. 6.1 shows the correlation coefficients between player behaviour (specifically

PC , PD, PR, P V ) with NPCs and motivation variables. The correlation coefficients

that indicate the relationship between two variables (|r| > 0.3) are highlighted in

bold. ∗ means that the relationship between two variables are statistical significant

(P < 0.05). We can see from the table that the probability of cooperation with

Candy positively relates to hope for success. In addition, the probability of cooper-

ation with Ruby is positively related to fear of loss of control. We further explore

the use of NPCs in assessing motivation in the SNP. Tab. 6.2 lists correlation coeffi-

cients between player behaviour (e.g. NC , ND, NR, NV ) with NPCs and motivation

variables. As shown in the table, the percentage of Dan chosen in social networks

positively relates to hope for success and hope for control. Lastly, the percentage of

Vince in social networks positively relates to fear of rejection.

Multiple linear regression is used to model motivation from player behaviour with

NPCs. Motivation data from the MMG test has six motivation variables, which are

regarded as the response. The requirement for using a linear regression model is

that the response should be normally distributed. Thus, we used the Kolmogorov-

Smirnov test (KS test) to examine the distribution of our six motivational variables

from the MMG test. The results showed that these six variables have normal dis-

tributions, which means it is appropriate to employ linear regression for motivation

modelling. An experiment was performed between player behaviour in the IPP and

motivation variables. This helps us to examine whether the design of the IPP is

appropriate for player motive profiling.

The mixed stepwise method was used to select relevant predictors. Modelling

mainly focused on linear terms, and if these could not represent the relationships,

then interaction and quadratic terms were added. All the important variables were

included in the model in terms of the principle of regression. The probability of co-

operation with Cooperator Candy, Defector Dan, Random Ruby and Vengeful Vince

were input into the regression model as the predictors. Due to the different scale
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Table 6.3: Characteristics of regression models using player behaviour in individual
play phase to predict motivation profile

P-value R2 MSE (%) Candy Dan Ruby Vince
Hope for Success <0.05 0.3 19.3 X X
Fear of Failure <0.05 0.6 13.9 X X X
Hope for Control >0.1 0.3 17.7
Fear of Loss of Control <0.05 0.2 17.4 X
Hope for Social Acceptance <0.05 0.5 12.8 X X X
Fear of Rejection <0.1 0.2 24.2 X

Table 6.4: Characteristics of regression models using player behaviour in social
network phase to predict motivation profile

P-value R2 MES(%) Candy Dan Ruby Vince
Hope for Success <0.05 0.2 20.7 X
Fear of Failure =0.05 0.5 15.7 X X X
Hope for Control <0.005 0.2 20.8 X
Fear of Loss of Control <0.01 0.3 16.6 X X
Hope for Social Acceptance <0.05 0.4 14.4 X X
Fear of Rejection <0.05 0.3 25.8 X

between motivational variance and the probability of cooperation, the probability

of cooperation was multiplied by 100.

In the IPP, different subjects have various play strategies depending upon which

characters they are playing with. They have different probabilities of cooperation

with Cooperator Candy, Defector Dan, Random Ruby and Vengeful Vince. We

used regression to find the relationships between player behaviour with NPCs and

the motivation variables. As shown in Tab. 6.3, the p values indicate that most of

the motivation regression models are statistically significant except for the hope for

control variable. This means that the hope for control variable cannot be learned

from player behaviour in the IPP. The R2 show the variability of motivation values

that can be explained by the player behaviour in the IPP. We can see from the

Tab. 6.3, fear of failure and hope for social acceptance have the highest R2 value

with both above 0.5. However, for fear of loss of control and fear of rejection, the

R2 values are relatively small with the value around 0.2. This may indicate that

our design of the IPP can reveal fear of failure and hope for social acceptance the

best among the six variables, while fear of loss of control and fear of rejection are

revealed the least well and the hope for success falls in the middle.
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In addition, the MSE shows the random error that is included in the regression

model when fitting the data. This is the other indicator that demonstrates how

the regression model fits the data and how our game reveals players’ motivation

values. Tab. 6.3 shows that five motivation variables have mean MSE values less

than 20%, which indicates the regression models fit the data properly. PC , PD,

PR and P V represent the probability of player cooperation with Cooperator Candy,

Defector Dan, Random Ruby and Vengeful Vince. We indicate the characters that

are included in each of the regression models in Tab. 6.3. Player behaviour with

Candy and Dan contributed to hope for success, player behaviour with Dan, Ruby

and Vince related to fear of failure. For fear of loss of control, player behaviour with

Ruby was significant. Player behaviour with Candy, Dan and Vince were relevant to

hope for social acceptance, whereas fear of rejection depended on player behaviour

with Candy.

In the SNP, players can decide how to organise their social networks by choosing

to incorporate their preferred characters from Cooperator Candy, Defector Dan,

Random Ruby and Vengeful Vince. The regression was performed between the

percentage of different characters in subjects’ networks (NC , ND, NR, NV ) and the

motivation variables. Tab. 6.4 shows statistical characteristics of the regression

models. All of the p values are less than or around 0.05 (except fear of loss of

control that is p < 0.01) which means the relationships between player behaviour in

the SNP and motivation values are statistically significant. The R2 of fear of failure

and hope for social acceptance are higher than the remaining motivation variables,

which indicates that the SNP reveals fear of failure and hope for social acceptance

more successfully. Hope for success and hope for control have R2 values around 0.2,

which may mean our game cannot assess these two variables very well.

We conclude with the player variables that are included in each of the SNP regres-

sion models in Tab. 6.4. Fear of failure has player behaviour with three characters

included to the regression models, fear of loss of control and hope for social accep-

tance have two variables, while the hope for success, hope for control and fear of

rejection only have one variable.
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According to MSE, as shown in Tab. 6.4, column 4, hope for success, hope for

control and fear of rejection have MSE above 20%. In particular, fear of rejection

has 25% MSE, which demonstrates that the SNP may not reveal motivation as well

as the IPP. For the rest of the motivation variables, the MSEs are around 15%,

suggesting a better model fit.

6.2.5 Discussion

In this section, we used correlation analysis to assess the relationships between the

play strategies of each NPC and player motivation variables. Results imply in the

IPP that the design of Candy contributes to assessing achievement motivation (hope

component) and the design of Ruby contributes to assessing power (fear component).

Moreover, in the SNP, the design of Dan contributes to assessing achievement (hope

component) and power (hope component), and the design of Vince contributes to

assessing affiliation (fear component). Since the results indicated the design of NPCs

had possibilities for measuring player motivation via player behaviour, we further

explored the use of NPCs in assessing motivation through the IPP and SNP.

Multiple linear regression results from the IPP and SNP supported our hypoth-

esis that different characters contribute to differentiating motives in different ways.

Specifically, we can conclude from Tab. 6.3 that most motivation variables can be

learned from player behaviour in the IPP, except hope for control. Moreover, by

examining the variability of motivation variables that can be explained by player

behaviour in the IPP, we found that fear of failure and hope for social acceptance

can be modelled better than the rest of variables. Results also imply that in the

IPP, the design of Candy contributes to assessing hope for success, hope for social

acceptance and fear of rejection; and the design of Dan contributes to assessing

hope for success, fear of failure, hope for social acceptance. The design of Ruby

contributes to assessing fear of failure and fear of loss of control, while the design of

Vince contributes to assessing fear of failure and hope for social acceptance. Results

indicate the design of NPCs have possibilities for measuring player motivation via
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player behaviour in the IPP.

Results in Tab 6.4 show that the design of Candy in the SNP contributes to iden-

tifying fear of failure and fear of loss of control, while the design of Dan contributes

to identifying hope for success, hope for control, fear of loss of control and hope for

social acceptance. The design of Ruby contributes to identifying fear of failure and

hope for social acceptance, and the design of Vince contributes to identifying fear

of failure and fear of rejection. The variability of fear of failure and hope for social

acceptance can be explained better than the other motivation variables using player

behaviour in the SNP. This supports our hypothesis that the design of NPCs have

the potential to assess player motivation in the SNP. When comparing the use of

play strategies of NPCs in the IPP and SNP from Tab. 6.1 and Tab. 6.2, we conclude

that the IPP is more effective at assessing player motivation than the SNP using

player behaviour from the game.

These results with player behaviour identify the importance of using different

NPCs to assess player motive profiles. However, there are still several motivation

variables that cannot be learned from the results. One reason for this is perhaps

our game design requires further improvements. Another reason may be the player

behaviour provides limited information for assessing player motivation, while the

advantage of EEG-based motive measurement is that EEG signals provide continu-

ous and rich information about the human mind. In the next section, we use EEG

signals to examine the money and satisfaction features of NPCs in order to assess

the mental states of player motive profiles.

6.3 Analysing Features of Non-player Characters

for Assessing Motivation

Our NPC design has two features: money and satisfaction, as depicted in Fig.

3.4. The money feature is designed to examine the risk-taking and the satisfaction

feature is designed to examine social attitude. Also, the play strategies of NPCs
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are proposed to differentiate players’ risk-taking and social attitudes. This section

examines the value of different NPC features (money and satisfaction) and play

strategies of NPCs for assessing motivation. We analyse EEG features discussed in

the existing literature to understand how our NPC design can be used for assessing

social and risk-taking attitudes. A t-test is computed to determine the significance

of the differences between EEG features for the H-L and L-H situations of each

motivation. Results showed that the money feature can be used to reveal risk-

taking, and the satisfaction feature can be used to evoking social attitude. Results

showed that Candy emerged as the least useful character, while Ruby and Vince are

good choices for evoking social attitude, Dan, Ruby and Vince are appropriate for

evoking risk-taking attitude.

6.3.1 Aim

The aim of this experiment is to examine how money and satisfaction features

are able to reveal risk-taking and social attitudes, which are key aspects of achieve-

ment, affiliation and power motivation. Two research questions are answered in this

section: The first question is to assess whether different NPC dimensions (money

and satisfaction) contribute to differentiation between players’ risk-taking and so-

cial attitudes. The second question is to assess whether the play strategies of NPCs

contribute to differentiation between players’ risk-taking and social attitudes.

6.3.2 Hypothesis

Our NPCs have two features: money and satisfaction. The money feature repre-

sents a tangible, valuable item in our daily life. It is treated as monetary rewards in

the mini-game, which is hypothesised to assist with the differentiation of risk-taking

attitudes of players with different motives.

The satisfaction feature, on the other hand, is associated with social satisfaction

about interactions between players and NPCs. It is treated as a state of friendship
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in the mini-game. We hypothesise that it will enable us distinguish between social

attitudes of players with different motives.

6.3.3 Method

As described in Sections 5.2.3 and 5.2.4, after pre-processing, recordings were seg-

mented in 20 trials in the IPP. Each trial has a 2.5s time segment, including baseline

(-500ms to 0s), time=0s for onset of players’ actions, 2s for onset of money, satisfac-

tion feedback, and buffer zone. In order to understand mental states, in particular

actions and responses, we divided the EEG analysis into specific 500ms time win-

dows for action, money feedback and satisfaction feedback. Specifically, the action

starts from 0s to 500ms, money feedback occurs from 600ms (including average sys-

tem delay) to 1.1s, and satisfaction feedback occurs from 1.2s to 1.7s in each trial.

Features were extracted from these time windows without overlapping for analysing

risk-taking and social attitude when players made actions, and received money and

satisfaction feedback. Features extracted from EEG signals can be categorised into

three groups: temporal, time-frequency and asymmetry features.

Time-frequency features were calculated by complex wavelet transformation and

decibel normalisation was utilised. The detail of the processing method is described

in Section 5.3.2. Time-frequency features were divided into five frequency bands:

alpha/mu band (8-12Hz), theta band (4-7Hz), beta band (13-31Hz) and gamma

band (32-42Hz). According to the international 10-10 system, the frontal region is

electrodes FP1, FP2, FPz, AFP5, AFP6, AF7, AF3, AF1, AFz, AF2, AF4, AF6,

AF8, F7, F5, F3, F1, Fz, F2, F4, F6, F8; the pre-frontal region is electrodes FP1,

FP2, FPz, AF7, AF5, AF3, AF1, AFz, AF2, AF4, AF6 and AF8; the ACC is

electrodes Fz, FCz and Cz; the parietal region is PO7, PO5, PO3, PO1, POz, PO2,

PO4, PO6, PO8, POO7, POO8, O1, O2 and Oz; the temporal region is FT7, T7,

TP7, FT8, T8 and TP8.

Asymmetry features were derived from the differences between the left and right

hemisphere, thus a positive value means greater left than right, and a negative value
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Table 6.5: Features extracted for identifying mental indicators of motive profile

Mental State Feature Brain region Category

Social
Mu band ACC Time-frequency feature
Alpha band Frontal Asymmetry

Risk

Alpha band Pre-fronatl Asymmetry
Theta-beta ratio ACC Time-frequency feature
ERN ACC Temporal
MFN ACC Temporal
P300 ACC Temporal

means greater right than left. The electrode pairs for frontal alpha are FP1-FP2,

AFP5-AFP6, AF7-AF8, AF5-AF6, AF3-AF4, AF1-AF2, F7-F8, F5-F6, F3-F4, F1-

F2, FT7-FT8, FC5-FC6, FC3-FC4, FC1-FC2, T7-F8, and for prefrontal alpha are

FP1-FP2, AFP5-AFP6, AF7-AF8, AF5-AF6, AF3-AF4, AF1-AF2.

EEG data were epoched in three types of segment depending on the temporal

features being analysed. For the analysis of event-related negativity (ERN), the

mean amplitude was calculated in segments of 100ms from 0 to 100ms time-locked

to the onset of money and satisfaction feedbacks. For medial frontal negativity

(MFN), we derived mean amplitude from 200ms to 300ms time-locked to the action

and feedbacks onset, while P300 was also calculated as the mean value of the time

segment of 300ms and 400ms to the feedback onset. Following the EEG-based risk-

taking literature, all temporal features were computed in the ACC area (Fz, FCz

and Cz).

As presented in Tab. 6.5, mu band in the ACC and frontal alpha asymmetry

were computed to be indicators of social attitudes. Prefrontal alpha asymmetry,

theta-beta ratio, ERN, MFN and P300 in ACC were calculated as EEG features for

risk-taking attitudes.

According to the regression analysis on motivation and player behaviour in the

IPP, play with certain NPCs was evaluated to be more relevant to the H-L or L-H

situation of each motivation. We summarise this in Tab. 6.6. As shown in Tab. 6.6,

play with Candy and Dan was chosen to study H-L achievement, while the study

of L-H achievement used the play with Dan, Ruby and Vince. For affiliation, our

study of the H-L component used the play with Candy, Dan and Vince, while only
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Table 6.6: Hypothesis about using the conceptual model to evaluate risk-taking and
social attitudes for each motivation related to the behaviour. The important part
of the game is selected from the regression analysis of in-game behaviour developed
in Section 6.2.

Motivation Important
Part of
game

Attitude Features

Achievement HL PC PD Low social high Amu, greater right than left Fα
LH PD PR PV medium risk medium ATBR, medium PFα, medium

AMFN medium AERN and medium
AP300

Affiliation HL PC PD PV High social low Amu, greater left than right Fα
LH PC low risk low ATBR, right higher PFα, low

AMFN , high AERN and low AP300

Power HL medium social medium Amu, medium Fα
LH PR high risk high ATBR, right higher PFα, high

AMFN , low AERN and high AP300

play with Candy contributed to the study of the L-H component. According to the

regression results, no player behaviour in the IPP explained H-L power, while the

play with Ruby contributed to L-H power.

Overall, we evaluated risk-taking and social behaviour using the EEG recordings

from play in the IPP. On the basis of the NPCs where player behaviour related to

motive profiles, we first evaluated the EEG signals from selected NPCs to see if there

was any significant impact on motive profile according to our proposed conceptual

model. Later, we synthesised EEG signals to explore the effectiveness of each NPC

to study mental states with motive profiles.

6.3.4 Results

To examine the difference between EEG features among different motive profiles,

we used the independent t-test to determine the significance of the differences be-

tween EEG mental indicators for the H-L and L-H situations of each motivation. A

t-test is a statistic that checks if two means (averages) are reliably different from

each other, and independent t-test tests the means of two different groups. Only

the H-L and L-H situations of achievement, affiliation and power motivation are

evaluated pair-wise in this chapter. Differences are identified when the p-value of
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(a) Money feedback (b) Satisfaction feedback

Figure 6.1: Results of using ACC mu band in money and satisfaction feedback to
reveal social attitude. The p-value of independent t-test between hope and fear
components of each motivation is presented. Grey squares indicate significant dif-
ferences.

the t-test is less than 0.05 (p < 0.05).

We first determined the performance of using selected EEG features to predict

social attitudes, when participants play with NPCs chosen from regression models.

Fig. 6.1(a) and Fig. 6.2(a) show the performance of using EEG features to predict

social attitude when players receive money feedback. Fig. 6.1(b) and Fig. 6.2(b) show

the performance of using the same EEG features to predict social attitude when

players receive satisfaction feedback. We found that social attitude is expressed

more often by EEG signals collected during receipt of satisfaction feedback than

those collected during receipt of money feedback. Furthermore, the ACC mu band

and frontal alpha asymmetry performed almost equally to indicate social attitude.

We also explored the use of EEG features to predict risk-taking attitude when

players receive money and satisfaction feedback. As shown in Fig. 6.3(a), Fig. 6.4(a)

and Fig. 6.5(a), EEG features, ACC ERN, MFN and P300 from money feedback

outperformed those features from satisfaction feedback that are shown in Fig 6.3(b),

Fig. 6.4(b) and Fig. 6.5(b). Also, prefrontal alpha asymmetry can distinguish only

two different types of motive situation for both money and satisfaction feedback

(shown in Fig. 6.6(a) and Fig. 6.6(b)). In conclusion, the EEG features suggested

by the literature all appear to have possibilities for predicting risk-taking attitude,
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(a) Money feedback (b) Satisfaction feedback

Figure 6.2: Results of using frontal alpha asymmetry in money and satisfaction feed-
back to reveal social attitude. The p-value of independent t-test between hope and
fear components of each motivation is presented. Grey squares indicate significant
differences.

(a) Money feedback (b) Satisfaction feedback

Figure 6.3: Results of using ACC ERN in money and satisfaction feedback to re-
veal risk-taking attitude. The p-value of independent t-test between hope and fear
components of each motivation is presented. Grey squares indicate significant dif-
ferences.
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(a) Money feedback (b) Satisfaction feedback

Figure 6.4: Results of using ACC MFN in money and satisfaction feedback to re-
veal risk-taking attitude. The p-value of independent t-test between hope and fear
components of each motivation is presented. Grey squares indicate significant dif-
ferences.

(a) Money feedback (b) Satisfaction feedback

Figure 6.5: Results of using ACC P300 in money and satisfaction feedback to re-
veal risk-taking attitude. The p-value of independent t-test between hope and fear
components of each motivation is presented. Grey squares indicate significant dif-
ferences.

123



(a) Money feedback (b) Satisfaction feedback

Figure 6.6: Results of using prefrontal alpha asymmetry in money and satisfaction
feedback to reveal risk-taking attitude. The p-value of independent t-test between
hope and fear components of each motivation is presented. Grey squares indicate
significant differences.

(a) Money feedback (b) Satisfaction feedback

Figure 6.7: Results of using ACC TBR in money and satisfaction feedback to re-
veal risk-taking attitude. The p-value of independent t-test between hope and fear
components of each motivation is presented. Grey squares indicate significant dif-
ferences.
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Figure 6.8: Performance of EEG and NPC features for predicting social attitude.

except for ACC TBR (see Fig. 6.7(a) and Fig. 6.7(b)).

Next, we assessed EEG features from the IPP to see how they reveal risk-taking

and social attitudes. This section displays a summary of experimental results. De-

tailed numerical results are shown in Appendix D. First, we used EEG features to

predict social attitude in the IPP from different perspectives. Fig. 6.8 summarises

the performance of predicting social attitude from EEG data collected when players

act against each NPC. The results show that the EEG features collected during ac-

tion against Candy had no ability to differentiate player motive profiles, while data

collected during interaction with Vince was more useful for this work.

By analysing social attitude using EEG features collected during interaction with

each NPC, we summarise the performance of using NPCs to reveal social attitudes

in Fig. 6.9. Data collected during action against and satisfaction feedback from

Candy performed worse than data collected during those interactions with the other

three characters. Data collected during action against and satisfaction feedback

from Vince had better performance that those data collected from other characters.

Data collected during satisfaction feedback from Ruby had better performance and

data collected during money feedback from Dan had slightly better performance.

Overall, the results indicate that Ruby and Vince are good choices for evoking

social attitudes, while Candy is not appropriate for achieving this goal.

We also evaluated the use of each NPC to predict risk-taking attitudes using

EEG features when players make actions, receive money and satisfaction feedback.

Fig. 6.10 shows that data collected during actions against Candy and Ruby per-
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Figure 6.9: Using NPCs to reveal social attitude via EEG analysis

formed the poorest at predicting risk-taking attitude. Whereas, data collected dur-

ing actions against Dan and Vince suggest they performed better than the other

characters at predict risk-taking attitude.

Fig. 6.10 summarises the performance of each NPC to predict risk-taking attitude

when players receive satisfaction feedback. It shows that data collected during

satisfaction feedback from Ruby was the best predictor of risk-taking attitude, and

data collected during satisfaction feedback from Vince was the worst predictor of

risk-taking attitude.

As shown in Fig. 6.11, EEG signals collected during action, money and satisfaction

feedback from Candy do not allow us to significantly differentiate the player motive

profile. When data was collected during action against Dan and Vince gave the best

performance, whereas data was collected during money feedback from Dan gave

the best performance and then data was collected during satisfaction feedback from

Ruby gave the best performance. Overall, Candy is also the least useful character for

revealing risk-taking attitudes, while Dan, Ruby and Vince are appropriate choices

for evoking risk-taking attitudes when players make actions, receive money and

satisfaction feedback.
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Figure 6.10: Performance of EEG and NPC features for predicting risk attitude.

Figure 6.11: Using NPCs to reveal risk-taking attitude via EEG analysis
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6.3.5 Discussion

EEG analysis in the IPP demonstrates that EEG signals collected during satis-

faction feedback indicate social attitude, while EEG signals collected during money

feedback appear to reveal risk-taking attitude. The results demonstrate the effec-

tiveness of the NPCs, two dimensions of money and satisfaction, at reflecting players’

risk-taking and social attitudes.

In addition, we hypothesised that depending on their design, different NPCs would

reveal the risk-taking and social attitudes of different motivated players. After

analysing the effectiveness of using each NPC in the IPP for revealing risk-taking

and social attitudes, we found using EEG signals that Candy is the least useful

character for learning human risk-taking and social attitudes. Ruby and Vince are

found to be a good choice for evoking social attitude, while Dan, Ruby and Vince

are found to be useful for evoking risk-taking attitudes.

Candy emerged as the weakest NPC for assessing risk attitude. This could be

because players cannot be defected against by Candy, regardless of their actions.

Candy always cooperates which gives an impression of no risk during the interaction.

Moreover, Candy does not appear to evoke social attitude, probably because Candy

cannot be satisfied even if players cooperate with her (see Fig. 3.7). This means

that players are reluctant to pursue friendships with Candy. In future alternative

play strategies should be investigated to reveal more about players.

Results reported in Fig.6.8 shows that ACC mu band extracted from play with

Vince have better performance than ACC mu band extracted from play with other

characters. The ACC region is the significant brain region for monitoring working

memory [157]. Thus, it seems that players need to memorize the last action of

Vengeful Vince in order to play with him. In contrast, playing with Random Ruby

requires less working memory because the actions of this character are random.

Furthermore, for Defector Dan and Cooperator Candy, players use less working

memory because their actions are consistent and completely predictable.
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6.4 Analysing Individual Play and Social Network

Phases for Assessing Motivation

For a better understanding of the mini-game that allows for differentiating be-

tween motive profiles, we further examined EEG signals from the SNP. Recall that

the IPP is one versus one play, while the SNP is one versus many play. We compared

the performance of EEG features from the SNP with other findings in the previous

section, to assess the effectiveness of the IPP versus SNP for player motive profiling.

A t-test was applied to examine the significance of differences between EEG features

in the SNP with the H-L and L-H situation of each motivation. Results showed that

the EEG signals collected from the SNP can be used as an indicator for identifying

player motivation, but the performance is worse than the performance of using EEG

signals collected from the IPP. It suggests that the design of SNP requires several

improvements in future studies.

6.4.1 Aim

The aim of this experiment is to compare the performance of the IPP and SNP in

assessing player motivation. Firstly, we analyse the use of the SNP for identifying

mental indicators of player motive profiles. Then we compare the performance of

the IPP and SNP by summarising some aforementioned findings.

6.4.2 Hypothesis

We hypothesise that both the IPP and the SNP can be used for identifying risk-

taking and social attitudes of different player motive profiles.
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6.4.3 Method

The same EEG signal processing approach was employed as in Section 6.3.2.

Corresponding EEG features were extracted for risk-taking and social attitudes (as

shown in Tab. 6.5). To identify feature differences between motive profiles, an

independent t-test was applied and the threshold for statistical significance is that

the p-value is less than 0.05 (P < 0.05). However, as there is no latency time

for money feedback and satisfaction feedback in the SNP (too many stimuli in the

interface), we focused our EEG signal analysis during participant actions (time from

0s to 500ms) and each trial. This is a preliminary study to explore the possibility

of using social network play to evoke risk-taking and social attitudes.

6.4.4 Results

In the SNP, we first assessed the performance of using EEG features to distinguish

differences in social attitudes between the H-L and L-H situations of each motivation.

Fig. 6.12(a) and Fig. 6.13(a) indicate that EEG signals from the SNP have the

potential to reveal social attitude. In particular, we focus on the time interval when

players make their actions as shown in Fig. 6.12(b), Fig. 6.13(b). This illustrates

that players with different motive profiles expressed different social attitudes when

they played against their social network.

We also examined the EEG features from the SNP for assessing risk-taking atti-

tudes. Fig. 6.14(a), Fig. 6.15(a), Fig. 6.16(a) and Fig. 6.17(a) show that the design

of SNP has the potential to evoke risk-taking attitudes via EEG signals. However,

the ACC TBR feature (see in 6.7(a) and 6.7(b)) was unable to differentiate between

the H-L and L-H situations of any motive. By examining players’ actions in the

SNP, we can see from Fig. 6.14(b), Fig. 6.15(b), Fig. 6.16(b) and Fig. 6.17(b) that

players with different motive types had various risk-taking attitudes when playing

against their social network.
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(a) SNP (b) Action

Figure 6.12: Results of using ACC mu band in the whole SNP and during action
to reveal social attitude. The p-value of independent t-test between hope and fear
components for each motivation is presented. Grey squares indicate significant dif-
ferences.

(a) SNP (b) Action

Figure 6.13: Results of using frontal alpha asymmetry in the whole SNP and during
action to reveal social attitude. The p-value of independent t-test between hope and
fear components for each motivation is presented. Grey squares indicate significant
differences.
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(a) SNP (b) Action

Figure 6.14: Results of using prefrontal alpha asymmetry in the whole SNP and dur-
ing action to reveal risk-taking attitude. The p-value of independent t-test between
hope and fear components for each motivation is presented. Grey squares indicate
significant differences.

(a) SNP (b) Action

Figure 6.15: Results of using ACC ERN in the whole SNP and during action to
reveal risk-taking attitude. The p-value of independent t-test between hope and
fear components for each motivation is presented. Grey squares indicate significant
differences.
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(a) SNP (b) Action

Figure 6.16: Results of using ACC MFN in the whole SNP and during action to
reveal risk-taking attitude. The p-value of independent t-test between hope and
fear components for each motivation is presented. Grey squares indicate significant
differences.

(a) SNP (b) Action

Figure 6.17: Results of using ACC P300 in the whole SNP and during action to
reveal risk-taking attitude. The p-value of independent t-test between hope and
fear components for each motivation is presented. Grey squares indicate significant
differences.
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(a) SNP (b) Action

Figure 6.18: Results of using ACC TBR in the whole SNP and during action to
reveal risk-taking attitude. The p-value of independent t-test between hope and
fear components for each motivation is presented. Grey squares indicate significant
differences.

6.4.5 Discussion

The results indicate that EEG signals collected from the SNP can be used as

an indicator for identifying player motivation, which supports our hypothesis. Fur-

thermore, we compare the performances between the IPP and SNP with previous

findings. As discussed in Section 5.3.3, EEG signals from the IPP slightly outper-

formed EEG signals from the SNP for classifying hope for control and fear of loss

of control. Also, EEG signals from the SNP had the poorest performance for clas-

sifying affiliation motivation compared to the performance of EEG signals from the

IPP. Moreover, we found in Section 6.3 that players’ attitudes towards risk-taking

can be revealed with the use of the money feature, while players’ social attitude can

be learned from the satisfaction feature. Because of the absence of latency of money

and satisfaction feedback in the SNP, there was not enough information to distin-

guish aspects of achievement, affiliation and power motivation. In future studies,

the design of money and satisfaction feedback in the SNP needs to be considered.

There are several reasons why the performance of the SNP is not ideal. First,

we can only examine the action and trials in the SNP because there is no latency

for money and satisfaction feedback. Feedback-related potentials are essential for
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assessing risk-taking and social attitudes, which are two characteristics of player

motivation [49,50,121]. Future work needs to consider how to design the money and

satisfaction feedback stimuli in the SNP to avoid too many stimuli in the interface.

In addition, the design of the SNP for evoking social attitude is solid, however, the

use of the SNP for risk attitude need to be enhanced in the future study. Using

Ruby, the random character as the uncertain and risky element in the SNP emerged

as inadequate. Finally, the gameplay between players and NPCs are in a pairwise

fashion. Further works should consider alternative game mechanics of the social

network play, for instance, the n-player iterated prisoner dilemma.

6.5 Conclusion

This chapter validates the design of our mini-game using player behaviour and

EEG signals. Results show that motivation profiles can be modelled by the player

behaviour with each NPC in two phases of the mini-game. More importantly, social

attitude can be revealed by EEG signals collected during satisfaction feedback, and

risk-taking attitude can be evoked in EEG signals collected during money feedback.

To be more specific, Ruby and Vince are good choices for evoking social attitude;

Dan, Ruby and Vince are good choices for evoking risk-taking attitudes. However,

Candy is the least useful character for reflecting social and risk-taking attitudes. It

also appears that player behaviour and EEG data collected from the IPP allow us

to assess motivation better than those from the SNP.

In the next chapter, we will focus on using EEG signals to explore the relevant

EEG features and brain regions for revealing player motivation.
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Chapter 7

Identifying

Electroencephalographic Features

for Player Motive Profiling

7.1 Introduction

As we examined in Chapter 5, EEG technology can be a promising indicator for

classifying player motivation when players engage in a game. In Chapter 6, more

specific investigations were performed to seek insights into why player behaviour and

EEG signals can be used to classify motivation. We examined the use of different

parts of our mini-game for distinguishing different aspects of motivation. According

to the literature review in Chapter 2, we selected several EEG features discussed in

the existing literature to propose a conceptual model that links motivation theory

to EEG technology. Chapter 6 examined the performance of these selected EEG

features for differentiating risk-taking and social attitudes across different player

motive profiles. This chapter takes two approaches to identifying EEG features

that are the best indicators of achievement, affiliation and power motivation. The

first approach was to investigate the relationships between EEG features from the

existing literature and player motivation profile. After that, a machine learning
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based approach was employed to explore the possible additional EEG features that

can identify player motivation. We conclude by combining our findings to associate

relevant EEG features with the corresponding brain regions, thereby allowing us

to assess player motivation when using EEG signals from different phases of our

mini-game.

In this chapter, we examine the EEG features identified in the existing literature

that we hypothesise could be used to assess player motivation in Section 7.2. Section

7.3 analyses the EEG signals from our mini-game to extract a wide range of fea-

tures using a machine learning technique. Temporal, spectral, time-frequency and

asymmetry features are extracted from the signals. The details of the EEG features,

including different channels, feature type and brain regions, are also elaborated in

Section 7.3. We summarise our conclusions in Section 7.4.

7.2 Identifying EEG Features for Assessing Player

Motivation from Literature

Based on the literature review in Chapter 2, we identified the possibilities for using

EEG features to identify risk attitude, social attitude and emotion, which are three

key aspects of achievement, affiliation and power motivation. Several EEG features

are summarized from the EEG studies of risk-taking, social attitude and emotion and

are regarded as possible indicators for assessing player motivation. In this section,

we examine the use of EEG features mentioned in the existing literature for assessing

player motivation. Correlation analysis was employed to examine the relationships

between EEG features from the different parts of the game and motivation variables.

Results showed that across different part of the game, frontal alpha asymmetry,

prefrontal alpha asymmetry, ACC TBR, ACC MFN and parietal beta are related

to player motive profiles. The results validate the proposed conceptual model and

identify the possible EEG indicators for profiling player motivation.
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7.2.1 Aim

The aim of this experiment is to validate each link in a proposed conceptual model

for using EEG features to identify player motive profiles. We examine our conceptual

model (see Fig. 7.2) using EEG signals from different parts of our mini-game. This

will demonstrate whether the proposed EEG features in our conceptual model have

the potential to identify player motivation through EEG signals in the mini-game.

7.2.2 Hypothesis

Based on the three characteristics of achievement, affiliation and power motivation

in psychological theory, we further reviewed EEG papers about emotion, risk-taking

and social attitudes. Emotion recognition using EEG signals has been studied widely

in terms of experimental scenarios, EEG features, brain regions and data analysis.

For instance, frontal alpha asymmetry is understood to be an EEG indicator for

emotion, with greater left frontal alpha being associated with positive emotion and

approach motivation, while greater right frontal alpha is associated with negative

emotion and withdrawal motivation [113]. Research has also revealed that the beta

band in the parietal region reflects emotional processes [34]. The gamma band in

the temporal region is an important indicator for emotion recognition, as has been

suggested by several studies [41,86].

Recognition of risk-taking and social attitude have been explored in EEG studies.

Pre-frontal alpha asymmetry (greater right than left) was found to be associated

with riskier strategies [119]. Another spectral feature, the theta-beta ratio is rele-

vant to feedback-related negativity with increased risk-taking behaviour [48]. Var-

ious kinds of event-related potentials (ERPs) have been proposed to be associated

with risk-taking behaviour. For example, low risk-taking behaviour is associated

with an increase in the feedback event-related negativity (ERN) amplitude in the

anterior cingulate cortex (ACC) region [49]. Studies also indicate that medial frontal

negativity (MFN) increases after the feedback signals with larger gains onset [121].
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Table 7.1: Features extracted for identifying mental indicators (risk-taking, social
and emotion) of motive profile

Category Feature Brain region Mental state

Temporal
ERN ACC Risk
MFN ACC Risk
P300 ACC Risk

Time-frequency

Mu band ACC Social
Beta band Parietal Emotion
Gamma band Temporal Emotion
Theta-beta ratio ACC Risk

Asymmetry
alpha band Frontal Social and emotion
alpha band Pre-frontal Risk

Figure 7.1: The brain regions associated with emotion, risk-taking behaviour and
social factors

P300 is also related to high risk-taking behaviour [50]. Two EEG features, mu band

in the ACC and frontal alpha asymmetry, have been revealed to be useful for re-

vealing social behaviour. Perry et al. demonstrated that the mu band in the ACC

increases when experiencing opponent actions in a social game [51, 134]. Frontal

alpha asymmetry is reported to influence antisocial behaviour [133].

We summarised and illustrated the related brain regions for emotion, risk-taking

behaviour and social factors. Fig. 7.1 shows clearly that the frontal lobe, especially

the prefrontal region, is the brain region activated for emotion, risk-taking and social

factors. In addition, the ACC plays a significant role in these three factors. We can

also see from Tab. 7.1 that the alpha band (8-12Hz) or mu rhythm could be used to

represent emotion, risk-taking and social factors.

Fig. 7.2 summarises our discussion of EEG signal processing for risk-taking, emo-
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F = frontal region P = parietal region T = temporal region A = anterior cingulate cortex PF = pre-frontal lobe

α = alpha band β = beta band γ = gamma band θ/β =theta-beta-ratio mu = mu band MFN = medial frontal negativity SPN =

stimulus-preceding negativity ERN = error-related negativity ERPs = event-related potentials

Figure 7.2: A synthesised tree of EEG signal processing for motivation types

tion and social attitude, and its link to achievement, affiliation and power moti-

vation. The top part of Fig. 7.2 shows how motivation types are influenced by

risk-taking and social attitudes. The bottom part of Fig. 7.2 shows the influence of

different features (the second lower level) and EEG channels (the bottom level) on

emotion, risk-taking and social characteristics (the EEG channels are consistent with

a 10-20 system). The left-most branch of Fig. 7.2 linking emotion to motive profile

represents a path for assessing the link between risk-taking and social attitude and

achievement, affiliation and power motivation, Hence, we hypothesise that a per-

son with a particular motive profile should show aspects of emotion, described in

Tab. 2.2 Chapter 2, when engaged in combinations of risk-taking or social activities

linked to those motives outlined in Fig. 7.2.

In other words, depending on the different levels of challenge in the game, indi-

viduals with achievement, affiliation and power motivations may present different

risk-taking behaviour, and then experience different flow zones, which ultimately

helps to assess the classification of player motivation types.
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7.2.3 Method

We examined our proposed conceptual model in three parts of the game. Firstly,

we used EEG signals from two phases of our mini-game, the IPP and SNP (the same

EEG signals used in Chapter 5 for classifying player motivation). As presented in

Chapter 6, EEG features from the IPP and SNP have the potential to differentiate

risk-taking and social attitudes of player motive profiles. Thus, we further validate

the possibilities of these EEG features for identifying player motivation. In addition,

as discussed in Section 6.3, the money dimension of NPCs is a promising feature

for understanding players’ risk-taking attitudes, while the satisfaction dimension of

NPCs has the potential to reveal players’ social attitudes. Therefore, we selected

EEG signals collected during participant interaction with a subset of NPCs (in Tab.

6.5). The subset of NPCs was also selected using the regression analysis of player

behaviour and motivation variables in Chapter 6. In Section 6.3, we identified that

money and satisfaction feedback of this subset of data can reveal social and risk-

taking attitudes. Therefore, we further validated the EEG features in our conceptual

model using the EEG signals from this subset of NPCs. Correlation analysis was

used in this experiment to find relationships between EEG features and motivation

variables from MMG test output.

7.2.4 Results

The correlation coefficients between motivation variables and EEG features from

the IPP are listed in Tab. 7.2. The coefficients that are larger than 0.3 (|r| > 0.3)

are highlighted in bold. ∗ means that the relationship between two variables are

statistical significant (P < 0.05). In the IPP, we observed that several electrodes

in frontal alpha asymmetry, prefrontal alpha asymmetry, ACC TBR, ACC MFN,

ACC P300 and parietal beta were related to motivation variables. In particular,

frontal alpha asymmetry had five related electrodes, while prefrontal alpha asym-

metry, ACC TBR, ACC MFN, ACC P300 and parietal beta only had one related

electrode. The ACC mu band, ACC ERN and temporal gamma showed no rela-
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Table 7.2: Correlation coefficients between motivation variables and EEG features
from the individual play phase

Features Electrodes HE FM HA FZ HK FK
ACC mu CPz 0.23 -0.13 0.13 -0.16 0.19 0.24

FCz 0.20 -0.11 0.18 -0.18 0.20 0.24
Cz 0.20 -0.09 0.19 -0.12 0.21 0.22

Frontal alpha asymmetry FP1-FP2 0.14 0.03 0.03 0.07 0.14 0.13
AFP5-AFP6 0.21 0.10 0.01 0.44 ∗ 0.33 0.39
AF7-AF8 -0.02 -0.09 -0.27 0.22 -0.15 0.08
AF5-AF6 0.00 -0.31 -0.07 -0.16 0.04 0.28
AF3-AF4 -0.18 0.04 -0.24 0.29 -0.19 0.15
AF1-AF2 -0.25 -0.02 0.21 0.01 -0.01 -0.29
F7-F8 0.15 -0.21 -0.01 -0.08 -0.06 0.13
F5-F6 -0.07 0.25 -0.41 0.31 0.05 0.44 ∗
F3-F4 -0.09 0.44 ∗ -0.48 ∗ 0.20 -0.10 0.43 ∗
F1-F2 -0.30 -0.06 0.15 0.07 -0.03 -0.07

Prefrontal alpha asymmetry FP1-FP2 0.14 0.03 0.03 0.07 0.14 0.13
AFP5-AFP6 0.21 0.10 0.01 0.44 ∗ 0.33 0.39
AF7-AF8 -0.02 -0.09 -0.27 0.22 -0.15 0.08
AF5-AF6 0.00 -0.31 -0.07 -0.16 0.04 0.28
AF3-AF4 -0.18 0.04 -0.24 0.29 -0.19 0.15
AF1-AF2 -0.25 -0.02 0.21 0.01 -0.01 -0.29

ACC TBR CPz 0.16 0.06 -0.13 0.23 -0.44 ∗ -0.01
FCz -0.23 -0.15 -0.10 -0.18 -0.33 -0.32
Cz 0.13 0.14 -0.01 0.17 -0.18 -0.24

ACC ERN (Money) CPz -0.20 0.23 -0.18 -0.04 -0.20 0.14
FCz -0.08 0.21 -0.22 0.22 0.08 -0.08
Cz -0.18 0.20 -0.24 -0.08 -0.14 0.06

ACC ERN (Satisfaction) CPz 0.32 0.21 0.21 0.02 0.15 0.16
FCz 0.25 0.08 -0.34 -0.16 0.08 0.16
Cz 0.24 0.16 0.10 -0.05 0.22 0.04

ACC MFN (Money) CPz -0.29 0.12 -0.27 -0.24 -0.25 -0.08
FCz -0.11 0.21 -0.25 -0.03 -0.02 -0.12
Cz -0.32 0.03 -0.38 -0.28 -0.32 -0.08

ACC MFN (Satisfaction) CPz 0.17 0.28 0.38 0.21 0.09 0.26
FCz 0.23 0.45 ∗ -0.17 0.25 0.19 0.37
Cz 0.19 0.33 0.21 0.15 0.19 0.22

ACC P300 (Money) CPz -0.13 0.30 -0.06 -0.29 -0.04 0.22
FCz 0.05 0.36 -0.21 0.01 0.34 0.09
Cz -0.25 0.17 -0.33 -0.31 -0.12 0.12

ACC P300 (Satisfaction) CPz -0.10 0.23 0.00 -0.16 -0.18 0.13
FCz -0.13 0.59 ∗ -0.39 0.30 -0.14 0.27
Cz -0.08 0.25 0.07 -0.15 -0.10 -0.02

Parietal beta PO7 0.05 -0.22 -0.06 -0.21 -0.41 0.01
PO5 0.04 -0.26 0.02 -0.20 -0.38 0.03
PO3 0.13 -0.26 0.16 -0.32 0.02 0.10
PO1 0.09 -0.30 0.16 -0.35 -0.05 0.02
Poz 0.02 -0.22 0.15 -0.26 -0.02 0.09
PO2 -0.28 -0.07 0.10 0.05 -0.33 0.06
PO4 -0.24 0.00 0.09 0.10 -0.32 0.21
PO6 -0.11 0.18 -0.01 0.21 -0.26 0.45 ∗
PO8 0.13 -0.19 0.15 -0.23 0.08 0.12

Temporal gamma FT7 0.15 -0.20 0.14 -0.23 0.04 0.17
T7 0.14 -0.20 0.12 -0.26 0.04 0.17
TP7 0.13 -0.26 0.08 -0.29 -0.01 0.10
FT8 0.15 -0.15 0.15 -0.19 0.09 0.13
T8 0.18 -0.14 0.14 -0.20 0.08 0.15
TP8 0.20 0.00 0.03 0.06 -0.02 0.34
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tionship with motivation variables. More specifically, as shown in Tab. 7.2, frontal

alpha asymmetry had a negative relationship with hope for social acceptance, but

positive relationships with fear of failure, fear of rejection and fear of loss of control.

Prefrontal alpha asymmetry had a positive relationship with fear of rejection. ACC

TBR had a negative relationship with hope for control. Moreover, ACC MFN col-

lected during satisfaction feedback had a positive relationship with fear of failure.

ACC P300 collected during satisfaction feedback had a positive relationship with

fear of failure. Parietal beta had a positive relationship with fear of loss of control.

In the SNP, we can see from Tab. 7.3 that several electrodes from frontal alpha

asymmetry, prefrontal alpha asymmetry, parietal beta had relationships with moti-

vation variables. Temporal gamma had no relationship with motivation variables.

The ACC mu band and ACC TBR only had one related electrodes. Specifically,

frontal alpha asymmetry had a negative relationship with hope for social acceptance,

and positive relationships with fear of rejection and hope of control. Prefrontal al-

pha asymmetry had a negative relationship with hope for social acceptance, and a

positive relationship with hope for control. ACC TBR had a negative relationsihp

with hope for control. Parietal beta had negative relationships with hope for control

and fear of loss of control. Because there is no latency of money and satisfaction

feedback in the SNP, no ACC ERN, MFN and P300 were extracted from EEG

signals.

Tab. 7.4 lists correlation coefficients between motivation variables and EEG fea-

tures from a subset of NPCs identified by the regression analysis. Electrodes from

frontal alpha asymmetry, prefrontal alpha asymmetry, ACC TBR, ACC MFN and

temporal gamma were found to have various relationships with motivation variables.

However, ACC mu band, ACC ERN, ACC P300 and parietal beta had no related

electrodes. ACC TBR and ACC MFN from money feedback had only one related

electrode. Particularly, frontal alpha asymmetry had a positive relationship with

fear of loss of control and a negative relationship with hope for social acceptance.

Prefrontal alpha asymmetry had a positive relationship with fear of loss of control.

ACC TBR had a negative relationship with hope for control. ACC MFN collected
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Table 7.3: Correlation coefficients between motivation variables and EEG features
from the social network phase

Features Electrodes HE FM HA FZ HK FK
ACC mu CPz -0.26 0.55 ∗ 0.05 0.09 0.43 ∗ 0.19

FCz 0.19 -0.10 0.00 -0.18 0.30 0.03
Cz -0.25 0.37 -0.21 -0.23 -0.05 0.06

Frontal alpha asymmetry FP1-FP2 -0.37 0.09 -0.01 0.04 0.22 0.23
AFP5-AFP6 -0.29 -0.05 -0.19 0.00 -0.16 -0.03
AF7-AF8 -0.09 0.02 -0.42 ∗ 0.01 0.16 0.05
AF5-AF6 0.20 0.12 0.07 0.18 0.42 ∗ 0.24
AF3-AF4 0.04 -0.26 0.40 -0.01 0.12 -0.40
AF1-AF2 -0.15 -0.13 -0.30 -0.10 -0.19 0.22
F7-F8 0.14 -0.14 -0.01 0.31 0.36 0.18
F5-F6 0.04 0.24 -0.21 0.48 ∗ 0.28 0.39
F3-F4 -0.07 0.28 -0.13 0.36 0.09 0.11
F1-F2 0.11 -0.16 -0.13 0.09 0.26 0.24

Prefrontal alpha asymmetry FP1-FP2 -0.37 0.09 -0.01 0.04 0.22 0.23
AFP5-AFP6 -0.29 -0.05 -0.19 0.00 -0.16 -0.03
AF7-AF8 -0.09 0.02 -0.42 ∗ 0.01 0.16 0.05
AF5-AF6 0.20 0.12 0.07 0.18 0.42 ∗ 0.24
AF3-AF4 0.04 -0.26 0.40 -0.01 0.12 -0.40
AF1-AF2 -0.15 -0.13 -0.30 -0.10 -0.19 0.22

ACC TBR CPz 0.22 -0.06 -0.25 0.00 0.01 0.27
FCz 0.37 -0.03 0.01 -0.12 0.17 0.04
Cz 0.04 -0.32 -0.02 -0.29 -0.47 ∗ 0.19

Parietal beta PO7 0.05 -0.10 0.12 -0.05 -0.27 -0.47 ∗
PO5 0.02 -0.26 0.02 -0.12 -0.38 -0.48 ∗
PO3 -0.13 -0.38 0.02 -0.24 -0.48 ∗ -0.54 ∗
PO1 -0.19 -0.39 0.04 -0.28 -0.44 ∗ -0.56 ∗
Poz -0.31 0.36 0.07 0.19 0.27 -0.05
PO2 -0.35 0.33 0.10 0.17 0.22 -0.10
PO4 -0.40 0.28 0.14 0.11 0.11 -0.15
PO6 -0.37 0.34 0.10 -0.09 0.01 0.02
PO8 -0.32 0.14 -0.04 -0.34 0.00 -0.26

Temporal gamma FT7 -0.17 -0.03 0.04 -0.25 -0.28 -0.36
T7 -0.10 -0.12 -0.01 -0.23 -0.27 -0.36
TP7 0.22 0.23 0.22 0.20 0.24 0.07
FT8 0.00 -0.21 0.03 -0.28 -0.11 -0.33
T8 -0.19 -0.20 -0.01 -0.23 -0.12 -0.30
TP8 -0.27 -0.23 0.15 -0.33 -0.22 -0.34
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Table 7.4: Correlation coefficients between motivation variables and EEG features
from the regression model

Features Electrodes HE FM HA FZ FK
ACC mu CPz 0.24 -0.15 0.14 -0.16 0.20

FCz 0.16 -0.14 0.26 0.17 0.09
Cz 0.16 -0.11 0.22 0.08 0.21

Frontal alpha asymmetry FP1-FP2 0.02 0.19 0.00 -0.28 -0.25
AFP5-AFP6 -0.08 0.22 -0.04 0.27 0.20
AF7-AF8 -0.21 -0.08 -0.28 0.26 0.32
AF5-AF6 -0.23 -0.26 -0.03 -0.16 0.57 ∗
AF3-AF4 -0.18 -0.29 -0.29 0.28 -0.09
AF1-AF2 -0.29 -0.08 0.27 0.26 -0.26
F7-F8 0.06 -0.13 0.05 -0.17 0.50 ∗
F5-F6 -0.23 0.19 -0.47 ∗ 0.12 0.33
F3-F4 -0.29 0.36 -0.51 ∗ -0.01 0.03
F1-F2 -0.41 -0.12 0.06 0.00 0.25

Prefrontal alpha asymmetry FP1-FP2 0.02 0.19 0.00 -0.28 -0.25
AFP5-AFP6 -0.08 0.22 -0.04 0.27 0.20
AF7-AF8 -0.21 -0.08 -0.28 0.26 0.32
AF5-AF6 -0.23 -0.26 -0.03 -0.16 0.57 ∗
AF3-AF4 -0.18 -0.29 -0.29 0.28 -0.09
AF1-AF2 -0.29 -0.08 0.27 0.26 -0.26

ACC TBR CPz 0.16 0.22 -0.03 -0.24 0.39
FCz 0.10 -0.41 -0.08 -0.46 ∗ 0.10
Cz 0.25 0.35 0.15 -0.03 -0.24

ACC ERN (Money) CPz 0.14 0.23 -0.27 -0.36 -0.01
FCz -0.09 0.21 -0.22 0.03 -0.15
Cz 0.11 0.17 -0.31 -0.31 -0.07

ACC ERN (Satisfaction) CPz 0.36 0.27 0.18 -0.05 0.08
FCz 0.30 0.11 -0.37 0.04 -0.21
Cz 0.15 0.22 0.06 0.03 0.00

ACC MFN (Money) CPz 0.05 0.16 -0.33 -0.32 -0.16
FCz -0.12 0.20 -0.30 -0.05 -0.25
Cz -0.09 0.02 -0.44 ∗ -0.36 -0.24

ACC MFN (Satisfaction) CPz 0.18 0.28 0.27 -0.04 0.23
FCz 0.08 0.40 -0.22 0.10 0.16
Cz 0.02 0.27 0.02 0.05 0.22

ACC P300 (Money) CPz -0.21 0.30 -0.15 -0.23 0.06
FCz 0.25 0.40 -0.14 -0.11 -0.11
Cz -0.22 0.16 -0.27 -0.27 -0.08

ACC P300 (Satisfaction) CPz -0.01 0.31 -0.07 -0.23 0.08
FCz -0.06 0.34 -0.25 0.11 0.09
Cz -0.18 0.22 -0.05 -0.20 0.15

Parietal beta PO7 0.06 -0.27 -0.02 -0.30 0.19
PO5 -0.01 -0.37 0.07 -0.31 0.29
PO3 0.09 -0.27 0.18 -0.40 0.13
PO1 0.04 -0.31 0.18 -0.37 0.00
Poz -0.01 -0.22 0.17 -0.31 0.09
PO2 -0.15 -0.05 0.18 -0.30 0.04
PO4 -0.20 0.03 0.18 -0.33 0.20
PO6 -0.19 0.12 0.05 -0.01 0.18
PO8 0.14 -0.21 0.17 -0.12 0.12

Temporal gamma FT7 0.02 -0.17 0.14 -0.38 0.11
T7 0.10 -0.16 0.13 -0.32 0.11
TP7 0.10 -0.22 0.10 -0.44 ∗ 0.01
FT8 0.09 -0.13 0.16 -0.14 0.13
T8 0.08 -0.11 0.15 -0.26 0.12
TP8 -0.05 0.14 0.03 -0.43 ∗ 0.23
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during money feedback had a negative relationship with hope for social acceptance.

Temporal gamma had a negative relationship with fear of rejection.

7.2.5 Discussion

We examined the proposed conceptual models using EEG signals from the IPP,

SNP and regression model. In the IPP, most EEG features were validated to have

relationships with motivation variables except ACC mu (no electrode), temporal

gamma (no electrode) and ACC ERN (no electrodes). There were negative rela-

tionships between frontal alpha asymmetry and ACC TBR with some motivation

variables. Also, there were positive relationships between frontal alpha asymmetry,

prefrontal alpha asymmetry, ACC MFN during satisfaction feedback, ACC P300

during satisfaction feedback and parietal beta with some motivation variables.

In the SNP, frontal alpha asymmetry, prefrontal alpha asymmetry, parietal beta

and temporal gamma from the SNP had relationships with motivation variables, ex-

cept the temporal gamma had no related electrode. In addition, ACC mu, frontal al-

pha asymmetry, prefrontal alpha asymmetry have positive relationships with player

motivation. Frontal alpha asymmetry, prefrontal alpha asymmetry and parietal beta

had negative relationships with player motivation.

Finally, most EEG features from the regression model examined were found to

be related to player motivation except ACC mu band, ACC ERN, ACC P300 and

parietal beta. Furthermore, frontal alpha asymmetry, ACC TBR, ACC MFN dur-

ing money feedback and temporal gamma had negative relationships, while frontal

alpha asymmetry and prefrontal alpha asymmetry had positive relationships with

motivation variables.

In conclusion, a summary of the EEG features proposed in conceptual models (see

Fig. 7.2) are validated using EEG signals from the IPP, SNP and regression model.

Results indicate that most EEG features are useful for assessing player motivation,

except the ACC mu band and ACC TBR.
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7.3 Identifying EEG Features for Assessing Player

Motivation using Machine Learning

The EEG features from the literature have been examined in Section 7.2. How-

ever, it is possible that there are other EEG features that could be used to classify

player motivation. In addition to drawing on existing EEG features from the liter-

ature, this section uses machine learning to consider a wider range of EEG features

that allows for differentiating motive profiles. Temporal, spectral, time-frequency

and asymmetry features were extracted and were selected by correlation subset

evaluation methods. The KNN method was utilized as the classifier to examine the

EEG features. Results showed that across different parts of the game, frontal alpha

and temporal gamma are possible EEG indicators for assessing player motivation.

Combining results from conceptual models and machine learning approaches, frontal

alpha, several ACC ERPs and temporal gamma could be the possible EEG features

for assessing player motivation.

7.3.1 Aim

The aim of this study is to explore possible EEG features other than those sug-

gested by the literature for identifying achievement, affiliation and power motivation.

We also hope to find related EEG features that correspond to different brain regions

for player motivation in the different parts of our mini-game.

7.3.2 Hypothesis

We hypothesise that machine learning techniques will confirm the EEG features

proposed in the literature. In addition, we hypothesise that there are other EEG fea-

tures besides the features drawn from the literature that can be used for identifying

achievement, affiliation and power motivation.
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7.3.3 Method

Subjects were labelled according to LS3 from Chapter 5 for achievement, affilia-

tion and power. With this subject labelling scheme, an investigation of a wide range

of EEG features in player motive profiles was performed. It began with the extrac-

tion of different EEG features, followed by feature selection based on a correlation

subset evaluation method (the comparison of various feature selection approaches

is discussed in Appendix E). KNN was employed to evaluate the performance of

selected features. In this experiment, we also utilised three parts of the EEG sig-

nals, which are from the IPP, SNP and a regression model, to explore possible EEG

features for differentiating player motivation.

7.3.3.1 Feature Extraction

As shown in Chapter 6 and Section 7.2, several temporal features (ACC MFN,

ACC ERN and P300), spectral features (ACC mu band) and asymmetry features

(frontal alpha asymmetry) have the possibilities to identify player motive profiles

and corresponding risk-taking and social attitudes. So in this section, we explore

a wide range of EEG features by extracting temporal, spectral, time-frequency and

asymmetry features from all EEG channels. As described in Sections 5.2.3 and

5.2.4, after pre-processing, recordings were segmented in 20 trials both in the IPP

and SNP. Each trial comprised a 2.5s time interval including 500ms for baseline,

1.5s for players’ actions, money and satisfaction feedback, and a 500ms buffer zone.

EEG features were extracted on the basis of trials, the details of which are elaborated

below.

Temporal features Three kinds of temporal features for EEG signals were con-

sidered: the mean of the EEG signal, the standard deviation of EEG signals and

the peak-to-peak amplitude of EEG signals. The average and standard deviation of

EEG time-series signals from the trials were calculated both for the IPP and SNP.

In addition, the average peak-to-peak amplitude from the trials was included in the
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feature set. The peak-to-peak amplitude is the difference between the maximum

amplitude and the minimum amplitude in EEG signals.

Spectral features To analyse spectral features, we extracted power spectral den-

sity (PSD) from different frequency bands using FFT and Welch’s method [158].

Welch’s method splits the EEG signals into segments with or without overlapping.

Each segment was windowed with a Hamming window. The modified periodograms

were averaged to obtain the PSD estimate. In this experiment, the PSD of EEG sig-

nals was estimated using a 250 point FFT and Welch’s method of 1s time windows

without overlapping. Five frequency bands of PSD were extracted in 64 electrodes

that are delta (1-3Hz), theta (4-7Hz), alpha (8-12Hz), beta (13-31Hz) and gamma

(32-42Hz).

Time-frequency features Because of the non-stationarity of EEG signals, we

considered time-frequency features that capture two dimensions of EEG dynamics.

To extract the corresponding EEG features in the IPP and SNP, we calculated the

features using a 500 ms sliding window without overlapping in each trial. We divided

each trial into 5 time windows, and the mean values extracted from those sliding

windows were used as a trial’s feature, that is 5 time windows × 64 channels for

each subject.

We selected time-frequency features described in Section 5.2.4. The proposed

model is based on the 10-20 system. However, we used a HD 72 EEG device that

has 64 channels based on the 10-10 system, so we updated the electrodes into the

high-density system. The frontal region comprises electrodes FP1, FP2, FPz, AFP5,

AFP6, AF7, AF3, AF1, AFz, AF2, AF4, AF6, AF8, F7, F5, F3, F1, Fz, F2, F4,

F6, F8; the pre-frontal region comprises electrodes FP1, FP2, FPz, AF7, AF5, AF3,

AF1, AFz, AF2, AF4, AF6 and AF8; the ACC comprises electrodes Fz, FCz and

Cz, the parietal region comprises electrodes PO7, PO5, PO3, PO1, POz, PO2, PO4,

PO6, PO8, POO7, POO8, O1, O2 and Oz; the temporal region comprises electrodes

FT7, T7, TP7, FT8, T8 and TP8.
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Time-frequency features were calculated by complex wavelet transform and deci-

bel normalisation was utilised. Time-frequency features were divided into five fre-

quency bands: delta band (1-4Hz), theta band (4-7Hz), alpha/mu band (8-12Hz),

beta band (13-31Hz) and gamma band (32-42Hz).

Asymmetry features Literature has shown the importance of frontal alpha asym-

metry in EEG-based emotion and motivation recognition. Therefore we regarded

asymmetry features as part of our feature set. Asymmetry features were derived from

the differences between the left and right hemisphere, thus a positive value means

greater left than right, and a negative value means greater right than left. The

electrode pairs for frontal alpha are FP1-FP2, AFP5-AFP6, AF7-AF8, AF5-AF6,

AF3-AF4, AF1-AF2, F7-F8, F5-F6, F3-F4, F1-F2, FT7-FT8, FC5-FC6, FC3-FC4,

FC1-FC2, T7-F8, and for prefrontal alpha are FP1-FP2, AFP5-AFP6, AF7-AF8,

AF5-AF6, AF3-AF4, AF1-AF2.

7.3.3.2 Feature Selection

Feature selection is an important step for generating an accurate predictive model.

It is used to remove irrelevant and redundant features from the data that may have

no influence or may decrease the accuracy of the model. Feature selection improves

the prediction accuracy of the model, reducing the complexity of the model and mak-

ing it easier to understand and compute. There are three kinds of feature selection

methods: filter methods, wrapper methods and embedded methods [159]. A filter

method is used as a pre-processing step. It applies a statistical measure to assign a

score to each feature, then the features are ranked and a decision made to either keep

or remove them from the feature set. Wrapper feature evaluation methods evaluate

a set of features as a search problem and utilise a machine learning method to score

subsets of variables according to classification performance. Embedded methods are

included into the training process of other methods and usually select the features

while the model is being built.
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Table 7.5: Summary of the most effective EEG features for motivation classification
identified using correlation subset evaluation in the individual play phase

Accuracies Temporal Spectral Time-
frequency

Asymmetry

Achievement 68% ± 19% AF8 γ,
AF6 γ

F5 θ, C5 θ,
TP7 θ

F3 α, F1 γ

Affiliation 80% ± 15% AF6 mean,
F4 mean

FC2 γ Fz γ,
POO8 γ

F5 δ, FC5 δ,
FC5 α,
PO7 α,
PO1 α,
AF1 β,
PO1 β,
POO7 β,
FC3 γ

Power 71% ± 20% F2 peak AF6 δ,
FT7 δ, C5 δ,
Oz δ, C5 θ,
AF7 α,
FPz α,
C5 α, C5 γ,
PO8 γ

F3 δ, C5 δ,
TP7 θ,
FC3 γ, C1 γ

Correlation subset evaluation methods evaluate a subset of features by considering

each feature together with the degree of redundancy between variables [160]. In

this method, subsets of features that are highly correlated with the class and show

low inter-correlation are selected. It employs a best-first searching approach that

searches the feature subset by greedy hill-climbing, augmented with a backtracking

facility.

To select EEG features for identifying player motivation, a correlation subset

evaluation method was employed. A comparison between different feature selection

methods (as shown in Appendix E) showed the effectiveness of the correlation subset

evaluation method. The multiple perspectives of performance between different EEG

features, including different channels, different brain regions, different feature types

and different frequency bands are discussed in this section. The results are presented

both for the IPP, SNP and the parts of the game selected by the regression model

in Chapter 6.
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Table 7.6: Summary of the most effective frequency bands and brain regions for
achievement, affiliation and power motivation in the individual play phase

Features Brain regions
Achievement Theta band Left temporal

Alpha band Frontal asymmetry
Gamma band Frontal, frontal asymmetry

Affiliation Delta band left temporal
Alpha band Parietal, left temporal
Beta band Parietal, frontal
Gamma band Central, parietal

Power Delta band Left temporal, frontal and parietal
Theta band Left temporal
Alpha band Prefrontal, left temporal
Gamma band Left temporal, central and parietal

7.3.4 Results

We first selected features using EEG signals from the IPP. Tab. 7.5 presents EEG

features using correlation subset evaluation in the IPP. From the table, we can see

that for achievement motivation, spectral, time-frequency and asymmetry feature

types had almost equal numbers of selected features. This is in contract to affiliation

motivation for which more asymmetry features are selected than the other three

feature types. As for power motivation, more spectral features contributed to player

motive profiling, followed by asymmetry features. Overall, spectral and asymmetry

features were the most selected features for player motivation profiling in the IPP.

We summarise the frequency bands and brain regions for achievement, affiliation

and power motivation in Tab. 7.6. It shows that the theta, alpha and gamma bands

were selected for identifying achievement motivation. Also, the delta, alpha, beta

and gamma bands were chosen for identifying affiliation motivation. Lastly, the

delta, theta, alpha, gamma bands were selected as the relevant frequency bands for

classifying power motivation. In terms of brain regions, the frontal and left temporal

regions were the significant brain regions for achievement. For affiliation, frontal, left

temporal, parietal and ACC were the related brain regions. Power motivation was

identified in the frontal, left temporal, parietal and ACC brain regions as well. Thus,

alpha and gamma were the common frequency bands across the three motivations.

As for brain regions, we concluded that the frontal and left temporal regions were
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Table 7.7: Summary of the most effective EEG features for motivation classification
identified using correlation subset evaluation in the social network phase

Accuracies Temporal Spectral Time-
frequency

Asymmetry

Achievement 72% ± 22% AF6 mean,
F7 mean,
FT7 mean,
C3 mean,
CP3 mean,
CPz mean

F8 δ, FC4 α F8 δ, PO1 θ,
AF4 δ,
TP7 β,
POO7 β

FC3 α, C3 β

Affiliation 71% ± 23% FC2 δ,
AF7 θ,
FP2 β

Power 77% ± 22% C1 mean,
TP8 mean,
F7 peak

FT7 θ, F2 β AF2 δ,
PO5 α,
CP5 β,
CP6 γ

O1 δ

Table 7.8: Summary of the most effective frequency bands and brain regions for
achievement, affiliation and power motivation in the social network phase

Features Brain regions
Achievement Delta band Frontal

Theta band Parietal
Alpha band Frontal
Beta band Left temporal, parietal

Affiliation Delta band Frontal
Theta band Prefrontal
Beta band Prefrontal

Power Delta band Frontal and occipital
Theta band Left temporal
Alpha band Parietal
Beta band Frontal, left temporal
Gamma Right tempral

the most effective brain regions for identifying achievement, affiliation and power

motivation.

In the SNP, we can see from Tab. 7.7 that more temporal and time-frequency

features were selected to classify achievement motivation, while only spectral fea-

tures were chosen for identifying affiliation motivation. Furthermore, temporal and

time-frequency features were chosen for power motivation. We concluded that tem-

poral, spectral and time-frequency features contributed equally to identifying player

motivation in the SNP, except that asymmetry features seem to be irrelevant to

achievement, affiliation and power motivation.
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Table 7.9: Summary of the most effective EEG features for motivation classification
using correlation subset evaluation in the regression model

Accuracies Temporal Spectral Time-
frequency

Asymmetry

Achievement 68% ± 18% AF8 γ,
AF6 γ

F5 θ, C5 θ,
TP7 θ

F3 α, F1 γ

Affiliation 80% ± 17% FPz mean,
AF3 mean,
F4 mean

PO5 θ,
POO8 γ

F3 α,
FC5 α,
POO7 α,
AF1 β,
FC3 γ

Power 77% ± 22% AF6 mean,
F3 mean,
PO3 mean

AFz δ,
AF6 δ,
FT7 θ,
FP1 α,
F8 α,
C3 α, C3 β,
CP5 β, O1 β

PO6 γ POO7 δ,
C1 α

We also summarise that frequency bands and brain regions are useful for identify-

ing achievement, affiliation and power motivation in the SNP, as shown in Tab. 7.8.

For achievement motivation, the delta, theta, alpha and beta bands were selected

as the related frequency bands. On the other hand, the delta, theta and beta bands

were also chosen for classifying affiliation motivation. Lastly, power motivation had

delta, theta, alpha, beta and gamma bands as the relevant frequency bands. Over-

all, delta, theta and beta bands were the common frequency bands across the three

motivations. In terms of brain regions, frontal, parietal and left temporal were the

significant brain regions for identifying achievement motivation. For affiliation moti-

vation, the frontal region was the most relevant brain region. For power motivation,

frontal, temporal, central, occipital and parietal were the relevant brain regions.

Therefore, the common brain regions useful for identifying achievement, affiliation

and power motivation were frontal, left temporal and parietal regions.

Focusing on a subset of NPCs from the regression model, we selected EEG fea-

tures using the correlation subset features selection method. As shown in Tab. 7.9,

spectral, time-frequency and asymmetry contributed equally to achievement moti-

vation. As for affiliation motivation, asymmetry features were the most selected

feature type, followed by temporal and time-frequency features. Power motivation
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Table 7.10: Summary of the most effective frequency bands and brain regions for
achievement, affiliation and power motivation in the regression model

Features Brain regions
Achievement Theta band Frontal, left temporal

Alpha band Frontal
Gamma band Frontal

Affiliation Theta band Parietal
Alpha band Frontal, left temporal, parietal
Beta band Frontal
Gamma band Parietal, left temporal

Power Delta band Frontal, parietal
Theta band Left temporal
Alpha band Frontal, Center
Beta band Left temporal, occipital
Gamma band Parietal

Figure 7.3: Relevant brain regions and frequency bands for assessing achievement,
affiliation and power motivation in the abstract mini-game

used spectral features the most, rather than temporal, time-frequency and asym-

metry features. Overall, spectral and asymmetry features were the most selected

feature types for player motivation profiling using EEG signals from the regression

model.

We also summarise the frequency bands and brain regions in Tab. 7.10. Theta,

alpha and gamma bands were the significant frequency bands for achievement mo-

tivation, while theta, alpha, beta and gamma frequency bands were selected for

affiliation motivation. For power motivation, delta, theta, alpha, beta and gamma

were identified as the related frequency bands. According to brain regions, frontal,

left temporal were identified as the brain regions for achievement motivation. EEG
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features for affiliation motivation were expressed in frontal, parietal, left temporal

brain regions. Power motivation was identified in frontal, parietal, left temporal,

central and occipital brain regions. Therefore, we concluded that theta, alpha and

gamma were the common frequency bands for the regression model, while frontal

and left temporal were the general brain regions for achievement, affiliation and

power motivation.

7.3.5 Discussion

To summarise the EEG features from different phases of the mini-game, Fig. 7.3

is presented to show the brain regions and frequency bands of selected features.

From Fig. 7.3 we can see that frontal alpha and frontal gamma are the most useful

EEG features for assessing achievement motivation across three different parts of our

mini-game. Frontal beta, parietal alpha, left temporal alpha and parietal gamma

are the most selected EEG features for assessing affiliation. Finally, we can observe

from Fig. 7.3 that pre-frontal alpha, left temporal theta, left temporal beta, left

temporal gamma and parietal gamma are the most selected EEG features for power

motivation. In summary, frontal, temporal and parietal regions are the most relevant

brain regions, and alpha, gamma and beta are the most relevant frequency bands.

As discussion in Section 7.2, we concluded that the EEG features from the litera-

ture have relationships with motivation variables. Specifically, frontal alpha asym-

metry, pre-frontal alpha asymmetry, ACC ERN, ACC MFN, ACC P300, parietal

beta and temporal gamma are identified for assessing player motivation.

When comparing the findings from both literature based and machine learning-

based methods, we observed that frontal alpha, temporal gamma and ERPs in ACC

are the most effective EEG features for identifying player motivation.

The frontal alpha, which is recognized as a significant feature for player motive

profiling, is also treated as the major frequency band in emotion recognition [108,

109]. Relatively higher left frontal alpha represents positive emotion and approach

motivation, while relatively higher right frontal alpha reflects negative emotion and
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withdrawal motivation [91, 110]. The effectiveness of prefrontal alpha asymmetry

is also examined in EEG recognition of risk-taking and decision-making behaviour,

which shows that relative right-sided frontal activity is associated with the riskier

strategies [119,125]. Moreover, EEG studies of social behaviour also examined the

relationship between medial prefrontal alpha activity and social attitudes [127,133]

. According to psychological motivation theory, achievement, affiliation and power

motivation have different characteristics of risk-taking, social attitudes and emotion,

thus it is reasonable that there are common features across these cognitive and

emotional states.

Furthermore, results indicated that several ERPs (e.g. ACC ERN, ACC MFN

and ACC P300) are effective indicators for assessing player motives, which is con-

sistent with EEG studies of risk-taking and social attitudes. In EEG studies of

risk-taking attitude, ACC MFN often follows larger gains [119], and the ERN is re-

lated to risk-taking and strategic decision-making behaviour [49]. IIn EEG studies

of social attitude, MFN and LPP are identified for assessing social behaviour [129].

Again, these ERPs are common features across motive profiles and corresponding

characteristics.

7.4 Conclusion

This chapter not only validates the EEG features proposed in our conceptual

model, but also explores a range of EEG features relating to motive profiles from

the IPP, SNP and a regression model. According to our conceptual model, most

EEG features are useful for assessing motivation except the ACC mu band and ACC

TBR. In addition to our conceptual model, we explored a range of EEG features

for identifying player motivation in different parts of our mini-game. The results

showed that the frontal, temporal and parietal regions were the most relevant brain

regions, and alpha, gamma and beta were the most effective frequency bands for

assessing motivation. By analysing the findings from both approaches, we conclude
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that frontal alpha, temporal gamma and ERPs in ACC are useful for assessing

achievement, affiliation and power motivation.

In the next chapter, we will conclude the findings of this thesis, and identify some

possible directions for future work.
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Chapter 8

Conclusions and Discussion

8.1 Introduction

Gameplay is a voluntary problem-solving process. Players take part in the pro-

cess because of the feeling of fun that arises during gameplay. Because players have

different personalities, playing preferences, abilities and motivation, the feeling of

fun may mean different things to different people. Understanding player experience

helps us design games that satisfy various player needs. Existing player models fo-

cus on emotion, cognition and behaviour, but motive profiles have not been fully

studied. This thesis focuses on understanding and modelling achievement, affilia-

tion and power motivation, because of their mappings with other player profiles.

Also, theories of achievement, affiliation and power motivation are influential in

psychology, forming the basis of three-need theory and three-factor theory. Existing

motive measurements include subjective measurements like questionnaires, the TAT

method, the MMG test, as well as objective measurements such as behaviour anal-

ysis. However, we still lack an automatic, objective measure for identifying player

motive profiles. EEG measures brain signals during the gameplay without interrupt-

ing players and signals come from involuntary processes. Furthermore, achievement,

affiliation and power motivation drive different behaviours relating to risk-taking,

social attitude and emotion, which can be measured by EEG. Thus, EEG technology

161



can be regarded as an objective and promising way to measure motive profiles.

To profile achievement, affiliation and power motivation using EEG signals, sev-

eral challenges needed to be addressed. First, it required an appropriate game

protocol to measure player motivations. This game scenario needed to be complex

enough to evoke the characteristics of different motivations (risk-taking and social

variables), but simple enough to control other irrelevant variables. In addition, a

sound experimental scenario was needed to collect EEG signals for examining the

hypothesis. It included how to design a neuroscience experiment to collect EEG

signals properly, and what kinds of data needed to be collected. Lastly, suitable

data analysis methods, especially an EEG signal processing approach needed to be

adopted to analyse the data in order to validate the possibility for EEG profiling of

these motivations. The work in this thesis has tackled these research challenges.

The remainder of this chapter includes a summary of this thesis. Research contri-

butions and findings of this thesis are presented in Section 8.2. Limitations of this

work and possible future directions are discussed in Section 8.3. Finally, Section 8.4

concludes this thesis.

8.2 Research Contributions and Findings

In this thesis, we presented a framework for using EEG signals to profile achieve-

ment, affiliation and power motivation in a game scenario. As introduced in Chapter

1, this thesis aims to answer four main research questions, making four contributions

as follows:

Contribution 1 An abstract mini-game was designed as the platform to identify

player motivation through EEG signals. The theme of the game is ‘Friends or

Fortune’. Prisoner’s dilemma was adopted in the game as a strategic decision-making

scenario evoking risk-taking and social attitudes to identify player motives. Four

non-player characters were designed with a money dimension, satisfaction dimension
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and various PD play strategies. Players played with these NPCs through two phases

of the mini-game: the individual play phase and social network phase. The proposed

game scenario provides a medium to study EEG profiling of achievement, affiliation

and power motivation, which could be used when studying human decision-making

behaviour in human-machine interactions.

Finding 1 Results indicated the proposed mini-game has the potential to study

achievement, affiliation and power motivation through characteristics of risk-taking

and social factors. Simulation results led to the hypothesis that players with different

motives may choose different play strategies when playing with different NPCs, to

optimise money or satisfaction, or trade-off the features. Also, they will select

different NPCs into their social network to satisfy their individual motivations like

exploiting uncertainty and other opponents (power motivation), or earning money

(achievement motivation) or maximizing NPC satisfaction (affiliation motivation).

Our analysis of player behaviour and EEG signals suggested that the money and

satisfaction dimensions of NPCs had the ability to reveal risk-taking and social

attitudes respectively, and that play behaviour of NPCs also contributed to profiling

player motivation. Both the IPP and SNP had the potential to identify motivation,

but the IPP slightly outperformed the SNP for assessing player motivation.

Contribution 2 A human experiment was performed using the mini-game to col-

lect player behaviour and EEG signals, and psychological data from the multi-motive

grid test. The experimental scenario was designed with sound experimental proto-

col, EEG setup, procedure and data collection methodology. With the psychological

test data as the ground truth, three subject labelling schemes were proposed. We

also compared the performance of behaviour-based and EEG-based motive measure-

ments. This not only identified the possibility of using EEG technology to profile

player motivation, but also compared different approaches for measuring player mo-

tivation.
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Finding 2 Three kinds of data were collected in this experiment, providing the

numerical sources for understanding and assessing the relationships between different

sources of data for player motivation profiling. A selection of demographic and

statistical data from subjects showed the variations between the motive profiles

(from MMG test), and their player behaviour and EEG data (from the game).

Contribution 3 We have demonstrated the potential for EEG-profiling of achieve-

ment,affiliation and power motivation while playing a game. We proposed the

methodology for EEG signal processing and extracted time-frequency features and

asymmetry features for motive profile classification. Correlation-based feature sub-

set selection was utilised as the approach to feature selection, and K-nearest neigh-

bours was used as the classifier. Subjects were labelled using three different subject

labelling schemes of achievement, affiliation and power motive according to the rel-

ative strengths of the hope and fear components. Using the subject motive profile,

we further validated the possibility of classifying each subject labelling scheme using

player behaviour and EEG signals from the game scenario. This study used EEG

technology as a tool to identify subject motive profile of achievement, affiliation

and power, and may be applicable to the study of game design, player profiling,

brain-computer interface and human-machine interactions.

Finding 3 The use of EEG signals for profiling achievement, affiliation and power

motivation was found to work better than profiling which used player behaviour

alone. When comparing three different subject labelling schemes, hope component

generally classified more accurately than the fear component in the strength-based

labelling scheme (LS1). As for the situation-based labelling schemes, LS3 (H-L, L-H

and other) performed better than LS2 (H-L, L-H, H-H and L-L) in most cases. EEG

signals in the SNP did not perform as well for affiliation motivation classification as

did EEG signals in the IPP.
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Contribution 4 Finally, EEG features for predicting mental states that can be

indicators of achievement, affiliation and power motivation were identified using

two approaches. The first one selected EEG features from the literature regarding

EEG recognition of risk-taking, social and emotion, which are the characteristics of

achievement, affiliation and power motivation. Correlation analysis was utilised to

identify the corresponding EEG features. Furthermore, several temporal, spectral

and time-frequency and asymmetry features were explored using machine-learning

methods. Critical EEG features and brain regions were examined to relate to mental

states and link to the motive profile. The significance of this work lies in its evalua-

tion of EEG features for mental state indicators of motivation. These EEG features,

are transferable to studies of human-machine interaction, player experience, player

profiling and other AI research.

Finding 4 A range of EEG features was identified for assessing player motivation

in different parts of our mini-game. Risk-taking, social attitudes and emotion are

three mental states that can be used as indicators of motive profiles and measured by

EEG signals. Using EEG signals from the game scenario, the critical EEG features

for three mental states were examined using correlation analysis. The results showed

that most of the EEG features proposed in our conceptual model were related to

motivation variables from the MMG test, except ACC mu band and ACC TBR.

Furthermore, after exploring possible EEG features for assessing player motivation,

we have concluded that frontal, temporal and parietal are the useful brain regions,

and alpha, gamma and beta are the useful EEG features. Our analysis of these

findings identified frontal alpha, temporal gamma and ERPs in ACC as the most

effective EEG features for assessing player motivation.

In summary, Contribution 1 addresses Research Question 1 of this thesis by

proposing the game scenario for identifying achievement, affiliation and power mo-

tivation using EEG. It is explained in Chapter 3, and the design of our mini-game is

validated in Chapter 6. Contribution 2 answers Question 2 by conducting a human

experiment to use different approaches to collect data for assessing player moti-
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vation, which is elaborated in Chapter 4. Contribution 3 answers Question 2 by

justifying the possibility of using EEG signals to classify motive profiles compared

to player behaviour, which is presented in Chapter 5. Contribution 3 also deals with

Question 3 by proposing a series of EEG signal processing procedures, described

in Chapter 5. Contribution 4 addresses Question 4 by exploring the use of EEG

features to assess the mental states of player motive profiles.

These findings support the conclusion that EEG technology can be a promising

way to profile achievement, affiliation and power motivation in the proposed game

scenario. Our investigations in this thesis explored the use of EEG technology for

player motive profiling, and have provided a theoretical and empirical research basis

for further investigations.

8.3 Limitations and Future Work

This thesis has examined the use of EEG technology to profile achievement, af-

filiation and power motives in the proposed game scenario. However, there are still

some remaining research challenges that need to be addressed in future work.

Firstly, some short-term work should be done to improve EEG-profiling of moti-

vations:

• We could further improve the game design to measure achievement, affiliation

and power motivation more efficiently and appropriately. First, the risk-taking

factor in the game scenario could be enhanced. The proposed game scenario

uses the PD game to evoke a risk-taking element, which could be improved by

using more gambling like choices. Moreover, the current SNP has no latency for

money and satisfaction feedback when players play with their social network.

Thus the design of SNP needs to be improved in future work.

• It may be worthwhile investigating the use of player behaviour features and

EEG features collected from the game scenario to measure human motivation
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instead of using the MMG test. Subjects in this thesis are classified based

on three subject labelling schemes, including high hope low fear, high fear

low hope and other levels of each motivation. Future directions could be the

identification of different motivation states, as illustrated by the MMG test

(numerical output of six motivation variables). Data fusion technology could

be utilised to identify player motivation from different sources of data.

There are several applications arising from the work presented in this thesis that

could be developed in future studies:

• The study of EEG features related to risk-taking, social attitudes and emo-

tion, could be applied to human-machine interaction research. Understanding

the mental states of human operators and their decision-making preferences

would encourage efficient human supervision in human-machine interaction.

Individual differences in motivation impact the effectiveness and efficiency of

human-machine interaction systems, and this could be a direction for future

research.

• The abstract mini-game has the potential to sit within future multi-user games

in more complex virtual worlds. The abstract game is generic enough that it

could be adapted to fit as a part of a complex game with a new plot. However,

there are still some challenges need to be addressed first. This includes re-

design of the SNP and changes to or substitution of some of the characters

in the IPP. Investigation would also be required to understand whether new

artifacts introduced when players interact with a more complex game could

be adequately compensated for. The controlled features are necessary for our

experiments, and further experiments would be required to understand the

impact of artifacts introduced from a more complex game environment, and

whether these could be compensated for. Other challenges that need to be

addressed before such experiments make sense include re-design of the SNP

and changes to or substitution of some of the characters in the IPP.
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• Understanding player motivation can explain why people act differently in

the same situation and which part of the game people are most engaging

with. A future study could incorporate an adaptive game environment to

satisfy players’ personal motivations dynamically. This could result in a more

enjoyable and satisfying game experience for individual players and keep them

in the flow zone for as long as possible.

8.4 Concluding Remarks

Understanding and modelling player motivations facilitates studies of player pro-

filing, game design, human-machine interactions and AI. This thesis provides an

alternative and promising way for EEG technology to measure achievement, affil-

iation and power motivation. Based on the literature review, three characteristics

of achievement, affiliation and power motivation: risk-taking, social attitudes and

emotion, can be measured by EEG. We designed a game scenario, incorporating risk-

taking and social factors, to identify human motivation using EEG. By analysing be-

haviour data and EEG signals collected from the human experiment, the hypothesis

that EEG technology can measure achievement, affiliation and power motive profile

in the game scenario was validated. This thesis also identifies the corresponding

EEG features that indicate risk-taking, social attitudes and emotion, which fur-

ther relates to motive profiles. The work of this thesis forms a solid foundation for

different directions of future research.
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Appendix A

Friends or Fortune? A Social

Network Game Booklet

A.1 Introduction

This section displays the booklet of our proposed mini-game. The booklet is

displayed during the experiment to instruct subjects in how to play the game. It

consists of three sections: Section A Introduction, Section B Tutorial Phase and

Section C Game Phase. Section A introduces the game storyline and our four

characters. Section B shows the tutorial phase that is used to instruct players to

play with four NPCs, understand their play strategies, and how to play with them

to earn money or maintain satisfaction. Finally, Section C describes the process of

the game phase. It starts with a survey, followed by an individual play phase and

ends with a social network phase.
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Friends or Fortune?

In this game, you will meet four virtual characters who approach their virtual lives with
different strategies. First, you will get to know them individually, by playing a game with
them. After that you will have the opportunity to team up to make friends or fortune. You
choose.

The Game

In the game you will play, each player can earn their ‘fortune’ or build their ‘friendship’ by
choosing to cooperate or defect. The friendships and fortunes of each player depend on the
choices of both players. This is what happens when…

You cooperate Opponent cooperates

$ 300

AND

$ 300

Section A     
Introduction

You defect Opponent cooperates

$ 500

AND

$ 0

You cooperate Opponent defects

$ 0

AND

$500

You defect Opponent defects

$ 100

AND

$ 100
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You can satisfy your opponent by allowing them to earn as least or as much as you. They
tend to be your friends if you allow them to earn more money than you. You will lose your
friendships when you earn more money than them. Now let’s meet the characters…



Meet the characters

Like you, the virtual characters can earn money, and feel
satisfied or unsatisfied depending on the outcome of the
game. Here’s how they think:

Cooperator Candy
Candy is satisfied and tends to be your friend when she
cooperates and earns the greatest share of the money.
Candy always cooperates.

Defector Dan
Dan is satisfied and tends to be your friend when he
defects and earns the greatest share of the money. Dan
always defects.

Random Ruby
Ruby is satisfied and tends to be your friend when she earns the greatest share of the
money, but has equal preference for cooperation and defection. Ruby chooses to
cooperate or defect at random.

Vengeful Vince
Vince is satisfied and tends to be your friend when he earns the greatest share of the
money. Vince will cooperate at first, and as long as his opponent cooperates. However,
if his opponent defects, he will take revenge by defecting in the next round. He always
chooses the same action his opponent chose in the previous round.

All the characters’ satisfaction is amplified by the size of the social network they belong
to.

Now you know the characters. How will you play them? For friendship or fortune…?

First, let’s take a tutorial to learn more…
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Section B     
Tutorial Phase

This tutorial aims to help you learn more about the characters. Firstly, you need to
play with each character by following our instructions. Then you will have an
opportunity to demonstrate your understandings of the characters.

Play with the characters

Cooperator Candy
On the tutorial screen, you can see the four characters. Above them, are your money 

progress bar, your opponent’s money progress bar and your opponent’s satisfaction 

bar. These progress bars indicate your results with each character. Now follow the 

steps to finish the tutorial…

1. Click the Cooperator Candy button, then you can see Candy is activated. Your 

money and opponent’s money start with nothing, but it may increase according to 

your choices. While opponent’s satisfaction begins with neutral, it may increase or 

decrease based on your choices. 
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4. While you were doing this, Candy also chose to cooperate. 

5. Observe the bars above Candy. You can see that both you and Candy won the same 

amount of money.  Your money progress bar and Candy’s money progress bar slightly 

increase. Also, Candy’s satisfaction remains the same.

6.  Now cooperate with Candy for the next nine rounds.

2. Predict Candy’s choice will be cooperation by clicking the Cooperate button in 
the Your Prediction box. See your prediction appear in the interface. 

3. Click the Cooperate button in the Your Choice box to cooperate with Candy. 
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7. In round 11, defect against Candy by clicking the Defect button in the Your Choice 

box. You can see Candy still chooses to cooperate. 

8. Observe your money increase while Candy earns nothing.

9. See her satisfaction level decrease. The value of her satisfaction bar is now below 

the neutral level. She probably will not make friends with you.

10. Defect against Candy for the next nine rounds.

11. After twenty rounds, see your playing results with Candy in the pop-up window. 

You have earned a lot of money, while Candy will not make friends with you.
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2. Predict Dan’s choices will be defection by clicking the Defect button in the Your 

Prediction box. 

3. Click the Cooperate button in the Your Choice box to cooperate with Dan.

4. See that you earn nothing, while Dan’s money increases.

5. Observe Dan’s satisfaction value is now above the neutral level. He would like to make 

friends with you.

6. Play with Dan by cooperating for the next nine rounds and see the result.

Now it is the time to face Defector Dan…

1. Press the Defector Dan button, and start to play with Dan. You can see his satisfaction 

progress bar starts with neutral.

Defector Dan
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7. In the round 11, defect against Dan by clicking the Defect button in the Your 

Choice box.

8. Observe both of you money slightly increases, but Dan’s satisfaction level does 

not change.

9. Defect against Dan for the next nine rounds.

Random Ruby
Now Random Ruby comes! 

1. Press the Random Ruby button to play with her.

2. Ruby’s behaviour is random, try to predict what she will do.

3. Cooperate with her for the first ten rounds, and defect against her in the 

next ten rounds, see what you get.
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Vengeful Vince
Now you can play with Vengeful Vince by press the Vengeful Vince button…

1. Predict Vince’s choice will be cooperation by clicking the corresponding button.

2. Cooperate with Vince by clicking the Cooperate button in the Your Choice box.

3. See Vince also cooperates with you in the first round.

4. Both of your money increases and his satisfaction level stays the same.

5. Now cooperate with Vince for the next nine rounds. See that he always chooses 

your action as his next action.

6. In round 11, defect against Vince, you can see he also defects against you.

7. Observe that both of your money increases, but less than when you cooperate. His 

satisfaction level is still the same.

8. Defect against Vince for the remaining nine rounds.
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Congratulations! You have played with the four characters and now it’s 
time to show your understandings of the characters!

Please press the Next button to have a go….
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Now check your understand …

Now we have four tasks so that you can check your understanding.

Follow our instructions to complete these tasks…. 

Task 1

a) Play with Cooperator Candy to maintain her satisfaction level for ten rounds.

b) Play the next ten rounds to maximize your earnings.

Task 2

a) Play with Defector Dan to maximize his satisfaction level for ten rounds. 

b) Play the next ten rounds to increase your earnings.

Task 3

Play with Random Ruby, and try to predict her choices.

Task 4

a) Play with Vengeful Vince to maximize your money and maintain his satisfaction 

level for ten rounds.

b) Play the next ten rounds to earn money and maintain his satisfaction.

Congratulations! You know the characters well. Now it is the time to play the game…
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Welcome to the main game! This game begins with a survey about some of your 
information. Then you can play with the characters in whatever way you find fun.  
Lastly, you can build your social network and play with them for friends or fortune, 
you choose!

Firstly, please fill in the survey. The information is strictly confidential, and will only 
be used for research purposes.

1. Please fill in your Subject ID as provided by the experimenter

2. Please fill in your Age and your Gender in the corresponding boxes

3. Press the Save button then proceed to the game

Now play with your characters and organise your own team, for friends or fortune, 
YOU CHOOSE! 

Survey

Section C     
Game Phase
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Free play

1. Play with Cooperator Candy, Defector Dan, Random Ruby and Vengeful Vince 

individually.

2. Play with each character in whatever way you find fun, for friends or fortune.

3. After each character, please rate your emotion based on the results, choosing 

positive, neutral or negative…

4. When you finish playing with all characters, you can proceed to the social 

network session by pressing the Next button.
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Team up

In the social network frame, you can build your own social network and play with 
them for friends or fortune, Let’s start……

Build your own social network by choosing whoever you enjoy playing against.  

Remember…

1. You may have all the same characters or a combination of different 

characters. 

2. You can add less than eight characters into your social network, but no more 

than eight!

3. You won’t make any more money by adding more characters but your 

network will be more satisfied. 

4. you only have one chance to build your social network, and you won’t be 

able to change your network after this.

Now follow our instructions to build your network…

Add characters
1. Click the radio button of your chosen character.

2. Click the Add button to incorporate the character in the network.

Social network
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3.  See your chosen characters in the interface

4. Repeat for as many (or as few) characters as you like (up to eight).

5.  Press the Play button when you are done
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Play

When you have organised your social network, you can play with your network by 
choosing cooperate or defect in the Action Box.

Play in whatever way is fun, for friends or fortune, YOU CHOOSE!

Please rate your emotion before, during and after playing with your network.



Appendix B

An Experiment that Compares

Classification Techniques

B.1 Aim

The aim of this experiment is to compare different classification techniques for

identifying achievement, affiliation and power motivation. Four classifiers are com-

pared in this experiment to classify motivation using gameplay behaviour and EEG

data, and the best one is selected because of the highest accuracy.

B.2 Method

Four different classification methods (C4.5, KNN, RandomForest and nave bayes)

were employed. C4.5 is a class for decision tree family [161]. The decision tree is a

rule-based method. It predicts with a set of nested rules. At each decision node of the

tree, it enters a branch according to the judgement result, and repeatedly performs

such operations until it reaches the leaf node, and the decision result is obtained.

These rules of the decision tree are obtained through training. The decision tree is

a discriminant model and a nonlinear model, which naturally supports multi-class
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classification problems. In our analysis, the minimum number of instances in each

leaf is 2. For pruning, the data are divided into three folders, one folder is for

pruning, the rest is for growing the tree. The confidence factor used for pruning

is 0.25, small value incurs more pruning. It also considered the subtree raising

operation when pruning.

The Bayesian classifier is a branch of supervised learning method [162]. The

feature vector x of the sample in the classification problem has a causal relationship

with the type y of the sample. Since the sample belongs to the type y, it has a

feature value x. The opposite is done by the classifier, which is to push back the

category y to which the sample belongs under the condition that the feature vector

of the known sample is x. According to Bayesian formula

p(y|x) =
p(x|y)p(y)

p(x)
(B.1)

As long as you know the probability distribution p(x) of the feature vector, the

probability p(y) of each class, and the conditional probability p(x|y) of each class

of samples, you can calculate the probability that the sample belongs to each class

p(y|x). If you only need to determine the category, compare the probability that

the sample belongs to each class, and find the one with the largest value. Therefore

p(x) can be ignored because it is the same for all classes. The discriminant function

of the simplified classifier is

arg maxy p(x|y)p(y) (B.2)

The training objective is to determine the parameters of p(x|y), which is generally

used for maximum likelihood estimation. The Bayesian classifier is a nonlinear

model that naturally supports multi-classification problems. If the components of

the sample feature vector are independent of each other, then it is called a naive

Bayes classifier.

Random Forest is used for constructing a forest of random trees [163]. A random
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forest consists of multiple decision trees. The accuracy of the model can be improved

by using multiple decision tree joint predictions. These decision trees are trained

by constructing a sample set by randomly sampling the training sample set. Since

the training sample set is constructed by random sampling, it is called a random

forest. The random forest not only samples the training samples, but also randomly

samples the components of the feature vector. When training the decision tree, only

a part of the sampled feature components is used as candidate features for splitting

each time. The number of trees to be generated is 100. For each random tree, the

number of randomly chosen attributes is log2(number of attributes) + 1.

The results discussed in chapter 5 use K-Nearest Neighbour (KNN) Classification

[151]. KNN is a supervised machine-learning algorithm. When predicting a new

sample, KNN finds the K most similar training samples (the nearest neighbours)

and their corresponding labels. Then it takes a majority vote from the K nearest

neighbours and sets the winning label as the class for the new sample. We chose

KNN because it is a completely non-parametric approach that works well in situ-

ations where the decision boundary is highly non-linear. It is a computationally

intensive method, but works well with small data sets. We select the value of K as 3

or 6 based on cross-validation results. Euclidean distance was used as the similarity

function. Five-fold cross validation was chosen. This splits the whole dataset into

five folds, each of which is used for training and testing. The nested cross-validation

is not employed in the classification because it is more suitable for data-rich situa-

tions [164]. The mean accuracy and standard deviation were estimated over 10 runs

of five-fold cross validation.

B.3 Results

Tab. B.1 shows classification accuracies for four different classifiers using game-

play behaviour from individual play phase. Random forest obtained the highest

accuracy for achievement motivation classification. KNN has the best performance
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Table B.1: Comparison of classification accuracies among different classifiers using
player behaviour from IPP

Motivation Gameplay behaviour from individual play phase
J48 KNN Random forest Nave bayes SVM

Achievement 36%±22% 43%±20% 38%±20% 30%±20% 52%±10%
Affiliation 49%±18% 62%±20% 57%±19% 52%±22% 52%±12%
Power 39%±20% 42%±21% 49%±22% 38%±19% 49%±11%

Table B.2: Comparison of classification accuracies among different classifiers using
EEG signal from IPP

Motivation EEG signal from individual play phase
J48 KNN Random forest Nave bayes SVM

Achievement 58%±19% 65%±21% 87%±24% 72%±30% 52%±10%
Affiliation 37%±18% 76%±17% 35%±20% 42%±17% 52%±12%
Power 60%±22% 73%±19% 72%±16% 67%±17% 49%±11%

for affiliation and power motivation classification.

Tab .B.2 shows classification accuracies among different classifiers using EEG

signals from individual play phase. KNN achieve the best classification performance

for affiliation and power motivation. As for achievement motivation classification,

J48 has the best performance.

Tab.B.3 shows the classification results using gameplay behaviour from social

network phase. KNN achieved the best performance for affiliation and power moti-

vation classification. While random forest has the best performance for achievement

motivation.

Tab. B.4 shows that KNN has the best performance for power motivation, that

random forest achieves the best performance for affiliation motivation, and that J48

has the best performance for achievement motivation.

Table B.3: Comparison of classification accuracies among different classifiers using
player behaviour from SNP

Motivation Gameplay behaviour from social network phase
J48 KNN Random forest Nave bayes SVM

Achievement 40%±18% 38%±20% 35%±17% 36%±17% 52%±10%
Affiliation 59%±22% 60%±19% 70%±16% 68%±22% 53%±12%
Power 35%±16% 37%±17% 33%±16% 34%±19% 49%±11%
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Table B.4: Comparison of classification accuracies among different classifiers using
EEG data from SNP

Motivation EEG signal from social network phase
J48 KNN Random forest Nave bayes SVM

Achievement 76%±18% 66%±17% 76%±15% 52%±21% 57%±13%
Affiliation 53%±17% 32%±18% 74%±14% 72%±20% 53%±12%
Power 62%±24% 68%±16% 55%±20% 51%±23% 75%±15%

B.4 Summary

From results using four different classifiers, we conclude that KNN generally

achieves the best performance for player motive classification. This is supported

both from gameplay behaviour and EEG data in individual play and social network

phase.
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Appendix C

An Experiment that Compares

Artifact Removal Techniques

C.1 Aim

The aim of this experiment is to compare three different artifact removal tech-

niques and to decide which one gives the optimal EEG signals for further data anal-

ysis. The optimal artifact removal technique is selected based on the classification

accuracies.

C.2 Method

Fully automated statistical thresholding for EEG artifact rejection (FASTER) is

an automatic artifact removal technique [165]. In this method, five aspects of EEG

data (channels, epochs, ICs, single-channel single epochs, and aggregated data) are

analysed for artifact removal. Parameters are estimated both from the EEG time

series and from the independent components of EEG data; outliers are extracted

and removed. FASTER deals with contaminated channels, eye movement, EMG

artifact, linear trends and white noise.
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An automatic EEG artifact detector based on the joint use of spatial and temporal

features (ADJUST) is another automatic artifact removal algorithm [153]. This

method analyses EEG independent components after doing independent component

analysis (ICA). Artifact-related independent components are identified depending on

their temporal course and spatial distribution. It not only relies on a single feature,

but utilises feature combination to do the job efficiently and systematically. Eye

blinks, horizontal eye movement, vertical eye movement and generic discontinuous

are considered in this technique.

We proposed a manual artifact selection method to tackle ocular artifacts (eye

blinks, eye movement). The observation here is subjects have individual charac-

teristics of EEG artifact, which we call individual EEG artifact signatures. The

procedure is as follows.

• Step 1: Extract the artifact from subjects EEG recordings individually.

• Step 2: Calculate the mean of the artifact as the individual EEG artifact

signatures.

• Step 3: Subtract the individual EEG artifact from the EEG recordings to

obtain the clean EEG signals.

• Step 4: Evaluate the artifact removal methods by looking at the metrics (clas-

sification performance, etc.) before and after the use of the method.

The three artifact removal techniques are compared when performing motivation

classification. We chose K-nearest neighbours (KNN) to do the H-L, L-H and other

classification. The accuracies of each motivation in individual play and social net-

work phase were presented.
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Table C.1: Performance of Motivation classification using three different artifact
removal technique

Artifact removal EEG signals from individual play phase
Achievement Affiliation Power

FASTER 65%±18% 45%±20% 70%±20%
ADJUST 65%±21% 76%±17% 73%±18%
Manual 73%±25% 54%±22% 52%±21%

C.3 Results

Tab. C.1 shows the performance of three artifact removal techniques on motiva-

tion classification. We can see that the manual artifact removal method achieved

the best accuracy for achievement motivation classification, ADJUST had the best

performance for affiliation and power motivation classification. For affiliation and

power motivation, manual artifact removal only achieved accuracies of around 50%.

FASTER method has only 45% accuracy for affiliation motivation. Thus, it can be

observed that ADJUST performed the most reliably among achievement, affiliation

and power motivation. Furthermore, by visually inspecting the raw EEG signal, we

observed the ocular artifact in the EEG recording, which can be effectively detected

and removed by the ADJUST artifact removal technique.

C.4 Summary

According to the results obtained from using three artifact removal techniques for

player motivation classification, as well as the visual inspection of EEG signals, we

conclude that ADJUST is the optimal choice for artifact removal.
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Appendix D

Numerical Results Supporting

NPC Design

D.1 Introduction

This section presents the numerical evidence that supports the summary of using

NPCs to predict risk-taking and social attitudes as described in Section 6.3, Chapter

6. We analyse EEG features to identify the effectiveness of individual NPC for

assessing risk-taking and social attitudes. It is performed based on EEG signals

collected from each trial in IPP, players’ actions, money and satisfaction feedback.
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(a) IPP

(b) Action

Figure D.1: Results of using ACC mu band in IPP and action to reveal social
attitude when playing with Cooperator Candy. The p-value of independent t-test
between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.2: Results of using ACC mu band in money and satisfaction feedback to
reveal social attitude when playing with Cooperator Candy. The p-value of inde-
pendent t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.3: Results of using frontal alpha asymmetry in IPP and action to reveal
social attitude when playing with Cooperator Candy. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.4: Results of using frontal alpha asymmetry in money and satisfaction
feedback to reveal social attitude when playing with Cooperator Candy. The p-
value of independent t-test between hope and fear components of each motivation
is presented.
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(a) IPP

(b) Action

Figure D.5: Results of using prefrontal alpha asymmetry in IPP and action to reveal
risk-taking attitude when playing with Cooperator Candy. The p-value of indepen-
dent t-test between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.6: Results of using prefrontal alpha asymmetry in money and satisfaction
feedback to reveal risk-taking attitude when playing with Cooperator Candy. The
p-value of independent t-test between hope and fear components of each motivation
is presented.
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(a) IPP

(b) Action

Figure D.7: Results of using ACC theta-beta ratio in IPP and action to reveal risk-
taking attitude when playing with Cooperator Candy. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.8: Results of using ACC TBR in money and satisfaction feedback to reveal
risk-taking attitude when playing with Cooperator Candy. The p-value of indepen-
dent t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.9: Results of using ACC ERN in IPP and action to reveal risk-taking
attitude when playing with Cooperator Candy. The p-value of independent t-test
between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.10: Results of using ACC ERN in money and satisfaction feedback to
reveal risk-taking attitude when playing with Cooperator Candy. The p-value of in-
dependent t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.11: Results of using ACC MFN in IPP and action to reveal risk-taking
attitude when playing with Cooperator Candy. The p-value of independent t-test
between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.12: Results of using ACC MFN in money and satisfaction feedback to
reveal risk-taking attitude when playing with Cooperator Candy. The p-value of in-
dependent t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.13: Results of using ACC P300 in IPP and action to reveal risk-taking
attitude when playing with Cooperator Candy. The p-value of independent t-test
between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.14: Results of using ACC P300 in money and satisfaction feedback to
reveal risk-taking attitude when playing with Cooperator Candy. The p-value of in-
dependent t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.15: Results of using ACC mu band in IPP and action to reveal social
attitude when playing with Defector Dan. The p-value of independent t-test between
hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.16: Results of using ACC mu band in money and satisfaction feedback to
reveal social attitude when playing with Defector Dan. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.17: Results of using frontal alpha asymmetry in IPP and action to reveal
social attitude when playing with Defector Dan. The p-value of independent t-test
between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.18: Results of using frontal alpha asymmetry in money and satisfaction
feedback to reveal social attitude when playing with Defector Dan. The p-value of
independent t-test between hope and fear components of each motivation is pre-
sented.
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(a) IPP

(b) Action

Figure D.19: Results of using prefrontal alpha asymmetry in IPP and action to reveal
risk-taking attitude when playing with Defector Dan. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.20: Results of using prefrontal alpha asymmetry in money and satisfaction
feedback to reveal risk-taking attitude when playing with Defector Dan. The p-
value of independent t-test between hope and fear components of each motivation
is presented.
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(a) IPP

(b) Action

Figure D.21: Results of using ACC theta-beta ratio in IPP and action to reveal
risk-taking attitude when playing with Defector Dan. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.22: Results of using ACC TBR in money and satisfaction feedback to reveal
risk-taking attitude when playing with Defector Dan. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.23: Results of using ACC ERN in IPP and action to reveal risk-taking
attitude when playing with Defector Dan. The p-value of independent t-test between
hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.24: Results of using ACC ERN in money and satisfaction feedback to reveal
risk-taking attitude when playing with Defector Dan. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.25: Results of using ACC MFN in IPP and action to reveal risk-taking
attitude when playing with Defector Dan. The p-value of independent t-test between
hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.26: Results of using ACC MFN in money and satisfaction feedback to
reveal risk-taking attitude when playing with Defector Dan. The p-value of inde-
pendent t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.27: Results of using ACC P300 in IPP and action to reveal risk-taking
attitude when playing with Defector Dan. The p-value of independent t-test between
hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.28: Results of using ACC P300 in money and satisfaction feedback to reveal
risk-taking attitude when playing with Defector Dan. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.29: Results of using ACC mu band in IPP and action to reveal social atti-
tude when playing with Random Ruby. The p-value of independent t-test between
hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.30: Results of using ACC mu band in money and satisfaction feedback to
reveal social attitude when playing with Random Ruby. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.31: Results of using frontal alpha asymmetry in IPP and action to reveal
social attitude when playing with Random Ruby. The p-value of independent t-test
between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.32: Results of using frontal alpha asymmetry in money and satisfaction
feedback to reveal social attitude when playing with Random Ruby. The p-value
of independent t-test between hope and fear components of each motivation is pre-
sented.
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(a) IPP

(b) Action

Figure D.33: Results of using prefrontal alpha asymmetry in IPP and action to reveal
risk-taking attitude when playing with Random Ruby. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.34: Results of using Prefrontal alpha asymmetry in money and satisfaction
feedback to reveal risk-taking attitude when playing with Random Ruby. The p-
value of independent t-test between hope and fear components of each motivation
is presented.
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(a) IPP

(b) Action

Figure D.35: Results of using ACC theta-beta ratio in IPP and action to reveal
risk-taking attitude when playing with Random Ruby. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.36: Results of using ACC TBR in money and satisfaction feedback to reveal
risk-taking attitude when playing with Random Ruby. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.37: Results of using ACC ERN in IPP and action to reveal risk-taking at-
titude when playing with Random Ruby. The p-value of independent t-test between
hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.38: Results of using ACC ERN in money and satisfaction feedback to reveal
risk-taking attitude when playing with Random Ruby. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.39: Results of using ACC MFN in IPP and action to reveal risk-taking at-
titude when playing with Random Ruby. The p-value of independent t-test between
hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.40: Results of using ACC MFN in money and satisfaction feedback to
reveal risk-taking attitude when playing with Random Ruby. The p-value of inde-
pendent t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.41: Results of using ACC P300 in IPP and action to reveal risk-taking at-
titude when playing with Random Ruby. The p-value of independent t-test between
hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.42: Results of using ACC P300 in money and satisfaction feedback to reveal
risk-taking attitude when playing with Random Ruby. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.43: Results of using ACC mu band in IPP and action to reveal social atti-
tude when playing with Vengeful Vince. The p-value of independent t-test between
hope and fear components of each motivation is presented.

240



(a) Money feedback

(b) Satisfaction feedback

Figure D.44: Results of using ACC mu band in money and satisfaction feedback to
reveal social attitude when playing with Vengeful Vince. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.45: Results of using frontal alpha asymmetry in IPP and action to reveal
social attitude when playing with Vengeful Vince. The p-value of independent t-test
between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.46: Results of using frontal alpha asymmetry in money and satisfaction
feedback to reveal social attitude when playing with Vengeful Vince. The p-value
of independent t-test between hope and fear components of each motivation is pre-
sented.
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(a) IPP

(b) Action

Figure D.47: Results of using prefrontal alpha asymmetry in IPP and action to reveal
risk-taking attitude when playing with Vengeful Vince. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.48: Results of using prefrontal alpha asymmetry in money and satisfaction
feedback to reveal risk-taking attitude when playing with Vengeful Vince. The p-
value of independent t-test between hope and fear components of each motivation
is presented.
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(a) IPP

(b) Action

Figure D.49: Results of using ACC theta-beta ratio in IPP and action to reveal
risk-taking attitude when playing with Vengeful Vince. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.50: Results of using ACC TBR in money and satisfaction feedback to reveal
risk-taking attitude when playing with Vengeful Vince. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.51: Results of using ACC ERN in IPP and action to reveal risk-taking atti-
tude when playing with Vengeful Vince. The p-value of independent t-test between
hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.52: Results of using ACC ERN in money and satisfaction feedback to reveal
risk-taking attitude when playing with Vengeful Vince. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.53: Results of using ACC MFN in IPP and action to reveal risk-taking at-
titude when playing with Vengeful Vince. The p-value of independent t-test between
hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.54: Results of using ACC MFN in money and satisfaction feedback to
reveal risk-taking attitude when playing with Vengeful Vince. The p-value of inde-
pendent t-test between hope and fear components of each motivation is presented.
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(a) IPP

(b) Action

Figure D.55: Results of using ACC P300 in IPP and action to reveal risk-taking atti-
tude when playing with Vengeful Vince. The p-value of independent t-test between
hope and fear components of each motivation is presented.
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(a) Money feedback

(b) Satisfaction feedback

Figure D.56: Results of using ACC P300 in money and satisfaction feedback to reveal
risk-taking attitude when playing with Vengeful Vince. The p-value of independent
t-test between hope and fear components of each motivation is presented.
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Appendix E

An Experiment that Compares

Feature Selection Methods

E.1 Aim

The aim of this experiment is to compare different feature selection techniques for

identifying achievement, affiliation and power motivation. Three feature selection

methods are compared in this experiment to classify motivation using EEG signal.

E.2 Method

The chi-squared test is a statistical hypothesis test for determining whether there

is a significant difference between the distribution of two variables. Chi-square

attribute evaluation method evaluates the attribute by computing the value of the

chi-squared statistic with respect to the class. A higher chi-square value indicates

a higher correlation between this feature and the class. The features are ranked

according to the evaluation metrics. The first ten highest features are selected for

further classification.

Correlation subset evaluation method evaluates a subset of features by considering
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Table E.1: Summary of the most effective EEG features for achievement motivation
using three feature selection methods in IPP

Achievement Temporal Spectral Time-
frequency

Asymmetry

Chi-square attribute evaluation Oz mean FT8 γ,
AF8 γ,
AF6 γ

TP7 θ,
PO1 α,
C2 θ, F5 θ

F1 γ, F3 α,

Correlation subset evaluation AF8 γ,
AF6 γ

F5 θ, C5 θ,
TP7 θ

F3 α, F1 γ

Wrapper subset evaluation PO4 mean,
Oz peak

Cz θ, C1 α F3 α, PO3 γ

each feature together with the degree of redundancy between variables [160]. In this

method, subsets of features that are highly correlated with the class and low inter-

correlation are selected. It employs the best-first searching approach that searches

the feature subset by greedy hill-climbing augmented with a backtracking facility.

Wrapper subset evaluation method incorporates a machine learning classifier to

evaluate feature subset [166]. Five-fold cross validation is used to estimate the ac-

curacy of the classifier using a subset of features. The setting of KNN is that the

number of neighbours is 3 and euclidean distance is employed as nearest neighbour

searching algorithm. The searching approach for selection feature subset also em-

ploys the best-first method that searches the feature subset by greedy hill-climbing

together with a backtracking facility.

E.3 Results

This section presents the feature selection performance using EEG signals from

the IPP and SNP. Three feature selection methods are compared and EEG features

selected for achievement, affiliation and power motivation are discussed.

E.3.1 Individual Play Phase

Tab. E.1, Tab. E.2 and Tab. E.3 show selected EEG features for achievement,

affiliation and power motivation using three different feature selection methods re-
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Table E.2: Summary of the most effective EEG features for affiliation motivation
using three feature selection methods in IPP

Affiliation Temporal Spectral Time-
frequency

Asymmetry

Chi-square attribute evaluation AF6 mean,
FCz mean,
F4 mean

FC2 γ,
FC5 γ

POO8 γ FC5 α,
PO7 α,
PO5 γ,
POO7 γ

Correlation subset evaluation AF6 mean,
F4 mean

FC2 γ Fz γ,
POO8 γ

F5 δ, FC5 δ,
FC5 α,
PO7 α,
PO1 α,
AF1 β,
PO1 β,
POO7 β,
FC3 γ

Wrapper subset evaluation FCz mean CP1 δ,
PO4 θ

Table E.3: Summary of the most effective EEG features for power motivation using
three feature selection methods in IPP

Power Temporal Spectral Time-
frequency

Asymmetry

Chi-square attribute evaluation C5 SD,
C5 peak

Oz δ, C5 γ,
AF6 δ,
C5 α, C5 θ,
C5 δ

C5 δ, F3 δ

Correlation subset evaluation F2 peak AF6 δ,
FT7 δ, C5 δ,
Oz δ, C5 θ,
AF7 α,
FPz α,
C5 α, C5 γ,
PO8 γ

F3 delta,
C5 delta,
TP7 θ,
FC3 γ, C1 γ

Wrapper subset evaluation CP3 δ,
CP6 δ, Oz α

PO4 β
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Table E.4: Summary of the most effective EEG features for achievement motivation
using three feature selection methods in SNP

Achievement Temporal Spectral Time-
frequency

Asymmetry

Chi-square attribute evaluation C3 mean,
FT7 mean,
F2 SD,
CP3 mean,
F8 mean,
F7 peak

F8 δ TP7 β,
CPz β, F8 δ

Correlation subset evaluation AF6 mean,
F7 mean,
FT7 mean,
C3 mean,
CP3 mean,
CPz mean

F8 δ, FC4 α F8 δ, PO1 θ,
AF4 δ,
TP7 β,
POO7 β

FC3 α, C3 β

Wrapper subset evaluation AFP5 δ,
FC6 θ,
AF2 γ

spectively. In IPP, we can see that the wrapper subset evaluation method selects

fewer features than chi-square attribute evaluation and correlation subset evalua-

tion. In addition, there are several overlapping features for chi-square attribute

evaluation and correlation subset evaluation. However, features selected from the

wrapper subset evaluation are different from the other two methods in most cases.

Table E.5: Summary of the most effective EEG features for affiliation motivation
using three feature selection methods in SNP

Affiliation Temporal Spectral Time-
frequency

Asymmetry

Chi-square attribute evaluation PO8 peak FP2 β,
AF7 θ,
FC2 δ

POO8 γ AF7 δ,
AFP5 δ,
FP1 δ,
AF5 δ,
AF3 δ

Correlation subset evaluation FC2 δ,
AF7 θ,
FP2 β

Wrapper subset evaluation CP6 δ,
CP6 θ,
FC1 β

POO7 γ
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Table E.6: Summary of the most effective EEG features for power motivation using
three feature selection methods in SNP

Power Temporal Spectral Time-
frequency

Asymmetry

Chi-square attribute evaluation TP8 mean,
C1 mean

FT7 θ,
C5 β,
FC3 β,
FC6 β,
F2 β, T8 β,
C6 β

PO5 α

Correlation subset evaluation C1 mean,
TP8 mean,
F7 peak

FT7 θ, F2 β AF2 δ,
PO5 α,
CP5 β,
CP6 γ

O1 δ

Wrapper subset evaluation
TP8 mean

POO8 δ,
FP1 α,
PO5 α,
POz α,
CP5 β

Table E.7: Performance of player motivation classification using three different fea-
ture selection methods in IPP

Feature selection Achievement Affiliation Power
Chi-square attribute evaluation 64% ± 22% 72% ± 17% 75% ± 17%
Correlation subset evaluation 68% ± 19% 80% ± 16% 71% ± 20%
Wrapper subset evaluation 84% ± 18% 81% ± 15% 76% ± 18%

Table E.8: Performance of player motivation classification using three different fea-
ture selection methods in SNP

Feature selection Achievement Affiliation Power
Chi-square attribute evaluation 54% ± 26% 62% ± 20% 60% ± 21%
Correlation subset evaluation 72% ± 22% 71% ± 23% 77% ± 22%
Wrapper subset evaluation 78% ± 20% 69% ± 25% 92% ± 13%
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E.3.2 Social Network Phase

Tab. E.4, Tab. E.5 and Tab. E.6 present EEG features selected for achievement,

affiliation and power motivation using the three feature selection methods individu-

ally. As for SNP, we also see that there are common EEG features between chi-square

attribute evaluation and correlation subset evaluation. Also, fewer EEG features are

selected from wrapper subset evaluation and mainly belong to spectral feature type.

As shown in Tab. E.7 and Tab. E.8, the classification accuracies between correla-

tion subset evaluation method and wrapper subset evaluation are similar. Therefore,

we believe that features selected from correlation subset evaluation better express

the underlying brain activity and are useful for motivation classification.

E.4 Conclusion

Based on the results obtained from three different feature selection methods, we

conclude that the correlation subset evaluation method is the most appropriate

choice for selecting features for further motivation classification.
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