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Abstract 
W i n d w a v e g r o w t h in d e e p w a l e r ha s b e e n s lud ied e x t e n s i v e l y . H o w e v e r , mos t i n t e rac t ion o f h u m a n i t y and the 
sea is in s h a l l o w w a l e r . In this a rea k n o w l e d g e is l ack ing . A l t h o u g h the re h a v e b e e n m a n y m e a s u r e m e n t s o f w a v e 
g r o w t h in d e e p wa te r , t he re w a s a need tor an e x t e n s i v e da t a set in sha l low wa te r . T h e r e f o r e an e x p e r i m e n t was 
s e t u p to m e a s u r e d i f f e r e n t i a l o n e - d i m e n s i o n a l w a v e g r o w t h at e igh t s ta t ions in a s h a l l o w w a t e r lake . The lake 
w h e r e the e .xper iment w a s held is ca l l ed L a k e G e o r g e , C a n b e r r a Aus t ra l i a . T h e lake is 24 k m long by 12 k m 
wide . At a s ing le s t a t ion nea r the m i d d l e o f the lake, t w o - d i m e n s i o n a l d i rec t iona l m e a s u r e m e n t s w e r e a l so m a d e . 

T h e da ta set w h i c h resu l t ed f r o m the e x p e r i m e n t was la rge and o f h igh qual i ty . A m o n g s t the m e a s u r e d quan t i t i e s , 
w e r e o n e - d i m e n s i o n a l spec t ra , t w o - d i m e n s i o n a l spec t ra and wind speed and d i rec t ion . D u r i n g t h e three y e a r 
du ra t ion o f the e x p e r i m e n t , a total o f 6 7 , 2 2 5 ind iv idua l t ime se r ies w e r e m e a s u r e d . 

In f in i te w a t e r dep th ( d i m e n s i o n l e s s d e p t h , 6 ) t he re a r e t w o l imits to the g r o w t h o f the w a v e s . First , t h e r e is 
f e t ch ( d i m e n s i o n l e s s f e t ch , x ) l imi ted g r o w t h w h e r e it w a s found that the m a x i m u m d i m e n s i o n l e s s e n e r g y 
e = 1.6 10"' X ^ d the lowes t d i m e n s i o n l e s s f r e q u e n c y v = 2 .18 x If the fe tch is l o n g e n o u g h the re is a 
d e p t h limit to g r o w t h w h e r e it w a s f o u n d that the m a x i m u m d i m e n s i o n l e s s w a v e he igh t A = 0 . 1 3 £ f " o r 
d i m e n s i o n l e s s e n e r g y e = 1.06 * 10 ' 5 ' ' a n d the l o w e s t d i m e n s i o n l e s s f r e q u e n c y v = 0 . 2 0 6 " " ' . A l s o , s u p p o r t 
fo r the P i e r s o n - M o s k o w i t z l imit at l ong fe t ch w a s f o u n d . F rom these l imits the f o l l o w i n g g r o w t h c u r v e s for 
w a v e s in s h a l l o w w a t e r w e r e d e v e l o p e d 

6 = 3 . 6 4 x 1 0 " t a n h ( 0 . 4 9 3 6 ^ ' " ) t a n k 
3 . 1 3 x 1 0 ^ 

t a n h ( 0 . 4 9 3 

t a n h ( 0 . 3 3 1 6 ' ° ' ) t a n h 
5 . 2 1 5 x 1 0 x ° 

t a n h ( 0 . 3 3 I 6 ' 

T h e s h a p e o f t h e o n e - d i m e n s i o n a l s p e c t r a f i t ted the T M A spectra l f r o m bet ter t han the J O N S W A P s p e c t r u m . T h e 
re la t ion b e t w e e n the T M A c o e f f i c i e n t a and the n o n - d i m e n s i o n a l w a v e n u m b e r ( k ) fo r t h e L a k e G e o r g e da t a is 

= 0 . 0 1 K " " 

T h e da ta s u g g e s t a d e p e n d e n c y o f the p e a k e n h a n c e m e n t f ac to r on the n o n - d i m e n s i o n a l f e t c h a n d / o r 
n o n - d i m e n s i o n a l d e p t h . N o r e l a t i o n s h i p w a s f o u n d b e t w e e n the p e a k e n h a n c e m e n t f ac to r a n d the 
n o n - d i m e n s i o n a l w a v e n u m b e r . 

In gene ra l , the t w o - d i m e n s i o n a l d i r ec t iona l s p r e a d o f t h e w a v e s in finite w a t e r ha s s imi l a r cha r ac t e r i s t i c s to d e e p 
water . T h e spec t r a a re , h o w e v e r , d i r ec t iona l ly b r o a d e r in f ini te dep th c o n d i t i o n s . 

A cos ' " 9 / 2 f u n c t i o n w a s f o u n d a p p r o p r i a t e f o r the d i rec t iona l s p r e a d wi th the d i r ec t iona l s p r e a d i n g f ac to r { s ) 
b e i n g d e p e n d e n t o n / 

N o d e p e n d e n c e on e i t he r the inve r se w a v e age ( U , , / C ^ ) o r the d i m e n s i o n l e s s d e p t h p a r a m e t e r (k^ d ) w a s 
e s t ab l i shed a l t h o u g h a d e p e n d e n c e o n the d i m e n s i o n l e s s dep th p a r a m e t e r is no t ru led out . N o n l i n e a r in te rac t ions 
m a y play an i m p o r t a n t role in d e t e r m i n i n g the d i r ec t i ona l sp r ead ing . 

It w a s o b s e r v e d that fo r / > 2/^ the s p r e a d i n g b e c o m e s b i - m o d a l . T h i s f ea tu re c a n n o t be fu l ly e x p l a i n e d , a l t h o u g h 
it is very l ikely that n o n l i n e a r i n t e rac t ions con t ro l this p rocess . 
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Abstract 
Wind wave growth in deep water has been studied extensively. However, most 

interaction of humanity and the sea is in shallow water. In this area knowledge is 

lacking. Although there have been many measurements of wave growth in deep water, 

there was a need for an extensive data set in shallow water. Therefore an experiment 

was setup to measure differential one-dimensional wave growth at eight stations in a 

shallow water lake. The lake where the experiment was held is called Lake George, 

Canberra Australia. The lake is 24 km long by 12 km wide. At a single station near the 

middle of the lake, two-dimensional directional measurements were also made. 

The data set which resulted from the experiment was large and of high quality. Amongst 

the measured quantities, were one-dimensional spectra, two-dimensional spectra and 

wind speed and direction. During the three year duration of the experiment, a total of 

67,225 individual time series were measured. 

In finite water depth (dimensionless depth, 6) there are two limits to the growth of the 

waves. First, there is fetch (dimensionless fetch, x) limited growth where it was found 

that the maximum dimensionless energy e = 1.6 xlO"̂  x the lowest dimensionless 

frequency v = 2.18 x ' If the fetch is long enough there is a depth limit to growth 

where it was found that the maximum dimensionless wave height A =0.13 or 

dimensionless energy e = 1.06 xlO'^ and the lowest dimensionless frequency v 

= 0.20 6 Also, support for the Pierson-Moskowitz limit at long fetch was found. 

From these limits the following growth curves for waves in shallow water were 

developed 

8 = 3.64x10 - 3 tanh (0.493 S^^'^ltanh 3.13x10"^ X ' ' ' 
tanh (0.493 

1.74 
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V = 0.133 tanh(o.331 
5.215x10"^ X ^ ' 

1.01 
/ tanh(o.331 5 

-0.37 

The shape of the one-dimensional spectra fitted the TMA spectral from better than the 

JONSWAP spectrum. The relation between the TMA coefficient a and the 

non-dimensional wave number (K) for the Lake George data is 

= 0.0078 K» « 

a = 0.01 
JONSWAP 

The data suggest a dependency of the peak enhancement factor on the non-dimensional 

fetch and/or non-dimensional depth. No relationship was found between the peak 

enhancement factor and the non-dimensional wave number. 

In general, the two-dimensional directional spread of the waves in finite water has 

similar characteristics to deep water. The spectra are, however, directionally broader in 

finite depth conditions. 

A coŝ ® 0/2 function was found appropriate for the directional spread with the directional 

spreading factor {s ) being dependent o n / / f p . 

No dependence on either the inverse wave age {UIQ /Cp) or the dimensionless depth 

parameter {kp d) was established although a dependence on the dimensionless depth 

parameter is not ruled out. Nonlinear interactions may play an important role in 

determining the directional spreading. 

It was observed that for f > 2 f p the spreading becomes bi-modal. This feature cannot be 

fully explained, although it is very likely that nonlinear interactions control this process. 
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Chapter 1 

1. Introduction to the Lake George 

Shallow Water Experiment 

1.1 Experimental Concept 

This experiment was conceived, to obtain a better understanding of the growth of waves 

in finite water depths. Not only coastal engineering but other activities, such as 

shipping, coastal management and recreation along coasts, are dependent on accurate 

prediction of the wave climate in shallow waters. The majority of human activities that 

involve water take place in shallow water, yet very little is known about the growth of 

wind generated waves in this area. 

There have been a number of deep water experiments (e.g. Hasselmann et al. 1973, 

Donelan et al. 1985, etc.), but there have been no comprehensive shallow water 

experiments. The shallow water experiments that have taken place (Bretschneider 1958, 

Bouws 1986) were single point measurements in lakes. With different water depths and 

wind speeds they were able to estimate dimensionless growth different to that of deep 

water. However, a shallow water experiment measuring simultaneously growth at 

several places had never been undertaken. 

To obtain a better understanding of the growth of wind generated waves, measurements 

along an array of wave measuring stations would be ideal. This would enable the study 

of the differential growth between the stations. A large body of water with constant 

depth would be needed, preferably without any outside wave disturbances. The closest 

approximation to these requirements would, aside from a man-made construction, 

probably be a lake. Lake George (fig 1.2), near Canberra Australia (fig 1.1), was chosen 

for this experiment. This lake is approximately 24 kilometres long and 12 kilometres 
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Chapter 1 

wide, with nearly a constant depth of around 2 metres. The surrounding areas are 

relatively flat which ensured the undisturbed flow of the wind from land to water. 

In addition to measuring the evolution of wave energy and peak fi-equency along the 

direction of the wind (called the fetch), the experiment also provided direct 

measurements of both the one-dimensional and directional spectra. 

1.2 Lake George 

Lake George (35.0 S 149.4 E) is located 40 km northwest of Canberra Australia 

(fig 1.2). Joseph Wild "discovered" the lake in 1820 (Woolley 1990). The native 

population, aborigines, had already called the lake "Wee-ree-waa." The English 

however, (re)named the lake after King George. This name is still used today. The 

elevation is 673 metres above sea level. On the western side of the lake there is a 50 

metre high hill (fig 1.3) caused by a geological fault (Woolley 1990). This fault started 

in Palaeozoic times and until the post-Palaeozoic times there was still movement along 

the fault. Three small creeks on the eastern side and one on the southern side feed the 

lake from the catchment area. The water can only leave the lake by evaporation. The 

lake depth varies seasonally (fig 1.5) and as well yearly (fig 1.4). Variations in lake 

level and the absence of an obvious outlet are the subject of considerable public 

speculation. Stories range from underground caverns to holes connecting it to other 

lakes in Australia, New Zealand, and even China. Just the mentioning of the name Lake 

George to locals can spark spectacular stories about strange unexplained phenomena. 

However, the scientific world has been satisfied by the standard hydrological 

explanation given by Woolley (1990). 

During the experiment the lake level ranged in depth from 1.7 metres to 2.2 metres at 

the measurement stations. However over the last 150 years the lake has dried out 

completely and has risen to more than 8 metres depth. There is evidence to indicate that 
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Chapter 1 

in Pleistocene times the lake was 35 metres deep. In these times the lake used to have a 

drainage river out to the Yass river at Geary's Gap on the western side of the lake 

(fig 1.6) (Woolley 1990). The fact that the lake is so shallow, and therefore has little 

heat "capacity," also causes the water temperature to fluctuate over short periods. 

The lake bottom is very flat (fig 1.7) and muddy. The surrounding topography is free of 

large hills. The topography ensures an undisturbed flow of the wind. Although the lake 

is situated 100 km inland, it does have a sea breeze effect in summer. Throughout the 

summer around four o'clock in the afternoon, there was a distinct wind change. The 

wind increases in magnitude and comes from the East (fig 1.8). The lake has a clayish, 

thick mud bottom. Its waters are slightly brackish due to evaporation leaving minerals 

behind and the "sea breeze" bringing in salt from the ocean. Due to the shallow wave 

climate the mud is stirred and therefore the water is very turbid. This wave climate is 

very uncomfortable for small boats because of the short steep waves. This and the fact 

that the water temperatures can approach freezing in winter, have caused numerous fatal 

boating accidents. Even during the experiment two unfortunate fishermen drowned in 

Lake George. This was the reason warning signs (fig 1.9) were erected along the lake 

shores. 

1.3 Thesis Outline 

The purpose of this experiment was to measure wave growth in finite depth water. 

Therefore a large experiment was setup in Lake George, Australia. A total of eight wave 

measuring stations with specialised equipment, like anemometers and radio's, were 

placed along an array in the lake. Onshore, a receiver station was established with 

computer equipment for data acquisition. A detailed description of all the equipment is 

given in chapter 2. 
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The raw results that came back were processed and analysed. The methods and results 

of the processing and analyses are given in chapter 3. These wave results were in turn 

analysed for general trends. From this, new growth curves for wave height and peak 

frequency and limits in finite water were calculated in chapter 4. In chapter 5 the shape 

of the one-dimensional spectrum in finite depth water is discussed. 

In addition to the one-dimensional wave gauges, a two-dimensional wave measuring 

gauge was placed in the lake to obtain information on the directional spread in finite 

depth water. The directional array is described in chapter 1 and the results are discussed 

in chapter 6. 

Although all analysis chapters end with conclusions, chapter 7 is included to provide a 

summary of the findings of the fiall thesis. 
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Chapter 2 

2. Description of the Lake George 

Experiment 

2.1 Introduction to the Experiment Description 

This Chapter will give some insight into the experiment design, and the equipment 

which were used for the experiment. Further, it will explain details of the setting up of 

the equipment, together with the problems which were encountered. It must be stressed 

that setting up a field experiment in theory is often quite different from setting up the 

actual field experiment. This experiment had the good fortune to have the support of 

very capable staff Still, many small problems occurred which no amount of planning 

could have foreseen. Therefore, an innovative and practical approach was required in 

much of the work. The ideal personnel would have the following attributes: Have two 

right hands, graduate electronics knowledge, practical soldering experience on small 

components, have a boat licence, diving licence & pilot licence, experience in diving 

with dry and wet suits, ability to predict weather on 1/2 hour and long term basis, don't 

get sea sick, knowledge of how to get a 4-wheel drive vehicle out of mud, how to 

change tyres, how to fix engines (both car and boat), full working knowledge of DOS 

and any programming language used, ability to walk tight rope, be an acrobat, very fit 

body to do heavy work, be very light to tighten screws/ guy wires on top/side of 

structures that have yet to be assembled, be able to work in cold rain, and blazing sun, 

etc... In short, the environment was such that successful completion of the research 

required a very high level of innovation. 

There are many differences between field and laboratory experiments. Unlike a 

laboratory experiment, the field experiment usually can only determine the input 

parameters up to a certain extent. Things like bottom topography, wind (speed, direction 

and boundary layer adjustments), water levels (drying, flooding and seising) etc. can be 
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measured but not controlled. Therefore, in order to obtain data under all desired 

conditions, the field experiment needed to be of extended duration. Because of this long 

time span, all instruments need to operate more or less independently in an unattended 

mode and be able to withstand the elements for a long period of time. In contrast, a 

laboratory experiment, is in a controlled environment where both the input elements and 

the instruments are controlled while the experiment is running. The time span to obtain 

the required data is much shorter. Despite the apparent advantages of laboratory 

experiments many physical processes are such that field experiments are required. In the 

present application, it would be extremely difficult to develop an appropriate 

atmospheric boundary layer over a flume sufficiently wide to generate realistic 

directional seas. Even if this were possible, the influence of scale effects would still be 

of concern. The Lake George site represents a compromise between the completely 

"uncontrolled" ocean and the "fully" controlled laboratory. 

In section 2.2 a description is given of the experimental site and the mode of access. 

Due to safety hazards on the lake, special safety precautions, which are described in 

section 2.3, were taken. The experimental instrumentation is discussed in section 2.4. 

Section 2.5 provides a detailed descriptions of the data and data processing. The last 

section 2.6 discusses details of the directional array instrumentation. 

2.2 Experimental Site and Bathymetry 

2.2.1 Lake George 

The site chosen for the experiment was Lake George, which is just north of Canberra, 

Austraha (fig 1.2). The lake is about 24 km long and 12 km wide. An existing survey of 

the lake was available from the Australian Bureau of Mineral Resources. However, 

since this was a very old survey, which proved to be inconsistent with sample 

measurements made during the preliminary investigations, a new survey was conducted 

to establish the bathymetry of the lake. 
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The initial plan was to use a depth sounder and a global positioning system (GPS), both 

coupled to a personal computer to make a survey of the bottom of the lake. Because 

most depth sounders have been made for depths greater than 2 metres, it was planned to 

convert a depth sounder to take shallow water measurements. The reason why most 

depth sounders will not measure depths below two metres is the following. When a 

sonic pulse is released from the sensor, reflections occur from material surrounding the 

transducer. To ensure that the real depth is measured and not a false reflection, a small 

time delay is build into the system. In a modified design the time delay would be 

reduced and the counter would be enhanced to run faster, thus giving a higher resolution 

and shallower depths. This depth sounder would then be coupled to a portable personal 

computer. To obtain an accurate position a portable Global Position System (GPS) was 

used (Trimble Inc.). The plan was to couple the GPS to the same personal computer and 

take simultaneous measurements from the depth sounder and the GPS while boating 

around the lake. However, the converted depth sounder proved unreliable. The problem 

was overcome by the use of a manually read "yard stick" together with the GPS to 

provide the position. 

Survey data were only collected while there was a minimum reception of 4 satellites for 

the GPS. The method used to check the inaccuracies of the GPS (also know as the 

Selective Availability, where the signal is purposely made inaccurate (or offset) by the 

US Department of Defence) was to take periodic readings from the GPS at know points 

(towers, platform, boat launching ramp). In between these fixed points, depth readings 

were made by using a survey staff and noting the position given by the GPS. The 

inaccuracies of the GPS proved to be 30 metres or less. With a differential GPS it is 

possible to get much higher accuracy but that effort was not necessary for this survey. 

The lake was crossed from side to side by boat and point measurements were made on 

the sides of the lake to establish the shore line. The path of the survey is shown in 

figure 2.1, in total 115 depths were taken. Determination of the position of the shoreline 

took considerable effort. The north west section of the lake (fig 2.2) is, because of its 
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very mild slope, very shallow for a long distance. Therefore, it was necessary to wade 

through the mud on foot for quite a distance. The question also arose: where does the 

lake end? In this area the shoreline was defined by the point where thick grassy 

vegetation started. This vegetation effectively stopped all wave action. The results are 

shown in fig 2.2. 

2.2.2 Boats 

The limited water depth precluded the use of large boats on the lake. Different types of 

boats were used during the experiment. The first boat, was an inflatable AVON with an 

inflatable keel instead of a wooden keel (fig 2.3). Although this assembled very easily, 

the keel was not particularly strong and therefore caused bending along the length of the 

boat. This resulted in cavitating of the outboard motor. To avoid the cavitation, boat 

speed needed to be reduced. As distances of tens of kilometres needed to be traversed in 

any day, a reduction in boat speed was unacceptable. 

Because of a road accident with the AVON and its poor performance, another boat was 

purchased. This was a 4-metre aluminum fishing boat, called "tinny" (fig 2.4). This 

boat served its purposes well. It was capable of moving heavy equipment (with sharp 

edges) and tools across the lake. On flat water the boat reached speeds up to 65 km/h 

(checked with GPS receiver). In rough conditions, however, the boat's performance was 

less then ideal and considerable doubt was raised over its safety in such conditions. 

The third boat used was a large assault craft provided by the Royal Australian Army. 

This craft was used to deploy the large structures such as the towers (fig 2.5) and the 

directional array. Because of its size and its questionable sea keeping abilities it was 

baptized "the Titanic." It was however a very useful craft capable of moving and 

deploying large structures and heavy equipment. 

The fourth and last boat used, was a large inflatable boat provided by the Royal 

Australian Navy (RAN) (fig 2.6). This boat was used for the sole purpose of going to 
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the lake in extremely poor weather when the "tinny" would not only be uncomfortable 

but maybe even dangerous. This inflatable (with a wooden keel) was very stable in the 

small steep waves. The craft was capable of safe and efficient operation in wind speeds 

up to 15 m/s. 

Throughout the experimental program, the various craft were powered by an 

EVINRUDE 30 HP outboard motor. This motor proved to be remarkably reliable. 

2.3 Safety 

Lake George is a dangerous lake due to several factors. First of all, it is very big. In the 

middle of the lake it is more than 6 kilometres to the nearest shore. Swimming to the 

nearest shore would take a considerable time. Even then, the bottom is very muddy. 

Walking the last bit to shore would tire a fit person. Secondly, due to the shallowness of 

the lake the temperature can drop quite quickly with a (cold) wind blowing. Thirdly, 

also due to the shallowness of the lake the waves were short and steep if the wind 

blowed. This made boating a very uncomfortable and very wet experience. 

Due to the dangerous nature of Lake George, a series of safety measures were taken, to 

avoid accidents on the lake. There was a minimum "crew" of two people. Life jackets 

were worn whilst on the lake (also to protect against the spray and cold). Protective 

clothing against the cold and water was purchased. There was a spare tank of petrol in 

the boat. To communicate from all positions on the lake in case of an emergency, there 

was a mobile phone. People who went on the lake were made aware of the safety 

equipment and dangers of the lake. All these items contributed to the fact that the only 

accident which occurred during the experiment was sea sickness. 
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2.4 Instrumentation 

2.4.1 Wave measuring gauges 

The central requirement in the selection of instrumentation for the project was that it 

would be capable of operating unattended for long periods of time. In order to collect 

data under a wide range of conditions, the full experiment operated for approximately 

three years. With the limited resources available, frequent maintenance would not have 

been possible. The most important instruments utilised in the experiment were the wave 

gauges. The short fetch, shallow water and hence high frequency waves generated in 

Lake George, precluded the use of conventional field instruments such as Wave Rider 

Buoys. Resistance or capacitance wave staffs were also considered unsuitable due to the 

high level of maintenance required in keeping such instruments free of aquatic growth, 

the regular requirement for calibration and their limited robustness. The instrument 

finally chosen was the surface piercing transmission line gauge described by Zwarts 

(1974) (fig 2.7). These instruments had been previously utilised by Hardy and Young 

(1996) and found to be reliable and very robust. 

Physical properties of the Zwarts poles 

The Zwarts poles were constructed of two concentric aluminium tubes (fig 2.8). Holes 

in the outer tube allowed the water to flow freely into the gap between the tubes thus 

maintaining the same water elevation within the pole, as outside. The inner and outer 

tubes had outside diameters of 25 mm and 50 mm respecfively with a gap between the 

tubes of 8 mm. To allow for possible fluctuations in the mean water level in the lake, the 

poles were constructed to a length of 4 metres. On top of the pole, a small watertight 

box with the essential electronics was placed. 
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Electrical properties of the Zwarts poles 

The Zwarts poles act as the equivalent of a coaxial cable. The air water interface 

provides a discontinuity in the dielectric properties of the "cable" and causes a 

"reflection" of an electric wave. Zwarts (1974) showed that an electromagnetic standing 

wave can be established along the pole. The period of this wave is directly proportional 

to the length of the air gap between the head or top of the pole and the air-water 

interface (dielectric discontinuity). This identical principle is used by 

telecommunication companies to fmd the positions of breaks in underground coaxial 

cables. The electronics required to produce the standing wave is contained within a 

small water proof enclosure fixed to the top of the pole (fig 2.9 and fig 2.10). 

Although the period and hence the frequency of the electrical wave in the pole varied 

with the length of the air gap, its extremes were in the range from 6.4 MHz to 9.2 MHz 

(from a pole out of water to a completely submerged pole). Typically the frequency was 

around 8 MHz. This frequency was divided by 8192. The final output from the 

electronics was an analogue square wave. The period of this wave was proportional to 

the air gap. The square wave output from the Zwarts pole was connected to a counter 

circuit which contained two Programmable Array Logic (PAL) chips programmed to 

convert the frequency signal to a two byte number. The counter was triggered by a 

positive edge of the square wave. To avoid the output varying by one count in stable 

conditions, the counter sampled a total of 4 square wave forms. The period of the square 

wave was determined with a high speed counter with a frequency of 9.8304 MHz. The 

output from the counter circuit was a two-byte binary number representing the 

instantaneous water elevation at the Zwarts pole. For the experiment a sampling 

frequency of 8 Hz was found to be sufficient. The circuitry for both the Zwarts pole and 

the counter were produced by the Electronics Section of the Department of Civil 

Engineering, University College, University of New South Wales. 
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Static calibration of the Zwarts poles 

Static calibrations of all Zwarts poles were performed prior to deployment. A significant 

advantage of the Zwarts pole over resistance or capacitance gauges is that the calibration 

is independent of the physical properties of the water. The salinity or conductivity of the 

water, for example, has no influence on the calibration of the instrument. The static 

calibration system consisted of a 4 metre length of PVC tubing, in which the Zwarts 

pole was placed. The tube was filled completely with water. The water was then 

lowered in steps whilst output from the Zwarts pole was logged. The level in the tube 

and therefore the submergence of the Zwarts pole was determined to an accuracy of 

±0.5 mm by the use of a simple manometer tube fixed to the outer wall of the PVC 

tube. The Zwarts pole was connected to a computer that read the counter signal. Both 

readings were stored in a file for further processing. This calibration was repeated at 

least once. The mean offset varies depending on the precise fixing position of the pole 

upon deployment. The slope of the curve can be approximated by a straight line whose 

slope found, by linear regression, is given by 1 count = 0.245 cm. The calibration curves 

for all 8 poles used in the North-South array were almost identical. Therefore, this 

calibration result was subsequently used in the analysis of data from all poles. The 

calibrations of all the poles were checked when taken in for inspection (and cleaning) 

every 3 to 6 months. 

Dynamic calibration of the Zwarts poles 

Since there was no information on the frequency response of our Zwarts poles, an 

investigation had to be conducted to ensure that the Zwarts poles' frequency response 

was sufficient for the frequencies of the waves that would be measured. The number and 

configuration of holes in the outer tube would largely determine the frequency response 

of the instrument. The holes in the outer tube of the Zwarts pole should not significantly 

impede the flow of water into and out of the annulus between the concentric tubes 

(fig 2.8). This would decrease the frequency response of the Zwarts poles. Naturally, 

there is a limit to the number of holes that can be placed in the tube as eventually the 

structural integrity of the pole will be degraded. To investigate the appropriate selection 
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of the porosity for the outer tube, a dynamic cahbration of the pole was performed. The 

calibration system is shown in figure 2.11. 

The Zwarts pole was placed vertically in a water storage tank (fig 2.12). A chain 

connected to the top of the pole passed over a toothed cog fixed to the roof of the 

laboratory. The other end of the chain was connected to an eccentric arm fixed to a 

variable speed electric motor (fig 2.13). By varying both the speed of the motor and the 

length of the arm, the pole could be oscillated vertically at a range of desired 

frequencies and amplitudes. A multiple turn variable resistor was fixed to the shaft of 

the toothed cog. A constant voltage was applied across the resistor and its output logged 

with a conventional analog to digital board in a PC (fig 2.14). The output from the 

Zwarts pole was sampled coincidently with that of the variable resistor. As the resistor 

measures the actual position of the pole relative to the stationary water surface, it 

provides a reference for the determination of the transfer function for the Zwarts pole. 

A number of experiments were conducted for realistic wave amplitudes and frequencies 

(table 2.1). There was no measurable phase lag between the Zwarts pole and the resistor 

in any of the experiments. The amplitude transfer function for most frequencies and 

amplitudes is near to one. However, at 2 Hz the difference between the resistor and the 

Zwarts pole is about 15%. 
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Tr^s fe r Function of the Zwairts z '̂./, V ' ^ 

Amplitude in Metres 

Frequenc 
y in Hz 

0.05 0.07 0.1 0.25 0.5 0.75 1 1.25 1.5 

Frequenc 
y in Hz 

2 0.84 0.86 Frequenc 
y in Hz 

1.33 0.96 0.96 0.96 

Frequenc 
y in Hz 

1 0.99 0.99 1.00 0.98 

Frequenc 
y in Hz 

0.5 1.00 0.99 1.01 1.00 1.00 0.98 0.95 

Frequenc 
y in Hz 

0.33 1.00 0.98 1.00 1.00 1.00 0.98 0.99 1.00 0.99 

Table 2.1 Transfer Function of the Zwarts Pole 

Field comparison of the Zwarts poles 

Although laboratory tests provided a well controlled dynamic calibration of the poles, 

there was some doubt as to whether the vertical oscillation of the pole in still water 

accurately simulated the passage of a spectrum of waves past the poles. To test this 

point an in situ field calibration was conducted. The Zwarts pole on the central platform 

was compared with three resistance wave gauges. The resistance wave gauges had a 

sampling frequency of 20 Hz and were statically calibrated before and after the 

experiment on site to ensure that the calibration had not changed over the "short" 

experiment time. Since the resistance gauges have a very high frequency response, 

comparison of the spectra would determine both the frequency response of the Zwarts 

poles and whether aliasing was significant at the 8 Hz sampling rate. Tests were 

conducted for a number of different wave heights and wind speeds. A total of 18 tests 

were conducted with wind speeds varying from 5 m/s to 14 m/s. The transfer function 

between the Zwarts pole spectra and the resistance gauge spectra were not only a 

function of the frequency but also differed with wave height. When non-

dimensionalized in terms of the peak spectral frequency,^ , the individual transfer 

functions collapsed onto a single relationship. The reasoning behind this is that the 

smaller waves (higher frequencies) are superimposed on the larger waves (lower 
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frequencies) and thus increase the slope of the wave front. The level of the water in the 

Zwarts pole has to rise faster for a wave with a steep slope. Therefore, the water has to 

enter the Zwarts pole faster if the waves are steeper. This again is limited by the hole 

size in the outer pole (fig 2.8). Since the laboratory tests were all done at single 

frequencies, this did not show up in the laboratory transfer function. Hence, the 

frequency response in the presence of a full spectrum of waves is poorer than in the 

monochromatic laboratory tests. A new transfer function, dependent on dimensionless 

frequency was developed as shown in fig 2.15 .The transfer function indicates that the 

instrument is incapable of resolving spectral components a b o v e = 5 . Hence, all 

analysed spectra were truncated at this point. The transfer function below/5^ < 1 is very 

sensitive to noise due to the very low energy levels in this part of the spectrum. 

Therefore it was assumed that the transfer function is equal to one in this region. The 

smoothed transfer function shown by the dashed line in fig 2.15 was used to correct all 

recorded spectra. 

Limitations of the Zwarts poles 

Overall, the Zwarts pole system proved a remarkably reliable. A number of limitations 

of the system were, however, identified during the coarse of the experimental program. 

Firstly, the mean offset of the pole calibration was temperature sensitive and would vary 

with daily temperature fluctuations. Typical variations were of order 10 mm. Hence, the 

instruments are not ideal for the measurement of very low frequency oscillations such as 

tides, infra gravity waves or seiches. The first two of these long wave phenomena are of 

no interest in a lake. Seiching, however, could have some influence on the mean water 

level and will be addressed in a later section. Mean water levels could still be measured 

with reasonable accuracy by averaging measurements over a 2 or 3 day period. The 

second, and far more serious problem that was encountered with the Zwarts poles, was 

fouling of the poles with algae. This proved to be a persistent problem, particularly 

during summer when the water temperature in the lake typically rose to 25 deg C. The 

algae would "grow" across the holes in the poles and block the water from entering and 

exiting, thus degrading the frequency response, and finally rendering poles unusable. 
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The problem was overcome by periodic removal (generally at 3 month interval) and 

thorough cleaning of the poles. Cleaning the poles in situ proved to be an inefficient 

method. 

2.4.2 The towers 

To keep the wave staffs upright and to house the associated electronics, 7 towers were 

constructed. Besides being stable enough to resist rough weather, the towers had to be 

large and stable enough to enable work by maintenance crews. Needless to say, 

interference of the towers on the waves had to be minimal. Since these towers were 

5 kilometres from shore, they had to be self contained. To provide for electrical power 

large solar panels were mounted on the towers. 

Physical description of the towers 

The towers were designed so as to provide minimum disturbance to the waves 

(fig 2.16). To allow for possible changes in mean water level, the towers were build to a 

height of 4.5 metre. The towers were free standing but additional stability was provided 

by four steel guy ropes fixed to the lake bed with anchors manually driven into the bed 

(fig 2.17). The Zwarts pole was connected to the tower (fig 2.18) by two U-bolt 

brackets, one near the bottom and one near the top of the tower. 

Electrical equipment on the towers 

From the Zwart pole an electrical wire ran to the counter card. This card together with 

the radio and the radio modem, which made up the data telemetry system, were housed 

in a watertight box on top of the tower (fig 2.19). Two 6 volt lead-acid batteries were 

located beside the watertight box on the tower covered to protect them from the 

elements. The batteries were connected in series to provide 12 volt power to the system. 

These batteries were charged with two solar cells. With no solar input, the batteries 

could power the system for approximately 6 days. Although battery failures did occur as 

the batteries aged, power failures were extremely rare. The solar panels (fig 2.20) were 

fixed with hinges on the top of the tower facing North. The angle of the solar panels 
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with the horizon could be adjusted so that the optimum angle to the sun could be 

obtained. 

On one side of the tower a Yagi antenna was mounted to transmit the data. The antenna 

pointed across the water at the base station. This was the standard equipment on all 

towers. 

The Bureau of Meteorology, Melbourne, Australia, provided a range of additional 

instrumentation. During the experiment, 10 metre high anemometer masts (VDO 

anemometers, model 402 715) were installed on four towers, to measure the wind speed 

and direction (fig 2.21). The data from the anemometers were recorded as 10 minute 

mean values using on-board data loggers. On two of those towers, water temperature at 

3 different depths, the air temperature and air humidity was also measured and recorded 

on the data loggers. These additional meteorological instruments were not integrated 

into the telemetry system as they were added after the initial measurement program had 

commenced. As the quantity of data generated by these instruments was not large, the 

on-board data loggers proved an acceptable compromise. Data were down-loaded to a 

portable PC on regular maintenance visits. Although these additional instruments 

enhanced the experiments, they required a high degree of maintenance and failed on 

numerous occasions. 

Deployment of the towers in the lake 

The towers were fully constructed at the University College and transported to the lake 

shore by truck. On the shore the Zwarts poles were mounted. The bottom mounts of the 

Zwarts poles were between 1.5 and 2 metres below the water surface once the towers 

were standing in their upright position. The deployment of these towers was done from 

the "assault craff borrowed from the Royal Australian Army (fig 2.22). This craft 

brought the towers to premarked spots (buoys) in the lake. The craft was then lined up 

facing North while two people would slide the tower off the front. When two of the 

tower feet hit the lake bed, the boat driver had to increase the engine power to move the 

boat slowly forward thus pushing the tower upward. With too much power, the boat 
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would overrun the towers pushing them over, and with too httle power the tower would 

fall back into the lake. The deployment of the towers could only be achieved in very 

calm weather. Even in such conditions the process was often precarious. Once the tower 

was upright, a 40 kg pole was used to drive the anchors into the mud to which steel guy 

ropes were attached (fig 2.17). Needless to say, this was a very physically demanding 

job. Finally, the electronics, batteries and solar panels were placed on the upright 

towers. 

2.4.3 Radio telemetry 

To avoid numerous trips to the wave gauge towers to collect data, a telemetry system 

was setup to send the data to a base station (see section on base station) located on the 

shore. At the base station the data were stored for later collection. 

As maintenance of the telemetry system in the field would be a difficult task, it was 

designed to be as simple as possible. Hence, microprocessor control was not attempted. 

Rather, the system had very little "intelligence". The communication was real time and 

"one-way." Any data lost in the transmission could not be recovered. Simple checks 

were implemented to determine if data were corrupted or lost during transmission. 

The data path 

The best way to describe the electronic/radio system is to follow the data path from the 

point the data have been measured to the point where they are safely stored. The Zwarts 

pole produces an analog square wave output (see section 2.4.1 on the Zwarts pole) 

which varied in frequency. This signal was passed via a cable with watertight 

cormectors to a watertight box on the towers (see section on towers). These watertight 

boxes contained the "signal to count" converters, radio modems and the radios 

themselves. The counter converted the analog square wave to a digital count 

proportional to the period of the square wave. To keep the system as simple as possible, 

programmable array logic (PAL) chips were used to perform most tasks. The counter 

system described above, digitized the water surface elevation at a rate of 8 Hz. The 

output from the counter card consisted of a 2-byte string representing the water surface 
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elevation together with a further 2 byte sequence number used to identify lost or 

erroneous data. The data were in RS232 serial form which could be directly entered to a 

(portable) PC for testing and diagnosis. In the field operation, the data were transmitted 

via the radio telemetry system. This system consisted of a radio modem, a radio 

transmitter and an 8-element Yagi antenna. The radios operated continuously with the 

transmitters for each pole operating at differing carrier frequencies within the frequency 

band 850 MHz to 920 MHz. At the base station, on the shore of the Lake, a matched set 

of radio receivers were located (one for each transmitter/pole system). The system is 

shown schematically in figure 2.23. In order to reduce cost and power requirements, the 

system was strictly "one-way." As there was no "two-way" communication, there was 

no opportunity to re-transmit lost or corrupted data. The two-byte sequence number was 

later used in the processing to identify such occurrences. All poles were in line of sight 

of the base station with the maximum distance being approximately 20 km. With time 

the transmitter/receiver pairs would drift "off-frequency" and transmission errors would 

become a problem. On-site repairs were attempted, but eventually the radios had to be 

returned to the manufacture to be tuned. Generally, however, errors were rare. When 

they did occur, they were handled by the data processing software. From the radio 

receivers the signal went into the radio modems and into a multi-channel 

communication board attached to a Personal Computer (PC). This PC logged all the 

incoming data to disk and performed error checking on the incoming signals. The PC 

also contained software to check the functioning of the poles. Both programs could be 

started via a telephone modem from the university. This enabled continual checking for 

errors and the correct functioning of the system from the university. 

A spatial array of Zwarts poles was established at the central platform to measure the 

directional properties of the waves (see section 2.6). In contrast to the other locations, 

the directional array had a "two way" radio link to the base station. The reason for this 

was that the directional array did not log data continuously due to the high volume of 

data. The "two way" link was used to transmit a signal to the array to switch on and 

commence logging data. A full description of this system appears in section 2.6. 
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2.4.4 Platform 

At Station 6 in the centre of the lake a large platform was erected. The main purpose of 

the platform (fig 2.24) was to provide a work space for various experiments. It consisted 

of a wooden deck (4.5 x 4.5 metres) supported by steel poles at each comer. The deck 

was about 4 metres above the lake bed. The platform was assembled on the lake side 

floated out on drums and raised by lowering its legs onto the bottom and jacking the 

deck up, in the same manner as "jack-up" oil rigs. The platform was secured at the 

comers to the lake bed by guy wires attached to anchors. On the eastem side a ladder 

was constmcted for access. 

One of the major items on the platform was the Zwarts pole at the north west comer of 

the platform. This comer was selected for the Zwarts pole as the main wind direction 

was from the North to North West. The platform legs had little influence on the waves 

passing under the platform. At the north east comer a 10 metre high aluminium 

anemometer mast was erected. The mast supported an R.M.Young anemometer (model 

05103). The mast was held steady by guy wires attached to the platform and anchors in 

the lake bed. The anemometer was connected to a data logger and the data logger to a 

one-way radio link to the base station. One second samples of the wind speed and 

direction were taken by the data logger. The telemetry system was the same as described 

in the section on telemetry (section 2.4.3). At a latter stage of the experiment several 

other instmments were also attached to the data logger. These consisted of a set of 

temperature probes to measure the temperature of the water at 0.5 m, 1 m and 1.5 m 

water depth, a hydrometer, an air temperature probe and a solar radiation meter (limited 

deployment). These data were averaged over a minute period by the data logger and 

transmitted by the telemetry system together with the wind data. 

A light-weight aluminium stmcture was built on the platform to shelter equipment. This 

stmcture housed the computer (an AT Personal Computer) and the two-way radio link 

that controlled the directional array, located 15 metres north of the platform (see 

section 2.6 on the directional array). The computer was powered by an inverter, attached 
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to a bank of batteries, that could be switched on or off by radio signals (see section 2.6 

on the directional array). Towards the end of the experiment the directional array, the 

anemometer mast and the aluminium structure were all extensively damaged during a 

particularly violent storm. 

To power the equipment, solar cells facing the North were installed on the rail of the 

platform and on the roof of the aluminium structure. The energy from these solar cells 

was stored in batteries. The batteries were located on the platform deck under covers to 

protected them from the sun and rainwater. 

A 4 metres long measurement bridge was also constructed on the western side of the 

platform, one end resting on a specially placed tower and the other end on the platform 

itself The bridge enabled undisturbed wind flow measurements from the North or South 

to be made (fig 2.25). As part of a series of measurements not discussed in this report, a 

series of resistance wave gauges, a video camera, a hydrophone and a sonic anemometer 

were deployed from the bridge (fig 2.26). 

2.4.5 The base station 

A base station was established on the Western shore of the lake (fig 1.7). For security 

and logistic purposes this was located on a private farming property. A transportable 

construction building was used for the base station (fig 2.27). To ensure line-of-site for 

radio communication to the towers, the base station was located on slightly elevated 

ground. A 12 metre high mast was erected adjacent to the base station to support the 

receiver antennas for each of the telemetry systems (fig 2.28). Equipment within the 

base station consisted of a bank of radio modems and radio receiver pairs (one pair for 

each tower), together with a conventional Personal Computer (PC) for data acquisition. 

The radio receivers were powered with a regulated 12 volt power supply. A standard 

240 volt power connection was made to the base station from the standard electricity 

grid. The output from each of the radio modems consisted of an RS232 data stream. As 

the PC had only two standard serial RS232 ports, a multiple "coms" port board was 
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added to the system. This provided eight additional RS232 ports, one for each of the 

wave measuring stations. The data stream for the anemometer and meteorological 

equipment at Station 6 (platform) were logged through one of the standard RS232 ports. 

A telephone line was established to the base station and a telephone modem connected 

to the second of the RS232 ports. With the aid of the public domain computer package 

"PC-Elsewhere" (similar to PC-Anywhere) it was possible to monitor the operation and 

control the system remotely via this telephone connection from the University. This 

link, together with an electronic switch, was later used to control the directional array 

from the University. After establishing a link from the university modem to the base 

station modem, a special character could be send to the electronic switch. This then 

either established a link with the computer at the base station, or a link with the 

computer controlling the directional array at the platform. 

2.5 Analysis of the Data 

2.5.1 Data acquisition software 

At the base station a Personal Computer (PC) logged all the data received from the radio 

modems and stored this to disk. The data were retrieved from the base station once a 

week. All the data collection and checking software were custom developed for this 

experiment. 

Acquisition of all data at the base station was achieved with a Quick Basic program 

written specifically for the task. This software was far from trivial as it needed to run 

continuously and be sufficiently robust to handle possible radio communication errors 

and failures of the instruments. A flow chart showing the structure of the software 

appears in figure 2.29. 

The software operated on a 30 minute duty cycle. Although the data stream from the 

various instruments was continuous, the software would collect data from all 
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instruments for a period of 30 minutes commencing at the start of an hour. At the 

completion of each 30 minute logging session, the data from each of the instruments 

was written to disk. The software then waited until the next hour to recommence 

logging. This apparently "wasted" time was often used to interrogate the base station 

computer via the telephone modem line from the university and check on instrument 

performance and data quality. 

The normal cycle of the software was to commence by clearing the buffers of the RS232 

ports. Then it would check whether the wave poles were working correctly. The way 

this was done is described below. Any pole not working correctly would be switched 

" o f f (logically) by the software and not logged. The program then logged the data from 

the working Zwarts pole systems and the anemometer for 30 minutes. 

The method used by the program to clear the buffers and log data was as follows. All 

the data in one RS232 port (from one Zwarts Pole) would be logged by the program 

until the buffer was empty. It would then switch to the next RS232 port and so on. 

During the switching the program also checked if the input from the Zwarts poles was 

still valid. 

Each of the RS232 ports on the expansion card had an onboard buffer of 32 KBytes. 

Hence, there was capacity for the storage of incoming data. This buffer was insufficient, 

however, to store the full 30 minute data stream (approximately 57 KBytes). Therefore, 

clearing of the data buffers and storing of the data was required during the logging 

period. This procedure posed some problems as there was no simple method of 

determining how much data resided in the onboard data buffers. To retrieve too little 

data from the buffer would mean that the buffer would eventually overflow and data 

would be lost. To retrieve too much data would mean that the program would spend too 

much time at that Zwarts pole, with the possibility that one of the other buffers would 

overflow. This problem was overcome using a system of three possible timing checks 

during the data retrieval. 
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(1) 32 bytes (2 data bytes + 2 sequence counts * 8 Hz) of data should be entering the 

buffer each second. If there was no data in the buffer the expansion card would, 

upon transfer request, return a zero after a second. This would indicate that the 

buffer was empty and the program should go on and log the data of the next 

pole. This was also used as a check if a Zwart pole system had ceased to 

operate. 

(2) With the data buffer flushed but new data entering the buffer, data could be 

extracted at the 32 Hz rate mentioned above. 

(3) If the data buffer held stored data it could be retrieved at a rate of 1000 bytes per 

second. Data should, however, enter the buffer at only 32 bytes per second. 

Sometimes a Zwarts pole system would malfunction and send data at much 

higher rates than the 32 Hz. This could be checked by the time it would take to 

clear the buffer. This also, was used as a check if a Zwart pole system had 

ceased to operate correctly. 

The anemometer and meteorological data from Station 6 were input to one of the 

standard RS232 ports. The data buffer of this port was sufficient to hold the full 30 

minute logging period for this lower data rate. Hence, the data buffer for these data was 

only flushed at the conclusion of the logging period. Approximately 80 MByte of data 

were stored each week and this was downloaded to a portable PC on weekly visits to the 

base station (fig 2.30). 

Additional software was written to check and display incoming data from the Zwarts 

poles in real time. These programs provided a real time graphical representation of the 

water surface elevation (waves) from a selected pole. Two versions of this software 

were developed: a crude ASCII based system for use over the telephone modem link 

and a graphics based version for use at the base station. These programs proved to be 

valuable diagnostic tools enabling the checking of both the wave height and the correct 

functioning of the Zwarts poles from the base station and more importantly from the 

university. 
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Due to the extremely long duration of the experiment, preliminary analysis of the 

recovered data was performed on a weekly basis. This analysis consisted of determining 

the significant wave height, H^, and the frequency of the spectral peak,^ , for each of 

the stations together with the wind speed and direction from Station 6. These results 

were stored in a data base for subsequent analysis. They were also summarised in 

weekly summary plots used to verify instrument performance. A typical example is 

shown in figure 2.31. 

2.5.2 Processing of wind data 

The raw data files from the meteorological package at Station 6 consisted of wind speed 

and direction sampled at a rate of 0.8 Hz. In addition, the raw data contained values 

representing the air temperature and humidity and water temperatures at three depths 

sampled at the lower rate of once per minute. In addition, occasional transmission errors 

due to the telemetry system either introduced spurious data or resulted in data gaps. The 

wind processing program, which was written in Quick Basic, removed data errors and 

corrected for missing data. From the resulting time series of wind speed and direction, 

10 minute mean values of wind speed and direction were saved to a data base. The full 

time series were written to tape along with the unprocessed data. 

2.5.3 Processing of wave data 

Initially, the wave data were processed on a personal computer using a program written 

in Lahey Fortran. During the period of the experiment however, the analysis was ported 

to an IBM RS6000/530. All the analysis was repeated with new software. The 

programming language used on the IBM was Matlab. 

As the wave data were to be subjected to spectral analysis, it was important that any 

possible gaps in the time series due to data transmission errors be accurately 

determined. Such gaps could be recognised since the sequence count information was 

available. The data were subdivided into contiguous blocks of 256 points. These blocks 
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were subjected to standard spectral analysis. The spectra from each block were 

ensemble averaged to yield the fmal smoothed spectral estimate (Bendat and Piersol, 

1971). The number of available blocks depended on the number of transmission errors 

in the record, but 57 was a typical number. Thus, the spectra typically had 112 degrees 

of freedom with a spectral resolution of 0.031 Hz. The Nyquest frequency is half the 

sampling interval and therefore equal to 4 Hz. Transmission errors occasionally also 

introduced spurious data into the data blocks. Any data which deviated from the mean 

by more than 4 a, where a was the standard deviation of the block, were flagged as 

erroneous and eliminated. The erroneous values were replaced by values obtained from 

linearly interpolating between their neighbours. Obviously, an excessive number of such 

errors could bias the resulting spectral estimate. A number of numerical tests were 

conducted to assess this effect. It was concluded that even with as many as 30 erroneous 

values in a block, little bias was introduced. Hence, blocks containing more than 30 

errors were not included in the ensemble average. As the telemetry system was very 

reliable, exclusion of data blocks for this reason was very rare. 

The main parameters estimated from the spectra were the significant wave height (H^) 

and the peak frequency ). The significant wave height H, or more precisely H^Q, (see 

section on the definition of H^,section 3.5) was determined from the integral of the 

spectrum and the frequency of the spectral peak using the weighted mean technique of 

Young (1995). 

f f [ F { f ) f df 
fp = h ^ (2.1) 

^ l [ F { f ) f d f 

where^ is the frequency of the spectral peak and F(f) the spectrum at frequency f . These 

values were stored in a database together with their 95% confidence limits (Young 

1995). The spectral estimates together with the raw water surface elevation time series 

were written to 8 mm streaming tape. 
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The mean daily water level was determined at each station using a zero phased order 

Butterworth smoothing technique. Because of the influence the temperature had on the 

calibration offset, it was not possible to distinguish seiching from temperature 

variations. Although the seiching effects were very small (maximum that was calculated 

was 10 cm and visual observations were even smaller) and were ignored in the analysis, 

they do introduce a possible error in the estimates of mean water level. This effect has 

been considered in the error analysis (section 4.4.3). 

2.6 The Directional Array 

In addition to the measurement of the evolution of the significant wave height, peak 

frequency and one-dimensional spectrum, the experimental design also required 

measurements of finite depth directional spreading. Such measurements were made with 

a spatial array located adjacent to the platform at Station 6. 

Young (1994) has investigated measurement methods for directional spectra. The use of 

a directional buoy was not possible due to the shallow water and relatively high 

frequency waves in the lake. The measurement system was required to operate remotely 

and for long periods of time. Therefore Zwarts poles (see section 2.4.1) were used as 

elements in a directional array. The directional resolving power of such multi-element 

arrays increases with the inclusion of additional measurement elements (Isobe et al. 

1984, Young 1994). Following Young (1994) a series of Monte Carlo simulations were 

performed to determine the optimum number and placement of the elements in the array 

(and thus the shape of the array). Two general approaches were considered in the array 

design. One was to construct an array to provided higher directional resolution from one 

particular direction. The other was to design an array with equal resolving power for all 

directions. A symmetric design with equal resolving power in all directions was finally 

adopted. The array consisted of 7 elements arranged in the form of a "Mercedes" 

star (fig 2.32). 
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The Zwarts poles which comprised the array were housed within a frame consisting of a 

top and a bottom holder separated by three thin vertical rods. These rods were 

sufficiently thin to avoid any disturbance of the waves before they reached the 

directional array. They were designed to simply separate the top and bottom holders and 

thus provided little structural rigidity. When the 7 aluminium Zwarts poles were 

installed however, the full array could support the weight of one person. The top and 

bottom holders had radial sliders with U-bolt clamps to hold the Zwarts poles. These 

sliders could be relocated at different radial positions along the holder to adjust the 

position of the Zwarts poles in the array. This feature allowed for field adjustments to 

the array geometry although such adjustments were not actually required. To provide 

the array with additional cross bracing, very thin wires were strung to the opposite 

comers (fig 2.33). Furthermore, for stability and, to make sure the array did not blow 

over, three anchors were driven into the lake bed and attached with guy wires to the top 

holder. 

The Zwarts pole array was located 15 metres north of the main platform at Station 6. On 

the platform there was a garden shed with a personal computer (AT). Data from the 

array were logged by a personal computer (AT), housed within the aluminium structure 

on the platform. A program was written in Turbo Pascal to log the 7 poles at a rate of 

8 Hz. All the data were kept in memory until the logging session of half an hour was 

complete. This was necessary because the writing of the data to the hard disk caused 

delays in the sampling. All the poles in the array were attached to the PC via waterproof 

cables. These cables ran from the PC, via one of the legs of the platform into the water 

and across the bottom of the lake to the array. The cables were securely attached to the 

legs of the platform to avoid damage to the cables. On the lake bed, the cables were 

held in place using weights. 

The computer on the platform was powered by an inverter connected to 12 volt storage 

batteries (or two 6 volts in series). These batteries were recharged by the solar cells 

which were placed on the platform. To conserve energy, the computer could be 
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switched on via the telemetry link to the base station from the university in Canberra. 

To make sure that the computer switched off after logging the array in the event of 

losing the radio link, a timer was installed that switched the computer off after 45 

minutes. This system made it possible to log the directional array remotely. This was 

necessary for two reasons. Firstly, the measurements could be taken at any time of the 

day, without organizing a team to go out to the platform. Secondly, measurements could 

be taken in rough weather. Sometimes it was not safe to go to the platform by boat 

because of bad weather or the onset of night. Logging the array remotely avoided these 

problems. The data were down loaded onto a portable computer when the hard disk of 

the computer on the platform was nearly full. This required a trip to the lake and 

platform. 

The logging sessions were 30 minutes. Once initiated, the logging worked 

automatically. The data logged from the 7 poles at 8 Hz, was kept in memory due to the 

slowness of the disk writing interfering with the logging. After the logging period, all 

the data were retrieved from memory and written to disk. These data were retrieved at 

regular intervals (before the harddisk was filled). The amount of data collected per 

session was approximately 600 KByte. 

The first deployment of the array was disastrous. The initial design of the array did not 

include the vertical rods or the cross bracing and relied completely on the Zwarts poles 

themselves for structural rigidity. The army assault craft (see section 2.2.2) was used to 

launch the array. Just after launching and before the ground anchors could be attached to 

the array, it collapsed sidewards as a parallelogram. The U-bolts which connected the 

Zwarts poles to the top and bottom holders could not resist the moment applied by 

out-of-balance forces on the structure. The collapsed array was recovered, re-designed 

and later successfully deployed. 

The second problem which was encountered with the array, was with the watertight 

heads on top of the Zwarts poles which contained all the electronics. These were a 
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different design to those used on the Zwarts poles deployed at the towers. Although the 

heads were watertight, they were not airtight. During the day warm air with a high 

moisture content entered the head. During the evening the water in the air condensated 

within the watertight head. The continual buildup of moisture eventually destroyed the 

electronics requiring a re-design of the head assembly. 

The last problem encountered with the array was the algae growth on the poles. This 

required complete dismantling of the array. Because the Zwarts poles were part of the 

structural strength of the array, they had to be replaced by similar poles. Three 

aluminum poles with the same diameter were used to replace the Zwarts poles while the 

Zwarts poles were cleaned. The dismantling of the Zwarts poles was done by one person 

on top and one diver on the bottom to undo the U-bolts. The cleaning of the Zwarts 

poles was done using a high pressure water jet. After the cleaning, the poles were 

returned, remounted (fig 2.34), and the three temporary supports removed. 

Although the directional array was deployed later in the experiment, it functioned for 

more than one and a half years. At the end of this period unfortunately some of the guy 

wires of the array were corroded and in a severe storm, the array collapsed. 
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3. Results from Lake George 

3.1 Introduction to the Results of the Measurements 

The previous chapter provided a description of the instrumentation used to measure both 

wind and wave data. This chapter provides an overview of the data measured during the 

extended measurement program. The overview includes the wave and wind data 

collected at the individual stations, together with the directional data from the array at 

Station 6. 

The chapter also includes two short notes on the definitions of wave height and wind 

speed to be used in later analysis. 

3.2 Results of the Wave Measurements 

Although wave measurements were conducted on Lake George over a 3 year period, the 

period from 6 March 1992 until 7 October 1993 has been used for the data analysis. In 

this period there were 67,225 usable wave records each with a duration of half an hour 

collected. The samples in these records were taken at a frequency of 8 Hz. For the 

spectral analyses the samples were split into 256 point data blocks. In total there were 

3,675,819 blocks analysed. Table 3.1 shows the quantity of usable data obtained from 

each station during the analysis period. 

Station Number 1 2 3 4 5 6 7 8 

Records 8731 8171 8642 8594 8880 6918 8618 8671 

number of 256 
sample blocks 

468,291 449,134 481,803 477,453 490,114 385,673 469,895 453,456 

Table 3.1 Stations with the number of records and 256 sample blocks 
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Because of the quantity of wave data, an automatic analysis and quahty control program 

was written. This program applied the following checks: 

• Gaps in the sequence count, indicating missing data were noted. For small gaps 

(less than 30 data points) the data were interpolated. Whilst for larger gaps, the 

data block was discarded. 

• The total number of gaps and their total length in the record were noted. If the 

total number of missing data points in a record exceeded 30, the block was also 

disregarded. 

• Possible data spikes were flagged. If individual readings exceeded 4 times the 

standard deviation of that block, they were considered a spike, and treated in the 

same manner as data gaps. 

This data quality control process, together with occasional instrument failures 

(especially Station 6), accounts for the varying number of records and blocks reported in 

table 3.1. 

From the preliminary analyses the following quantities were derived and recorded. A 

brief explanation of the recorded variables is given. 
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1 Date This is a noinial date including the hour in the following 
format YYMMDDHH. 

2 Station number There were 8 stations in the lake. The most northern one 
being Station 1 and the southern wave measuring station 
being Station 8. The platform was Station 6. 

3 Hs The Hg is calculated from the variance of the spectrum. 

4 Lower 95% H, The lower 95% confidence limit is calculated from the 
number of degrees of freedom of the spectrum (Young 1995). 

5 Upper 95% H^ The upper 95% confidence limit is calculated from the 
number of degrees of freedom of the spectrum (Young 1995). 

6 fp The peak frequency is calculated with the weighted method 
described by Young (1995). 

7 Number of 
blocks 

The wave record was split up into blocks of 256 samples for 
the analysis. The number of these sample blocks was 
recorded as a quality indicator. 

8 Uio 
Wind Speed 

This was a mean of the wind speed measured at 10 metres 
height at Station 6 during the recording period. 

9 010 
Wind Direction 

This was a mean of the wind direction measured at 10 metres 
height at Station 6 during the recording period (not a vector 
mean). 

10 auio The standard deviation calculated from the wind speed 
records measured at 10 metres height. 

11 aGio The standard deviation calculated from the wind direction 
records measured at 10 metres height. 

12 Number of 
wind points 

Number of points used to determine the wind speed (Ujo) and 
direction (9). 

13 Water depth at 
Station 5 

Water depth at Station 5 in metres (ie. lake average). Due to 
the position of Station 5 in the middle of the lake, it was used 
as the average water depth that could be used for all the 
stations. 

14 Actual water 
depth 

Actual water depth at the station (field 2) in metres. 

Table 3.2 Variables calculated for all the wind and wave records. 
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For the wind that came from North or South (±20°) direction the following extra 

quantities were calculated. 

15 Actual fetch Distance (m) from the north or south shore. 

16 Fetch using 
JONSWAP 

The fetch at the most upwind station is calculated from the 
measured energy at this station and the 
JONSWAP (energy-fetch) relationship. The fetch at the other 
locations is determined as an offset from the most upwind 
station. 

17 Fetch using 
JONSWAP 
with NaN 

Same as above but the fetch at the most upward station is 
flagged as Not a Number (NaN) 

18 Number of the 
stations 

Number of the stations along the fetch (1 is first station along 
fetch) 

Table 3.3 Extra items which were calculated for North and South winds 

The wind was not measured at every station. There are however different methods for 

estimating the wind speed for each station. Therefore, the wind was calculated with 

these different methods and stored for easy accessibility and comparison. 
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19 Uio Taylor Using the boundary layer theory of Taylor and Lee (1984) a 
value of Uio each station was calculated from the measured 
wind at Station 6. See section 3.6. 

20 Averaged 
Uio Taylor 

Using the boundary layer theory of Taylor (1984) (see section 
3.6) a value of Uio ^ach station was calculated for the 
measured wind at Station 6. This was then averaged along the 
downwind path of the fetch. Note this doesn't give the same 
answer as the measured wind (field 8). 

21 Averaged 
Uio Taylor 
cos(e) 

Using the boundary layer averaged wind speed (field 20) and 
the wind direction (field 9) the effective wind speed was 
calculated. See section 3.6. 

22 U Wu The wind speed according to Wu (1980). See section 3.6. 

23 U HEXOS The wind speed according to HEXOS (1992). See section 3.6. 

24 u [m] The wind speed U [kH] is the wind speed half a wave length 
above water surface at the station. The wind speed is 
calculated by using a logarithmic wind profile and the 
measured wind at 10 metres. 

25 Averaged 
u [xh] 

The values in field 24 averaged along the fetch. 

26 Average 
downwind path 
depth 

This depth is averaged along the downwind path. This means 
that the average depth was calculated over the distance which 
the wind had travelled. Note that this means that the averaged 
downwind path depth differs for every station. Also, note that 
this is a different depth to field 13. 

Table 3.4 Extra wind speed calculations which were included for North and South 
winds 

To give an indication of the data which was returned, histograms of two parameters 

have been prepared. The significant wave height (H^) of the data from all eight stations 

is shown in figures 3.1 and 3.3. One interesting feature of the graphs in figure 3.3 is that 

the measuring stations in the middle of the lake have higher waves on average than the 

measuring stations at the ends. This occurs since a large proportion of the data are for 

easterly and westerly winds. For these cases, both stations 1 and 8 have short fetches. 
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The histograms of frequency (fig 3.2 and 3.4) do not exhibit any obvious position 

dependent trend. 

Cases for which the wind direction was closely aligned (±20° ) with the north-south 

instrument array provided the opportunity to investigate fetch limited growth at multiple 

stations. Hence, such cases were extracted from the full data set. This sub-set was 

entitled the "North-South" data set. To ensure well defined conditions, only data which 

corresponded to steady-state cases were retrained. Only cases for which the wind speed 

varied by less than 10%, not only during the 30 minute measurement period but for one 

hour previously were retained. Also cases where the wind speed was less than 4 m/s 

were discarded. 

North-South data distribution histograms have also been prepared (fig 3.5 to 3.8). In 

figure 3.7 again the measuring stations close to the shore on average have smaller 

significant wave heights than the ones in the middle of the lake. In figure 3.8 there can 

now be seen a difference in the peak frequency for the different measuring stations. In 

the middle of the lake the measuring stations have a lower peak frequency than for the 

stations at the ends of the lake. The North-South data contains a wide range of fetches. 

This increased dynamic range more clearly shows the variation in peak frequency with 

fetch. 

A more detailed frequency distribution of the full data set is given in figure 3.9. In this 

figure there is a clear low frequency spike. These data were checked manually and in all 

cases the wind speed was very low and both the wave height and frequency were not 

consistent with the other measuring stafions. Subsequently such records were deleted for 

the North-South analysis. Some of the North-South cases exhibited rather unusual 

behaviour at long fetch. As expected, the significant wave height generally increased 

with increasing fetch. In some cases, however, the significant wave height began to 

decrease again at long fetch. The reasons for this behaviour are yet to be explained. 

Possible causes are: Changes in water depth, changing aerodynamic roughness of the 
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water surface and the influence of the lake sides. For the present analysis, such cases 

were excluded. 

3.3 Results of the Wind Measurements 

In total, five anemometers were mounted on the stations. However four anemometers 

(the VDO type 402 715) failed on numerous occasions. These anemometers were 

mounted on Stations 2, 4, 7 and 8. On Station 6 (the platform) the R.M. Young 

anemometer was used as wind reference during the experiment. In figure 3.10, the times 

that the anemometers were operational is shown. Times when all five anemometers 

were working are limited. To investigate boundary layer development along the lake 

only cases where the wind speed was greater than 4 m/s were considered (see section 

3.6). As can be seen in figure 3.11 the window for that opportunity is even smaller. As 

the record at station 6 was most complete, this station was used for the bulk of the 

analysis to be described in subsequent sections. 

As with the wave data, the wind data were analysed after transfer to the university. The 

data logger at station 6 recorded a sample every 1.25 seconds and averaged these 

samples every minute. These data were then sent to shore and stored on the base station 

computer. At the university, both the wind speed and wind direction were averaged over 

a 10 minute period. This would result in three average wind speeds and wind directions 

during a 30 minute logging period. 

Both the vector mean and the arithmetic mean were calculated. The two averages, as 

shown in table 3.5, did not differ significantly. 
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Mean difference between arithmetic and vector average of the wind speed & 
direction r 

. ' , !," : ' isf 

Difference in wind speed (m/s) Difference in direction 
(degrees) 

Difference in 
mean 

Difference in 
sdev 

Difference in 
mean 

Difference in 
sdev 

All winds 0.09 0.51 2.46 13.84 

Wind > 3 m/s 0.07 0.39 0.45 3.96 

Table 3.5 Differences between the "vector mean" and the "arithmetic mean" wind 
speed and direction. The reason that the directional difference is larger 
for wind speeds less than 3 m/s is that during periods of very low winds 
the slightest gust could turn the anemometer around, which gives a larger 
difference in the two values. 

Distribution histograms for wind speed and direction are shown in figures 3.12 to 3.17. 

In figure 3.12 the wind speed histogram for all data is shown. There are numerous 

events with moderate to strong winds. The corresponding wind direction histogram is 

shown in figure 3.13 and a joint scatter plot of the wind speed and direction in 

figure 3.14. The experiment was designed for North-South winds. As shown by these 

plots, such events were not particularly common. Hence, the extended data gathering 

period was required to acquire sufficient suitable data. 

The most common wind direction is west (fig 3.13). The wind direction histogram 

indicates that an east-west array geometry would have represented a more effective 

experimental design. Although North-South events are relatively rare, the longer fetch 

in this direction was seen as a significant parameter in the experimental design, thus 

justifying the array alignment. 

As noted earlier, strict quality controls were imposed for the North-South data set. 

These criteria ensured that the data were collected in truly fetch limited conditions and 

with homogeneous wind fields. These strict criteria, together with the fact that 
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North-South wind events were not common, reduced the data set significantly. 

However, as the measurement period lasted for a long period, the resulting data set 

consisted of approximately 1000 observations. The distribution in terms of wind speed 

and direction for this data set are shown in figures 3.15 and 3.16 respectively. As shown 

in figure 3.16 southerly winds are more common than northerly events. A scattergram 

showing wind speed and direction appears in figure 3.17. 

3.4 Results of the Directional Spectra Measurements 

There was one directional array with 7 elements placed at Station 6. This directional 

array was operated from the university through a series of (radio) modems. With this 

connection, the controlling computer could be switched on. Unless the computer had 

received a command to be switched off earlier, it would remain on for a period of 45 

minutes and then would switch off This ensured that if the data link was lost, the 

remainder of the session would be logged, without excessive drain on battery power. 

Because the array could be monitored and controlled from the university via telemetry 

and modem links, it could be switched on when the wind was of suitable strength and 

direction. Of coarse there was no way of knowing if the wind would remain steady in 

both direction and magnitude when starting the logging session. The array functioned 

for more than one and a half years. 

The water depth during this period was between 1.8 and 2.4 metres. The wind speed, 

which was monitored by the anemometer at Station 6, ranged between 3 and 15 m/s. In 

this period 156 directional spectra were recorded. Many of the directional spectra were 

recorded under slantly fetch conditions. This resulted in directionally skewed spectra 

with significant differences in the directions of the wind and waves. Such cases were 

excluded by considering only easterly and westerly cases where the wind direction was 

±10° from the shore normal. This resulted in 58 records. There were no suitable 

North-South events recorded by the directional array. 
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These 58 records ranged from very young seas ( = 4 ) to fully developed seas 

( U^ ÎCp = 1 ). The ratio U^Q/Cp is often referred to as the inverse wave age in which Û q 

is the wind speed measured at 10 metres height above the surface and Cp is the phase 

speed of the peak frequency, 

= / (3.1) 

where Lp is the peak wave length and Tp the peak period of the wave. Although the 

majority of the cases were around U^ ÎCp = 2.3 (see fig 3.18) the data set covers a broad 

range of wave-ages. This range is comparable to the deepwater data set of Donelan et al. 

(1985), and significantly broader than the well know data set of Mitsuyasu et al. (1975) 

and Hasselmann et al. (1980) 

Figure 3.19 shows the non-dimensional parameter kpd which is often used to indicate 

whether the record is taken in shallow water ( kpd < 0.25 ), deep water ( kpd >n) or 

transitional water ( 0.25 <kpd<n). Here kp is the wave number of the spectral peak and 

d the water depth. As shown in figure 3.19 the majority of the data are between 

1 < kpd < 2. Hence, the data set is entirely in transitional water depth where significant 

bottom effects could be expected. 

3 . 5 A N o t e o n H^^ V e r s u s My^ 

Before describing wave development in detail, a comment on the definition of 

significant wave height ( / /J is warranted. The significant wave height {H )̂ is often 

defined as H^ = Hŷ  , with being the average of the highest Vs of the waves 

(computed from zero crossing analysis). Alternatively it is defined as H^ 

(computed from the area of the energy density spectrum). There seems to be no 

consensus on the matter. As long as H^ is well defined by the author(s) there can be no 

confusion. Here H^ = H^^ is used. There is a difference between Hŷ  and H^^. Thompson 
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and Vincent (1985), conducted experiments in tlie CERC wave tank with a 1:30 slope. 

They found differences up to 40% between Hŷ  and H^^. Hardy (1993), working in very 

shallow water (0.5 to 2.5 metres water depth) on the edge of a reef, found differences 

ranging from 0 to 15%. Forristall (1978) conducted an analysis of 116 hours of 

hurricane spectra and concluded that the Hŷ  is 0.942 times H^^. A comparison was 

conducted for the Lake George data set. Because the raw wave records were available, a 

true Hŷ  could be calculated together with the For all the data is less than 1.5 % 

higher than Hŷ  (fig 3.20). A linear regression to the data of figure 3.20 yields 

Hŷ  = 0.9864 H^^ .When limited to the North-South data, Hŷ  is lower than H^^ by about 

4-6 % (fig 3.21). Because of the longer fetch, these waves are relatively larger than 

waves from other directions. This possibly accounts for the larger difference. 

3.6 Wind Speeds 

There has been significant debate about which wind speed to use in converting the wave 

height, wave frequency, fetch length and water depth to dimensionless parameters. The 

most widely used wind speeds are the value at 10 metres above the "average" surface 

and the friction velocity, defined as 

U = 
/ \ 

T (3.2) 

where x is the wind stress and p the density of air. 

Of the two, the most frequently used is the wind speed at 10 metres above the surface 

level (U/o) although this can sometimes be difficult to measure. For instance, most 

ships at sea measure the wind speeds at 19.4 metres above the sea surface. If the wind 

speed is measured at a level other than 10 metres above the surface, it can be converted 

to Û o using the logarithmic form of the boundary layer profile 
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(3.3) 

in which z is the elevation at which U, is measured, K is the von Karman's constant 

(K = 0.4), Ẑ  is the roughness length of the surface and U* is the friction velocity. 

Wu (1980) proposed a relationship between U*, Ujq and the drag coefficient C/^. 

U = (C r u * ^ 10 ^ 10 

C^̂  = (0.8 + 0.065 U^^) X 10 - 3 

(3.4) 

The HEXOS results (Smith et al. 1992) showed that the roughness length is a function 

of the wave age (C^ /U*) 

U' 
ẑ  = 0.48 —^ (3.5) 

This together with equation 3.3 yields 

U 
f/ = — In 

K 

z g C^ 

0.48 V 
(3.6) 

which can be solved iteratively. A good starting point is using Wu's U* as a first guess. 

Another major problem is knowing the exact speed along the fetch. This is a serious 

problem when there is a change of roughness length of the surface (e.g. from land to 

water). Taylor and Lee (1984) provide some guidelines. The basic principle is that the 

boundary layer adjusts itself after a certain length. The flow will have an internal 

boundary layer with a depth of <5,. Outside this internal boundary layer the wind velocity 

is the same as equation 3.3. The internal boundary layer grows according to the 

relationship 
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5 = 0.75 z. 
/ \ 

X 0 .8 

(3.7) 

where x is the distance along the fetch and ZQ is the roughness length at x. Inside the 
boundary layer (z < 6,) the wind speed at elevation z is 

In 
U = 

z in 

In In 

Ow 

OM 

U Ou (3.8) 

with Zĝ  being the roughness length of the upwind boundary, UQU the upwind wind 
velocity and U, the wind speed at elevation z. 

The wind is usually only measured at a point or a few points along the fetch. As 
indicated in equations 3.7 & 3.8, the wind speed varies after a change of roughness 
length. Since the wave growth is dependent on the wind speed, it is wise to calculate an 
average wind speed for the fetch. One could also argue that even a mean of the wind 
speed along the fetch is not good enough and a more sophisticated calculation should be 
made. 

As explained in the chapter on wind speed measurements, there were five stations where 
the wind was measured. Unfortunately due to technical failures, there was only a small 
period when all 5 stations were working (fig 3.10 and fig 3.11). Therefore it was 
decided to use the wind measuring Station 6 (on the platform) as the wind speed 
indicator for the calculations, since this record was most extensive. The equations given 
by Taylor and Lee 1984 (equations 3.7 and 3.8) were calibrated and verified in the small 
period that all the stations were working. 
Based on these relationships and the measurements at station 6, wind speeds at the other 
stations along the fetch were calculated. 
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3.7 Dimensionless Parameters 

One of the basic assumptions of wind-wave research is that wind generated waves are 

"self similar". When expressed in non-dimensional form gravity waves of different 

magnitude will behave in a similar fashion. Much of the data analysis in the subsequent 

chapters will present data in terms of non-dimensional variables. The common variables 

to be introduced are defined in table 3.6. 

Name Dimensionless Quantity 

Dimensionless Wave Height 

u' 

Dimensionless Frequency 
V - ^ 

Dimensionless Fetch 

Dimensionless Energy 

u' 

Dimensionless Depth 
5 = ^ ^ 

u' 

Table 3.6 Dimensionless form of several quantities, g = 9.81 m/s^ U is the wind 
speed (either Ujo, U*, or any other U) , H^ is the significant wave 
height (either H1/3 or H^J, fp is the peak frequency, F is the fetch, E is the 
energy of the waves, and d the depth of the water. 
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4. Growth Curves for Shallow Water 

4.1 Introduction to the Depth and Fetch-limited Growth of Waves 

in Finite Depth Water 

One of the major objectives of the Lake George experiment was to determine growth 

curves for fetch hmited waves in finite depth water. As described in the previous 

chapters, wave and wind measuring stations were placed along the longest axis of the 

lake to measure the wave and wind characteristics. As this took place over long periods 

of time, there is a significant amount of data including some extreme events. 

This chapter mainly deals with determination of growth curves for depth-limited and 

fetch-limited finite depth water waves. First, an overview of existing knowledge and 

observations for wave growth is given. Thereafter the section splits into two parts: 

• First the maximum wave height in finite depth water is discussed. In this section 

the data selection at Lake George is discussed. Then the derived depth-limited 

asymptote will be given. Finally a comparison is provided between the Lake 

George data and data from other experiments. 

• In the second part of this chapter, the fetch-limited growth of the waves in finite 

depth water will be discussed. Again firstly the data selection is presented. 

Thereafter, proposed growth curves are presented. A thorough error analysis is 

included at the end of this section. 

20 March, 1999 Page 45 



Chapter 4 

4.2 Wave Growth 

4.2.1 The Physics of Wind Wave Evolution 

Even in deep water, a comprehensive understanding of the physical mechanisms 

responsible for the wind wave evolution is not available. A reasonable description can 

however be formed in terms of the action-balance or radiative transfer equation 

(Hasselmann flf/. 1973). 

For constant depth, fetch limited conditions this becomes 

cose — = 5 (4.1) 

where Cg is the group velocity, 9 the wind direction, E the directional (two-dimensional) 

wave spectrum, F the fetch and S a source/sink term representing all processes which 

add, subtract or transfer energy to/within the spectrum. 

Two first order, S is often represented as the summation of a series of separate processes 

^ ^ ^ (4.2) 

where 

= atmospheric input from the wind 

S„i = nonlinear interactions within the spectrum 

S ,̂ = dissipation due to white-capping 

Si,f = dissipation at the bottom (bottom friction, percolation etc.) 

The present experiments are not aimed directly at determination of 5 but at defining the 

left hand side of equation 4.2. That is, the experiment is aimed at the determination of 

E=E(f,^,F) (4.3) 

20 March, 1999 " Page 46 



Chapter 4 

4.2.2 Previous observations of wave growth in finite depth water 

Thijsse (1949) performed the first study of finite depth wave evolution. In his article he 

refers to the diagram made by Sverdrup and Munk (1946) for deep water. Thijsse (1949) 

argues that as the waves grow, bottom friction increases in finite depth waters and at a 

certain stage the energy of the wind input and the energy lost due to bottom friction are 

counterbalanced. The waves will be in a state of equilibrium. Thijsse (1949) based these 

assumption not on theory but on the results of observations which the Hydraulic 

Laboratory at Delft (now called Delft Hydraulics) had at its disposal. These 

observations included both field and laboratory data. 

The first major field experiment to investigate the growth of waves in finite depth water 

was conducted by CERC (the U.S. Army Corps of Engineers 1955 and Bretschneider 

1958) in Lake Okeechobee (Florida, USA). This experiment consisted of only one 

measurement station and was aimed at establishing the maximum wave height in 

shallow water rather than investigating the growth of waves along the fetch. 

Bretschneider (1958) used the data from Lake Okeechobee to develop depth-limits to 

growth. He used the wind speed at 10 metres as the scaling wind speed for the growth 

curves, yielding 

8 - 1.4 X 1 0 " ' ' (4.4) 

v = 0.16 (4.5) 

Where 8 is the dimensionless energy, v the dimensionless frequency and 5 the 

dimensionless depth, (see table 3.6 for the definition of the dimensionless quantities) 

As an upper limit the integrated spectrum of Pierson Moskowitz (1964) was used, where 

the dimensionless wave energy is equal to 

8 = 3.54 X 10"' (4.6) 
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Ijima and Tang (1966) used the above equations in a computer model as they were of 
the opinion that "numerical analysis will be more expedient than graphical operations". 
Their model incorporated both deep and shallow water equations to hindcast wave 
conditions. They developed a set of growth curves for both s and v . 

Vincent (1985) used a full spectral approach. He states in his paper that the 
characteristics of wind seas propagating into shallow water appear to be fundamentally 
different from monochromatic waves. He used the shape of the spectrum to determine 
the total energy {E) of the waves. Vincent (1985) used Phillips' (1958) spectrum 
modified by Kitaigordskii et al. (1975) for his analytical solution 

E^ (f,d) = E^ if) . 0 ( 2 7 i / , J ) = ag'f' (27iy\ 0 ( 2 7 c / , J ) - 4 (4.7) 

in which E^ if) is the deep water Phillips' spectral form. Kitaigordskii et aL{\915) 
suggest that a is 0.0081. Adopting linear wave theory (^{Infd) can be given as 

0(271/,^ ) - 1 + sinh 

-1 
(4.8) 

where 

cô  = 271/ 
v ^ / 

(4.9) 

and 

) tanh = 1 (4.10) 

Another solution for (D(27r/<i) in a simplified form has been proposed by Thompson and 
Vincent (1983) 
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1 9 for cô  < 1 0(27r / , J ) = - cô  

for cô  > 1 <^{2Tifd ) - 1 + - (2 - cô  ) 2 
(4.11) 

Vincent (1985) used this to integrate the spectrum from high frequencies to a low 
frequency cutoff ). 

E = a g ^ f - ' (27i) - \ 0 ( 2 7 i / , J ) df -4 (4.12) 
/ 

Vincent and Hughes (1985) used the TMA spectrum described by Bouws et al. (1985) 
for further analyses. The TMA spectrum is similar to the JONSWAP (Hasselmann et al. 
1973) spectrum but with the inclusion of the Kitaigordskii et aL{\91S) modifications. 

-5 

F { f ) = {2%)-' e 
exp 

1 
i M (4.13) 

Bouws et al. (1985) fitted the TMA spectrum to a large number of spectra and found a 
relation for a and y. With a = 0.07 f o r / and a = 0.09 f o r f > f p . 

a = 0.0078 K 
y = 2.47 

0,49 

K = 
k 10 ; g (4.14) 

where kp is the peak wave number and Uio the wind speed at 10 metres above the sea 
surface. As the wave frequency is decreased in finite depth water, a point is eventually 
reached where the waves become non-dispersive. Waves with a frequency lower than 
this frequency will propagate at the same group velocity Cg = T/(gd). Vincent and 
Hughes (1985) proposed that the shallow water limit to wave growth should be 
determined approximately by the frequency where the shallow water dispersion 
relationship holds. To account for the continual shift of energy by nonlinear processes, a 
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slightly lower value was adopted for f as shown 

2 7 1 / 
/ \ 1 d 

= 0.9 (4.15) 

Bouws (1986) conducted a single point wave measurement in Lake Marken (The 
Netherlands). This type of experiment has the disadvantage that the fetch only differs 
when the wind blows from a different direction. Although the fetch may differ in length 
so do many other factors which could influence the growth of the waves. Another 
disadvantage is that although the dimensionless fetch (x) differs with wind speed so 
does the dimensionless depth (6) (see table 3.6). Hence, only a relatively narrow range 
of the non-dimensional variables will be explored by such an experiment. Bouws (1986) 
used the friction velocity of the wind ) as the scaling wind speed, claiming it 
reduced the scatter in the data. He claims that he found a close agreement with the 
Bretschneider (1958) growth curves in the Shore Protection Manual CERC (1977). 

In the revised Shore Protection Manual CERC (1984) the results of the JONS WAP 
(Hasselmann et al. 1973) experiment were taken into account. 

8 = 1.6 X 10 X (4.16) 

This ensured that the deep water results from the Shore Protection Manual CERC 
(1984) (see equation 4.17) were consistent with the deep water results from JONSWAP 
(Hasselmann <3/. 1973). 

- 5 

E{f) = ag^ (2ny' f-' e 
exp (4.17) 

The dimensionless energy (s ) becomes 

8 = 5 x 1 0 ' ^ t a n h ( o . 5 3 tanh 
5 . 6 5 x 1 0 " ^ X̂ ^̂  

tanh (0.53 
(4.18) 
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It should be noted that this relationship is constrained to agree with the asymptotes of 

equations (4.4) and (4.6) for large % and JONSWAP(1973) for small % (equation 4.16). 

The transition between these limits is defined by the "tanh" function. No experimental 

data were available to confirm the validity of this transitional curve. 

These are the most widely used fetch limited wave prediction equations. There is no 

clear evidence in the literature as to which is the preferable parameter for the wind. 

Battjes et al. (1987) and Kahma and Calkoen (1992) have attempted to explain the 

discrepancies, but at this point it remains debatable as to which wind speed should be 

used. 

4.2.3 Previous observations for the maximum wave height in finite depth water 

A number of methods have been proposed for the prediction of the maximum wave 

height in shallow water. Some methods use a monochromatic approach, others have a 

simple depth limitation, while again others present spectral solutions. Most methods can 

be reduced to a simple depth limitation. The formulations for maximum wave height 

given here are limited to flat bottoms. For sloping and rapidly changing bottom 

topography other processes play important roles and should not be neglected. 

A simple solution method using monochromatic waves was proposed by Miche (1944) 

2%d 
H = 0.14 Z tanh (4.19) 

max ^ ^ 

in which H,^^ is the maximum wave height, L the wave length and d the water depth. 

For shallow water this becomes = 0.88 d. The solitary wave theory gives a 

breaking limit of H^^ = 0.78 d in shallow water. Nelson (1994), who based his 

conclusions on an extensive data set, claims that the maximum wave height in very flat 

regions is only H^^ = 0.55 d. 

Another method of calculating the wave height in shallow water is to take each 
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component of the spectrum and model it as a monochromatic wave (Wang and Yang, 

1977). 

Vincent (1985) used the shape of the spectrum to determine the total energy {E) of the 

waves. From this he finds the wave height 

H = AJE 
mo V (4.20) 

Hence, using Vincent (1985) equation 4.12 and 4.8, H^^ can be determined as 

H ^ - {agdf f ' mo ^ ^ ^ ^ ^c (4.21) 

Thus, the relation between the wave height and the water depth is H^^ \ As the low 

frequency face of the wind wave spectrum is typically very steep, the cutoff frequency ( 

fc) is assumed to be only slightly less than the peak frequency ( ^ ) (ie. f^ = 0.9 fp ). 

Adopting equations 4.14, 4.15 and 4.21 and expressing this in dimensionless wave 

height (A) yields 

A = = 0.210 
U 

10 \ 10 
(4.22) 

Based on observations in Lake Okeechobee, Bretschneider (1958) found, the not 

dissimilar limit 

A = 0.238 tanh 

/ \ 3 

0.53 gd (4.23) 

Note, although not stated in the original paper it is assumed that U =Ujo in the above 

20 March, 1999 Page 52 



Chapter 4 

equation. At large values of d, equation 4.23 approaches a maximum value of 

A = 0.238. Integrating the Pierson Moskowitz (1964) spectrum yields a limit of 

A = 0.2433 , in good agreement with Bretschneider (1958). Equations 4.22 and 4.23 for 

A both indicate 

The data from Lake Okeechobee presented in Vincent (1985) and Vincent and Hughes 

(1985) are presented in a similar graph to figure 4.1. It can be noted that there is no clear 

proof for the upper limit of A in these data. Both lines with the exponents 0.5 and 0.75 

seem to fit the data reasonably well. However neither of the two lies on "top" of the 

data, therefore indicating a clear upper limit for A. 

As stated, in the revised Shore Protection Manual CERC (1984) the results of the 

JONSWAP (Hasselmann et al. 1973) experiment were taken into account. For the 

dimensionless significant wave height (A) and dimensionless peak frequency (v ) this 

resulted in the following relationships. 

A = 0.238 tanh (o .53 tanh 
5.65x10"^ X'^' 

tanh(o.53 
(4.24) 

v = 0.133 tanh 0.833 tanh 
3.79x10'^ X^'^ 

tanh ( o . 8 3 3 

-1 
(4.25) 

Note that (4.24)is equivalent to (4.18), although expressed in terms of A rather than s. 

4.3 Depth-Limited Wave Growth 

4.3.1 Data selection for depth-limited growth 

In the following analysis all the data collected from March 1992 to October 1993 are 

used. These data consist of winds blowing from all directions. Despite the quality 
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control methods described previously, occasionally erroneous data still entered the 

database. These isolated occurrences were removed from the extensive database by 

application of the simple empirical limit 

H^ < 0.2 + 0.033 U^^ (4.26) 

where H^ has the units of (m) and Û o units of (m/s). Equation 4.26 enabled the removal 

of clear data errors whilst leaving plausible data unaffected. In addition, only wind 

speeds greater than 3 m/s were automatically retained. For wind speeds less than 3 m/s, 

the wind was often quite variable in both speed and direction. Therefore, considerable 

caution needs to be exercised in the use of these low wind speed data. Such data were 

examined manually before inclusion in the database. For all wind speeds lower than 

3 m/s, both the wind speed and direction for the interval from eight hours before the 

time under consideration to four hours after were inspected. From these periods steady 

state wind records were manually selected. There were 18,791 cases of wind speeds 

smaller than 3 m/s examined. The final data set consisted of 48,339 points with wind 

speeds greater than 3 m/s and only 58 points with wind speeds between 0 and 3 m/s (see 

fig 4.2). 

4.3.2 Depth-limited growth for the Lake George data 

Figure 4.2 shows a plot of the non-dimensional wave height (A ) against 

non-dimensional water depth (5 ). The wind speed (U ^q), measured at Station 6, and the 

water depth (d), measured at Station 5, were used to make the variables 

non-dimensional. 

The data comes firom a wide range of non-dimensional fetches and hence there is large 

scatter. There does however, seem to be a clear upper limit to the growth (depth limited 

state). Because of the automatic data selection that excludes wind speeds less than 3 m/s 

there are almost no data with dimensionless depth (5 ) greater than 2. For winds with 

speeds smaller than 3 m/s, a period of eight hours before and four hours after, were 

examined. Only if the wind was constant (both in speed and direction) over that period 
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of time were the records used in the analyses. These data are also shown in figure 4.2 

An edge enhancement technique was used to accurately define the depth limit to growth 

shown in figure 4.27 and a least squares power law fitted. This yielded the result 

A = 0.13 (4.27) 

Equation 4.27 defines an upper limit to growth where the waves are completely defined 

by 5. This result can also be expressed in terms of non-dimensional energy (e ) (fig 4.3). 

8 = 1.06x10"' ' (4.28) 

Fig 4.4 shows the non-dimensional peak frequency, v as a function of 5. Again, a clear 

limit to growth exists, which can be approximated by the relationship 

V = 0.20 (4.29) 

Examination of the data at large values of 6, indicates that an upper limit to the value of 

the non-dimensional wave height also exits. 

4.3.3 Comparison between lake data and previous proposals 

The present data set spans a considerably wider range of 6 than the limited previous 

observational data. It is however, interesting to compare these results with previous 

proposals. The Vincent and Hughes theoretical (1985) result (equation 4.22) lies above 

all the present data (fig 4.2) and nearly above all the Lake Okeechobee data. 

Bretschneider's (1985) empirical result (equation 4.23) is a better fit than the Vincent 

and Hughes (1985) result, to both the Lake Okeechobee data and to the Lake George 

data. However, at the lower dimensionless depth (5 ) it seems to have a lower 

dimensionless wave height (A ), and at the higher dimensionless depths (6 ) it has a 

higher dimensionless wave height (A ) than the present data. Bretschneider's (1985) 

empirical result doesn't fit the Lake Okeechobee data at the lower dimensionless wave 

height (A ). It therefore seems that the slope of the Bretschneider solution is too steep. 

Data at large values of 6 are shown in figure 4.5 . Like Bretschneider's (1958) curve, the 
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data asymptotes close to the Pierson Moskowitz limit (dimensionless wave height 

(A ) = 0.238 ), although slightly higher. Because of the limited number of data points in 

this area, it is hard to make an accurate judgement of the precise value of the asymptote, 

but there is a clear indication of an upper limit consistent with the Pierson-Moskowitz 

value. 

4.3.4 Error analysis of the depth-limited growth curves 

4.3.4.1 Spurious correlations for the fetch-limited growth 

As the wind speed, U,o appears in all the non-dimensional quantities, care must be 

exercised to ensure that apparent correlations between quantities are not the result of 

fluctuations in Ujo (Kahma and Calkoen 1972). 

Spurious relations which might result from this source are given in table 4.1. The two 

spurious relationships that have to be investigated here are the relationships between the 

dimensionless depth (6 ) versus dimensionless energy (e ), and versus dimensionless 

frequency (v). 
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Spurious Relationships for the Growth curves 

Dimensionless Energy versus 
Dimensionless Depth 

Dimensionless Frequency versus 
Dimensionless Depth 

Spurious 
relationship 8 = 6 

d' 

( 

^ U J 

Derived 
relationship 8 oc V oc 6 - 0 . 3 7 5 

Exponents 
ratio 

1.5 1.3 

Multiplier 
range 10"' - 10"' 10"^ - 1 

Table 4.1 Spurious relationships between the dimensionless depth ((5) and both the 
dimensionless energy (e ) and the dimensionless frequency (v ). 

The exponent of 6 in equation 4.28 for the growth of 8 is 1.3 both in deep water and in 

shallow water. The exponent of the spurious relationship is 2. Therefore the exponential 

ratio between the derived equation and the spurious relationship differs by a factor 

of 1.5. This is a good indication that the derived equation is genuine and not a spurious 

relationship. The multiplier range of the relationship also spans two orders of 

magnitude. Therefore it can be concluded that the relationship in equation 4.28 for the 

growth of £ is genuine and not one caused by a spurious relationship. 

For V a similar reasoning can be followed. The exponents of the spurious relationship 

and equation 4.29 are not greatly dis-similar with a ratio of 1.3. This relationship is not 

necessarily spurious, however the ratio of the exponents is close to 1 and therefore 

caution must be exercised. The multiplier range does, however, vary by an order of 

magnitude. This means that the influence of spurious correlations will be relatively 

small. 
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4.3.5 Conclusions of depth-limited growth in finite depth water 

The data from Lake George indicates an upper Hmit to the dimensionless wave height 

(A ) as a function of dimensionless depth (6 ). There are Httle data to determine with 

great accuracy the upper Hmit of the dimensionless wave height (A ) for large 

dimensionless depth (8 ), but the available data tend to indicate a limit slightly greater 

than the Pierson-Moskowitz value. 

The relationship between dimensionless wave height (A ) and dimensionless depth (5 ) 

yields a result only slightly different to previous experiments. The best fit for the Lake 

George data was, 

A = 0.13 (4.30) 

or expressed in dimensionless energy (e ). 

8 = 1.06x10"' (4.31) 

For dimensionless frequency (v ) the data yields, 

v - 0.20 6 (4.32) 

The Lake Okeechobee data generally agrees with the Lake George data, although it has 

more outliers. In summary, the Lake George data are consistent with the limited existing 

data but more clearly define the depth limitations to growth. 

4.4 Fetch Limited Wave Growth in Finite Water Depth 

4.4.1 Data selection for fetch-limited growth 

A description of the data selection process has already been given in some detail in 

section 3. Only the North-South data were selected for the fetch-limited analysis with 

very stringent data control. The wind had to be constant not only in speed and direction 

during the measurement period but also in the periods before and after the measurement. 
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This ensured that no data were included that did not correspond to constant wind, 

fetch-limited conditions. In all, nearly 1000 spectra have been analysed for the 

North-South winds. No wind speed less than 4 m/s was considered, as at very low wind 

speeds the winds tended to vary significantly in direction. 

The wind speeds ranged from 4 to 15.2 m/s, the dimensionless depth (5 ) ranged from 

0.08 to 1.2, the dimensionless fetch (%) from 40 to 10,000 and the depth parameter 

{kpd) from 1.6 to over 6. The last parameter is a good indication of whether the waves 

are in shallow water, transitional depth or deep water. The present data set is mainly 

from transitional to deep water. 

For verification of the analysis the East-West data (perpendicular to the array) will also 

be used. Only data from Station 6 were used for this purpose. The data were further 

restricted to cases where the wind speed was constant in magnitude and direction, above 

4 m/s and within 10° of perpendicular to the shore line. For the North-South data, the 

wind speed averaged over the down wind fetch, and measured at a height of 10 metres 

was used as the scaling wind speed. The wind speed variation along the fetch was 

determined from the recommendations of Taylor and Lee (1984) (see section 3.6). As 

there was no "along fetch" information, no similar correction was made to the east-west 

data. On the western side of the lake there was a small hill that would have had some 

influenced on the wind for the east-west cases. Another deficiency of these data is that it 

is for a single point measurement with a fixed fetch of 5 kilometres. Therefore as the 

data is not completely reliable and spans a limited range of % and 5, it is only used to 

verify the higher quality North-South data. 

4.4.2 Growth parameter fitting for fetch-limited growth in finite depth water 

The data which were used are shown in figures 4.6 and 4.7. For the analysis the 

non-dimensional energy (e ) is used instead of the non-dimensional significant wave 

height (A ). In figures 4.6 and 4.7 the data are split up into 4 dimensional depth (§ ) 

sections for clarity. 
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A generalised form of the Bretscheinder (1958) relationship was used to model the data. 

As can been seen from figures 4.6 and 4.7 the deep water limit proposed by Hasselmann 

et al. (1973) for the energy (equation 4.33) and the deep water limit proposed by Kahma 

and Calkoen (1992) for the peak frequency (equation 4.34) are consistent with the data. 

- 7 . 8 = 1 . 6 x 1 0 ' x (4.33) 

V = 2.18X - 0.27 (4.34) 

These relationships provide a short fetch/large water depth asymptote. For the upper 

limit (when x is very large) there is a maximum to which the waves can grow. This is 

given in section 4.3.2. Equation 4.28 and 4.29 give both the maximum dimensionless 

energy and the minimum dimensionless peak frequency. Both are repeated here for the 

readers convenience. 

s = 1 . 0 6 X 1 0 
- 3 g l . 3 (4.35) 

v = 0.20 5 - 0 . 3 7 5 (4.36) 

With these four limits, a generalised form of Bretscheinder's (1958) result can be 

written as: 

8 = 3 . 6 4 X 1 0 
- 3 tanh Â  tanh 

B. 

tanh A 
/ / 

Mn s: 1 . 3 / « Â  = 0.292^'" 5 

B ^ = ( 4 . 3 9 6 X 1 0 " ' ) ^ ' " x ' ^ " 

(4.37) 

for the dimensionless energy and 
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A^ = 1 . 5 0 5 5 - 0 . 3 7 5 / m 

B = 1 6 . 3 9 1 x 

for the dimensionless peak frequency. 
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(4.38) 

A least squares method was used to determine "m" and This resulted in n = 1.74 

and m = -0.37. With these values, equations 4.37 and 4.38 become 

s = 3 . 6 4 x 1 0 - 3 
tanh ( 0 . 4 9 3 tanh 

3.13x10"^ X®" 

tanh ( 0 . 4 9 3 / 

1.74 

(4.39) 

V = 0 . 1 3 3 tanh ( 0 . 3 3 1 tanh 
5 . 2 1 5 x 1 0 " ' X ' ' ' 

tanh ( 0 . 3 3 1 

-0.37 

(4.40) 

These curves are displayed in figures 4.6 and 4.7. Note there is still some scatter in the 

data. The above data were from a situation where the lake was long and narrow. To 

ensure that the data were not influenced greatly by the shape of the lake, the East-West 

data were examined. The selection and shortcomings of these data have been explained 

in section 4.4.1 . The results shown in figure 4.6 and 4.7 and indicate that the lake 

geometry had no measurable influence on the results. 

Growth relationships for s and v as a function of x and 6 are shown in figures 4.8 

and 4.9 
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4.4.3 Error analysis of the fetch-limited growth curves 

4.4.3.1 Monte Carlo simulations 

The results in figures 4.6 and 4.7 do show some scatter in the data. The question arises 

as to whether the scatter is the result of measuring errors, analysis methods, inadequate 

theory (more or even different variables involved such as air-water temperature, stability 

of the atmosphere etc.) or the influence of spurious correlations or instrument errors. 

To investigate the magnitude of the observed scatter, a Monte Carlo analysis was 

undertaken to determine the confidence limits for the collected data. Each measured 

quantity was considered as a stochastic variable with a known probability distribution. 

The four variables that were investigated are wind speed, fetch length, energy of the 

waves and peak frequency. 

The wind speed was measured at a sampling interval of 1.25 seconds, therefore each 

30 minute value is the average of many readings (over 1000 samples per sampling 

session). Both the mean {UIQ ) and the standard deviation ) can be determined from 

the recorded data. Following Walpole and Myers (1972) or van Soest (1983), the 

probability distribution of the mean will follow a normal distribution with a standard 

deviation (a^^io). 

a 
" l O N 

(4.41) 

where N is the number of samples used to form the mean (N large). 

Determining the fetch length between the wave measurement stations involved little 

error. However, determining the fetch length from shore to the first station involved 

potential error. The northern and southern shorelines were fringed with grass which 

complicated the determination of the exact location of the boundary. In addition, wind 

setup during strong winds and seasonal fluctuations in the mean lake level could result 
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in considerable movement of the effective shorehne. Hence, a precise determination of 

the position of the shorehne was not possible. An estimate of the error was made on site. 

It was assumed that the error was normally distributed with a standard deviation (a^) of 

300 metres. 

The total energy {E) of the waves was calculated from the raw wave samples by 

integrating the variance spectrum F(f), where / is the frequency. Note, often the 

variance spectrum F(f) is also called the energy spectrum. The significant wave height 

{H^) was calculated from the total energy of the spectrum 

/ / = 4 jF(f) df (4.42) 

Due to sampling variability, the significant wave height {H^) follows a chi-squared 

distribution (Xa) with o^ degrees of freedom (Young 1986), where o^ is defined as 

n[(F(J)dfy 
= -77 TT-^ (4.43) 

fiF(f) fdf 

and n is the number of degrees of freedom in the spectral estimate, which in this case 

was 112. 

The last variable is the peak frequency (^ ). Like the significant wave height {H,) it 

was determined from the variance spectrum F(f) using Young's (1995) (see 

section 2.5.3 equation 2.1) weighted method. The probability function fo r^ as defined 

by Young (1995) depends on the spectral shape F(f), the discrete frequency interval {Af) 

used in the spectrum, and the number of degrees of freedom in the spectral estimate (n ) 

A large number of simulated measurements (10,000 each) were computed for each 

individual measured variable described above. Each variable following its respective 
* 
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probability distribution around the mean. These values were then randomly multiplied 

to obtain the non-dimensional quantities. The output is an unknown distribution due to 

the nonlinear products. The values were then sorted in magnitude and the 2.5 and 97.5 

percentile value selected to define the 95% confidence limits. The results can be seen in 

figures 4.10 and 4.11 The length of the "crosses" represent the confidence limits. The 

results show that the uncertainty in the variables can account for most of the scatter. 

Note that the dimensionless depth (5 ) has not been included in this Monte Carlo 

simulation. The dimensionless depth (5 ) in itself is also a statistical parameter which 

has not been taken into account. The statistical variability cannot, however, account for 

the fact that the measured values of non-dimensional wave height appear anomalously 

low at short fetch compared to previous deep water measurements. This result may be 

due to an incorrect specification of the wind velocity at the first station. As there was no 

anemometer at this site, the wind speed could not verified. Other factors such as the 

shore conditions or dimensionless depth (5 ) could also play a more important role than 

assumed. 

4.4.3.2 Spurious correlations for the fetch-limited growth 

To ensure that the relationships that have been determined are not due to errors in the 

data, spurious relations must also be investigated. The two spurious relationships that 

have to be investigated here are the relationship between the dimensionless fetch (x) 

versus dimensionless energy (s ), and the dimensionless fetch (x) versus dimensionless 

frequency (v). 
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Spurious Relationships for the Growth curves 

Dimensionless Energy versus 
Dimensionless Fetch 

Dimensionless Frequency versus 
Dimensionless Fetch 

Spurious 
relationship 

E 2 
s - , X 

X 

( \ 1/2 

V « / 

Derived 
relationship 

£ oc ^ e 

Exponents 
ratio 

2 ex. 1.9 - 0° 

Multiplier 
range 10"^ - 8 - 2 0 

Table 4.2 Spurious relationships between the dimensionless fetch (%) and both the 
dimensionless energy (e ) and the dimensionless frequency (v ) in 
relation to the growth curves analysis. 

The exponent of x in equation 4.39 for the growth of 8 varies from 1 in deep water to 0 

in shallow water. The exponent of the spurious relationship is 2. Therefore the ratio of 

exponents between the derived equation and the spurious relationship ranges 

from 2 to This alone is a good indication that the derived equation is genuine and not 

a spurious relationship. However, the multiplier range of the spurious relationship also 

spans two orders of magnitude. This indicates that the relationship represented by 

equation 4.39 for the growth of 8 under fetch-limited conditions is not influenced by 

spurious correlations. 

For the non-dimensional frequency v a similar reasoning can be adopted. The derived 

equation 4.40 has nearly the same exponential ratio relationship as above, namely from 

1.9 in deep water to in shallow water. Therefore again, with reasonable confidence, 

one can assume that the derived relationship is real and not obtained as the result of 
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spurious correlations. 

4.4.4 Conclusions for fetch-limited growth in finite depth water 

The measured growth rates of waves under fetch hmited conditions are smaller than in 

deep water. Rather than there being a single relationship between 8 and x or v and x, a 

family of curves exists in each case. The family of curves occurs since the 

non-dimensional depth, 5 represents an additional variable. 

The Lake George data have accurately defined these growth relationships, which are 

consistent with the limited previous finite depth studies and with deep water 

observations. These results have been represented in terms of the relationships given by 

equations 4.39 and 4.40 
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5. One Dimensional Spectra 

5.1 Introduction to One-Dimensional Spectra 

The evolution of deep water one-dimensional spectra has been studied extensively 

(e.g. Hasselmann et al.l973). In contrast, few studies of spectra in finite depth situations 

exist (e.g. TMA, Bouws et al. 1985). 

As a part of the Lake George Experiment, the evolution of the one-dimensional 

spectrum was measured as a function of fetch. 

This chapter firstly provides an introduction to previous work and theories that have 

been developed. Some parts of the discussion will refer back to the chapter on "Growth 

Curves for Shallow Water" as some parts of the theory have been discussed there. Data 

selection and preparation are then discussed. Results of the fitting of the parameters for 

the one-dimensional spectra are also discussed, together with an error analysis. 

5.1.1 Frequency spectra 

The first detailed studies of the shape of the spectrum were conducted by Phillips 

(1958). Based on dimensional arguments, he proposed a form for the high frequency 

portion of the spectrum 

F ^ U ) = a g \ 2 n y ' f - ' (5.1) 

where Fp(f) is the energy at frequency i f ) and a is a constant (a = 8 x 10 ). Based on 

the theory of Phillips (1958) and Kitaigorodskii (1961), Pierson and Moskowitz (1964) 

proposed a form for the fully developed spectrum. Kitaigorodskii (1961) argued in his 

paper that the wave spectrum could be expressed in terms of four variables, namely the 

frequency of the wave (/"), the friction velocity {U*), the fetch {F), and the gravitational 
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acceleration (g). Pierson and Moskowitz (1964) assumed that the properties deduced 
from the friction velocity (U*) would hold for the wind velocity (U) measured at a fixed 
reference height. They introduced the following spectrum for fully developed 
conditions. 

- 5 
- 5 (5.2) 

pm 

with Fp^(f) being the Pierson Moskowitz spectrum, and^ being the frequency of the 
spectral peak. Kitaigorodskii (1961) argued if U2 > Uj then for all frequencies the 
following must hold. 

F{ / , g,U^)> F{ f , g, U^ ) (5.3) 

Although this holds true for the Pierson Moskowitz spectrum, due to the exponential 
factor, this is not strictly true for the JONSWAP spectrum with the added peak 
enhancement factor. 

The Joint North Sea Wave Project (JONSWAP, Hasselmann et al. 1973) was a major 
experiment aimed at investigating the growth of waves in deep water. This experiment 
showed that wave-wave interactions play an important role in forming and stabilising 
the shape of the spectrum. Based on these measurements, Hasselmann et al. (1973) 
developed the so-called, JONSWAP spectral form 

- 5 

F(f) - ag^ {my' f-' e y 
exp 20 V / (5.4) 

where a = 0.07 iorf<fp and a = 0.09 for f>fp. Here a is a variable, unlike the Pierson 
Moskowitz (1958) spectrum. In the JONSWAP publication a best fit result for a and y 
(the peak enhancement factor) was derived from the data. 
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a = 0.0076 X 

y = 3.3 

- 0 . 2 2 

(5.5) 

where % is the dimensionless fetch. The peak frequency of the spectrum is calculated as 

U. 
10 

X 
-0.33 (5.6) 

The JONSWAP form is well know and widely used. However, alternative relationships 

have been proposed for the parameters of both equations 5.2 and 5.4. For example, 

Mitsuyasu (1981) proposed the following relationship for the peak enhancement 

y = 7.0 X -0.143 (5.7) 

One of the things all the above spectral forms have in common is the decrease in energy 

at high frequencies proportional to f ' \ However, there are numerous authors who have 

proposed alternative forms (Toba 1973, Kitaigorodskii et al. 1975, Mitsuyasu et al. 

1975, Forristall 1981, Kahma 1981, Donelan et al 1985, Battjes et al. 1987 and Resio 

1987). These authors suggested different exponential constants for the high frequency 

part of the spectrum. Their constants for the exponential decrease in the high frequency 

part range from -3.5 to -5. Donelan et al (1985) proposed the following spectrum based 

on field data; 

/ \ / - 4 
exp 

F{f) = a g ' {my' f-' r' exp Y 
2 a V ; (5.8) 

This suggests a high frequency slope of f . Donelan et al (1985) and Donelan et al 

(1992) avoided working with the fetch, which was difficult to determine for their data, 

by using the inverse wave age, 
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inverse wave age = (5.9) 
p 

where Ujo is the wind speed measured at 10 metres above the water surface and Cp is the 

phase speed of the spectral peak. They claim that the use of the inverse wave age avoids 

inaccuracies introduced due to inhomogeneous winds over long fetches and changing 

winds due to the abrupt roughness change from land to water. They found that the 

inverse wave age scaled well against dimensionless energy 

0.00274 
c 

p 

(5.10) 

where 9 is the angle between the direction of the waves and the direction of the wind. 

Young and van Vledder (1993) suggest that non-linear interactions play an important 

role in stabilizing the high frequency part of the spectrum as Hasselmann et al (1973) 

had speculated. Banner and Young (1994) confirm this, but also state that other 

processes such as atmospheric input and white-capping play a role in shaping the high 

frequency part of the spectrum. 

5.1.2 Wave number spectra 

As indicated above, there are few data sets for shallow water spectra. Kitaigorodskii 

(1962) and Kitaigorodskii et al. (1975) tried to derive a form for the spectrum for both 

deep and finite water depths. For this they used a wave number spectrum 

F{k) = ^ k-' (5.11) 

where F(k) is the wave number spectrum, a is a depth independent constant, k is the 

wave number and ^ (k,fp,d) is 2l non-dimensional shape function. ^ (k,fp,d) 

approaches 1 for k » kp . Using linear wave theory, equation 5.11 can be transformed to a 
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frequency spectrum with a variable high frequency exponent. Using JONSWAP 

(equation 4.17) this yields 

F{f) = e 

- 5 exp 
2 0 ' f ' <D 

(5.12) 

where O is an extra shape function which is equal to 

[kif,d)] -3 dk(f,d) 
df 

[kif,^)] -3 d k j f , ^ ) 
df 

(5.13) 

The term O has been specified in detail in the chapter on Growth Curves for Shallow 

Water (section 4.2.2 equation 4.8). The result of transforming equation 5.11 into a 

frequency spectrum is that the exponent for the high frequency part of the spectrum 

varies from -3 in shallow water to -5 in deep water. 

Bouws et al. (1985) suggested a new form which was based on data from three different 

experimental sites, Texel (Dutch North Sea), Marsen (German Bight) and Arsloe (east 

coast of the United States of America). They suggest that, although they mainly work in 

frequency space, a more appropriate form of the spectrum will be in wave number space 

which will hold for both deep water and shallow water. They use Kitaigorodskii et al. 

(1975) equation 5.11 as their base. They obtain an estimate of the energy by neglecting 

the shape factor (O ) and integrating the spectrum, 
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a r 
^ = Y j ^ dk (5.14) 

k p 

Which yields in non-dimensional form 

a _2 
e - - K (5.15) 

where 8 is the dimensionless energy and K is the non-dimensional wave number 

k 
K = P (5.16) 

g 

and kp is the wave number corresponding to the peak frequency. 

Bouws et al. (1987) concluded that the use of a frequency spectrum in finite depth water 

is not appropriate and suggest use of the wave number spectrum, which is applicable in 

both deep and shallow water. Despite adoption of the wave number form, Bouws et al. 

(1987) still had considerable scatter in their data for a, y and a. 

Miller and Vincent (1990) expanded Kitaigorodskii's (1975) theory by using the general 

theory but changing the coefficients. They fitted data from the Corps of Engineers Field 

Research Facility to the model and concluded that an/" ^ power law in deep water would 

be consistent with the observations. Rather than using a form of the wave 

number spectrum was used. Miller and Vincent (1990) transformed this into a frequency 

space (FRF) spectrum which they then used to determine the coefficients. They also 

found that by using a mean value for the coefficients a (=0.0029), and o ( a^ = 0.115 

and a^ = 0.114 ) a direct relationship was found between the peak enhancement factor y 

and the wave steepness 8f. 
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y = 3500 8^^^ (5.17) 

The wave steepness is given by 

mo 

P 

H 
in 

( 5 . 1 8 ) 

where Lp is the wave length at the peak frequency. 

5.2 Data Selection and Preparation for the One-Dimensional 

Spectra 

In order to investigate the fetch hmited development, the high quality North-South data 

set was used. 

Although the wave measuring gauges were tested in the lab and gave a good frequency 

response (fig 5.1), in situ testing against resistance wave gauges showed poorer 

frequency response (see section 2.4.1). This was due to the fact that the high frequency 

waves were superimposed on lower frequency waves, thus increasing the slope of the 

high frequency components. This was not taken into account during the dynamic 

frequency response testing in the laboratory. To overcome the decrease in response with 

frequency, a transfer function was calculated. The transfer function was dependent on 

the peak frequency (/^) and therefore expressed in terms of f /fp (fig 5.2). The high 

frequency limit of the transfer function was taken at 5^^ . A more detailed section on the 

transfer function is given in the description of the Lake George Experiment 

(section 2.4.1 ). 

Figures 5.3 and 5.4 show typical examples of recorded spectra. The case shown is for a 

wind speed of = 10.8 m/s (measured at Station 6). As mentioned earlier, the wind 
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speed increases along the fetch due to the development of the internal boundary layer. 

The increase in total spectral energy and the migration of the peak to lower frequencies 

with fetch are clear in these figures. The relatively fetch insensitive high frequency face 

of the approximate fo rm/ " is also clear. 

For the analysis approximately 1000 spectra were selected that met the stringent 

selection criteria. 

5.3 Analysis and Results of the One-Dimensional Spectra 

5.3.1 High frequency tail of the spectrum 

For this section of the analysis, only the high frequency part of the spectrum was taken 

into account if > ). As stated in the previous paragraphs, there are three main 

thoughts on the slope of the high frequency part. All theories indicated the high 

frequency part of the spectrum should be of the form 

F(f)<-r (5.19) 

where n differs in the theories. In JONS WAP n is equal to -5, whereas Donelan has n 

equal to -4. Both theories have a constant n. The TMA spectral form (section 4.2.2, 

equation 4.13) has a variable n, which is dependent on water depth, d. 

In order to assess the most appropriate value of n, a relationship of the form 

F(/) = p r (5.20) 

was independently fitted (least squares) to each of the recorded spectra. There was no 

one value for n which would fit all spectra. In figure 5.5 the values of n are grouped by 

non-dimensional depth (6 ). Only two ranges have been shown here for clarity. The 

ranges shown are 6 = 0.1 to 0.2 and 5 = 0.5 to 0.6 . At short non-dimensional fetches (x) 

or high non-dimensional depths (5 ), thus deep water, the coefficient n is approximately 
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equal to -5. However, as the non-dimensional fetch (x) increases the magnitude oin 
decreases. As the fetch increases, the effects of the bottom are increasingly felt by the 
waves. The decrease in non-dimensional depth (6 ) also decreases n. Again, the bottom 
effects seem to play a significant role, the deeper the water, the higher the coefficient n. 
This seems to indicate that n is not a constant, but a function of the water depth. 

5.3.2 Spectral form 
The above results suggest the spectral form is dependent on the water depth. In deep 
water (high non-dimensional depths, 6 ) the coefficient n seems to be equal to -5, which 
is consistent with the JONSWAP spectrum (section 5.1.1 equation 5.4). In very shallow 
water (low non-dimensional depths, 6 ) the coefficient n seems to approach -3. This 
result is not consistent with the deep water Donelan et al. (1985) form where n = -4. 
There is, however, considerable scatter within all data sets. 

A generalized form of the wind-wave spectrum can be proposed as: 

' y 
F ( f ) = ag' ( 2 7 I ) - V ; " " ' / " exp 

/ \ £ exp (5.21) 

Using « = -4 or -5 will give the Donelan or JONSWAP spectrum, respectively. For this 
investigation, equation 5.21 and the TMA spectrum (section 4.2.2 equation 4,13) were 
investigated. 

5.3.3 Analysing the spectral parameters 
There are several techniques which can be used to determine the parameters of the 
above spectral forms. A straight forward technique is to use a multi-parameter, non-
linear least squares curve fitting technique (Press et al. 1986). This method determines 
all the parameters simultaneously. Other authors (Giinther 1981, Battjes et al 1987, 
Donelan et al. 1985.) have used methods in which the spectral parameters were fitted 
individually. In theory, both methods should yield the same results. In practice, both 
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noise and sampling variability are present, and the data are defined on a rather coarse 

spectral grid. To determine which method could most robustly produce the parameters, 

a Monte-Carlo simulation was applied. A TMA spectrum (section 4.2.2 equation 4.13) 

which was typical for the Lake George situation was specified. Each of the spectral bins, 

defining the spectrum, was allowed to vary around its mean while following a Chi-

squared probability distribution with 112 degrees of freedom (section 2.5.3). In addition 

to this, the discrete frequency grid was allowed to vary Af assuming a uniform 

distribution (Young 1995). A total of 10,000 simulations were computed. 

The results of these Monte-Carlo simulations are shown in figures 5.6 and 5.7. The 

individually fitted parameters show some bias from the mean. The spectral parameter a 

is 3% too small, the spectral parameter y is 12% too high, and the peak frequency is 3% 

too high. The results of the multi-parameter fitting however are not biased, and 

symmetrically distributed around the mean values. Therefore, the multi-parameter 

fitting technique was adopted for the analyses. 

To determine how well each spectral form (equation 5.21 and 4.13) fitted the 

North-South data set, the following RMS error statistics were defined. 

1 ^ 1 
1/2 

(5.22) 

Er^ -
1 

(Â  - p +1) r E 
1/2 

(5.23) 

where N is the number of spectral bands analysed and P the spectral band which 

contains the peak frequency 8; is defined as: 

F (fit) - F {data) 
s = 

F {data) (5.24) 
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where F, (fit) is the /'th spectral band of the fitted spectrum, and F, (data) is the z'th 
spectral band of the measured spectrum. Evj gives an indication of how well the fitted 
spectrum corresponds to the original measured spectrum. The indication of how well the 
form of the tail of the spectrum agrees between the fitted spectrum and the original 
measured spectrum is given by The results are given in the next paragraph. 

5.3.4 The spectral parameters 
The results of the 1000 spectra were averaged and the values for of Er j and Er2 are 
shown in the table 5.1. 

Errors in the fit between the measured spectra and fitted spectra 
Erj Er, 

General form of JONSWAP 0.37 0.36 
TMA 0.24 0.19 

Table 5.1 Errors in the fit between the measured spectra and fitted spectra 
Although the general form of the JONS WAP spectrum (equation 5.21) has one more 
free parameter (n) to fit, the error statistic (Erj) indicates that the TMA spectrum 
(equation 4.13) is a better fit. Also the high frequency part of the spectrum is, according 
to the error statistic (Er2), described better by the TMA spectrum (equation 4.13). This 
seems to indicate that a constant n in the description of the high frequency part of the 
spectrum is not appropriate. A variable n, such as in the TMA spectral form (equation 
4.13), that is frequency dependent is more suitable. Therefore the TMA spectral form 
(equation 4.13) is a better approximation than the generalized form of the JONSWAP 
spectrum (equation 5.21). 

Further support for using the TMA spectral form (equation 4.13) is given in figure 5.8 
where the non-dimensional energy (e) is given as a function of aK "̂ . The quantities of a 
and K are determined from the multi-parameter fit. A least squares fit to the data in 
figure 5.8 yields the result 
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8 = 0.14 (5.25) 

which is quite close to equation 5.15 . Equation 5.15 is obtained by the integration of 

equation (5.14), the wave number spectrum proposed by Kitaigorodskii (1962) (in 

section 5.1.2). The above results tend to support the conclusion that the wave number 

spectrum is of the form 

F(k) ^ (5.26) 

The transformation of equation 5.26 to a finite depth frequency spectrum is given by the 

TMA form (equation 4.13). 

The dependence of the spectral parameters a , y and o on K needs to be determined. 

These parameters have been plotted in figures 5.9, 5.10 and 5.11. As with previous deep 

water experiments, there is considerable scatter. Of the three parameters, the 

dependence on K is clearest for a. The result of a least squares fit is: 

a = 0.0091 k ' ' ' (5.27) 

Results for a from other studies, such as TMA (equation 4.13) and JONSWAP 

(equafion 5.4), assuming the linear dispersion relationship is applicable, are 

respectively; 

a ^ ^ = 0.0078 
(5.28) 

JONSWAP 

These results are also shown in figure 5.9. Although there are differences, these 

relations all indicate that there is a trend toward decreasing values of a with increasing 
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maturity of the waves. This result has previously been observed in deep water situations, 

the present data set confirms the same trend in finite depth water. 

The relations for y and a with K are not as clear. Previous studies, such as TMA 

(equation 4.13) and JONS WAP (equation 4.17) yielded similar results. The mean 

values for the present data set are 

y = 2.70 
(5.29) 

mean 

5.3.5 The spectral peak enhancement factor 

Integration of the TMA spectrum (equation 4.13) with the above mentioned parameters 

yields the total energy (E). The same results should be obtained by calculating E with 

the results of growth curves in chapter 4. In the mean, these two approaches are 

consistent. However, in some regions of the parameter space, discrepancies in the values 

of E exist. These discrepancies can be as high as 30%. The reason for these 

discrepancies can be explained in terms of the dependence of y on K. Adoption of a 

constant mean value for y is insufficient to yield a self-consistent set of relationships. 

The variable K may be dependent on other factors. The same applies for o. The total E, 

however, does not differ significantly with changes in a. Therefore, the 30% difference 

in E cannot be attributed to an incorrectly specified dependence of A on K. 

To investigate the dependence of y on other factors, the following technique was 

applied. For given values of non-dimensional fetch (x) and non-dimensional depth (5), 

the non-dimensional energy (e) and non-dimensional peak frequency (v) can be 

calculated via the growth curves presented in chapter 4. From these, via the linear 

dispersion relationship, the non-dimensional peak wave number (K) can be calculated. 

The parameter a can be derived from equation 5.27 and for a the mean value from 

equation 5.29 can be used. Then an iterative approach is used to determine the correct 
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value for y so that s agrees with the growth curves in section 4 . These results are shown 

in figure 5.12. 

One of the things that is quite apparent in figure 5.12 is that with decreasing 

non-dimensional depth (5) the peak-enhancement factor (y) increases. The 

peak-enhancement factor (y) also increases with an increase of the non-dimensional 

fetch (x). Therefore the peak-enhancement factor (y) is dependent on both the 

non-dimensional depth (5) and the non-dimensional fetch (x). 

In deep-water the peak-enhancement factor (y) is nearly equal to one. It then increases 

along the fetch until the waves become fully depth-limited. Once the waves reach the 

depth limited state, the peak-enhancement factor (y) stays constant. 

There were numerous occasions during the extended Lake George experiment when 

boating operations were required during very strong winds. On these occasions, it was 

clear that the waves were well "organised" with a clear dominant period. In addition, the 

waves were very steep. These observations are consistent with large values of y under 

these strongly depth limited conditions. Indeed, these conditions made operation of 

small boats extremely uncomfortable and even sometimes dangerous (see section 2.2.1 

on boating). 

These results are apparently inconsistent with results from previous deep water studies. 

Hasselmann et al. (1973), using the JONSWAP data set, found a mean value of 3.3 for 

the peak-enhancement factor (y). They used an average because they could find no 

consistent trend in their data set. Donelan et al. (1985) using equation 5.8 found that the 

peak-enhancement factor (y) decreased along the fetch. In contrast, the present finite 

depth results indicate that (y) increases with fetch. 

The probable cause for this is the following. In the chapter 4 on growth curves, the 

non-dimensional energy (e) relationship asymptotes to JONSWAP for deep water. 

20 March, 1999 ~ Page 80 



Chapter 5 

However the non-dimensional frequency (v ) asymptotes to the form proposed by 

Kahma and Calkoen (1992). If one lets the non-dimensional frequency (v ) asymptote to 

the JONS WAP limit the result for y would be as shown in figure 5.13. 

Here the deep-water limit decreases along the fetch as predicted by Donelan. However 

the results of Kahma and Calkoen (1992) fitted the present data set better than the 

JONSWAP limit. Even with the large data set available in this study, an authoritative 

statement on the behaviour of y with x cannot be made. 

Figure 5.14 shows the peak-enhancement factor (y) as a function of the 

non-dimensional depth (5) when the waves are fully developed. This result is 

independent of the chosen deep water asymptotic form for v, as a function of % . There is 

a distinct decrease in the peak-enhancement factor (y) with increasing non-dimensional 

depth (6). A least squares fit gives the following depth limited result 

yg = 1.1 -5 .8 for 0.05 < 5 < 1 (5.30) 

Note, this is for fully depth limited cases only. 

5.4 Error Analysis of the Results of the One-Dimensional Spectra 

To determine if the scatter in the Lake George one-dimensional spectral data set is a 

result of the natural measurement variability or the result of unsuitable forms for the 

fitted spectral form, an investigation was setup to determine the natural scatter that 

could occur in the data set. This was done using a Monte-Carlo simulation similar to the 

one used to determine the most appropriate form of the spectrum. The TMA spectral 

form was adopted with the following parameters 

a = 0.01 a = 0.1 y = 2.5 

d = 1 . 8 m fp = 0.4Hz Af= 0.031 Hz 
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The resulting spectrum is considered as a statistical variable with each of the spectral 
ordinates following a Chi-squared probability distribution. To simulate the position 
relative to the spectral peak, the discrete frequency grid was allowed to vary by Af 
following a uniform distribution. For each realization of the spectrum, a multi-parameter 
least squares fit (like the one in section 5.3.3) was used to determine the spectral 
parameters. A total of 10,000 spectra were produced and fitted. 
The results indicated (section 5.3.3), that all parameters approximately followed a 
normal distribution, with the mean values close to those of the initial spectral shape. 
This shows that the fitting technique is not biased. 
The 2.5 and 97.5 percentile values were determined and the resulting 95% confidence 
limits are shown in table 5.2 

• -"i,,"! „ . 1 , • • iJilM. ' f , ' rp || 95% confidence limit of the Monte-Carlo simulation ; 
. . • J 1 

Parameter Span of 95% Confidence Limit 
a ± 13 % 
fp ± 2.5 % 
y ± 28 % 
a ± 44 % 

Table 5.2 Confidence limits for the fitted spectral form obtained from the 
Monte-Carlo simulation. 

As can be seen from table 5.2, determining the exact value of y and a is very difficult 
with significant spread about the mean values. Hence, the large scatter apparent for 
these parameters in the Lake George data set can be attributed to the difficulty of 
obtaining these parameters from discretely sampled data. Other processes, such as, 
variable wind speed and direction, uneven bottom, different depths, irregularities in the 
upwind shoreline, temperature difference and other atmospheric instabilities, may 
however, also contribute to the observed scatter. 
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5.5 Conclusions of the One-Dimensional Spectral Analysis 

In this chapter, the shape of the spectrum has been investigated. The wave number 

spectral form of TMA (section 4.2.2, equation 4.13) provides a better approximation to 

the data than other forms investigated. 

For the shape of the high frequency part of the spectrum the following main conclusions 

can be drawn. The exponent of the high frequency part of the spectrum is not a constant. 

The coefficient seems to vary between -3 in shallow water to -5 in deep water. 

Furthermore, the slope of the high frequency part of the spectrum steepens as a function 

of the frequency. This is explained since the higher frequencies are in "deep" water and 

the lower frequencies are in "shallower" water (in terms of kd). 

For the TMA spectrum (section 4.2.2, equation 4.13) the spectral parameters a, y and a 

were investigated. It was found that a is a function of non-dimensional wave number (K) 

(equation 5.27). For the peak enhancement factor (y) no dependence on 

non-dimensional wave number (K) was found. However there seems to be an indication 

that the peak enhancement factor (y) could be dependent on other factors such as the 

non-dimensional fetch (%) and/or the non-dimensional depth (6). The data indicate that 

the peak enhancement factor (y) increases with a decrease in non-dimensional depth (6). 

This has been visually confirmed in Lake George. For the last factor, a, no clear 

relationship was found with any other parameters. However, since changes in the value 

of a make very little difference to the total energy of the spectrum, an average value of 

0.12 can be used. Certainly for engineering purposes this is more than sufficient. 

It is interesting to note that the Lake George data set has been measured in a lake with a 

cohesive mud bottom. Despite this, the results are similar to the TMA (Bouws et al. 

1985) mobile bed results. This seems to indicate that bed friction might not play a 

significant role in finite depth fetch-limited growth. This is consistent with the results 

obtained in the chapter on growth curves (chapter 4). 
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6. Directional Wave Spectra 
6.1 Introduction to the Two-Dimensional Spectra 

Although many engineering problems are still solved with only significant wave height 

(H^) and peak frequency for more complex problems the complete spectrum is 

required. Although the one-dimensional spectrum often provides sufficient information, 

two-dimensional wave spectra are important for the calculation of transformation 

processes such as diffraction, refraction and reflection. Holthuijsen et al.(1992) and 

Verhagen et aL(l992) showed that knowledge of the directional spreading is very 

significant in engineering design. They modelled short and long crested waves entering 

a harbour/river entrance. The difference in the results between the short and long 

crested waves penetrating the harbour was profound. Other fields where directional 

spreading is important for engineering purposes are sediment transport, shore 

protection, and satellite surveillance. A good knowledge of the directional spreading is 

needed to calculate the nonlinear energy terms accurately (Dungey & Hui, 1979). Field 

measurements of two-dimensional spectra are more difficult (and more expensive) to 

make than measurements of one-dimensional spectra. For deep water there are a number 

of types of directional buoys that can be used. However, for finite depth water there are 

no readily available products or methods. This is in a way ironic since the greatest use 

of two-dimensional spectra is in finite depth waters. To date, no comprehensive data 

sets of fetch-limited, finite depth directional spectra have been published. 

The following section reviews previous descriptions and theories on two-dimensional 

spectra. This is followed by a short section on data selection. Proposed models will then 

be fitted to the Lake George data set. Finally there will be a brief note on bimodal 

spreading of the directional spectrum. 

The description of the array and the equipment used is given in chapter 2 (the 

directional array is described in section 2.6). 
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6.2 Representation of the Two-Dimensional Spectrum 

Longuet-Higgins et al (1963) introduced a directional spreading function 

E (co,e ) = £ (CO) D (co,e ) (6.1) 

where Z)(co,6) is the directional spreading function, £"(00,6 ) the directional spectrum, 

£(co) the one-dimensional spectrum, co the radian frequency and 6 the wave direction. 

By definition 

71 
|z)(co,e) j e = 1 (6.2) 
- 7 t 

They suggested that the spreading function should be proportional to 

(6.3) Is 
COS l e 

2 

with 5 varying from 4 at low frequencies to 1 at higher frequencies. For completeness 

the translation from co t o / i s as follows; 

CO = 2 TT / and cô  = ^ ^ (6.4) 

where/ is the frequency in Hz, and cô  andy^ the peak frequencies. 

Mitsuyasu et al. (1975) used a cloverleaf buoy in which they could measure the vertical 

acceleration the slope in two directions (rĵ  ) , and the curvature in three 

directions ,r[yy ) of the water surface {r[(t,x,y)). However, only the first three of 

these quantities were used in their analysis. The form of the spreading function they 

found was similar to Longuet-Higgins et al. (1963). 

Z)(co,9) = Q{s) cos 
9 - 0 (CO) 

(6.5) 

where Q(s) is a normalizing function to satisfy equation 6.2 . The parameter 5 was fitted 

by Mitsuyasu et al. (1975) to their data. 
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s = 

/ \ CO 

CO 
V P/ 

/ \ CO 

CO 
V PJ 

- 2 . 5 

for CO < CO 

/ o r CO > CO 

(6.6) 

and s is the value of 5 at the peak frequency (co ) 

5 = 1 1 . 5 
p 

U 
10 

C 
V P 

-2.5 

(6.7) 

where C„ is the phase speed of the spectral peak 

C = 
p CO 

(6.8) 

and g is the gravitational constant. 

In this representation, the directional spreading is dependent on the inverse wave age in 

addition to co/co .̂ Hasselmann et a/. (1980) used the 1973 JONS WAP data. They argue 

that the directional spreading parameter 5 is more dependent o n / / f p than the inverse 

wave age {Uio /Cp). Young (1994), showed that for the data region covered by the data 

of Mitsuyasu et al. (1975), the spreading function is not very different from that of 

Hasselmann et al. (1980). Outside this region, however, the differences are quite 

significant. Hasselmann et al. (1980) developed the following representation 

s 

6.97 
CO 

CO 

4.06 

9.77 

p/ 

CO 

CO 
V pj 

for CO < 1.05 CO 

for CO > 1.05 CO 

(6.9) 

where |li is 
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2.33 + 1.45 
C 

10 - 1.17 (6.10) 

The dependence on the inverse wave age is considerably reduced compared to 

Mitsuyasu et al (1975). 

The data measured and analysed by Donelan et al (1985) did not seem to fit the cosine 

distribution well. Donelan et al. (1985) proposed a sech^ distribution. 

(6.11) 

withp 

i)(co,e) = 0.5p ^ec/z 'p e-e(co) 

p = 2.61 (co/co^) 

P 2 . 2 8 (CO/CO ) p 

+ 1.3 

- 1.3 

f o r 0 . 5 6 < CO/CO < 0 . 9 5 p 

f o r 0 . 9 5 < CO/CO < 1 . 6 p 

P = 1.24 for co/co > 1.6 p 

(6.12) 

Note that in equation 6.12 there is no dependence on the inverse wave age. Donelan et 

al. (1985) could fmd no evidence of any relationship between the inverse wave age and 

the directional spreading, although they had a larger data set than both Mitsuyasu 

et al. (1975) and Hasselmann et al. (1980). The Donelan et al. (1985) spectra are 

narrowest at frequencies slightly less than the peak. Both above and below his point the 

spectra broaden. Donelan et al. (1985) only analysed their data up to 1.6 times the peak 

frequency. Beyond this point, Donelan et al. (1985) assumed that the spreading stays 

constant. However, Banner (1990) argues that this is incorrect. After examining high 

frequency stereo photography data and re-examining the data collected by Donelan et 

al. (1985), he proposed. 

P -0.4 + 0.8393 exp [ -0.567 In (O) /(o ] 
= 1 0 ^ J for co/co > 1.6 p 

(6.13) 
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The directional spreading predicted by the above relationships varies significantly, 

especially near the spectral peak. As stated, Donelan et al. (1985) spreading is narrower 

than Mitsuyasu et al. (1975) and Hasselmann et al. (1980). 

Young (1994) made an extensive study of the different analysis techniques, measuring 

methods, and the three proposed spectral forms. One of his main conclusions was that 

the spreading given by pitch-roll buoys is broader than that of multi-gauge arrays 

(where multi >3). The number of elements in the array together with the placing of the 

elements will determine the performance of such a measuring device. Donelan 

et al. (1985) also concluded that pitch and roll buoys give poor directional resolving 

power. 

6.3 Analysis Methods 

There are several methods for measuring 2-dimensional spectra. They can be divided 

into remote sensing measurements and in situ measurements. The first attempts to 

measure 2-dimensional spectra were made by Cote et al (1960) using aerial 

photogrammetry. Holthuijsen (1981 & 1983) also used stereophotography to look at 

directional spectra in the North Sea. However, the most common method employed is in 

situ measurements. The most widely used technique at present uses the pitch and roll 

buoy. This buoy measures the vertical acceleration and the pitch and roll angles. 

Variations have been made to this kind of buoy such as the cloverleaf buoy described by 

Mitsuyasu et al. (1975). Another method is a spatial array of wave gauges. These 

gauges can be resistance gauges, current metres, pressure gauges, or other types. The 

gauges don't have to be of one type but can be mixed. These wave gauges can be 

positioned in various configurations (Young 1994), the most common of which is in 

some form of a symmetrical star pattern. If however one wants to measure directional 

spectra from one specific direction an asymmetrical pattern can also be used. The 

purpose of the pattern is to obtain as many different spatial lags between the wave 

gauges as possible. The spacing of the wave gauges is critical to avoid spatial aliasing. 
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The analysis of the data is not a straight forward task. The most commonly used 
analysis methods are the Direct Fourier Transform Method, the Maximum Entropy 
Method (MEM) and the Maximum Likelihood Method (MLM). There are several 
variations of these methods. The first method was proposed by Barber (1963). He 
developed a method in which the directional spectrum is estimated from the cross-
spectra between the measurement elements. Longuet-Higgins et al. (1963) expanded 
this method for data with pitch-roll buoys. The Direct Fourier Transform Method relies 
on the assumption that the directional spreading is of the general form cos^' 6/2 . In 
contrast, the MEM and MLM make no apriori assumptions about the spreading. The 
MEM tends to produce excessively peaked directional spectra, and sometimes 
overestimates the peak energy (Tsanis and Brisette, 1992a). The MLM tends to have a 
too broad spread of the energy. Although the MLM makes the directional spread too 
wide, it was chosen as the preferred analyses method since the MEM sometimes 
produces peaks in the spectra that do not exist. A complete comparison has been 
conducted by Young (1994). 
The general extended form of the MLM (Isobe et al. 1984) is 

5 (CO) F(co,e) = 
E E C 1(®) < ( 0 0 , 6 ) / / (co,e) e (6.14) 

This form has the advantage that it can be used with different kinds of instruments in the 
array by appropriate specification of the transfer function H. The detailed form of the 
transfer function / / c a n be found in Isobe (1984) and in Young (1994). In table 6.15 
some of the transfer function forms of H are given. The term is the inverse 
cross-spectrum matrix between the measured quantities, ^(co) is a scaling factor so that 
the total energy of the directional spectrum and the one-dimensional spectrum are equal. 
The wave number is represented by k and x is the spatial coordinate vector. 
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Transfer Table for Function H 

Measured Quantity S3anbol Transfer Function H(k,(D) 

Water surface elevation 1 

Water pressure P cosh {kz ) 

cosh {kd) 

Vertical velocity of water Tit -ico 

Vertical acceleration of the water Tltt cô  

Surface slope of the wave (x direction) ik cos (9) 

Surface slope of the wave (y direction) ik sin (9) 

Surface curvature of the wave (x direction) l l x x cos' (9) 

Surface curvature of the wave (y direction) ^yy -le sin' (9) 

Surface curvature of the wave (xy direction) Tlxy -yp COS (9) sin (9) 

Water particle velocity (x direction) u cosh (kz) 
CO cos (9) ^—^ 

sinh (kd) 

Water particle velocity (y direction) V . cosh (kz) 
CO sin (9) 

sinh (kd) 

Water particle velocity (z direction) w sinh (kz) 
-m ^ 

sinh (kd) 

Water particle acceleration (x direction) . 2 cosh (kz) 
-m^ cos (9) 

sinh (kd) 

Water particle acceleration (y direction) 
. 2 • /an cosh (kz) 

-m^ sin (9) 
sinh (kd) 

Water particle acceleration (z direction) w, 2 sinh (kz) 

sinh (kd) 

Table 6.1 Transfer Table for Function H 
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The transfer function H for instruments that measure the surface elevation is simply 
unity (i.e. Therefore equation 6.14 reduces to 

(6.15) 

and 

X = i? cos 0 
n n n 

X - R COS 9 

(6.16) 

where R^ is the radius of element n and is the angle between the wave propagation 
direction and the line between the array origin and element n. As the cross-spectral 
matrix can be calculated from the measured time series and the positions of the elements 
in the array are known, the equation can be solved. Some practical problems must 
however be overcome. Since there are always small calibration errors in each individual 
measuring device, it is wise to normalize the spectra of all the measuring devices. 
Another practical problem is that C '̂̂  can become singular. Capon (1969) therefore, 
suggested multiplying the off-diagonal elements by a small quantity to overcome this 
problem. 

6.4 The Selection of the Two-Dimensional data 

The selection of the directional data is described in section 3.4 . In total, 156 spectral 
measurements were taken by the array. The wind speeds were between 3 m/s and 
15 m/s, the mean water depth was between 1.8 m and 2.4 m during this part of the 
experimental period (18 months). 

20 March, 1999 Page 91 



Chapter 6 

Because of the shape of the lake which was orientated north/south, data were only 

considered from steady wind periods where the wind was ±10° from the normal to the 

eastern and western shore lines. This left 58 spectra for the analysis. 

In figures 3.18 and 3.19 there is some basic information on the spectra. In figure 3.18 

the inverse wave ages of the spectra are shown. The majority of the data are near 

UIQ/ Cp^ 2.3 . However the range of data is quite extensive, from Uio / C^ = 4 (highly 

forced seas) to UIQ! (fully developed seas). In the next figure 3.19 the spread of 

the non-dimensional relative depth parameter (kpd) is shown. As can be seen in 

figure 3.19 the directional data set is completely in transitional water depth. 

6.5 Results of the Two-Dimensional Analyses 

6.5.1 Fitting existing two-dimensional directional spreading models 

As described in the earlier sections, there are a number of models that are commonly 

used to describe the directional spreading. The two most common ones are 

2s 
COS l e 

2 
(6.17) 

and 

sech\^Q) (6.18) 

There are also a number of techniques to analyse the data. Mitsuyasu et al. (1975) and 

Hasselmann et al. (1980) used the Fourier Expansion Method described by 

Longuet-Higgins (1963) and Young (1994). The first 2 components of the Fourier 

expansion were used to determine the value of Donelan et al. (1985) used a 

completely different technique. They matched the directional form to the half power 

points of the measured spreading function, since interest is concentrated on the energetic 

region of the directional distribution. Another method that could be used is the nonlinear 

least squares method described by Press et al. {\9%6). This method was also used in the 
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one-dimensional spectral analyse in chapter 5. This method fits the analytical form to 

the full directional distribution obtained by the MLM. 

For this analysis, the least squares method was used as it gave the least scatter in the 

data. The MLM spectra were normalized by 

i , 6) = (6.19) 
£ (/ , e ) ^ ' 

max max 

where E ( / 9 ) is the directional spectrum derived from the MLM, and E ^̂ ^ ( /O is 

the maximum ordinate of the directional spectrum in direction Ĝ^̂x • 

As discussed, the two most common directional spreading functions (equation 6.17 and 

6.18) were fitted to the data. To determine the better fit an error analysis was conducted 

where 

A ( / , e ) = i ) ( / , e ) - (6.20) 

was calculated. The function A(/ 6 J was either of the two directional spreading 

functions (equation 6.17 or 6.18). An error function e i f ) was calculated through, 

4 \ E Â  ( / . e,) (6-21) / = 1 

where N was the number of directional bands in the discrete spectral representation. Due 

to noise in the high frequencies, cases that had 8 > 0.01 were disregarded. The results 

are shown in figures 6.1 and 6.2. The figures are qualitatively similar, with broad 

spreading away from the peak frequency and narrow spreading around the peak 

frequency. Values of the parameter ^ range over a factor of 10, whereas P̂  has a small 

dynamic range, a factor of only 2. This means that the relative data scatter is greater in 

the sech^ (equation 6.18) form than in the cos (equation 6.17) form. The correlation 

coefficient for the two forms are 
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Correlation Coefficients 

cos^'m 0.89 -0.67 

sech^ P,e 0.78 -0.62 

Table 6 Correlation Coefficients 

One of the reasons why the sech^ form might not perform as well is because it contains 

a discontinuity where the wave direction is broader than tt. In this data set the cos 

form performed better than the sech^ form. Therefore the cos ^^ form is used for the 

remainder of the analysis. 

6.5.2 Wave age dependence of the directional spreading 

As stated, some authors (Mitsuyasu et al, 1975 and Hasselmann et al, 1980) claim a 

dependence on the inverse wave age for the directional spreading function. Other 

authors, including Donelan (1985) argue the opposite. To see if evidence could be found 

for either case, the data were split up into inverse wave age groups where the inverse 

wave age was taken as 

U 
inverse wave age 10 

C 
(6.22) 

The data were split into three groups, 

group 1 1 < inverse wave age < 2 

group 2 2 < inverse wave age < 3 

group 3 3 < inverse wave age < 4 

As can been seen in figure 6.3 there is no clear dependency on the inverse wave age in 

the data. The data of the three groups are completely mixed. Hasselmann et al. (1980) 

indicate this is caused by the fact that the nonlinear source term dominates over both the 

input and dissipation. Donelan et al (1985) also suggests this, although they caution that 
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there might be other reasons. Banner and Young (1994) in their calculations with an 

unconstrained model clearly show that the nonlinear source terms play an active role in 

the directional spread. No conclusion can be drawn from the measurements taken in 

Lake George as to whether the nonlinear terms play such an important role. However, 

together with the calculations made by Banner and Young (1994) it does seem to 

support the dominant role of the nonlinear source term. 

6.5.3 Depth dependence of the directional spreading 

In order to investigate the dependence of the directional spreading on the dimensionless 

water depth parameter {kp d), the data were partitioned into three groups based on the 

relative depth. 

group 1 1 < hp d < 1.5 

group 2 1.5 < kpd < 2 

group 3 2 < kpd < 2.5 

The results are shown in figure 6.4 Again there is no distinct pattern to show a clear 

dependence on the relative depth. However, it must be noted that most of the spectra 

were taken in transitional water depth and hence there is a relatively narrow range of 

values of kpd. 

6.5.4 Directional spreading parameter (5) 

Another aspect which must be considered is the artificial broadening of the directional 

spreading factor (s) caused by the measurement array and the analysis method. To check 

to what extend the artificial broadening played a part in the results, a sensitivity test was 

performed. Artificial spectra with directional spreading factors between 1 and 10 

were generated. These spectra were subjected to the MLM analysis, resulting in the 

output directional spreading factor As can be seen in figure 6.5 and 6.6 the 

analysis broadens the directional spreading significantly for the narrowest directional 

20 March, 1999 Page 95 



Chapter 6 

spectra. To adjust for this, the directional data were corrected using the results in 

figure 6.6. 

Although the narrowest point is hard to establish, the fit to the data was applied 

constraining the data to be the narrowest a t / ^ = 1. The fit resulted in the following 

form 

s = 

11 

11 

/ 

/ 

2.7 

- 2 . 4 

(6.23) 

The results of several deep water studies (Mitsuyasu et al., 1975, Hasselmann et al., 

1980, Donelan et al, 1985) and this study have been compared in figure 6.7. The mean 

values of the wave age dependent data from Mitsuyasu et al. (1975) and from 

Hasselmann et al. (1980) are used. Their data are broader than the data from this 

experiment. This could indicate that their instrumentation and/or analysis technique 

introduced artificial broadening (Young 1994). The Donelan et al. (1985) data were 

digitized from their figure 30 as they do not supply an equation in terms of the 

directional spreading factor (5). The Lake George data set is broader. The data set has 

been corrected for the artificial broadening due to the analysis. Therefore, the 

broadening could be due to the shallow water effects. However there is too little data 

(very small range of kpd) to substantiate this claim. 

6.5.5 Physical processes controlling the directional spreading 

One of the physical possesses that could explain the growth of the directional spreading 

could be the non-linear interactions. In addition to transferring energy in frequency 

space, nonlinear transfer can also move energy from the mean direction to larger angles. 

This may influence the final directional spreading. 

A numerical investigation of this form, is, however, beyond the scope of this study. 
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6.6 Bimodal Spreading of the Directional Spectra 

During the analysis, a phenomenon that could not be simply explained was discovered. 
As discussed in the previous sections, the analysis of the directional data was done by 
the Maximum Likelihood Method (MLM). The directional spreading function D(cd,6) 
can also be normalized in the following fashion 

D(co,6) = N ( C D ) G ( C O , 6 ) (6.24) 

where A (̂co) is the normalizing factor and G(co,9) the directional spreading function with 
a maximum of unity (1). For completeness equation 6.1 (section 6.2) is rewritten in the 
above form 

F(co,e) = F(co) A/-(co) G(co,e) (6.25) 

where F(co,9) is the directional spectrum and F(co) the one-dimensional spectrum. The 
results from the analysis are spectra like the ones shown in figure 6.8 At the peak 
frequency, the spectra are single peaked. However at higher frequencies, starting from 
twice the peak frequency, a bimodal form becomes apparent. 

The MLM analysis technique was checked with artificially generated data. The 
technique showed no sign of generating bimodal distributions if these did not occur in 
the input spectra. Hence, it is concluded that the bimodal spreading shown in figure 6.8 
is not an artifact of the analysis methods. 

The question arises, why haven't these bimodal spectra been noted before in other 
studies. Mitsuyasu et al. (1975) and Hasselmann et al. (1980) used an analysis 
technique that assumes a uni-modal form. This excludes any form of bimodal structure 
because of the analyses. Donelan et al. (1985) used a high resolution directional analysis 
technique but stopped their analysis at 1.6 times the peak frequency (/̂  ). The bimodal 
structure in the Lake George data does not become apparent until I f p. Therefore 
Donelan et al. (1985) might not have noticed it in their analysis. Holthuijsen (1983), 
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who made stereophotographs over the North Sea, has a sHght bimodal spreading in his 

results. Brissette and Wu (1992) did find bimodal spreading in their data from lake St. 

Clair, but were unable to explain it. They assumed that it was caused by currents. K.C. 

Ewans (personal communication) (Shell International Exploration and Production) 

analysed a recent deep water data set from New Zealand finding bimodal spreading in 

his data. 

Assuming the analyses of the bimodal seas are true, then a cause for this effect must be 

sought. One source could be the directional spreading of the wind. There are not enough 

detailed wind data from Lake George to test this theory. Another more likely source is 

nonlinear interactions. Young and van Vledder (1993) and Banner and Young (1994) 

have investigated the growth with a numerical model which has no assumption about 

the high frequency part of the tail and has a full solution to the nonlinear source terms. 

The results can be seen in figure 6.9. Although there are some differences with the 

measured data, the trend toward bimodal directional spreading at higher frequencies is 

clear. Banner and Young (1994) claim that the magnitude of the bimodal peaks at higher 

frequency varies with the atmospheric input and dissipation terms of the model. The 

cause of the directional spreading is however the nonlinear interactions. They claim that 

nonlinear terms transport energy from the wind direction to "off-wind" angles. 

No further attempt has been made to explain the bimodal form of the directional 

spreading in this thesis. 

6.7 Conclusions for the Two-Dimensional Spectra 

The directional array yielded 58 directional spectra from young to fully-grown seas. 

After processing these data a high resolution directional set was available for analysis. 

The form of the spreading is best represented by 
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(6.26) 

and where 5 is a function off/fp . 

There was no clear dependency on the inverse wave age nor on the non-dimensional 

depth parameter (kp d). 

Although the directional spreading was, in general, broader than in deep water 

experiments, the general trend in finite depth water is the same as in deep water; broad 

spreading at the higher frequencies and a narrow spreading near the peak frequency. 

This seems to indicate that nonlinear interactions play an important role. This however 

was not substantiated in this thesis. 

Bimodal spreading was noted for frequencies above 2fp . This has also been observed in 

deep water data obtained with different analysis methods. Modelling shows that 

nonlinear interactions play an important role in forming the directional spreading. 
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7. Conclusions 
7.1 General Conclusions of the Lake George Experiment 

The main reason for conducting this experiment was to determine the characteristics of 

fetch Hmited wind-wave growth in finite depth water. It is beheved these goals have 

been successfully achieved. The data set collected is extensive and will certainly be 

utilized for other scientific purposes. 

7.2 Conclusions for the Growth Curves for Finite Depth Water 

The Lake George data set has enabled the development of a family of growth curves for 

non-dimensional energy and non-dimensional peak frequency as a function of 

non-dimensional fetch. In contrast to deep water, the water depth introduces an 

additional variable. At short fetch, where bottom influences are small, the data are 

consistent with the well know deep water data sets. As the effects of the bottom 

increase, the growth rate is retarded compared to deep water. Finally, at long fetch or 

small non-dimensional depth, an asymptotic state is reached in which the waves become 

depth limited and hence independent of the fetch. 

7.3 Conclusions for the One-Dimensional Spectra 

The data clearly shows that the TMA spectral form is a good representation of the finite 

depth spectra. 

A clear relationship exists between a and the non-dimensional wave number (K). 

However, there was no relationship found between the peak enhancement factor (y) and 

the non-dimensional wave number (K). The data suggest a dependence of the peak 
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enhancement factor (y) on the non-dimensional fetch {%) and/or the non-dimensional 

depth (6). There is clear evidence that y increases with decreasing water depth. 

7.4 Conclusions for the Two-Dimensional Spectra 

Although the results of the two-dimensional spectral measurements taken by the 

directional array in Lake George are broader than in deep water they are consistent with 

deep water, trends. Broad directional spreading exists at high frequencies, with the 

spectrum being narrowest at the spectral peak. 

The general form using cos^' 9/2 is appropriate for the directional spreading, with the 

directional spreading factor (s ) being dependent onf/fp. 

No dependence on either the inverse wave age {UJQ /Cp) or the dimensionless depth 

parameter {kp d) was established, although a dependence on the dimensionless depth 

parameter is not ruled out. 

At frequencies greater than 2fp the spectra exhibited bimodal spreading. It is very likely 

that nonlinear interactions play some part in this. However, it was outside the scope of 

this study to investigate this any further. 

It is clear that more research will have to done into the role of the nonlinear interactions. 

7.5 Final Conclusions for the Lake George Experiment 

The data set described in this thesis is, by far, the most comprehensive collected under 

fetch limited fmite depth conditions. Despite the extent of the data set a number of 

important questions remain unresolved. In particular, the detailed role played by fmite 

water depth in influencing the directional spreading is yet to be resolved. 
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The experimental design was not such that it could define the physical processes 

responsible for finite depth wind wave evolution. It has, however, provided a valuable 

data set and a parametric description of this evolution. This description will prove 

valuable for both engineering design and model testing. 
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9. Symbols 

Symbol Description 

a depth independent constant or variable, depending on the definition of 

the spectrum 

QLf f degrees of freedom 

P empirical growth parameter 

P* Miles growth parameter 

p̂  directional spreading parameter 

y peak enhancement factor 

6 dimensionless water depth 

6, internal boundary layer of the wind 

Sf wave steepness 

8 dimensionless energy 

8(f) error function 

r| the water surface 

rjtt vertical acceleration of the water surface 

rjxTiy the slope of the water surface 

r|xx,riYY,rixY the curvature of the water surface in three directions 

6 wave direction 

010 wind direction at 10 metres heigth 

6n angle between the wave propagation and the line between the fixed 

points and element n in the directional array 

K von Karman constant 

K dimensionless wave number 

A dimensionless wave height 

|j, dimensionless Miles growth parameter 
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Symbol Description 

V dimensionless frequency 

5 dimensionless height parameter 

71 Pl7c = 3.142 

Pa density of air 

pw density of water 

a standard deviation 

O shape function 

Oc dimensionless parameter at critical height c 

X dimensionless fetch, dimensionless distance along the fetch 

^{k,fp,d) non dimensional shape function 

CO radian wave frequency 

cOp frequency of the spectral peak, peak period, in radian 

^(fi'^i) two directional spreading functions 

c critical height 

Cp/U wave age 

Cp phase speed of the spectral peak 

Cg group velocity 

d water depth 

D(coO) directional spread function 

E total energy of the spectrum 

(data) î ^ spectral band of the measured energy spectrum 

maximum energy 

F fetch 

F(co) one dimensional spectrum 

F(co,9) directional wave spectrum 

F(fi variance spectrum at frequency f 
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Symbol 

F(f.e) 
F(k) 
fi 

F„a<D 

g 

H. 1/3 

Hm 

Hm 

H. 

L 

U 

n 

P 

Q(s) 

Rn 
s 

S 

Snl 

s. ds 

bf 

Description 

directional spectrum derived from the MCM 

wave number spectrum 

cut off frequency 

maximum energy at frequency f 

frequency of the spectral peak, peak period 

Pierson Moskowitz spectrum 

gravitational force 

average of the highest 1/3 of the waves 

maximum wave height 

wave height derived from energy spectrum 

significant wave height 

wave number 

wave number of the spectral peak 

wave length 

wave length of the peak frequency 

number of spectral bands analysed, number of directional bands 

spectral band which contains the peak frequency 

normalizing function 

distance from element n to a fixed point in directional array 

directional spread factor 

source/sink term 

energy going into the waves, artificial widening of the directional spread 

factor 

nonlinear source term 

white-capping source term 

dissipation at bottom source term 
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Symbol Description 

U measured wind velocity/wind speed 

Uio wind speed 10 metres above surface level 

Uou upwind wind velocity 

Uz wind speed at elevation z above the surface 

U^ friction velocity or shear stress wind speed at ZQ above mean "ground" 

level 

X distance along the fetch. 

z elevation (at which Uz is measured) above the surface 

Z elevation of the windspeed 

Z^ roughness length scale of the wind 

Zo„ roughness length of the upwind boundary 
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1. Introduction to the Lake George 
Shallow Water Experiment 
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Figure 1.1 The site for the expermients is Lake George in the south east of the state 
of New South Wales and near to the capital, Canberra (in the Australian Capital 
Territory). Sydney is about 250 kilometres north of Lake George. 
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Figure 1.2 New South Wales from Canberra (south west of map) to Sydney (north 
east of map). The experimental location at Lake George is shown. 
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Figure 1.3 Photo of the "hill" caused by a geological fault. This hill runs from north 
to south along the western side of Lake George. 

FLUCTUATION IN WATER LEVEL LAKE GEORGE N.S.W. 1819-1988 

8.0 

6.0 

4.0 

2.0 

0 

i 
\ \ / \ A I f \ 

N / ̂  \ \ j J \ 

\j k • 
No data 
available 

\J V V 
s 

\\ \ ) Vy 
1 J V V w V ) 

r 

\l 
\ l \ J 

t o t o 
CO ID o o 

Figure 1.4 Fluctuation of the water level in Lake George from 1819 - 1988. Source 
of this mformation is the Bureau of Mineral Resources Canberra. Note, the datum of the 
water level is measured at the deepest spot in the lake. 
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Figure 1.5 Levels measured during the Lake George Experiment. In the winter the 
rain filled the lake, while in the summer the water in the lake evaporated. Note that 
winter and summer in the southern hemisphere are around July and December 
respectively. The zero datum was the level of the lake at the time of measurement. 
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Figure 1.6 Detailed map of Lake George and surroundings 
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BASE 
STATION 

Figure 1.7 Bottom Contours of Lake George. Note the smoothness of the bottom. 
The deepest part of the lake was just over 2 metres deep during the experiment. The 
lake is nearly 24 kilometres long and 12 kilometres wide. The contours are every 0.5 
metres 
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Figure 1.8 Wind Change in the afternoon at Lake George. Although Lake George is 
about 100 km inland and on a 500 metre high plateau, in the summer the sea breeze 
came between 4 and 5 o'clock in the afternoon. The dates are in the YYMMDD format. 
The y-axis on the wind direction graph is degrees true north and the y-axis on the wind 
speed graph is in metres/second. 
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f 
LAKE GEORGE IS A LARGE, 

r EXPOSED WATERWAY SUBJECT 
' T O SUDDEN WEATHER CHANGES, 

ROUGH CONDITIONS, LOW WATER ; 
TEMPERATURES AND SUBMERGED 
HAZARDS, PERSONS USING LAKE 
tX> SO AT,OWN RISK.; 

Figure 1.9 Warning sign erected along the lake in the last part of the experiment. 
These were put up after the death of two fishermen, who drowned on the lake. 
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Experiment 
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20 40 60 80 100 

Figure 2.1 Outline of Lake George with the survey path. The black lines indicate the 
approximate path between two measurements. Other lines show the depth contours 
derived from the measurements. 
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10 12 

Figure 2.2 The bathymetry of Lake George. Contours every 0.2 metres. The datum 
is set to the level of the lake on the day of the survey. The axes are in units of 
kilometres. 
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Figure 2.3 The inflatable AVON with an inflatable keel instead of a wooden keel 

Figure 2.4 The 4m aluminum fishing boat, called "tinny 
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Figure 2.5 The assault craft of the Royal Austrahan Army. 

Figure 2.6 The inflatable craft of the Royal Australian Navy. This boat was used to 
go out in rough weather. Unlike the first inflatable, it had a wooden keel. 
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Figure 2.7 The wave measuring instrument finally chosen was the surface piercing 
transmission line gauges described by Zwarts (1974). This figure shows 7 Zwarts poles 
being tested in a flume. 
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Figure 2.8 A Zwarts pole being tested to determine its dynamic response (transfer 
function). The Zwarts poles were constructed of two concentric aluminium tubes. The 
irmer tube can be seen through the holes in the outer tube. In the experiment shown the 
pole was plunged in and out of a tank at a very high frequency with a unrealistically 
large amplitude. Therefore, the water level in the pole could not adjust fast enough to 
the water level outside the pole. This is clearly apparent as water is streaming from the 
holes. 
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Figure 2.9 The electronics required to produce the standing (electrical) wave. These 
were skilfully designed and manufactured by the electronics section of the Department 
of Civil Engineering of the University of New South Wales, Canben'a. 
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Figure 2.10 The electronics required to produce the standing wave is contained 
within a small waterproof enclosure fixed to the top of the pole. 
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Figure 2.11 Schematic diagram of the system used to dynamically calibrate the 
Zwarts poles. 
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Figure 2.12 The Zwarts pole suspended from a cog on the beam above the water 
tank. Left of the water tank is the circular disk to which the arm of the electric motor 
was attached. 
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Figure 2.13 The electric motor with the arm on which a slider was placed to vary the 
amplitude of the raising and lowering of the Zwarts pole. The motor could be varied in 
speed to simulate different frequencies. 

Figure 2.14 Behind the water tank was the stabilized power supply and the PC to log 
the signals from the variable resistor and the Zwarts pole. 

11 October, 1998 Page 23 



Chapter 2 

1.2 

1 

0.8 

h- 0.6 

0.4 

0.2 

0 

1 1 1 

r*^ 
/ '^V A 

m 1 \ 1 "̂ yA A 
s \ 

•J Hlly -

V s 
\ "S 

-

" V-X 

— 1 1 1 i 1 
0 

f/f. 
Figure 2.15 Transfer function for Zwarts poles determined from field comparison 
with resistance gauges. All spectra are cut off at f / f p = 5 because of the limitation of the 
Zwarts poles frequency response. The transfer function below f / f p < 1 is very sensitive 
to small changes due to the lack of energy in this part of the spectrum. Therefore it is 
assumed that the transfer function is equal to one in this region. The dashed line 
represents a polynomial fit to the experimental results. 

20 March, 1999 Page 24 



Chapter 2 

Figure 2.16 Space frame tower shown before installation. About half the space frame 
would be submerged in the lake. 
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Figure 2.17 Hammering of one of the anchors into the lake bed. Note the guy wire 
still hanging lose. 
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Figure 2.18 Zwarts pole in position on one of the towers. A 10 metre anemometer 
mast is also placed on this tower. All towers had solar panels that had to be cleared of 
bird droppings regularly. 
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Figure 2.19 Radio and Counter Card box on the tower. 

Figure 2.20 Solar panels on top of the tower to supply power for the electronics and 
radio. 
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Figure 2.21 The extra anemometer masts which were located at 4 stations. 

Figure 2.22 One of ihe towers being deployed on the assault craft provided by the 
Royal Australian Army. 
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Figure 2.23 Schematics of the radio hnks at Lake George. 

Figure 2.24 Platform at Station 6. 
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Figure 2.25 A sonic anemometer deployed at the end of the 4m long measurement 
bridge at the platform (station 6). 
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Figure 2.26 Video, wave measuring gauge, hydrophone (under water) taking 
measurements from the measurement bridge. 
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Figure 2.27 The base station on the western shore of the lake. 

Figure 2.28 The antennas pointing toward the towers. 
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Figure 2.29 A flow chart of the data acquisition software. 

20 March, 1999 Page 34 



Chapter 2 

Figure 2.30 Weekly down loading of the data onto a portable PC. 

11 October, 1998 Page 35 



Chapter 2 

W a v e Heights [m] 

sz. t o 

931211 

350-
300-
250-
200-

150 • 
(/) 
Q> ^ 
D ) 0) •o 

Date (YYMMDD) 

^ ^ + +V+ 

Wind Direction & Speed 

4f + + + 

931218 

1 T-
Wind Direction 

I- ^t^ + 
+ + + ^ + 

Date (YYMMDD) 
Figure 2.31 Weekly plot of the significant wave height, the wind speed and wind 
direction. This was done as a check that none of the stations were behaving abnormally. 
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Figure 2.32 The arrangement of Zwarts poles in the spatial array. The poles are 
configured in the shape of a "Mercedes" star. 
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Figure 2.33 Guy wires and anchor wires to hold the directional array in place. 

Figure 2.34 Mounting of the Zwarts poles of the directional array after cleaning. 
Note the diver in the water who is about to install the pole underwater. 
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3. Results from Lake George 
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Figure 3.1 Distribution histogram for H^ (m) measured at all eight stations. 
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Figure 3.2 Distribution histogram for fp (Hz) measured at all eight stations. 
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Figure 3.3 Histograms of significant wave height (H^ in metres) for each station. 
One interesting feature of these graphs is that the stations in the middle 
of the lake have higher wave heights on average, than the stations at the 
ends. This occurs since a significant proportion of the data are for 
east/west winds for which stations 1 and 8 have relatively short fetches. 
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Figure 3.4 Histograms of peak frequency (fp in Hertz) for each of the stations. Note, 
unhke the significant wave height there is no obvious trend with position. 
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Figure 3.5 Histogram of significant wave height (H^ in metres) for the North South 
data from all stations. 
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Histogram of peak frequency (fp in Hertz) for the North South data from 
all eight stations. 
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Figure 3.7 Histogram of significant wave height (Hg in metres) for the North South 
data from each of the eight stations. One interesting feature of these 
graphs is that the poles in the middle of the lake have higher waves on 
average than the poles at the ends. This occurs due to the increase in 
fetch along the array. 
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Figure 3.8 Histogram of peak frequency (fp in Hertz) for the North South data for 
each of the eight stations. 
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Figure 3.9 Histogram of peak frequency (fp in Hertz) of all the data from the eight 
stations. A small bin size has been used to define the distribution shape. 
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Figure 3.10 Periods when the anemometers were operational. The anemometers were 
placed on stations 2, 4, 6, 7, and 8. The number of occasions when all 
anemometers were working is small. 
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Figure 3.11 Periods when the anemometers were operational and the wind speed was 
over 4 m/s. 
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Figure 3.12 Histogram of wind speed for all the data from Lake George. 

Number of Wind Direction Events 
8000 

100 150 200 250 
Wind Direction (Degrees North) 

300 350 

Figure 3.13 Histogram of the wind directions for all the Lake George data. As can be 
seen, the main wind directions were easterly and westerly. 
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Wind Direction versus Wind Speed 
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Figure 3.14 A scattergram of the wind speed and wind direction. In theory it is 
possible that the main wind direction and the higher wind speed 
directions are not the same. But at Lake George this was not the case. 
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Figure 3.15 Wind speed histogram for the North South data set. Wind speeds less 
than 4 m/s were filtered out of the North South data set. 
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Figure 3.17 Scattergram of wind speed and wind direction for the North South data. 
Note that wind speeds lower that 4 m/s are omitted. 
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Figure 3.18 

Uio/Cp 

Distribution of the inverse wave age ( ÛQ ICp ) for the 58 directional 
records taken at Lake George were the wind was from the east or west. 
The distribution ranges from fully developed spectra ( ÛQ ICp^ 1 ) to 
young seas ( ÛQ ICp = 4 ). 
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Figure 3.19 
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Distribution of the non-dimensional depth parameters kpd. Two thick 
lines on the graph indicate shallow water ( kpd < 0.25 ) and deep water 
( kpd >%). As can be seen, the 58 directional spectra measured at Lake 
George are in transitional water depth, which indicates that the waves are 
influenced by the finite depth. 
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Hmo versus H 1/3 line = 0.9864 

Figure 3.20 Scattergram of H,/̂  and H^̂  (both in metres). H,/̂  is lower than H^̂  by 
about 1.5 % for large waves. The water depth is approximately 
1.9 metres. The data shown is from the full data set. 
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Figure 3.21 Scattergram of Hj/̂  and (both in metres) for North South data. Hj/̂  is 
lower than H^̂  by about 4-6 % for large waves. The water depth is 
approximately 1.9 metres. 
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4. Growth Curves for Shallow Water 
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Figure 4.1 Lake Okeechobee data from Vincent (1985) (o) and Vincent and 
Hughes (1985)(+). The line "Vincent" is from Vincent (1985) where 

and "Vincent & Hughes" is from Vincent and Hughes (1985) 
where The last line is from Bretschneiders empirical results 
where d Note the plateau Bretschneiders curve reaches at large 6. 

A & 6 winds > 3 m/s [plus checked data] 

5 = g d / U 10 

Figure 4.2 Dimensionless wave height (A ) versus dimensionless depth (6). All the 
data from Lake George with wind speeds greater than 3 m/s and 
handpicked data under 3 m/s are shown. The data from Lake Okeechobee 
are shown by crosses. Note the different upper limits from the two data, 
sets 
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s & 5 winds > 3 m/s [plus checked data] 
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Dimensionless energy versus dimensionless depth. All the data with wind speed 
greater than 3 m/s and the handpicked data for winds less than 3 m/s are shown. 
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Figure 4.4 Dimensionless frequency versus dimensionless depth. All the data with 
wind speed greater than 3 m/s and the handpicked data for winds less than 
3 m/s are shown. 
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Figure 4.5 Dimensionless wave height (A ) versus dimensionless depth (6) for large 
dimensionless depth (6 > 1). Also shown are the data from Lake 
Okeechobee. The data appear to asymptote close to the 
Pierson-Moskowitz limit. 
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Figure 4.6 Dimensionless energy (e) versus dimensionless fetch (x). The data are 
split over 4 graphs with different dimensionless depth (a) 0.1 < 5 < 0.2, 
(b) 0.2 < 5 < 0.3, (c) 0.3 < 5 < 0.4, (d) 0.4 < 6 < 0.5. The dashed Hnes are 
the upper and lower dimensionless depth limits. The large dots are the 
North South data. The smaller dots are the East West data which are not 
corrected for the boundary layer effect. The solid line is the deep water 
JONSWAP result. 

20 March, 1999 Page 56 



Chapter 4 
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& = gcl/Ufo= 0 2 - 0 3 

S = gd/U,o= 0 3 - 0 4 S = gd /Ufo= 0 4 - 0 5 

Figure 4.7 Dimensionless frequency (v) versus dimensionless fetch (x). The data are 
spht over 4 graphs with different dimensionless depth (a) 0.1 < 5 < 0.2, 
(b) 0.2 < 5 < 0.3, (c) 0.3 < 5 < 0.4, (d) 0.4 < 5 < 0.5. The dashed lines are 
the upper and lower dimensionless depth limits. The large dots are the 
North South data. The smaller dots are the East West data which are not 
corrected for the boundary layer effect. The solid line is the deep water 
result of Kahma & Calkoen. 

X = gx/u 

Figure 4.8 Non-dimensional energy (e) versus non-dimensional fetch {%). Each curve 
is for a specific non-dimensional depth (shown on the right-hand side). 
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X = gx/Uio 

Figure 4.9 Non-dimensional frequency (v) versus non-dimensional fetch (x). Each 
curve is for a specific non-dimensional depth (shown on the right-hand 
side). 

5 = gc l /Ufo= 0 . 2 - 0 . 3 
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Figure 4.10 Dimensionless energy (e) versus dimensionless fetch (y). The data are 
shown for the dimensionless depth 0.2 < 6 < 0.3. The dashed lines are the 
upper and lower dimensionless depth limits. Only the North South data 
are used in this analysis. The length of the crosses represent 95% 
confidence limits. 
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Figure 4.11 Dimensionless frequency (v) versus dimensionless fetch (x). The data are 
shown for the dimensionless depth 0.2 < 6 < 0.3. The dashed lines are the 
upper and lower dimensionless depth limits. Only the North South data 
are used in this analysis. The length of the crosses represent 95% 
confidence limits. 
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5. One Dimensional Spectra 
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f(Hz) 
Figure 5.1 Frequency response of the Zwarts Poles from laboratory test. 

Figure 5.2 Transfer function of the Zwarts Poles developed from in situ comparison 
with resistance gauges. 
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Figure 5.3 Example of the 1-Dimensional Spectra from stations 1-5, Ujo = 10.8 m/s. 
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Figure 5.4 Example of the 1-Dimensional Spectra from stations 1-5, displayed on a 
logarithmic scale, Uio =10.8 m/s. 
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Figure 5.5 
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Values of the high frequency spectral exponent, n as a function of % Two 
ranges are shown here 6 = 0.1 to 0.2 (dots) and 5 = 0.5 to 0.6 (crosses). 
The solid hnes are placed to show the trend in n for both values of 6. 
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Figure 5.6 Results of the Monte Carlo Simulation in which the spectral parameters 
were individualy fitted to the spectrum. The parameter a was held 
constant in this simulation and therefore only the results of and y 
are given here. 
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Figure 5.7 Results of the Monte Carlo Simulation with the simultaneous multi-
parameter fitting technique. The results of the parameter a, a, fp, and y are given here. 

ttK 

Figure 5.8 Non-dimensional energy (e) as a function of aK'l The solid line is the 
least squares fit to the data and the dashed line is the TMA solution. 
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K = UiX/g 

Figure 5.9 The spectral parameter a as a function of the non-dimensional wave 
number (K). The solid line is a least squares fit to the data. 
Also shown are the TMA (dash dash) and JONSWAP (dot dash) relationships. 
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Figure 5.10 The peak enhancement (y) as a function of the non-dimensional wave 
number (K). The solid line is the mean value of y = 2.70 . 
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Figure 5.11 The spectral parameter a as a function of the non-dimensional wave 
number (K). The solid line is the mean value a = 0.12. 

Figure 5.12 The peak enhancement factor (y) as a function of the non-dimensional 
fetch (x) for various non-dimensional depths (5). The values for the non-dimensional 
depth (5) are shown on the right side of the figure. 
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Figure 5.13 The peak enhancement factor (y) as a function of the non-dimensional 
fetch (x) for various non-dimensional depths (6). The JONSWAP results were used in 
this graph as an asymptote for the non-dimensional peak frequency (v ). The values for 
the non-dimensional depth (5) are shown on the right side of the figure. 

6 = gd/Ui'o 

Figure 5.14 The peak enhancement factor (y ) as a function of the non-dimensional 
depth (6) where non-dimensional fetch {%) is very large (thus depth limited and not fetch 
limited "seas"). The line is a least squares fit to the data. 
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6. Directional Wave Spectra 
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Figure 6.1 The directional parameter (s) as a function of the normalised frequency 
(f / f p ) . Lines of the least square fit (with a break dXf /fp-=\)io the data 
are shown. Due to noise in the high frequencies the data that had an 
s > 0.01 were disregarded. 

The directional parameter (P) as a function of the normalised frequency 
{f /fp). Lines of the least square fit (with a break dXf /f p = \)io the data 
are shown. Due to noise in the high frequencies the data that had an 
8> 0.01 were disregarded. 
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Figure 6.3 Values of the directional exponent (5) as a function of the normalised 
frequency ( f / f p ) . The data have been split into three groups of inverse 
WaVQ agQ (Ujo/Cp ) 
group 1 1 < inverse wave age < 2 * 
group 2 2 < inverse wave age < 3 + 
group 3 3 < inverse wave age < 4 o 
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Figure 6.4 Values of the directional exponent (5) as a function of the normalized 
frequency ( f / f p ) . The data have been split into three groups of relative 
depth (kp d) 
group 1 1 < kpd < 1.5 o 
group 2 \.5 < kpd < 2 + 
group 3 2 < kpd * 
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Figure 6.5 The input directional spreading {si„) set against the frequency of the 
spectra. The result of the analyses is the output directional spread (s^J 
which is shown in the graph. As can be seen the frequency does not 
influence the output directional spreading. However, the analysis does 
broaden the directional spreading significantly for the spectra that are 
narrowest. 

Figure 6.6 The "real" (in this case the generated directional spectra) directional 
spreading parameter set out against the resulting directional 
spreading parameter of the analysis. The difference in the narrower 
directional spectra are significant. 
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Figure 6.7 Directional spreading factor from different deep water studies and 
Lake George. 

solid line 
dash dot 
dash dash 
open circles (digitized from their figure 30) 

Lake George 
Mitsuyasu et al. (1975) 
Hasselmanet al. (1980) 
Donelanet al. (1985) 

As can been seen the deep water data sets of Mitsuyasu et al. (1975) and 
Hasselman et al. (1980) are broader than the lake George Data set. 
However the Lake George data set is broader than Donelan et al. (1985) 
deep water data set. 
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Figure 6.8 Several directional spreading factors G(co,0) for different directional 
spectra. Note the bimodal modes for the spectra at the higher frequencies 
co/cô  = 1 solid line 
co/cô  = 2 dash dot line 
co/cô  = 3 dotted line 
The wind speeds and phase speed are given on top of the figures. 
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Figure 6 .9 Examples of the directional spreading function recorded at Lake George 
(top and middle). Note the bimodal spreading at higher frequencies. 
Numerical results of Banner and Young (1994) are shown at the bottom. 
In all cases, the spectra are normalized to have a maximum of one, at 
each frequency. 
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