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Abstract

Automatic text summarization is the process of automatically creating a compressed
version of a given text. Content reduction can be addressed by extraction or ab-
straction. Extractive methods select a subset of most salient parts of the source
text for inclusion in the summary. In contrast, abstractive methods build an inter-
nal semantic representation to create a more human-like summary. The majority
of summarizers are designed to be extractive due to the complex nature of abstrac-
tion. This thesis moves toward abstractive text summarization, and makes this task:
(i) more adaptable to a wide range of applications; (ii) more dynamic to different
sources and types of text; and (iii) better evaluated using semantic representations.

To make it more adaptable, we propose a word graph-based multi-sentence compres-
sion approach for improving both informativity and grammaticality of summaries,
which shows 44% error reduction over state-of-the-art systems. Then, we discuss
adapting this approach into query-focused multi-document summarization, focusing
on semantic similarities between the input query and source texts. This approach
satisfies the query-biased relevance, information novelty and richness criteria.

To make this task more dynamic, we appraise the coverage of knowledge sources for
the purpose of abstractive text summarization, and found a decline in performance
of summarizers that only rely on specific terminologies. Our approach integrates
general and domain-specific lexicons for incorporating textual semantic similarities,
and bridging the knowledge and language gaps in domain-specific summarizers.

To fairly evaluate abstractive summaries including lexical variations and paraphras-
ing, we propose an approach based on both lexical and semantic similarities, which
highly correlates with human judgments. Furthermore, we present an approach to
evaluate summaries on test sets where model summaries are not available. Our
hypothesis is that comparing semantic representations of the input and summary
content leads to a more accurate evaluation. We exploit the compositional capa-
bilities of corpus-based and lexical resource-based word embeddings for predicting
the summary content quality. The experiment results support our proposal to use
semantic representations for model-based and model-free evaluation of summaries.
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Chapter 1

Introduction

This thesis is about abstractive text summarization - a content reduction technique
that generates mew summary sentences representing the gist of the content of the
source document(s). In this chapter, we briefly introduce automatic text summa-
rization, and its main categories. We then move toward abstractive text summa-
rization and its importance while addressing the shortcomings of extractive level.
Finally, we explain the scope and contributions of this thesis, and finish the chapter

by introducing the upcoming chapters.

1.1 Background and Motivation

The explosive growth of Internet content requires development of automatic tech-
niques to present information to users in an effective way. For example, a user may
search the Internet news (e.g., Google News!) to survey a particular topic of inter-

est. Multiple topic-relevant results are usually returned. It is time consuming and

Thttp://news.google.com/
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tedious to read through all these results.

Text summarization has been introduced as one of the techniques of Natural
Language Processing (NLP), with the aim of producing a short summary from one
(single document summarization) or multiple (multi-document summarization) text
documents by condensing, selecting, or generating the important information (Jones,
1999). A good summary should cover the most salient information while being coher-
ent, non-redundant and grammatically readable. Text summarization approaches

can be categorized into two main groups:

e Extractive, which selects a subset of most salient parts of the source text,
and concatenates them for inclusion in the final summary. It is important that

the selected parts are different enough to avoid redundancy in the summary.

e Abstractive, which generates new summary sentences representing the gist of
the content of the source text. Abstractive methods build an internal semantic
representation to create a more human-like summary using natural language

generation techniques.

Table 1.1 shows a simple example for comparing extractive and abstractive sum-

maries of a given source text.

1.1.1 Shortcomings of Extractive Summarization

Consider the four sentences in Examples 1.1.1 to 1.1.4 which were manually extracted
from four related news articles about the car crash in New Jersey on Saturday, May

23, 2015:

Example 1.1.1. US mathematician John Nash, whose life story was turned into

the Oscar-winning film A Beautiful Mind, has died in a car crash.
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Source Text: Digital is the wires, but digital intelligence, or artificial
intelligence as some people call it, is about much more than that. This
next decade is about how you combine those and become a cognitive
business. It’s the dawn of a new era.

Extractive Summary: Digital is the wires, but digital intelligence, or
artificial intelligence as some people call it, is about much more than
that.

Abstractive Summary: The dawn of a new era is about how you
combine digital and artificial intelligence to become a cognitive business.

Table 1.1: Extractive Summarization vs. Abstractive Summarization

Example 1.1.2. John Nash, the 86-year-old mathematician who inspired "A Beau-
tiful Mind’, died in a car crash along with his wife Alicia, 82, the BBC reports.

Example 1.1.3. Nash, whose struggle with schizophrenia was chronicled in the
2001 movie "A Beautiful Mind’, died in a car crash in New Jersey on Saturday, May
23, 2015, the police said.

Example 1.1.4. The Nobel-winning mathematician whose pioneering work in game
theory and torturous tussle with severe mental illness became the subject of A

Beautiful Mind, died in a car crash in New Jersey.

The above sentences are all about a Nobel-winning mathematician, John Nash, who
died in a car crash with his wife. However, each of the sentences contains bits
of information which other sentences lack. For example, it is only Example 1.1.1
that tells the movie ’A Beautiful Mind’ inspired by Nash’s life is an Oscar-winning
movie; likewise, it is only Example 1.1.2 which points out that John Nash died in 86
along with his wife, Alicia; only Example 1.1.3 says that John Nash struggled with
schizophrenia, and mentions the date of the accident; Example 1.1.4 is also the only
sentence that tells us John Nash was a Nobel-winning mathematician and a pioneer

in game theory and torturous tussle.
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Given the above sentences, an extractive summarizer is highly likely to rank them
equally, and select each of them as a summary of the event. Therefore, the extractive

summarization system faces the following challenges:

(i) trade-off between non-redundancy and completeness - If the summary includes
a sentence, some important information is put away. Concatenating two or more

sentences also makes the summary redundant.

(ii) trade-off between information relevance and summary length constraints -
some sentences contain information irrelevant to the main event. For example,
‘the BBC reports’ in Example 1.1.2, or 'the police said’ in Example 1.1.3 could
be eliminated due to summary length constraints. Similarly, ’a pioneer in game
theory and torturous tussle’ in Example 1.1.4 could be omitted, given that it is
further explanation to the 'Noble-winning’ adjective, and its omission does not have
any impact on the summary main point. Including some information like 'Nash’s
schizophrenia inspired the Oscar-winning film A Beautiful Mind’ in the summary is

not also necessary considering the length limitation.

Thereupon, an ideal summarizer should generate novel sentences from the source
text such that these sentences incorporate important content from several parts of
the source text and exclude irrelevant information. Hence, an ideal summary for

the above examples would be:

Example 1.1.5. 86-year-old schizophrenic mathematician and Nobel Prize winner,

John Nash, died in a car crash with his wife, in New Jersey on May 23, 2015.

Although extractive approaches are unable to produce non-redundant and complete
summaries at the same time (Filippova and Strube, 2008), the majority of existing
summarizers are still extractive (Wang et al., 2016). Hence, we are motivated to

make contributions toward abstractive text summarization. To be abstractive and
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more human-like, a summarizer should interpret the source text, construct its seman-
tic representation, and make necessary inferences to generate a summary from the
representation (Jones, 1999). Therefore, abstractive summarization is much more
complex than extractive level, and faces the challenges of Natural Language Under-
standing to select the truly important content, and Natural Language Generation

to generate summary sentences.

1.2 Aim and Scope

Since there still exists huge quality gap between automatic and human-written sum-
maries, we need good summarizers that consider all semantically important informa-
tion described in the source documents. This emphasizes the necessity of proposing
summarization approaches in the abstractive level across all types of text and do-
mains that can be applied to a wide range of applications. We also need effective
evaluation metrics to assess the newly generated summaries. Moving toward ab-
stractive text summarization, we aim to make this task more adaptable to a wide
range of applications, more dynamic to different sources and types of text, and bet-
ter evaluated using semantic representations. To achieve these goals, we focus on

the following tasks in this thesis and will introduce them in this section:

Word Graph-based Multi-sentence Compression

Query-focused Multi-document Summarization
e Domain-specific Multi-document Summarization

Model-based Semantic Evaluation of Summaries

Model-free Summary Content Evaluation
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1.2.1 Word Graph-based Multi-sentence Compression

Collaborating compression and summarization has recently been known as a promis-
ing step toward abstractive summarization (Li et al., 2013). The reason is its ability
to remove insignificant sentence constituents and make room for more salient infor-
mation. Hence, our first focus is on Multi-sentence Compression (MSC), that refers
to the method of mapping a collection of related sentences to a sentence shorter
than the average length of the input sentences, while retaining the most important
information that conveys the gist of the content, and still remaining grammatically
correct (Jing, 2000; Boudin and Morin, 2013). MSC is one of the challenging tasks
in NLP that has recently attracted increasing interest. This is mostly because of its
potential use in various applications such as guided microblog summarization, opin-
ion summarization, newswire summarization, text simplification for mobile devices

and so on.

A standard way to generate summaries in this task usually consists of the follow-
ing steps: (i) ranking sentences by their importance; (ii) clustering them by their
similarity; and (iii) selecting a sentence from the top ranked clusters (Wang et al.,
2008b). Most of the MSC approaches, e.g., (Filippova and Strube, 2008; Elsner
and Santhanam, 2011) rely on syntactic parsers to produce grammatical compres-
sions. As an alternative, some recent work in the field (Filippova, 2010b; Boudin
and Morin, 2013) is based on word graphs, which only require a Part-Of-Speech
(POS) tagger and a list of stopwords®. These approaches simply rely on words of
the sentences and efficient dynamic programming. They take advantage of the re-
dundancy among a set of related sentences to generate informative and grammatical

sumimaries.

2Stopwords are frequent words which carry little or no standalone semantic con-
tent, like determiners.
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Although the proposed approach by Filippova (2010b) introduces an elegant word
graph to MSC, approximately half of their generated sentences are missing important
information about the set of related sentences (Boudin and Morin, 2013). There-
fore, Boudin and Morin (2013) enhanced their work and produced more informative
sentences by maximizing the range of topics they cover. However, they reported
that grammaticality scores are decreased, since their re-ranking algorithm produces
longer compressions to ameliorate informativity. Thereupon, grammaticality might

be sacrificed while enhancing informativity and vice versa.

In this thesis, we intend to tackle the main difficulty of the above mentioned MSC
approaches, which is to simultaneously improve both informativity and grammati-

cality of the compressed sentences.

1.2.2 Query-focused Multi-document Summarization

As mentioned in Section 1.1, text summarization can be performed in two levels
of extractive and abstractive. A summary can either be query-focused (biased to
a user query), or generic (conveying the document gist). Recently, query-focused
multi-document summarization has shown potential use in a number of informa-
tion analysis applications including open-ended question answering, recommender

systems, and summarization of search engine results (Wang et al., 2016).

One of the known challenges of Query-focused Multi-Document Summarization is to
extract the most non-redundant query-relevant parts of the documents (Mohamed
and Oussalah, 2015). This involves the ability to understand the underlying semantic
relatedness of query and document sentences. The problem with current statistical
methods is that they fail to capture the semantic similarities when comparing a
sentence with a user query. Hence, there is often a conflict between the extracted

sentences and users’ requirements (Abdi et al., 2015).
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In this thesis, we utilize a distributional lexico-semantic model to quantify the se-
mantic similarities between linguistic items. We also investigate the applicability
of multi-sentence compression to enhance query-focused multi-news summarization

from extractive to abstractive level.

1.2.3 Domain-specific Multi-document Summarization

Over the past two decades, clinical guidelines urged practitioners to move towards
evidence-based medicine, which is formally defined as ’conscientious and judicious
use of current best evidence in making decisions about the care of individual patients’
(Sackett et al., 1996). Evidence-based medical practice heavily relies on research
evidence, rather than intuition, unsystematic clinical experience, or pathologic ra-
tionale (Group et al., 1992). However, searching through and evaluating primary
medical literature is extremely time consuming (Sarker et al., 2015). Even targeted
searches tend to return a large set of relevant documents, and not summaries or

answers to the queries.

Even though the problem of information overload and the advantages of summariza-
tion are critical in the biomedical domain, the majority of summarizers are designed
to be general-purpose. They usually work with a simple representation of the sum-
mary comprising of information that can be directly extracted from the document,
such as terms, phrases, or sentences (Mihalcea and Tarau, 2004). However, the study
by Fiszman et al. (2004) has demonstrated the benefits of summarization based on
richer representations that makes use of domain-specific knowledge sources. These
approaches represent the documents using concepts instead of words, and may also
be enriched by using semantic associations among concepts (e.g., synonymy, hyper-

nymy, etc.) (Plaza et al., 2011).

While a query is asked in the field of biomedicine, one of the main challenges is
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to understand the underlying semantic relatedness of the query and document sen-
tences, and consequently extract the most non-redundant, query-relevant parts from
the documents. Documents in biomedicine are very different from documents in
other fields, and include very different document types (e.g., patient records, web
documents, scientific papers, etc.) (Plaza et al., 2011). Therefore, particular char-
acteristics and the type of biomedical documents are required to be exploited by
the summarization systems. To this end, promising domain specific NLP techniques
have been efficiently employed to release a repository of biomedical vocabularies
named the Unified Medical Language System (UMLS?) developed by the U.S. Na-
tional Library of Medicine (Bodenreider, 2004). UMLS is a very rich source of
information in medical and biological domain. Therefore, most existing biomed-
ical summarizers utilize UMLS as a large lexical and semantic medical ontology.
However, this ontology does not provide a full coverage of non-medical concepts,
terms, and relations included in general-purpose thesauri such as WordNet* (Huang
et al., 2009). Moreover, utilizing WordNet to complement the UMLS coverage is

challenging due to their different structures, natures, terms, and sizes.

This challenge has motivated us to provide a deeper analysis of biomedical texts
by keeping an eye on the biomedical peculiarities. Given a clinical query and a set
of relevant medical evidence, our aim is to generate a fluent, well-organized, and
compact summary that answers the query. The quality of biomedical summaries is
also enhanced by appraising the applicability of both general-purpose (WordNet),

and domain-specific (UMLS) knowledge sources for concept discrimination.

Shttp://www.nlm.nih.gov /research /umls/

*http://wordnet.princeton.edu/
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1.2.4 Model-based Semantic Evaluation of Summaries

Quantifying the quality of summaries is an important and necessary task in the
field of automatic text summarization. Among the metrics proposed for this task
(Hovy et al., 2006; Tratz and Hovy, 2008; Giannakopoulos et al., 2008), ROUGE
(Lin, 2004) is the first and still most widely used one (Graham et al., 2015). This
metric measures the concordance of system-generated (peer) summaries and human-
generated reference (model) summaries by determining n-grams, word sequences,
and word pair matches. ROUGE assumes that a peer summary is of high quality
if it shares many words or phrases with a model summary. However, different
terminology may be used to refer to the same concepts and hence relying only
on lexical overlaps may underrate content quality scores. For clarity, consider the

following sentences:

(i) They strolled around the city.

(ii) They took a walk to explore the town.

These sentences are semantically similar, but lexically different. If one of them is
included in a model summary, while a peer summary contains another one, ROUGE
or other surface based evaluation metrics cannot capture their similarity due to the

minimal lexical overlap.

In this thesis, we help ROUGE with identifying the semantic similarities of linguis-
tic items, and consequently tackling the main problem of its bias towards lexical

similarities.

10
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1.2.5 Model-free Summary Content Evaluation

Current summary evaluation methods like manual and automated pyramid (Pas-
sonneau et al., 2005, 2013) and well-established ROUGE (Lin, 2004) heavily rely
on multiple human-generated model summaries to assess the quality of system-
generated summaries. This evaluation paradigm falls short on non-standard test
sets where model summaries are not available. According to the quantitative anal-
ysis by Louis and Nenkova (2009a) and Singh and Jin (2016), evaluating summaries
by their comparison with the input obtains good correlations with manual evalua-
tions. Therefore, identifying a suitable input-summary similarity metric will provide

a means for model-free evaluation of summaries.

In this thesis, we hypothesize that comparing semantic representations of the in-
put and summary content will lead to a more accurate input-summary evaluation.
Hence, we explore the effectiveness of compositionality of word embeddings in de-

veloping a model-free automatic metric to evaluate summary content quality.

1.3 Contributions

This section outlines the contributions of this thesis.

e We propose an effective word graph-based MSC approach to tackle the issue
that most of the state-of-the-art MSC approaches are confronted with: i.e.,
improving both informativity and grammaticality at the same time. The con-
tributions of this abstractive summarization approach can be summarized as
follows: (i) we exploit Multiword Expressions (MWEs) from the given sen-
tences and merge their words, constructing each MWE into a specific node

in the word graph to reduce the ambiguity of mapping upcoming words, so

11
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that well-organized and more informative compressions can be produced; (ii)
we take advantage of the concept of synonymy in two ways: firstly, we re-
place a merged MWE with its one-word synonym if available, and secondly,
we use the synonyms of an upcoming single word to find the most proper
nodes for mapping; (iii) we train a 7-gram POS-based language model (POS-
LM) to re-rank the k-shortest obtained paths in the word graph, and produce
well-structured and more grammatical compressions, with an improved com-
pression ratio; (iv) we construct a dataset made of clusters of English newswire
sentences for MSC evaluation. To our knowledge, this approach presents the
first attempt to use MWEs, synonymy and POS-LM for improving the qual-
ity of word graph-based MSC. The observed improvements on informativity
and grammaticality of the generated compressions show an up to 44% error

reduction over the state-of-the-art MSC systems.

e We present an effective query-focused multi-document summarization approach
for newswire. Given a query and a set of news documents, our approach gener-
ates a well-organized and informative summary that answers the query through
the following steps: (i) performing iterative random walks over WordNet to
capture semantic similarities between sentences in the source text and the in-
put query; (ii) sentence pruning to filter out less query-relevant sentences; (iii)
clustering the relevant sentences using a graph-based clustering algorithm; (iv)
abstractive summarization of the clusters through an MSC word graph, which
considers the important key-phrases, along with the grammatical structure
of the generated summaries. This query-focused multi-document summarizer
has satisfied query-biased relevance, biased information novelty, and biased
information richness. The effectiveness of our approach is demonstrated by
conducting a set of experiments over the popular summarization benchmark

datasets.

12
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e We propose an effective approach for summarizing biomedical texts. Our
approach generates a query-biased abstractive summary from a set of related
biomedical abstracts mainly utilizing WordNet and UMLS to capture semantic
similarities between sentences and the input query. The experiment results
achieved using automatic evaluation over an evidence-based medicine corpus
reveal that our approach outperforms the two competitive systems. We have
tackled the main issue faced by state-of-the-art biomedical summarizers (i.e.,
decline in summarization performance due to the poor UMLS coverage of
general concepts in the documents to be summarized) (Plaza et al., 2011). This
issue is addressed by using WordNet to represent the layman knowledge, and
UMLS to represent the professional knowledge. We believe that this approach

can bridge the knowledge and language gaps in biomedical summarizers.

e We propose a graph-based approach (ROUGE-G) to overcome the limitation
of high lexical dependency in ROUGE. Considering senses® instead of words,
we leverage repetitive random walks on WordNet (Fellbaum, 1998) as a se-
mantic network. We disambiguate each word into its intended sense, and
obtain the probability distribution of each sense over all senses in the network.
Weights in this distribution denote the relevance of the corresponding senses.
At each iteration, we measure the semantic similarity by looking at the path
taken by the random walker, and weighting the overlaps between a pair of
ranked vectors. Our approach computes semantic similarity scores between
n-grams, along with their match counts, to perform both semantic and lexi-
cal comparisons of peer and model summaries. The experiment results over
standard evaluation datasets indicate that the variants of the proposed metric
significantly outperform their corresponding variants of ROUGE. Beyond en-
hancing the evaluation prowess of ROUGE, due to its lexico-semantic analysis

of summaries, we believe that our approach has the potential to expand the

A sense is a symbolic form for meaning representation.

13
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applicability of ROUGE to abstractive summarization.

e We present a new summary evaluation approach that does not require hu-
man model summaries. Our approach exploits the compositional capabilities
of corpus-based and lexical resource-based word embeddings to develop the
features reflecting coverage, diversity, informativeness, and coherence of sum-
maries. The features are then used to train a learning model for predicting
the summary content quality in the absence of gold models. We evaluate the
proposed metric in replicating the human assigned scores for summarization
systems and summaries on data from query-focused and update summariza-
tion tasks in benchmark summarization datasets. The experiment results show
that our feature combination provides reliable estimates of summary content

quality when model summaries are not available.

1.4 Thesis Outline

The rest of this thesis is organized as follows:

Chapter 2: This chapter provides a definition of automatic text summarization,
its main categories and conventional framework. Then, we move toward abstractive
summarization and explain its specific characteristics. Furthermore, we review the
computational linguistic literature toward full abstraction, end-to-end and specific-
domain abstraction, and discuss previously proposed approaches to perform auto-
matic summarization evaluation along with their strengths and shortcomings. Pre-
vious studies on developing applications for text summarization are finally surveyed.
Meanwhile, the literature of every proposed approach in this thesis is provided. This
literature consists of previously proposed methods to perform abstractive summa-

rization through multi-sentence compression, query-focused multi-document sum-

14
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marization, domain-specific summarization, and finally summarization evaluation

with and without human model summaries.

Chapter 3: This chapter details the first attempt (ShafieiBavani et al., 2016b,c)
to simultaneously generate informative and grammatical compressions using a word
graph representation, consists of three main components: (i) a merging strategy
based on Multiword Expressions; (ii) a mapping strategy based on the notion of syn-
onymy; (iii) a re-ranking strategy based on POS-based Language Model to identify
the most grammatical compression candidates. We demonstrate the effectiveness of
this approach with respect to automatic and manual evaluations over the standard

dataset we made of clusters of English newswire sentences.

Chapter 4: In this chapter, we propose a query-focused abstractive summariza-
tion approach to summarize multiple news documents (ShafieiBavani et al., 2016d)
through the following steps: (i) capturing semantic similarities between sentences
and the input query; (ii) filtering less query-relevant sentences; (iii) clustering the
query-relevant sentences; (iv) multi-sentence compression. The proposed approach
makes use of the relations provided in WordNet to measure the semantic similari-
ties. We additionally investigate the applicability of the MSC word graph proposed
in Chapter 3 for this task. Finally, we report experiment results and compare this

approach with state-of-the-art methods.

Chapter 5: This chapter presents the first attempt (ShafieiBavani et al., 2016a)
to appraise the coverage of knowledge sources for domain-specific summarization.
We provide the intuition behind this work and focus on biomedical domain peculiari-
ties. We explain our approach in integrating the general and domain-specific lexicons
for incorporating textual semantic similarities to summarize clinical texts. For this
purpose, our approach is adapted to the proposed query-focused multi-document
summarization framework in Chapter 4. Finally, we provide the experiment results

achieved by comparing our work with the competitive baselines.

15
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Chapter 6: This chapter provides insights into the shortcomings of existing
evaluation metrics for text summarization. We introduce our new evaluation metric
namely ROUGE-G (ShafieiBavani et al., 2018a, 2017), which investigates summaries
considering their underlying semantics. The impact of capturing lexical and seman-
tic similarities to compute ROUGE scores is also studied in this chapter. Finally, we
conduct a set of experiments over benchmark summarization evaluation datasets to

compare ROUGE-G variants with their corresponding variants of ROUGE.

Chapter 7: In this chapter, our proposed approach (ShafieiBavani et al., 2018b)
incorporates the word embedding models trained on the Google News corpus and
the WordNet lexical resource to compare centroid vectors of the input and summary.
For this purpose, we design multiple features to train a learning model for predicting
summary content quality in the absence of model summaries. To demonstrate the
effectiveness of our approach, we have conducted a set of experiments on data from
query-focused and update summarization tasks. The reliability of our metric is also

studied conducting an error analysis.

Chapter 8: This chapter summarizes the contributions and outcomes of this
thesis. We will also present possible future research directions, and finish the chapter

by discussing untouched, but interesting topics in this research area.

16
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Literature Review

Numerous approaches for automatic text summarization have been developed to
date. While (Das and Martins, 2007; Nenkova et al., 2011; Nenkova and McKeown,
2012; Gambhir and Gupta, 2017; Yao et al., 2017) provided comprehensive view
of the field of automatic text summarization, significant progress has recently been
made from traditional extractive level to more abstractive summarization. This
chapter reviews recent progress made for automatic text summarization and the

literature on abstractive text summarization.

First, in Section 2.1, we provide a detailed overview of automatic text summariza-
tion, its various types, the conventional framework, and the recent advances in this
task which are mostly extractive. In Section 2.2, we move beyond sentence extrac-
tion, and introduce compressive summarization. In the same section, we review
recent progress made toward fully and end-to-end abstractive summarization. We
then discuss abstraction in different domains and genres. Model-based and model-
free summarization evaluation are also explored in Section 2.3. Next, Section 2.4
surveys previous studies on developing applications for text summarization. Finally,

the literature review discussed in this chapter is summarized in Section 2.5.

17
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2.1 Automatic Text Summarization

Information overload is an increasing problem due to the fast growth of Internet
content. Hence, need of text summarization has emerged to alleviate this problem.
It is time consuming and exhausting to read through this large amount of texts.
Moreover, many important and interesting documents might be skipped. Therefore,
robust automatic text summarization systems are required. Text summarization is
the process of automatically creating a compressed version of a given text while con-
sidering the following main objectives (Huang et al., 2010): (i) information coverage;

(ii) information significance; (iii) information redundancy; and (iv) text cohesion.

Automatic text summarization was firstly introduced in the late 1950’s (Luhn, 1958),
and moved forward in the 1960s and 1970s (Edmundson, 1969; Skorokhod et al.,
1972). In the late 1990s, this task attracted strong interest, which was reflected in
text summarization competitions (e.g., DUC! and TAC?) organized annually since
2001, a textbook about text summarization by Mani (2001), an edited collection
(Mani and Maybury, 1999) and a special issue of the Computational Linguistics
journal (Radev et al., 2002).

2.1.1 Various Types of Text Summarization

Considering number of documents, single and multi-document summarizations are
the two important categories of summarization (Zajic et al., 2008; Fattah and Ren,
2009). Summary is generated from a single document in single-document summa-

rization whereas in multi-document summarization, many documents are used for

'"Document Understanding Conference (DUC) (http://duc.nist.gov/) in the pe-
riod 2001-2007

?Text Analysis Conference (TAC) since 2008 (http://www.nist.gov/tac/)
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generating a summary. Generally, the task of multi-document summarization is more
difficult than the task of single-document summarization. Redundancy is one of the
biggest problems in summarizing multiple documents. Some approaches tackled this
issue by selecting only the relevant new sentences while measuring their similarity
to the rest of sentences (Sarkar, 2010). Maximal Marginal Relevance (MMR) is also
another approach suggested by Carbonell and Goldstein (1998) to reduce redun-
dancy. In (Tao et al., 2008; Wan, 2008; Wang et al., 2008a,b, 2009, 2011), different
approaches have been proposed to present the best-performing multi-document sum-

marizer.

Furthermore, a summary can either be query-focused® (biased to a user query)
(Ouyang et al., 2011; Abdi et al., 2015; Sarker et al., 2016; ShafieiBavani et al.,
2016a), or generic (conveying the document gist) (Gong and Liu, 2001; Wan, 2008).
In later DUC/TAC evaluation tasks, query-focused multi-document summarization
and guided summarization are starting to receive more attention. They differ from
generic summarization because of a provided query sentence that describes the spe-
cific information need, and thereby guides the summarization process (Yao et al.,

2017).

In another distinction, content reduction can be addressed by selection and/or by
generalization of what is important in the source (Jones, 1999). Consequently, two
common categories of Eztractive and Abstractive are defined in the text summa-
rization literature (as discussed in Section 1.1). Most text summarization systems
produce summaries from extracted sentences. The general approach in extractive
summarization is as follows: (i) ranking sentences (based on their importance) from
a given set of related source texts; (ii) selecting the top-ranked ones to make a sum-

mary of a desired length - the selected important sentences should also be different

3Topic-focused or user-focused summaries are the other names for query-focused
summaries.
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enough to avoid redundancy in the summary (Carbonell and Goldstein, 1998); (iii)
performing post-processing steps (sentence ordering, sentence compression or sim-
plification) to improve the coherence of the produced summary. Naturally, sentences
selected from different documents are unlikely to produce a coherent summary when
combined together. This can be observed in the poor ratings of the linguistic qual-
ity in the DUC and TAC competitions (Filippova, 2010a). According to a series
of psychological experiments, the way humans summarize is very different from
the extractive strategy (Kintsch and Van Dijk, 1978). To be abstractive and more
human-like, an automatic summarization system should interpret the input text,
construct its (symbolic) representation, make necessary inferences and only then
generate a summary from the representation (Jones, 1999). Text interpretation and
generation on the level required for truly abstractive text summarization is not pos-
sible yet (Filippova, 2010a). Consequently, the absolute majority of existing text

summarization systems are purely extractive (Jones, 2007).

Summarization task can also be of two types: supervised or unsupervised (Mani and
Maybury, 1999; Fattah and Ren, 2009; Riedhammer et al., 2010). In supervised
methods, training data is required to select important content from the source, and
large amount of labeled or annotated data is required for learning. These methods
are addressed at the sentence level as a two-class classification problem, where pos-
itive samples are sentences belonging to the summary, and negative samples are the
ones not existing in the summary (Song et al., 2011; Chali and Hasan, 2012b). Some
popular classification methods like Support Vector Machine (SVM) (Ouyang et al.,
2011) and neural networks (Fattah and Ren, 2009) are usually utilized for sentence
classification. In contrast, unsupervised methods do not require any training data.
Hence, they are suitable for any newly observed data without any advanced modifi-
cations. They apply heuristic rules to extract highly relevant sentences and generate

a summary using clustering techniques (Fattah and Ren, 2009).
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Based on the style of output, there are also two types of indicative and informative
summaries. Indicative summaries indicate what the source text is about. They
give information about the topic of the text. Informative summaries give the whole
information in elaborated form while covering the topics. One more type of sum-
mary is critical evaluation abstracts. These summaries contain opinions, reviews,
recommendations, feedbacks, etc.. Considering the domain of source texts, a sum-
marization approach can either be generic when it works for summarizing general
texts like newswire, or domain-specific when it is limited to more specific domains

like biomedical.

On the basis of language, there are three kinds of summaries: multi-lingual, mono-
lingual and cross-lingual summaries. Currently, most summarization research set-
tings are monolingual (Yao et al., 2017). In mono-lingual summarization, language
of source and target text is the same. A few exceptions have tried to explore the mul-
tilingual summarization setting, in which the source text is in a number of languages
like English, French, Persian and summary is also generated in these languages (Lit-
vak and Last, 2013). Litvak and Last (2013) proposed an approach to train an
extractive single-document text summarizer called MUItilingual Sentence Extractor
(MUSE). Their approach uses a genetic algorithm to find the best linear combina-
tion of a rich set of language-independent sentence scoring metrics. The last related
but different setting is cross-language summarization, where the source and target

languages are different.

Another common type is personalized summary, which contains the specific infor-
mation that the user desires. These systems need to keep an eye on the user’s profile
and select the important content for generating the summary. In update summaries,
it is considered that users have the basic information about the topic and require
only the current updates regarding the topic. Summarization is also required to

help users better digest the large amounts of highly redundant opinions expressed
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on the web (Ganesan et al., 2010). In sentiment-based summaries or opinion mining,
opinions are initially detected and classified on the basis of subjectivity (whether
the sentence is subjective or objective), and also on the basis of polarity (positive,

negative or neutral) (Pang et al., 2008).

Although text summarization methods vary considerably, most of them share one
important property: they should produce a summary which is shorter and/or more
informative than the source text. Thereupon, this task is challenging due to the
issues like redundancy, temporal dimension, co-reference, sentence ordering, etc.. In
this thesis, we focus on proposing abstractive summarization approaches (Chapter
3) for query-focused multi-document summarization of newswire (Chapter 4) and

biomedical (Chapter 5) domains.

2.1.2 The Conventional Framework

Earlier research in the last decade is dominated by extractive summarization ap-
proaches, with a few of them also including other sentence-level operations such as
sentence compression or reordering as a post-processing step after sentence extrac-
tion (Yao et al., 2017). The conventional framework for this task can be explained

with the following key steps:

e Sentence Scoring: Each sentence is assigned a score which indicates its im-
portance. Summarization aims at preserving the most important information

via extracting the most important sentences.

e Sentence Selection: The best combination of important sentences is selected
to form a summary of the desired length. Content coherence and redundancy

should be considered in this step.
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e Sentence Reformulation: The extracted sentences should sometimes be

modified or paraphrased to produce clear, coherent and concise summaries.

The distinctions among these steps are sometimes vague, as some of them are im-
plicitly considered or integrated into the other components. In the following, we

briefly discuss previous studies on these steps.

Sentence Scoring

Sentence scoring gives answer to the question "which sentences are important enough

to be selected as summary sentences?”

To answer this question, earlier unsupervised approaches mostly rely on frequency
and centrality. The assumption behind frequency-driven approaches is that the
most important information appears more frequently in the text documents. For
instance, the earlier probabilistic system namely SUMBASIC (Vanderwende et al.,
2007) was driven by word probability estimation, assigning each sentence a weight
equal to the average probability of the content words in the sentence. More powerful
usages include log-likelihood ratio test for identifying topic signature words that are
highly descriptive of the input texts (Lin and Hovy, 2000). In earlier coverage-based
models, the important concepts were those with high document frequency (Gillick

et al., 2008).

In some approaches, similar sentences to other sentences are considered as central
with the assumption of their carrying the most central ideas of the source docu-
ments. This assumption forms the basis of graph-based summarization approaches,
typically adapted from link analysis algorithms in network analysis. Both TextRank
(Mihalcea and Tarau, 2004) and LexRank (Erkan and Radev, 2004) utilized the

PageRank algorithm in a weighted graph of words or sentences, with edge weights
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defined using literal or more semantic-driven similarities. In centroid-based sum-
marization (Radev et al., 2004), a pseudo-sentence of the document called centroid
is constructed, consisting of words with TF-IDF* scores above a predefined thresh-
old. The score of each sentence is defined by summing the scores based on different

features including cosine similarity of the sentence with the centroid.

Probabilistic topic models based on co-occurrences have also been exploited in sum-
marization. For example, the HIERSUM model (Haghighi and Vanderwende, 2009)
was presented based on hierarchical Latent Dirichlet Allocation (hLDA) to repre-
sent content specificity as a hierarchy of topic vocabulary distributions. A later work
(Celikyilmaz and Hakkani-Tur, 2010) also utilized a hLDA-style model to devise a
sentence-level probabilistic topic model and a hybrid learning algorithm for extract-
ing salient features of sentences. All these approaches focus on selecting the most
frequent information from the source text. However, this strategy does not work

well in noisy texts with significant amounts of redundant and unimportant texts.

To date, extractive summarization benefits from various machine learning tech-
niques, which learn to extract sentences. Given sentences with labeled importance
scores, it is straightforward to train regression models for importance prediction
(Galanis et al., 2012; Hong and Nenkova, 2014; Ouyang et al., 2011) or learning to
rank models to train a model that is capable of assigning high rank to the most
important sentences (Metzler and Kanungo, 2008; Shen and Li, 2011; Wang et al.,
2013). To model possible inter-sentence dependency rather than predicting the im-
portance score of each sentence individually, text summarization can also be treated

as a sequence labeling problem, with latent labels indicating whether to extract the

4The TF-IDF weighting scheme is a well-known concept in information retrieval
that uses the Term Frequency (TF) in the document for each term and a comple-
mentary weight for each term which penalizes terms found in many documents in
the collection by using the Inverse Document Frequency (IDF), i.e., the inverse of
the number of documents that contain the term, as weights.
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sentence into the summary or not. As a result, hidden Markov models (Conroy and
O’leary, 2001), Conditional Random Fields (CRF) (Shen et al., 2007) and structural
SVMs (Li et al., 2009) have all been applied in such settings. All these approaches
extract indicative features including sentence position, named entities, similarity or

distance to query and content word frequency.

Supervised approaches rely on labeled training data. A typical way to construct
labeled data for training is to set ROUGE - a ’de facto’ standard automatic evaluation
metric for summarization - or its variants and approximations as prediction target
for sentence scoring. This treatment has become more theoretically clarified in a

very recent study (Peyrard and Eckle-Kohler, 2016).

In query-focused summarization, similarity between the content of query and sen-
tences in the source text is typically considered. These scores can either be used
in similarity-based approaches or act as features for importance prediction (Ouyang
et al., 2011). Supervised approaches have achieved more significant improvements

for sentence scoring in query-focused summarization (Wang et al., 2013).

Sentence Selection

Considering the achieved importance scores in the previous step, a typical strategy
for this step is directly selecting the high ranked sentences. However, redundancy
should be removed specially in multi-document summarization to avoid considering
the whole relevant sentences as important ones. One of the most popular approaches
for sentence selection is MMR (Carbonell and Goldstein, 1998). It satisfies the
relevant novelty criterion by measuring relevance and novelty independently and
providing their linear combination as marginal relevance. In this context, a sentence
has high marginal relevance if it is both relevant to the query and contains minimal

similarity to previously selected sentences. It is defined as an objective function in
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order to add sentence k to set S, (k ¢ S):

ASimy (sk, q) — (1 —A) max Sima (s, Sg) (2.1)

1€
where Sim; (s, q) measures the similarity between sentence s and a query ¢, and
Sims(s;, s;) measures the similarity between sentences s; and s,. Sims can be the

same as Simy or a different metric, and A € [0, 1] is a trade-off coefficient.

In probabilistic approaches (Haghighi and Vanderwende, 2009; Vanderwende et al.,
2007), sentences are selected in order to minimize the Kullback-Leibler Divergence
(KLD) between the probability distributions of words in the summary and the input.
Since finding the smallest KL divergence is computationally intractable, greedy se-
lection is often used. Instead of greedily adding sentences to form a summary,
sentence scoring and selection can also be formulated as global optimization (e.g.,
Integer Linear Programming (ILP)) (Gillick et al., 2008; McDonald, 2007). The
objective is usually to maximize coverage of consistency constraints between the
selected sentences and sub-sentential units, and a knapsack constraint to limit the
summary total length. For example, the aim of the classic concept-based ILP ap-
proaches for summarization (Gillick et al., 2008), is to maximize the total weights of
the concepts (implemented as bigrams) included in the summary. The assumption
here is that frequently appeared bigrams will mostly contain important concepts.
However, this strategy is not useful in the face of significant amounts of redundant
and unimportant texts. As a remedy, supervised learning may better predict which
sentences are more important and should be kept in the final summary. The relation

between the concepts and sentences serves as the constraints. This ILP framework
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is formally represented as:

max Z W;C; (2.2)
subject to, Zj ljs; < L,
Zsjoij > ¢, Vi,
J
Sjoij S Cia\V/iaj)
¢; € {0,1},Vi,

s; €{0,1},Vj

where ¢; and s; are binary variables that respectively indicate the presence of a
concept and a sentence in the summary. w; is the weight of concept 7, and o;; means
the occurrence of concept ¢ in sentence j. A concept can be selected only if it is
present in at least one selected sentence and a sentence can be selected only if all

concepts it contains are selected.

Sentence Reformulation

Most of the previous summarizers extract sentences and just leave them as they
are. Systems targeting more practical usages also include additional operations as

an additional step following sentence selection.

Sentences extracted from source documents usually contain unnecessary or redun-
dant information, which makes them less suitable to be directly used as summary
sentences. A popular solution is to pipeline sentence extraction and rule-based com-
pression. More sophisticated operations may also be used to enhance compactness

and informativeness, like paraphrasing and sentence fusion (Barzilay and McKeown,
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2005). Due to the immatureness of current natural language generation techniques,
some of these operations may hurt readability of the final summary. As a result,
very few progress in terms of sentence rewriting has been made in fully abstractive

summarization in earlier work.

Meanwhile, the order in which information is presented to the reader critically in-
fluences the quality of a summary. In a single document, summary information can
be presented by preserving the order in the source document (Radev et al., 2004).
However, extracted sentences do not always retain their precedence orders in man-
ually written summaries. Reordering is a more significant issue for multi-document
summarization as summary sentences are from multiple unaligned sources. Classic
reordering approaches include inferring order from weighted sentence graph (Cohen
et al., 1998) or perform a chronological ordering algorithm (Barzilay and Elhadad,

2002) that sorts sentences based on timestamp and position.

2.1.3 Recent Advances

Many studies have tried to improve automatic text summarization from the aspects
that have not been explicitly considered in traditional approaches. For instance,
some studies focused on extracting more certain sentences (Wan and Zhang, 2014)
or utilizing timeline information in order to enhance summarization (Ng et al., 2014).
Some others focused on integrating the power of different summarization approaches,
and promoting weighted consensus (Wang and Li, 2012), directly performing super-
vised aggregation (Pei et al., 2012), or re-ranking outputs from different baseline

approaches (Hong et al., 2015).

There are also a few recent studies that focused on improving graph-based sum-
marization. Li and Li (2014) integrated topic models into graph ranking to utilize

relations between topics and sentences. Parveen and Strube (2015) employed a bi-

28



Chapter 2: Literature Review

partite graph connecting sentences and topics to represent a document and applied
the HITS algorithm to calculate importance. Graph-based topical coherence can be
naturally introduced in graph-based frameworks. Coherence scores can be derived
from node degrees in sentence-entity bipartite graphs to be integrated in an ILP
objective function (Parveen et al., 2015). Meanwhile, using rich syntactic/semantic
information to derive frequent sub-patterns for similarity calculations may also im-

prove the performance of graph ranking models (Yan and Wan, 2014).

Semi-supervised machine learning approaches, such as using reinforcement learning
(Rioux et al., 2014) or learning to search (Kedzie et al., 2016), have recently been
adapted to summarization tasks. They showed great potential by defining proper
reward functions. Such approaches can directly utilize relevant metrics like ROUGE

during training for defining proper reward signals.

Representation learning based on neural networks with multiple layers has recently
made significant progress in natural language processing. There is a lot of work
that tries to model summarization tasks in neural network architectures, with fewer
or no dependence on handcrafted features. Neural network approaches for auto-
matic text summarization are mostly playing partial roles. For example, they act
as a component like sentence scoring in traditional extractive frameworks. Deep
Boltzmann machines have been adapted for text summarization to learn hierarchi-
cal concept representations, and to predict concept importance and select sentences
accordingly (Liu et al., 2012b). In a few studies (Kobayashi et al., 2015; Kagebéck
et al., 2014), similarity was measured based on distributed representations, using
the sum of trained word embeddings to represent sentences or documents. Con-
volutional Neural Network (CNN) architectures have been designed for sentence
modeling and selection (Cao et al., 2015b; Yin and Pei, 2015), and used as sentence
scoring components for extractive summarization. A later work (Cao et al., 2016b)

also used convolutional sentence embeddings to model sentence-level attentive be-

29



Chapter 2: Literature Review

haviors. They utilized a layered neural network to learn a ranking model based
on both query relevance and sentence salience. Sentence ranking models can also
be trained using recursive neural networks, formulating scoring as a hierarchical
bottom-up regression (Cao et al., 2015a). It has recently been shown effective to use
even the simplest form of neural network (i.e., generic multilayer perceptron) to di-
rectly predict the relative importance of a sentence, given a set of selected sentences,

considering both importance and redundancy (Ren et al., 2016).

Meanwhile, a couple of unsupervised approaches have been proposed. They have
mostly been outperformed by supervised approaches, even with the small amount
of available training data. Zhang et al. (2015) utilized the density peaks clustering
algorithm (Rodriguez and Laio, 2014) for scoring representativeness and diversity,
yielding relatively strong ROUGE results as an unsupervised framework. Currently,
the OCCAMS system (Davis et al., 2012) gives empirically the best performance
in unsupervised approaches on standard DUC datasets. It first derives the term
weights via Latent Semantic Analysis (LSA) and then selects sentences that cover the
maximum combined weights. Another recently explored idea is data reconstruction
(He et al., 2012), based on an assumption that a good summary may consist of
sentences that can best reconstruct the source text. This idea has been extended in
numbers of follow-up studies (Li et al., 2015¢; Liu et al., 2015b; Ma et al., 2016; Yao
et al., 2015). However, they failed to achieve convincing performance according to
their experiment results on standard multi-document DUC datasets. The reported
results are inferior to OCCAMS and far less comparable to the state-of-the-art
supervised approaches. Data reconstruction approaches encourage summaries to
cover information as much as possible, while in practice good summaries should

only cover a small portion of the source text.
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2.2 Beyond Sentence Extraction

One of the main issues that most of the extractive approaches suffer from is in-
formation redundancy. Furthermore, there still exists a huge gap between system-
generated summaries and human-written summaries. For single-document summa-
rization in particular, the well-known Lead baseline (i.e., extracting the first sen-
tences of a document), has already been close to the 99% percentile of the ROUGE
score distribution over all possible extractive summaries for newswire and scientific
domains (Ceylan et al., 2010). This shows that it is difficult to significantly im-
prove over the Lead system on standard benchmarks (e.g., see standard DUC/TAC
evaluations). Similar percentile ranks have also been observed for the TextRank
system (Mihalcea and Tarau, 2004). These results may suggest that making further

improvements based on only sentence extraction will be considerably difficult.

Abstractive summarization is generally considered to be much more difficult, in-
volving sophisticated techniques for meaning representation, content organization,
surface realization, etc.. Hence, there has been a surge of interest in recent years
on compressive text summarization that tries to compress source texts to form a

summary, as an intermediate step toward abstractive summarization.

2.2.1 Compressive Summarization

Compressive summarization receives increasing attention in recent years, since it
offers a viable step toward abstractive text summarization. This type of summa-
rization removes less important sentence components and makes room for more
salient information. Hence, compressive summaries often contain more information
than summaries resulted by sentence extraction. Two general strategies have been

used for compressive summarization: (i) pipelining, where sentence extraction is fol-
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lowed by sentence compression® (Lin, 2003; Wang et al., 2016; Zajic et al., 2006);
and (ii) joint compression and summarization, which has been shown to achieve
promising performance but is computationally much more expensive. Chali and
Hasan (2012a) have studied the effectiveness of sentence compression under the ILP
framework for query-focused summarization. They utilized a comprehensive set of
query-related, importance-oriented, and various sentence similarity measures to de-
fine the relevance and redundancy constraints. Their experiment results showed
that performing joint compression and extraction via optimizing a combined objec-

tive function outperforms pipeline approaches.

Sentence compression in an unsupervised fashion was traditionally performed based
on frequency-driven scores and tree-trimming rules, or in a supervised fashion using
external sentence compression datasets. Some approaches use summarization data
for training compression models. Li et al. (2013) utilized data annotated based on
word importance derived from manually written summaries to train a CRF model
for sentence compression. They showed that including sentences with such guided
compression in ILP models improves over including sentences with generic compres-
sion. For sentence compression based on trimming constituent trees, the reference
label for every node in the tree can also be obtained automatically from the bottom
to the top of the tree (Li et al., 2014). In a pipeline framework where sentences
are firstly compressed via trimming expanded constituent trees using the learned
model, the system achieves similar ROUGE scores but better linguistic quality on

TAC data.

Some other approaches combine multiple scoring models with the guidance of sum-
marization data. Wang et al. (2013) explored the role of supervised sentence com-

pression approaches to query-focused multi-document summarization. The compres-

Sentence compression aims at producing a condensed and grammatically correct
sentence.
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sion scoring function in their approach is constructed to incorporate scores from their
proposed tree-based compression, query relevance, significance and redundancy, by
tunning combination weights on development data. Their system shows statistically
significant improvements over pure extraction-based approaches. They achieved the
state-of-the-art results on query-focused DUC datasets (DUC 2006 and 2007), in
terms of both ROUGE and pyramid scores, along with reasonably good manual eval-

uation scores.

Currently, the most popular supervised approach to compressive summarization is to
perform multi-task learning or jointly learn an extraction model and a compression
model in the same framework. Berg-Kirkpatrick et al. (2011) proposed an approach
to score the candidate summaries according to a combined linear model of extractive
sentence selection and compression. They trained a model using a margin-based
objective to capture the final summary quality. Since the search space is very large,
they initially performed sentence filtering to reduce the number of candidates for

more practical approximation.

By growing the scale of problem in joint extraction and compression settings, various
alternatives to ILP have been studied. A recently proposed framework has enabled
independent decoding for compression while dealing with knapsack constraint sep-
arately, based on alternating direction dual decomposition (Almeida and Martins,
2013). The authors proposed multi-task learning to train compressive summarizers,
using auxiliary data for extractive summarization and sentence compression. Their
framework achieved high ROUGE scores while consuming running time as short as ex-
tractive systems. Another approximate inference strategy is to cast the original ILP
into graph cuts (Qian and Liu, 2013). The authors modified the objective function
with super-modular binary quadratic functions to eliminate subtree deletion con-
straints and relax the length constraint using Lagrangian relaxation. The relaxed

objective function is bounded by the super-modular binary quadratic programming
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problem which can be approximately solved using graph max-flow/min-cut. Morita
et al. (2013) tried to produce compressive summarization by extracting a set of
dependency subtrees in the document cluster, under the budgeted submodularity
framework, with dependency constraints to guarantee readability. They proposed
an efficient greedy algorithm for approximate inference with performance guarantee,

calling a dynamic programming procedure for subtree extraction.

Compressive summarization for a single document can integrate discourse-level com-
pression, which may lead to more coherent compressed sentences. A natural way
is to consider both the syntactic dependency tree for words and discourse depen-
dency tree between sentences (rhetorical structures) as a nested tree structure. This
nested tree-trimming problem can then be formulated as combinatorial optimization
(Kikuchi et al., 2014) to generate compressive summaries using ILP or dynamic pro-
gramming procedure (Nishino et al., 2015). Durrett et al. (2016) tried to combine
discourse-level compression based on the Rhetorical Structure Theory (RST) tree

and syntactic compression based on constituent trees.

Applicability of sentence compression to multi-document compressive summariza-
tion has motivated some approaches to use Multi-sentence Compression (MSC) for
this task. MSC refers to the method of mapping a collection of related sentences to a
sentence shorter than the average length of the input sentences, while retaining the
most important information that conveys the gist of the content, and still remain-
ing grammatically correct (Jing, 2000). This idea was introduced by Barzilay and
McKeown (2005), who developed a multi-document summarizer which represents
each sentence as a dependency tree. Their approach aligns and combines these trees

for sentence fusion.

State-of-the-art approaches that utilized MSC for compressive summarization are
generally divided into supervised (McDonald, 2006; Galley and McKeown, 2007)
and unsupervised groups (Clarke and Lapata, 2007). MSC methods traditionally
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use syntactic parsers to generate grammatical compressions, and fall into two cat-
egories (based on their implementations): (i) tree-based approaches, which create a
compressed sentence by making edits to the syntactic tree of the original sentence
(McDonald, 2006; Galley and McKeown, 2007; Filippova and Strube, 2008; Elsner
and Santhanam, 2011); (ii) sentence-based approaches, which generates strings di-

rectly (Clarke and Lapata, 2007).

As an alternative, word graph-based approaches that only require a POS tagger
have recently been used in different tasks, such as guided microblog summarization
(Sharifi et al., 2010b), opinion summarization (Ganesan et al., 2010) and newswire
summarization (Filippova, 2010b; Boudin and Morin, 2013; Tzouridis et al., 2014).
In these approaches, a directed word graph is constructed in which nodes represent
words while edges between two nodes represent adjacency relations between words
in a sentence. Hence, the task of sentence compression is performed by finding the
k-shortest paths in the word graph. In this regard, Filippova (2010b) has introduced
an elegant word graph-based multi-sentence compression approach that relies on the

redundancy among the set of related sentences.

Several studies have used their simple and effective approach as the first step to
generate a list of the N shortest paths (Boudin and Morin, 2013; Tzouridis et al.,
2014). They have relied on different re-ranking strategies to analyze the candidates
and select the best compression. Another work (Tzouridis et al., 2014) proposed
a structured learning-based approach. Instead of applying heuristics as Filippova
(2010b), they adapted the decoding process to the data by parameterizing a shortest
path algorithm. They devised a structural SVM to learn the shortest path in possibly
high dimensional joint feature spaces and proposed a generalized, loss-augmented
decoding algorithm that is solved exactly by ILP in polynomial time. As reported
by Boudin and Morin (2013), some important information is missed from 48% to

60% of the generated sentences in the approach by Filippova (2010b). Thereupon,
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they proposed an additional re-ranking scheme to identify compressions that contain
keyphrases using the TextRank algorithm (Mihalcea and Tarau, 2004). However,
they reported that grammaticality might be sacrificed to improve informativity in

their work.

In this thesis (Chapter 3), we utilize MultiWord Expressions (MWE) and synonym
words in sentences to significantly enhance the traditional word graph, and improve
informativity (ShafieiBavani et al., 2016b,c). Components of an MWE are treated as
a single unit to improve the effectiveness of re-ranking steps in Information Retrieval
(IR) systems (Acosta et al., 2011). Herein, we identify MWEs, merge their com-
ponents, and replace them with their available one-word synonyms, if applicable.
These strategies help to construct an improved word graph and enhance the informa-
tivity of the compression candidates. Then, we re-rank the generated compression
candidates with TextRank algorithm (Mihalcea and Tarau, 2004) to favor the com-
pressions containing important keyphrases. We also trained a 7-gram POS-based
Language Model (POS-LM) that selects the most grammatical compression candi-
dates to improve the grammaticality. POS-LMs were traditionally used for speech
recognition problems (Heeman, 1998) and statistical machine translation systems

(Koehn et al., 2008; Monz, 2011; Popovié, 2012) to capture syntactic information.

In all, compressive systems are currently producing competitive results with syntac-
tic and discourse constraints directly guiding the results toward being concise and
coherent. They are achieving a good trade-off between content compactness and

readability (Yao et al., 2017).

2.2.2 Toward Full Abstraction

Fully abstractive summarization aims to understand the input and generate the sum-

mary from scratch, usually including paraphrasing and lexical variations. This field
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of research involves multiple subproblems including: simplification, paraphrasing,
merging or fusion. Due to the inherent difficulty and complexity of full abstraction,
current research in abstractive text summarization is mostly restricted to one or
a few of the subproblems (Yao et al., 2017). It is also less active compared with
compressive summarization where we have a boost in system performance by merely

considering compressions.

Woodsend and Lapata (2012) proposed a model for multi-document summarization
that attempts to cover many different aspects of the task such as content selec-
tion, surface realization, paraphrasing, and stylistic conventions. These aspects are
learned separately using specific predictors, but are optimized jointly using an ILP
to generate the output summary. For document summarization that involves para-
phrasing and fusing multiple sentences simultaneously, other than grammar-based
rewriting, a typical approach is to merge information contained in sub-sentence-
level units. For instance, one can cluster sentences, build word graphs and generate
(shortest) paths from each cluster to produce candidates for making up a summary
(Banerjee et al., 2015; Filippova, 2010b). More sophisticated treatments can also be
built on syntactic or semantic analysis. One may build sentences via merging consis-
tent noun and verb phrases (Bing et al., 2015) or linearizing graph-based semantic

units derived from semantic formalisms such as Abstract Meaning Representation

(AMR) (Liu et al., 2015a).

There also exist psychologically motivated studies (Fang and Teufel, 2014) trying to
implement cognitive human comprehension models based on propositions extracted
from a source sentence. Their model gets around the problem of identifying concepts
in text by applying co-reference resolution, Named Entity Recognition (NER), and
semantic similarity detection, implemented as a two-step competition. The current
systems have mostly been evaluated on over-specific datasets and heavily relied on

various components including parsing, co-reference resolution, distributional seman-
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tics, lexical chains (Fang and Teufel, 2016) and natural language generation from

semantic graphs (Fang et al., 2016).

In order to better guide alignment and merging processes, supervised learning-based
approaches have been investigated (Elsner and Santhanam, 2011; Thadani and McK-
eown, 2013). A later work (Cheung and Penn, 2014) expanded the sentence fusion
process with external resources beyond the input sentences. They presented sen-
tence enhancement as a novel technique for text-to-text generation in abstractive
summarization. Sentence enhancement increases the range of possible summary sen-
tences by allowing the combination of dependency subtrees of any sentence from the

source text.

Abstractive summarization has also been studied in information extraction perspec-
tive. For example, IE-informed metrics are useful to re-rank the output of high
performing baseline summarization systems (Ji et al., 2013). In the context of
guided summarization, preliminary full abstraction has been achieved by extracting
templates using predefined rules for various types of events (Genest and Lapalme,

2012; Saggion, 2013).

A large part of existing work in abstractive summary generation is actually lim-
ited to more specific domains, where fixed templates or rules are manually crafted
for generating the sentences. For example, Ganesan et al. (2010) proposed an ab-
stract summarization approach for product reviews, where graph-based algorithms
can be designed to merge reviews with similar textual content. Sentence realization
templates were utilized to ensure grammaticality (Gerani et al., 2014). Meanwhile,
instead of generating a summary consist of multiple sentences, Alfonseca et al. (2013)
and Pighin et al. (2014) focused on generating a headline sentence for a news article.
The authors first clustered or learned the event templates from a large number of
news articles and then filled the entities into appropriate templates to form the head-

line. Headline generation has also become a test bed for modern neural abstractive
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generation.

Existing research on query-focused multi-document summarization largely relies on
extractive approaches, where systems usually take a set of documents as input and
select the top relevant sentences for inclusion in the final summary (Wang et al.,
2016). A wide range of methods have been employed for this task. In unsupervised
methods, sentence importance can be estimated by calculating topic signature words
(Conroy et al., 2006; Lin and Hovy, 2000), and combining query similarity and
document centrality within a graph-based model (Otterbacher et al., 2005). In
(Davis et al., 2012), term weights are learned by LSA, and sentences that cover
the maximum combined weights are selected by a greedy algorithm. Supervised
approaches have mainly focused on applying discriminative learning for ranking
sentences (Fuentes et al., 2007). For instance, the work proposed by Lin and Bilmes
(2011) used a class of submodular functions to reward the diversity of the summaries

and select sentences greedily.

In this thesis (Chapter 4), we propose an unsupervised approach (ShafieiBavani
et al., 2016d), to query-focused multi-document summarization. To our knowledge,
this is the first time that abstraction finds its way to this task. Our approach pro-
vides an abstractive summary of a set of news documents with respect to a user
query. In the field of query-sensitive summarization, qualified summary sentences
should mainly meet the following typical requirements: query-biased relevance (Ot-
terbacher et al., 2005; Shen and Li, 2011), biased information novelty, and biased
information richness (Wan et al., 2007). Our proposed summarization approach is
also organized to cover these three criteria. To be query-biased relevant, summary
sentences must overlap with the query in terms of topical content. Query-biased
information novelty denotes that summary sentences need to be unique, as well as
responding to the demands of the query. Finally, to acquire query-biased informa-

tion richness, summary sentences should include as much important information as
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possible with respect to both the set of sentences and the query. In the following,
we briefly introduce some related summarization methods that explicitly take these

requirements into consideration.

In the approach presented in (Otterbacher et al., 2005), query-biased sentence rel-
evance is acquired by opting for the trade-off of the sentence’s initial relevance to
the query and its similarities to other sentences in the document cluster. In another
work (Li et al., 2009), summarization is treated as a supervised sentence ranking
process, where coverage, balance and novelty properties are incorporated. However,
its focus is on generic summarization rather than query-biased. Explicit definitions
of biased information richness and novelty are given by the approach proposed by
Wan et al. (2007). Meanwhile, a manifold-ranking process is proposed to compute
biased information richness, and a greedy algorithm similar to (Zhang et al., 2005)

is also applied to reduce information redundancy in the summaries.

Recently, the method presented in (Yin et al., 2012) (RelationListwise) has consid-
ered all three properties of novelty, coverage and balance. This approach integrated
sentence relation information with list-wise learning to rank and automatically learn
feature weights. RelationListwise outperforms all the aforementioned approaches.
However, a common characteristic of existing methods in acquiring novelty or bal-
ance properties lies in the area of extractive summarization. Our proposed ap-
proach effectively satisfies these requirements through an abstractive summariza-
tion framework, which results in high-quality summaries, by involving underlying
disambiguated textual semantic similarities. We also meet a fourth criterion (i.e.,
grammaticality), which ensures the grammatical structure of newly generated sum-

mary sentences.
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2.2.3 Toward End-to-end Abstractive Summarization

Recently, end-to-end training with encoder-decoder neural networks (Sutskever et al.,
2014) have achieved huge success in machine translation systems, which brings po-
tential applications for abstractive text summarization. In these approaches, source
texts are encoded in an encoder network and then passed to a decoder network to
produce the desired output. This architecture is typically implemented using basic
building blocks such as Recurrent Neural Networks (RNN) with gated units and
attention weighting. Hence, they can be adapted to different sequence-to-sequence

tasks like machine translation and text rewriting.

The inputs are typically just raw texts, making the whole system free from heavy
manual feature engineering. Figure 2.1 (Sutskever et al., 2014) depicts an instance
model based on two Long-Short-Term Memory (LSTM) (Hochreiter and Schmidhu-
ber, 1997) recurrent networks as encoder and decoder, used for rewriting the input
text into a more concise output. This model reads an input sentence ABC and
produces WXYZ as the output sentence. The model stops making predictions after
outputting the end-of-sentence token. The LSTM also reads the input sentence in
reverse, because doing so introduces many short term dependencies in the data that
make the optimization problem much easier.
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Figure 2.1: Example of sequence-to-sequence learning with neural networks

This line of research was started by Rush et al. (2015) under the term sentence
summarization, and misleadingly called text summarization in some follow-up work.

However, it is in fact a sentence simplification approach working on short text inputs
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such as microblogs, tweets or single sentences. Therefore the applications are mainly

in microblog summarization, sentence simplification and headline generation.

Relevant advances typically contribute to improve sequence-to-sequence learning
and attention-based RNN encoder-decoder structures (Chopra et al., 2016; Nallap-
ati et al., 2016). For example, since many words in a simplified sentence are retained
from the original input sentence, a copying mechanism has been shown to be useful
(Gu et al., 2016; Gulcehre et al., 2016; Nallapati et al., 2016; See et al., 2017). This
strategy allows a word to be generated by directly copying an input word rather
than producing from the hidden state. However, direct optimization of ROUGE via
reinforcement learning has been shown to be more effective than likelihood optimiza-
tion for the decoder generation (Ayana et al., 2016; Ranzato et al., 2015). For the
task of sentence simplification, there usually exists a predefined length constraint.
Since it is difficult to pose hard constraints on decoder generation, a recent work
by Kikuchi et al. (2016) proposed a couple of methods for controlling the output
sequence length for neural encoder-decoder models. These solutions are including
direct truncation of the generated sequence, discarding out-of-range generations in

the decoding beam, and directly embedding length information in the LSTM units.

Unfortunately, it is still a long way to go to adapt such architectures to text sum-
marization (Yao et al., 2017). Encoding for generic texts still lacks satisfactory
solutions. This hampers the applicability of sequence-to-sequence approaches. Cur-
rently, there are few approaches to generic text summarization under end-to-end
neural architectures. To challenge the problem of longer inputs, hierarchical encod-
ing and multiple levels of attention have been developed (Cheng and Lapata, 2016;
Nallapati et al., 2016). However, recent proposals of architectural designs have not

yet achieved competitive performance for fully abstractive summarization.

Another less noticed drawback in the field of neural sentence simplification is evalu-

ating the quality and performance with the ROUGE metrics. However, there exists
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no proof that the quality of simplification correlates well with ROUGE on sentence-
level output (Yao et al., 2017). A research by Toutanova et al. (2016) introduced
a manually created multi-reference dataset for abstractive compression of sentences
or short paragraphs. Empirical evaluation on the dataset shows the importance
of multiple references as well as suitable units in order to make automatic metrics
more reliable. In a very recent study by Cao et al. (2018), a sequence-to-sequence
framework to conduct template re-ranking and template-aware summary generation
simultaneously has been proposed. They improved the readability and stability of
sequence-to-sequence summarization systems. Nevertheless, sequence-to-sequence
frameworks have been shown to be effective for some specific genres with short out-

puts like generating abstracts for opinions and arguments (Wang and Ling, 2016).

2.2.4 Toward Abstraction in Specific Domains and Genres

Traditional summarization approaches are mostly generic, which is based on stan-
dard benchmarks collected from news data. However, there exist various types of
different tasks, domains and genres that need summarization. For example, mi-
croblog data may come in massively large scale, consisting multiple items that re-
peatedly and redundantly describe the same event. Texts are usually informal and
contain huge amount of noise. Information might be time-variant, while user needs
are diverse. Extractive approaches are predominant on tweet summarization. These
approaches were firstly used for streams following simple and structured events like
sports and games (Chakrabarti and Punera, 2011; Nichols et al., 2012; Takamura
et al., 2011). In particular, Chakrabarti and Punera (2011) utilized temporal struc-
tural properties by designing modified hidden Markov models to automatically learn
differences in language models of sub-events. Date selection is also important in

timeline summarization (Tran et al., 2015).
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More abstractive studies have started from the Phrase Reinforcement algorithm
(Sharifi et al., 2010a) which extracts frequently used sequences of words and was
firstly applied in summarizing topic streams. Subsequent research has focused on
improving word graphs using dependency parses (Judd and Kalita, 2013), sequential
summarization over evolving topics (Gao et al., 2013) or having online stream data
as input (Olariu, 2014). Due to the specific properties of microblogs, personalization
and social context can also be introduced in the model to enhance the performance
of twitter summarization (Hu et al., 2012; Li and Cardie, 2014; Liu et al., 2012a;
Yang et al., 2011) or leverage both social factors and content quality (Duan et al.,
2012; Zhao et al., 2013). There also exists research that studied summarizing the
repost structures of popular tweets (Li et al., 2015a), leveraging both the content
of repost messages and different reposting relations between followers. A related
task is indicative tweet generation with the aim of generating indicative tweets that
contain a link to an external web page. There has been some work within extractive
frameworks (Lloret and Palomar, 2013). However, it has recently been shown that

word extraction is rather limited for this task (Sidhaye and Cheung, 2015).

Summarizing spoken data or transcripts poses the extreme challenge of noise and
redundancy. In addition to information coverage, special treatments are required
to extend beyond utterance extraction. For meetings (Oya et al., 2014; Wang and
Cardie, 2013) and conversations (Trione et al., 2016), more compact and more ab-
stractive generations are needed. However, unlike generic summarization, they usu-
ally have relatively fixed patterns and procedures. This makes template extraction
and information fusion slightly easier and more feasible. Conventional frameworks

for this task consist of template extraction from the training set and template filling.

Opinion summarization is the task of producing a summary while preserving the
sentiment of the text. Therefore, there is a trade-off between summarization and

opinion mining or sentiment analysis. Submodular functions or modifications can

44



Chapter 2: Literature Review

be developed to address the conflicting requirements, balancing the coverage of
both topics and polarities (Jayanth et al., 2015; Wang et al., 2014). Product review
summarization can also be implemented via ILP, based on phrase selection. This can
optimize both popularity and descriptiveness of phrases (Yu et al., 2016). Additional
information for reviews such as review helpfulness ratings has also been proven to

be useful to guide review summarization (Xiong and Litman, 2014).

Meanwhile, abstractive approach has been shown to be more appropriate for sum-
marizing evaluative text (Carenini et al., 2013; Di Fabbrizio et al., 2014). In par-
ticular, a graph-based method (Ganesan et al., 2010) has been explored to produce
ultra-concise opinion summaries. To improve fluency for abstraction, Carenini et al.
(2013) tried to generate well-formed grammatical abstracts that explain the distribu-
tion of opinions over the entity and its features. Di Fabbrizio et al. (2014) proposed
a hybrid abstractive/extractive sentiment summarizer to select salient quotes from
the input reviews and embed them into the abstractive summary to provide evi-
dence for the aggregate positive or negative opinions. End-to-end encoder-decoder
RNNs have also shown effectiveness in producing short, abstractive summaries for
opinions (Wang and Ling, 2016). For longer reviews, it is feasible to perform dis-
course parsing and aggregate discourse units in a graph. Review summarization can
then sequentially perform subgraph selection and template-based generation (Gerani

et al., 2014).

Recent research focus has drifted to domain-specific summarization techniques that
utilize the available knowledge specific to the domain of text. For example, au-
tomatic summarization research on medical text generally attempts to utilize the
various sources of codified medical knowledge and ontologies (Sarker et al., 2013).
Among the research work in this area, Marshall et al. (2015) proposed an approach
to automatically assess the risk of bias for clinical trials, and extracted specific

study characteristics from trial abstracts (Summerscales, 2013). Many studies have
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explored the obstacles associated with evidence-based medicine practice in the ab-
sence of pre-existing systematic reviews (Coumou and Meijman, 2006). When pri-
mary care physicians seek answers to clinical problems, the time required to search,
evaluate, and synthesize evidence has been known as a critical factor (Sarker et al.,
2016). Literature review and analysis may take a long time. For example, it takes
more than 30 minutes on average for a practitioner to find and extract evidence

(Hersh et al., 2002).

Numerous IR approaches have already been proposed to address the search-related
needs of practitioners (Hanbury, 2012). However, post-retrieval techniques (Sarker
et al., 2016) to perform query-oriented summarization are still scarce. The compli-
cated nature of biomedical texts and the limited amount of suitable annotated data
for the task of summarization are the main reasons that raise various difficulties
in progress (Athenikos and Han, 2010; Sarker et al., 2016). To overcome the lack
of incorporation of specific information, Unified Medical Language System (UMLS)
came to play, and has proven to be a useful knowledge source for summarization
in biomedical domain (Reeve et al., 2007). However, a decline is found in the per-
formance of the summarizers that only utilize UMLS as their source of knowledge.
The reason is that UMLS is less likely to cover all concepts included in the source

text (Plaza et al., 2011).

To compensate for this deficiency, a question-oriented extractive system for biomedi-
cal multi-document summarization (Shi et al., 2007), utilized WordNet as a general-
purpose lexicon to capture the concepts not covered by UMLS. They constructed a
graph containing ontological concepts (general ones from WordNet, and specific ones
from UMLS), named entities, and noun phrases. Our work (ShafieiBavani et al.,
2016a) explained in Chapter 5 differs in intent, and explores the utility of graph
representations of both WordNet and UMLS lexicons for incorporating underlying

textual semantic similarities as the main basis of an abstractive biomedical summa-
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rizer. Analysis via ROUGE metrics shows that using WordNet as a general purpose
lexicon helps to capture the concepts not covered by the UMLS Metathesaurus, and

hence significantly increases the summarization performance.

Besides the aforementioned studies, there also exists research on summarizing sci-
entific articles (Cohan and Goharian, 2015), emails (Loza et al., 2014), community
question answering (Chan et al., 2012), student responses (Luo and Litman, 2015),
movie scripts (Gorinski and Lapata, 2015), entity descriptions in knowledge graphs
(Cheng et al., 2015) and source codes descriptions (Iyer et al., 2016). Different
scenarios pose variously different requirements and objectives on summarization

systems.

2.3 Automatic Evaluation of Text Summarization

Assessing the quality of summaries is an important and necessary task in the field of
automatic text summarization. Traditionally, this task involves a human assessment
of various quality criteria (e.g., coherence, conciseness, grammaticality, informativity
and readability) (Mani, 2001). Therefore, manual evaluation requires a lot of time
and expertise in the field of given texts. To tackle this issue, automatic evaluation
metrics come into play. This advent opens a new door to meta-evaluation (i.e.,
evaluation of evaluation metrics (Ellouze et al., 2013)). On the importance of meta-
evaluation and its impact on summarization research, Text Analysis Conference
(TAC®) provides the task of Automatically Evaluating Summaries of Peers (AESOP)

to assess the correlation of evaluation metrics with human judgments.

Jones and Galliers (1996) introduced two types of evaluation methods: (i) intrinsic;

and (ii) extrinsic. Intrinsic evaluation assesses the coherence and the informativeness

http://www.nist.gov/tac/
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of a summary, whereas extrinsic evaluation assesses the utility of summaries in a
given application context like relevance assessment, reading comprehension, etc..
Most of the metrics proposed in the literature focused on intrinsic evaluation (Lloret
et al., 2018). In intrinsic evaluation of automatic summarization, it is common to
distinguish reference or model summaries from system-generated or peer summaries.
Model summaries are those summaries that will be considered correct, and normally
refer to those summaries generated manually by humans. Peer summaries are the

summaries to be evaluated that usually have been automatically produced.

Among the metrics proposed for the task of summarization evaluation (Hovy et al.,
2006; Tratz and Hovy, 2008; Giannakopoulos et al., 2008), Recall-Oriented Under-
study for Gisting Evaluation (ROUGE) metric (Lin, 2004) has frequently been proven
to correlate very well with human judgments (Lin and Och, 2004; Owczarzak and
Dang, 2011; Over and Yen, 2004). ROUGE includes a large number of distinct
variants, including four methods of n-gram counting (ROUGE-N; S; W; L). These
metrics work based on the comparison of n-grams between the peer summary and
human-written model summaries. The most commonly used ROUGE-N is an n-
gram-based metric with the recall-oriented score, the precision-oriented score and

the F-measure score as follows:

Z Z 00untmatch (gramn)

Se{Model Summaries} gramn€S

ROUGE-N,ccann = (23)
Z Z Count(gram,,)
Se{Model Summaries} gramn€S
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ROUGE- Nyecall X ROUGE- Nprecision

ROUGE-Np_ =2x
measure ROUGE‘Nprecision + ROUGE_NT@CG”

(2.5)

In the summarization literature, a few of these variants are often chosen arbitrarily to
assess the quality of summarization approaches. ROUGE-1, ROUGE-2, and ROUGE-
su4 are reported to have a strong correlation with human assessments, and are
frequently used to evaluate summaries (Lin and Och, 2004; Owczarzak and Dang,
2011; Over and Yen, 2004). ROUGE-1 and 2, respectively calculate unigram and
bigram co-occurrence statistics. ROUGE-SU4 measures co-occurring bigrams with
maximum skip distance 4. It is noteworthy that ROUGE-2 and Su4 have been
defined as baseline systems in TAC summarization tasks. Although ROUGE is a
popular evaluation metric, improving the current evaluation metrics is still an open

research area.

Other commonly used evaluation metrics also exist. Many of these efforts are an-
alyzed and gathered in the surveys provided by (Steinberger and Jezek, 2012; Yao
et al., 2017; Lloret et al., 2018). Herein, we try to briefly review the most significant
ones. Since DUC 2005, the Pyramid metric (Passonneau et al., 2005) was introduced
as one of the principal metrics for evaluating summaries in the TAC conference. This
metric was created under the assumption that no single best model summary ex-
ists. The main idea is to create a gold-standard based on a comparison between
human-written summaries in terms of Summary Content Units (SCUs). From a set
of model summaries, similar sentences are manually identified. From these similar
sentences, SCUs are generated and ranked in a pyramid model. The pyramid model
has n levels, where n is the number of model summaries. The levels are labeled in
ascending order from 1 to n. SCUs are ranked in the pyramid according to their
occurrence in the model summaries. The resulting set of SCUs is what is called a
"Pyramid”. For instance, if a SCU occurs in 3 of the 4 model summaries then this

SCU will be placed in the 3rd level of the pyramid. A peer summary that has X
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SCUs against n model summaries is evaluated using:

n

maz =Y ix|Tifx (X - Y |Ti) (2.6)

i—j+1 i=j+1

where j = maz; (Y, |T] > X), T, is the tier at level z.

Accordingly, an SCU has a higher weight if it is used more frequently by human
model summaries. Consequently, a summary covering SCUs with higher weights

will have a higher pyramid score.

For example, if there are four model summaries, a SCU appearing in all summaries
is considered as one of the most important concepts and would receive a weight
of 4. A SCU appearing in only one model summary would be considered as less
important, and would receive a weight of 1. A pyramid is formed because the tiers
descend with the SCUs assigned the highest weight at the top, and the SCUs with
the lowest weight appearing in the bottommost tiers (Lloret et al., 2018). The fewest
SCUs would appear in the topmost tier since fewer concepts would be present in all

model summaries (Figure 2.2).

Soon after, Hovy et al. (2006) proposed a metric based on comparison of basic syn-
tactic units, so called Basic Elements (BE), between peer and model summaries.
This metric, namely BE-HM was specified as one of the baselines in the TAC sum-
marization tasks. Among participating systems in these tasks from 2009 to 2011,
AutoSummENG (Giannakopoulos et al., 2008) was reported as one of the top sys-
tems. This graph-based metric (DEMOKRITOSGR), compares the graph represen-

tations of peer and model summaries.

Summarization evaluation suffers from the following problems: (i) the current eval-

uation metrics do not work properly in some cases (e.g., evaluating abstractive
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Figure 2.2: Example of a pyramid with SCUs identified and marked

summaries); (ii) the current evaluation metrics heavily rely on human judgments.
For DUC or TAC conferences, human judges are asked to rate various aspects of
the system summaries, e.g., grammaticality, non-redundancy, clarity or coherence.
To date, none of these aspects can be properly modeled by automatic approaches.

In this section, we intend to investigate these issues for ROUGE.

2.3.1 Model-based Summarization Evaluation

Surface-based evaluation metrics work well as long as a surface-based summary (i.e.,
extractive) is to be assessed. Difficulties arise while evaluating abstractive sum-
maries including terminology variations and paraphrasing. For example, consider

the following two phrases (Ng and Abrecht, 2015):

(i) It is raining heavily.

(i) It is pouring.

These sentences are semantically similar, but lexically different. If we are performing
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a lexical string match, as ROUGE does, there is nothing in common between the
terms "raining”, "heavily”, and ”pouring”. For better clarity, if one of them is
included in a model summary, while a peer summary contains another one, ROUGE
or other surface based evaluation metrics cannot capture their similarity due to the

minimal lexical overlap.

Recently, some evaluation metrics have studied the effectiveness of word semantic
similarity to evaluate summaries including terminology variations and paraphras-
ing (i.e., abstractive summaries) Turian et al. (2010); Baroni et al. (2014). For
instance, an automated variant of the Pyramid metric has used distributional se-
mantics to map text content within peer summaries to SCUs (Passonneau et al.,
2013). However, the SCUs still need to be manually identified. A more recent met-
ric, ROUGE-WE (Ng and Abrecht, 2015), has enhanced ROUGE by incorporating
the use of a variant of word embeddings, called word2vec (Mikolov et al., 2013b).
However, a good performance for Word2vec is usually obtained upon tuning dif-
ferent configurations of this model on a large number of different datasets (Baroni

et al., 2014).

In this thesis (Chapter 6), we propose a graph-based approach, ROUGE-G (ShafieiBa-
vani et al., 2018a, 2017), adopted into ROUGE to evaluate summaries based on both
lexical and semantic similarities. Our approach helps ROUGE with identifying the
semantic similarities of linguistic items, and consequently tackling the main problem
of its bias towards lexical similarities. Experiment results over TAC AESOP datasets
show that exploiting the lexico-semantic similarity of the words used in summaries
would significantly help ROUGE correlate better with human judgments. Beyond
enhancing the evaluation prowess of ROUGE, due to its lexico-semantic analysis of
summaries, our approach has the potential to expand the applicability of ROUGE

to abstractive summarization.
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2.3.2 Model-free Summarization Evaluation

Proposals for developing automatic summary evaluation methods (Ellouze et al.,
2013; Ng and Abrecht, 2015; ShafieiBavani et al., 2018a) have been put forward in
the past. However, these methods are not applicable on non-standard test sets where
model summaries are not available. Herein, we try to briefly review the most signif-
icant approaches that have addressed this issue. Donaway et al. (2000) proposed an
alternative to model-based evaluation where a comparison of the input text with a
summary can clarify how good the summary is. A summary that has higher simi-
larity with the input text can be considered better than one with lower similarity.
Radev et al. (2003) performed an automated ranking of the test documents using a
search engine scenario. Their approach was motivated by the assumption that the
distribution of terms in a good summary is similar to the distribution of terms in

the input document.

With the same intuition, Louis and Nenkova (2009a) and Louis and Nenkova (2013)
introduced an evaluation system (SIMetrix) that comprises multiple features to de-
termine the quality of a summary. Their focus was on computing divergences be-
tween the probability distributions of words in the input and summary. Jensen
Shannon Divergence (JSD) and feature regression turned out to be their best met-
rics. Louis and Nenkova (2009b) also presented a similar evaluation approach utiliz-
ing a collection of large number of system summaries in place of model summaries.
Saggion et al. (2010) and Cabrera-Diego and Torres-Moreno (2017) proposed follow-
up work to SIMetrix to assess the usefulness of divergences for multilingual sum-
marization evaluation, and the applicability of multiple divergences for evaluating

summaries.

Alternatively, we assume that the way of representing the input and summary is

a key factor in high performance prediction of manual metrics (Chapter 7). Ac-
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cordingly, we present an approach (ShafieiBavani et al., 2018b) which exploits the
compositional capabilities of corpus-based and lexical resource-based word embed-
dings to develop the features reflecting coverage, diversity, informativeness, and
coherence of summaries. The features are then used to train a learning model for
predicting the summary content quality in the absence of gold models. We evaluate
the proposed metric in replicating the human assigned scores for summarization sys-
tems and summaries on data from query-focused and update summarization tasks in
TAC 2008 and 2009. The results show that our feature combination provides reliable

estimates of summary content quality when model summaries are not available.

2.4 Applications

Automatic text summarization presents a significant problem to NLP applications.
In this section, we review some of the most recent ones. Among them, much research
explores new applications of classic text summarization techniques. For instance,
traditional summarization framework including sentence scoring and selection has
been applied in new scenarios such as automatically generating presentation slides
for scientific papers (Hu and Wan, 2015), and automatically constructing sport news
from live commentary scripts (Zhang et al., 2016). More crafted content selection
and organization have even enlightened the possibility to automatically compose
poetry (Yan et al., 2013). There also exist studies for generating topically relevant
event chronicles, mainly consisting of event detection module followed by learning-
to-rank extractive summarization to select salient events and construct the final

chronicle (Ge et al., 2015).

Summarization techniques have also been used to help interpreting predictions from
neural networks, which are commonly treated as black boxes that make predictions

without explicitly readable justifications. For example, it is useful to extract or
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generate short rationales to explain why a neural network model predicts certain
sentiment classes for a paragraph of user-generated reviews. Sentences generated
for such scenarios should be concise, coherent, and sufficient for making the same

predictions without referring to the full passage of review (Lei et al., 2016).

There exists another kind of high-level text summarization application that tries
to produce a summary of huge topic hierarchies. Bairi et al. (2015) have recently
studied this task to summarize topics over a massive topic hierarchies (a huge di-
rected acyclic graph) such that the produced summary for a set of topics represents
the objects in the collection. The representation is characterized through various
classes of monotone submodular functions with learned mixture weights capturing

coverage, similarity, diversity, specificity, clarity, relevance and fidelity of the topics.

These applications mainly tend to apply extractive summarization. The reason is
that in case the critical information is mostly centered in particular parts of the
source text and the parts themselves are non-redundant and compact, extractive
summarization might help by simply extracting those parts. However, there are
usually redundancy in the whole text. When necessary information exists in several
parts of the text and simply copying and aggregating them does not make sense, we
need an abstractive summarizer that will allow us to write new summarized content
from the aggregated information. An ideal abstractive summarizer will always pro-
duce more coherent and polished summaries than extractive level. Given that, in

this thesis, we will present our attempts toward abstractive text summarization.

2.5 Summary

In this chapter, we provided a detailed overview of automatic text summarization,

the various types along with a description of the conventional framework for this
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task. Then, we reviewed previous studies beyond sentence extraction and toward
abstractive text summarization. Finally, we explored the main issues discussed in
automatic evaluation of summaries, and surveyed the recent applications of text

summarization techniques.

In a nutshell, due to the limitations of extractive summarization, many attempts
have recently been made toward abstractive text summarization. As an interme-
diate step, compressive summarization that integrates sentence compression and
extraction has attracted much attention. Although compressive summarization can
produce more concise summaries compared to extractive approaches, they are not as
flexible as fully abstractive approaches. Research in non-extractive summarization
is still at the beginning, and current fully abstractive summarization approaches

cannot always ensure grammatical summaries.

This thesis aims to propose approaches toward abstractive text summarization to
make this task more adaptable to a wide range of applications, more dynamic to
different sources and types of texts, and better evaluated using semantic represen-
tations. Chapter 3 proposes an abstractive summarizer based on multi-sentence
compression. Chapters 4 and 5 propose two approaches to perform abstractive
summarization in two different domains and genres. Chapters 6 and 7 will also dis-
cuss how to semantically evaluate summaries in the presence and absence of human
model summaries. Finally, Chapter 8 concludes the thesis and discusses possible

future directions.
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Word Graph-based Multi-sentence

Compression

As discussed in Section 1.2.1, word graph-based approaches have recently been pro-
posed and become popular in Multi-sentence Compression (MSC). Their key as-
sumption is that redundancy among a set of related sentences provides a reliable

way to generate informative and grammatical sentences.

In this chapter, we present an effective approach to enhance the word graph-based
MSC and tackle the issue that most of the state-of-the-art MSC approaches are
confronted with: i.e., improving both informativity and grammaticality at the same

time. Figure 3.1 depicts the overview of the approach.

In Section 3.1, we first explain how to construct a word graph for MSC. Then, we
describe the details of our approach that consists of three main components: (i) a
merging strategy based on Multiword Expressions; (ii) a mapping strategy based on
synonymy between words; (iii) a re-ranking strategy based on POS-based Language

Model to identify the best compression candidate in terms of grammatical structure.
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Data preparation is discussed in Section 3.2, and Section 3.3 provides the experiment

results. Finally, Section 3.4 summarizes the chapter.
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Figure 3.1: Overview of the proposed word graph-based MSC approach
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3.1 Proposed Approach

3.1.1 Word Graph Construction for MSC

Consider a set of related sentences S = {sq, $o, ..., S» }, a traditional word graph is
constructed by iteratively adding sentences to it. This directed graph is an ordered
pair G = (V, E) comprising of a set of vertices or words together with a set of
directed edges which shows the adjacency between corresponding nodes (Filippova,
2010b; Boudin and Morin, 2013). The graph is firstly constructed by adding the
first sentence and displays words in a sentence as a sequence of connected nodes.
The first word is the start node and the last one is the end node. Words are added

to the graph in three steps of the following order:

(i) non-stopwords for which no candidate exists in the graph; or for which an
unambiguous mapping is possible (i.e., there is only one node in the graph that

refers to the same word/POS pair).

(ii) non-stopwords for which there are either several possible candidates in the

graph; or for which they occur more than once in the sentence.

(iii) stopwords for which we use the stopword list included in NLTK' extended

with temporal nouns such as ‘yesterday’, ‘Friday’, and etc..

All MSC approaches aim at producing condensed sentences that inherit the most im-
portant information from the original content while remaining syntactically correct.
However, gaining these goals at the same time remains still difficult. As a remedy,

we believe that a better resolution to construct an improved word graph can be

!The Natural Language Toolkit, or more commonly NLTK, is a suite of libraries
and programs for computational linguistics written in the Python programming
language; available at http://nltk.org/
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obtained by using more sophisticated preprocessing and re-ranking steps. There-
fore, we focus on the notions of synonymy, MWE and POS-LM re-ranking, which
dramatically raise the informativity and grammaticality of compression candidates.

In the following, we describe the details of our proposed approach.

3.1.2 Merging and Mapping Strategies

Like many NLP applications, MSC will benefit from the identification of MWEs
and the concept of synonymy; and even more so when lexical diversity arises in a
collection of sentences. An MWE is a combination of words with lexical, syntactic or
semantic idiosyncrasy (Sag et al., 2002; Baldwin and Kim, 2010). It is estimated that
the number of MWEs in the lexicon of a native speaker of a language has the same
order of magnitude as the number of single words (Jackendoff, 1997). Hence, explicit
identification of MWEs has been shown to be useful in various NLP applications.
Components of an MWE can be treated as a single unit to improve the effectiveness

of re-ranking steps in IR systems (Acosta et al., 2011).

In this section, we identify MWEs, merge their components, and replace them with
their available one-word synonyms, if applicable. These strategies help to construct
an improved word graph and enhance the informativity of the compression candi-
dates. For example, consider a sentence that includes an MWE (kick the bucket):

It would be a sad thing to kick the bucket without having been to Alaska. To benefit

from this MWE that has 3 components/words, we propose the merging strategy

below.

Firstly, after tokenizing the sentence and stemming the words, we detect the MWE
and its tuple POS with an MWE detector, and merge its components by hyphen-
ation. This step has the advantage of reducing the ambiguity of mapping upcoming

words onto the existing words with the same appearance in the graph. For example,
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the word kick above has a different meaning and POS (as an MWE component)
from the identical appearance word kick in isolation (in another sentence say “they
kick open the door and entered the room.”). This strategy can keep us from mapping
these two kick together and retain the important meaning of the content. Herein,

we use the JMWE? toolkit, which is a Java-based library for detecting MWEs.

Secondly, we use version 3.0 of WordNet (Miller, 1995) to obtain its available one-
word synonym with an appropriate POS and replace the n-words MWE with a
shorter synonym word. WordNet groups all synonyms into a SynSet - a synonym
set. We only consider the most frequent one-word synonym in the WordNet that also
appears in the other relevant sentences. If other relevant sentences contain none of
the one-word synonyms, the most frequent one is selected directly from the WordNet
to help condense the sentence. Three native speakers were asked to investigate all the
synonym mappings performed in our approach, and specify whether each mapped
synonym reflects the meaning of the original word in the sentence or not. Based on
this evaluation, the average rate of correct synonym mappings is 88.21%. In case
that no appropriate synonym is found for MWE, the merged MWE itself was used
as a back-off. This can reduce the number of graph nodes and, consequently, the
ambiguity for further false mappings of MWE components in the word graph. These
steps are briefly depicted in Figure 3.2.

Furthermore, we use the concept of synonymy for mapping upcoming single words.
For example, consider n different sentences containing words glorious, splendid, fes-
tivity, celebration, and jubilation. The former two words, and the latter three ones
are synonyms of each other. Assume each sentence contains one of these possible
combinations (i.e., glorious festivity, glorious celebration, glorious jubilation, splen-

did festivity, splendid celebration, and splendid jubilation).

2http://projects.csail.mit.edu/jmwe/
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Content

jMWE WordNet Synonym
kick, VB Q

' kick the bucket, ]
VB die, VB

the, DT Q —— > - —
| & @
bucket, NN @

Figure 3.2: Example of detecting, merging, and mapping multi-word expressions

Without an appropriate mapping based on a notion of synonymy, these 3 nodes
will be added to the word graph as separate nodes. With our approach, the word
graph in this example is constructed with a single node containing a word as a
representative of its synonyms from the other sentences. The weight of the obtained
node is computed by summing the frequency scores from the other nodes as shown
in Figure 3.3 for each pair of word/POS. The main purpose of this modification
is three fold: (i) the ambiguity of mapping nodes is reduced; (ii) the number of
total possible paths (compression candidates) is decreased; and (iii) the weight of
frequent similar words with different appearances in the content is better reflected

by the notion of synonymy.

Example 3.1.1. In this example, we will demonstrate how we use the preprocess-
ing strategies to produce refined sentences, and generate an improved word graph.
Among the underlined words, MWEs are put into bracket, and synonyms are identi-
fied by the same superscript notations. The word graph constructed for the following
sentences are partially shown in Figure 3.4. Some nodes, edge weights and punctu-

ations are omitted from the graph for more clarity.

e Teenage® boys are more interested® in [junk food]¢ marketing and consume?
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Content

Glorious, freg=i

Word Graph
Q T~ - Glorious, freq=i+j

Splendid, freq=j =

Festivity, freq=n -

//,,/”’ Celebration,
Celebration, freg=k+m+n
freq=k

Jubilation, freqg=m

Figure 3.3: Example of Synonym Mapping

more [fast food]® than girls.

e [Junk food]¢ marketers find young® boys more fascinated” than girls, a survey

released® by the Cancer Council shows.

e Adolescent® boys [use up]? more [fast food]® than girls, [according to] a new

survey.

e The survey, published® by the Cancer Council, observed teenage® boys were
regular consumers of [junk food].

Where mapping in the graph is ambiguous (i.e., there are two or more nodes in the
graph that refer to the same word/POS pair), we follow the instruction stated by
Filippova (2010b): the immediate context (the preceding and following words in the
sentence, and the neighboring nodes in the graph) or the frequency (i.e., the node
which has words mapped to it) is used to select the best candidate node. A new

node is created only if there is no suitable candidate to be mapped to, in the graph.
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are more consume and

interested girls

fast-food

Figure 3.4: The generated word graph and a salient path

Edge weights are calculated using the weighting function defined in Equation 3.1,
in which w'(e; ;) is given by Equation 3.2 (Filippova, 2010b).

L w'(eiy)
W) = Freqtiy < freat) .
ooy Jreq(i) + freq(h)
) S i T, .

where freq(i) is the number of words mapped to the node i. The function dif f(s, 1, )

refers to the distance between the offset positions of words ¢ and j in sentence s.

Algorithm 1 presents the steps to build our proposed MSC word graph G(V, E). We
start with a cluster of relevant sentences from a set of input newswire clusters. Each
cluster is denoted as S = {s;}I_; where s; is a sentence containing POS annotations.

Line 4-5: Each s; € S is split into a set of tokens, where each token ¢; consists
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Algorithm 1 Proposed MSC Word Graph

1: Input: A cluster of relevant sentences: S = {s;}",

2: Output: G = (V, E)

3: for:=1ton do

4:

5:

10:

11:

12:

13:

14:

15:

16:

17:

18:

19:

20:

21:

22:

23:

24:

25:

26:

27:

t < Tokenize(s;)
st «— Stemming(t)
MWE-comp < MWE-Detection(t, st)
MWE-list < Merge-MWE(MW E-comp)
sentSize < SizeOf(t)
for j =1 to sentSize do
LABEL < t;
SID 1
PID « j
SameN < getSameNodes(G, LABEL)
if sizeOf(SameN) > 1 then
vj < getBestSame(SameN)
mapList, < mapList, U (SID, PID)
else
SynN «+ getSynonymNodes(G, LABEL)
if sizeOf(SynN) > 1 then
vj + getBestSyn(SynN)
mapList, < mapList, U (SID, PID)
esle if t; € MWE-list then
WNSyn < getBestWNSyn(LABEL)
vj < creatNewNode(G, WNSyn)
mapList, « (S1D, PID)
esle

vj + creatNewNode(G, LABEL)
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28: mapList, < (SID,PID)
29: end if

30: end if

31: if not eristEdge(G,v;—1 — v;) then
32: addEdge(vi_y — vj, G)

33: end if

34: end for

35: end for

of a word and its corresponding POS annotation (e.g.,”boys:NN”). The tokens are
also stemmed into a set of stemmed words st. Line 6-7: For each sentence, MWE
components, i.e., MWE-comp, are detected using the set of tokens ¢ and stems st.
Then, these MWE components are merged in each sentence, and kept in a list of
MWE-list. Line 10-12: Each unique t; will form a node v; in the MSC graph, with
t; being the label. Since we only have one node per unique token, each node keeps
track of all sentences that include its token. Hence, each node keeps a list of sentence
identifier (SID) along with the position of token in that sentence (PID). Each node
including a single word or a merged MWE will thus carry a mapping list (mapList)

which is a list of {SID:PID} pairs representing the node’s membership in a sentence.

Line 13-16: For mapping the token t;, we first explore the graph to find the same
node (i.e., node that refers to the same word/POS pair as t;). If two or more same
nodes are found, considering the aforementioned ambiguous mapping criteria in this
section, the best candidate node is selected for mapping. Then the pair of (SID:PID)
of t; will be added to the mapping list of the selected node, i.e., mapList,,. Line
18-21: If no same node exists in the graph, then we look for the best synonym node
in the graph (i.e., finding the most frequent synonym among the WordNet synsets
that was earlier added to the graph). Again, the mapping list of the selected node,
mapList,, will be updated to include the pair of (SID:PID) of t;. Line 22-28: If
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none of the above conditions are satisfied, it is time to create a new node in the
graph. However as explained earlier in this section, when ¢; is MWE, we extract the
best WordNet one-word synonym, and replace the n-words MWE with this shorter
synonym word. Given that, a shorter content node will be added to the graph. Line
31-33: The original structure of a sentence is reordered with the use of directed

edges.

A heuristic algorithm is then used to find the k-shortest paths from start to end node
in the graph. Throughout our experiments, the appropriate value for & is 150. By
re-ranking this number of shortest paths, most of the potentially good candidates are
kept and a decline in performance is prevented. Paths shorter than eight words or do
not contain a verb were filtered before re-ranking. The remaining paths are re-ranked
and the path that has the lightest average edge weight is eventually considered as
the best compression. Next, we explain our re-ranking approach to identify the most

informative and grammatical compression candidates.

3.1.3 Re-ranking Strategies

In this section, we first re-rank the compression candidates based on the assumption
that a word can recommend other co-occurring words, and the strength of the rec-
ommendation is recursively computed based on the importance of the words making
the recommendation. For this purpose, we utilize TextRank (Mihalcea and Tarau,
2004) - a graph-based algorithm that takes into account edge weights. Accordingly,
the score of a keyphrase k is computed by summing the salience of the words it con-
tains, normalized with its length + 1 to favor longer n-grams according to Equation

3.3. Finally, the paths are re-ranked and the score of a compression candidate c is
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given by Equation 3.4 (Boudin and Morin, 2013).

> wer TextRank(w)
Scorerey (k) = == 3.3
coregcey (k) length(k) + 1 (3.3)
ScoreKey(c) ZZ,JEPath(C) ( J) (3.4)

- length(c) x Y _,c. Scoregey (k)

We then benefit from the fact that POS tags capture the syntactic roles of words
in a sentence. We train a Part-Of-Speech Language Model (POS-LM) to assign
a grammaticality score to each generated compression. A language model assigns
a probability to a sequence of m words P(wj, ..., w,,) by means of a probability
distribution. Hence, POS-LM describes the probability of a sequence of m POS
tags P(ty,...,tn). Our hypothesis is that POS-LM helps in identifying the most
grammatical sentence among the k-most informative compressions. This strategy
shall improve the grammaticality of MSC, even when the grammatical structures of
the input sentences are completely different. Word-based language models estimate
the probability of a string of m words by Equation 3.5. Likewise, POS-LMs estimate
the probability of string of m POS tags by Equation 3.6 (Monz, 2011).

m

p(wi") o< [ [ plwiwiz)00) (3.5)
p(t") o [ ptilti ) (3.6)

where, n is the order of the language model, and w/t refers to the sub-sequence of

words/tags from position i to j.
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To build a POS-LM, we use the SRILM? toolkit with modified Kneser-Ney smooth-
ing (Stolcke, 2002), and train the language model on our POS annotated corpus.
SRILM collects n-gram statistics from all n-grams occurring in a corpus to build
a single global language model. To train our POS-LM, we need a POS-annotated
corpus. In this regard, we make use of the Stanford POS tagger (Toutanova et al.,
2003) to annotate the AFE sections of LDC’s Gigaword corpus (LDC2003T05) as a
large newswire corpus (~170M words). Then, we remove all words from the pairs

of words/POS in the POS annotated corpus.

Although the vocabulary of a POS-LM, which is usually ranging between 40 and 100
tags, is much smaller than the vocabulary of a word-based language model, there is
still a chance in some cases of unseen events. Since modified Kneser-Ney discounting
appears to be the most efficient method in a systematic description and comparison
of the usual smoothing methods (Goodman, 2001), we use this type of smoothing
to help our language model. The compression candidates also need to be annotated
with POS tags. Hence, the score of each compression is estimated by the language
model, based on its sequence of POS tags. Since factors like POS tags, are less
sparse than surface forms, it is possible to create a higher order language models for
these factors. This may encourage more syntactically correct output. Thereupon,
in our approach we use 7-gram language modeling based on part-of-speech tagging

to re-rank the k-best compressions generated by the word graph.

To re-rank the obtained paths, our POS-LM gives the perplexity score (Scorep)
which is the geometric average of 1/probability of each sentence, normalized by

the number of words. Hence, Scorep); for each sequence of POS in the k-best

3SRILM is a toolkit for building and applying statistical language models, primar-
ily for use in speech recognition, statistical tagging and segmentation, and machine
translation; available at http://www.speech.sri.com/projects/srilm/
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compressions is computed by:

log prob(c)

Scorepy(c) = 10 Tword] (3.7)

where prob(c) is the probability of compression candidate (C') including |word| num-

ber of words, computed by the 7-gram POS-LM.

As the estimated scores for each cluster of sentences fall into different ranges, we
make use of a unity-based normalization to bring the values of Scorek.,(c) in Equa-
tion 4, and the Scorepys into the range [0, 1]. The score of each compression is

finally given by:

Scorefina(c) = pu X Scorege,(c) + (1 — p) x Scorepp(c) (3.8)

in which the scaling factor ;. was optimized on development data in our experiments

and has been set to 0.4, so as to reach the best re-ranking results.

To better understand how POS-LM is used, consider the following example:

Example 3.1.2. In this example, sentences have the same scores for informativity
but are added into our re-ranking contest to be investigated based on their gram-
maticality. The corresponding POS sequences of these sentences are given to the
trained language model to clarify which one is more grammatical. As expected, the
winner of this contest is the second POS sequence, which has a better grammatical

structure and gets a higher probability score from the POS-LM.
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(i) Boys more consume fast food than girls.

NNS RBR VBP JJ NN IN NNS

Wrong Pattern

(i) Boys consume more fast food than girls.

NNS VBP JJR JJ NN IN NNS

3.2 Data Preparation

Many attempts have been made to release various kinds of datasets and evaluation
corpora for sentence compression and automatic summarization, such as the one
introduced in (Clarke and Lapata, 2006). However, to our knowledge, there is no
dataset available to evaluate MSC in an automatic way (Boudin and Morin, 2013).
Since the prepared dataset in Boudin and Morin (2013) is also in French, we have

followed the below instructions to construct a Standard English newswire dataset:

We have collected news articles in clusters on the Australian* and U.S.% editions
of Google News over a period of five months from January to May 2015. Clusters
composed of at least 15 news articles about one single news event, were manually
extracted from different categories (i.e., Top Stories, World, Business, Technology,
Entertainment, Science, Health, etc.). Leading sentences in news articles are known
to provide a good summary of the article content and are used as a baseline in
summarization (Dang, 2005). Hence, to obtain the sets of related sentences, we have

extracted the first sentences from the articles in the cluster and removed duplicates.

The released dataset contains 568 sentences spread over 46 clusters (each is related

to one single news event). The average number of sentences within each cluster is

Thttp:/ /news.google.com.au/
http://news.google.com/
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12, with a minimum of 7 and a maximum of 24. Three native English speakers
were also asked to meticulously read the sentences provided in the clusters, extract
the most salient facts, summarize the set of sentences, and generate three model

summaries for each cluster with as little new vocabulary as possible.

In practice, along with the clusters of sentences with similar lexical and grammat-
ical structures (we refer to these clusters as normal), it is likely to have clusters
of content-relevant sentences, but with different (non-redundant) appearance and
grammatical structure (we consider these clusters as diverse). In fact, the denser
a word graph is, the more edges interconnect with vertices and hence more paths
pass through the same vertices. This results in low lexical and syntactical diversity,
and vice versa (Tzouridis et al., 2014). The density of a word graph G = (V, E)

generated for each cluster is given by:

. | ’
D == _
ensity VIV = 1) (3.9)

Thereupon, we have identified 15 diverse clusters among the 46 clusters to demon-
strate the effectiveness of our approach on the normal and diverse groups. Table 3.1

lists the properties of the evaluation dataset.

total #clusters 46
#normal clusters 31

total #sentences 568
avg #sentences/cluster 12

H
H #diverse clusters
H
H
H

—
(@

min #sentences/cluster 7

max #sentences/cluster 24

Table 3.1: Information about the constructed dataset for MSC
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3.3 Experiments

3.3.1 Evaluation Metrics

We evaluate the proposed method over our constructed dataset (normal and diverse
clusters) using automatic and manual evaluations. The quality of the generated
compressions is assessed automatically through version 2.0° of RoUGE (Lin, 2004)
and the version 13a” of BLEU (Papineni et al., 2002). These sets of metrics are
typically used for evaluating automatic summarization and machine translation.
They compare an automatically system-generated (peer) summary against human-

generated (model) summaries.

For the manual investigation of the quality of the generated compressions, three
native raters were asked to rate the grammaticality and informativity of the com-
pressions based on the following points scale (Filippova, 2010b): Grammaticality:
(i) if the compression is grammatically perfect — point 2; (ii) if the compression
requires some minor editing — point 1; (iii) if the compression is ungrammati-
cal — point 0. The lack of capitalization is ignored by the raters. Informativity:
(i) if the compression conveys the gist of the content and is mostly similar to the
human-produced summary — point 2; (ii) if the compression misses some impor-
tant information — point I; (iii) if the compression contains none of the important
contents — point 0 (Table 3.2). The k value for the agreement between raters falls
into range (0.4 ~ 0.6) through Kappa’s® evaluation metrics, which indicates that

the strength of this agreement is moderate (Artstein and Poesio, 2008).

Shttp://kavita-ganesan.com/content /rouge-2.0/
"ftp://jaguar.ncsl.nist.gov/mt/resources/mteval-v13a.pl/

8Cohen’s kappa coefficient (x) measures inter-rater agreement for qualitative (cat-
egorical) items. It is a more robust measure than simple percent agreement, as
takes into account the possibility of the agreement occurring by chance.
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Feature State of the Compression Point
2 1 0
grammatically perfect v
Grammaticality { requires some minor editings v
ungrammatical v
conveys the gist of the content v
Informativity { misses some important information v
contains none of the important contents v

Table 3.2: Points scale defined in the agreement between raters

3.3.2 Experiment Results

For comparison purposes in our experiments, two existing approaches by Filippova
(2010b) and Boudin and Morin (2013) are used as Baselinel and Baseline2, respec-
tively. To better understand the behavior of our system, we examined our test

dataset, and made the following observations.

Manual Evaluation

Considering the results in Table 3.3, we observe a significant improvement in the
average grammaticality and informativity scores along with the compression ratio
(CompR) over the normal and diverse clusters. The informativity of Baselinel is
adversely influenced by missing important information about the set of related sen-
tences (Boudin and Morin, 2013). However Baseline2 enhanced the informativity,
the grammaticality scores are decreased due to the outputs of longer compressions.
In our approach, the remarkable improvement in the grammaticality scores is due
to the adding of the syntactic-based re-ranking step. Using this re-ranking method,
the most grammatical sentences are picked among the k-best compression candi-

dates. Furthermore, merging MWEs, replacing them with their available one-word
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synonyms, and mapping words using synonymy all enhance the informativity scores,
and help to generate a denser word graph instead of a sparse one. Given that, the
value of the compression ratio (~48%) is better than the best obtained compression

ratio on the two baselines (50%).

Method Normal Diverse CompR

Info. Gram. Info. Gram.

Baselinel 1.44 1.67 1.17 1.19 50%
Baseline2  1.68 1.60 1.30 1.12 58%
Proposed  1.68 1.68 1.36 1.47 48%

Table 3.3: Manual Evaluation: Average scores over normal and diverse clusters,
along with the estimated compression rates

Automatic Evaluation

The average performance of the baseline methods and the proposed approach over
the normal and diverse clusters in terms of ROUGE and BLEU scores are also shown
in Table 3.4. ROUGE measures the concordance of peer and model summaries by de-
termining n-grams, word sequences, and word pair matches. Precision, Recall, and
F-measure are used in ROUGE to perform comparisons over the summary scores.
While precision and recall separately measure the correctness and coverage, we
evaluate the compression candidates using F-measure that aggregates these two
measures into a single value® for unigrams, bigrams, and su4 (skip-bigrams with
maximum gap length 4). The BLEU metric computes the scores for individual sen-
tences; then averages these scores over the whole corpus for a final score. We use

BLEU for 4-grams to evaluate the results.

To make the candidate and model summaries comparable, a process of manual

PrecisionXx Recall

9 _
F-measure= 2 X Precision+ Recall

75



Chapter 3: Word Graph-based Multi-sentence Compression

Metric Baselinel Baseline2 Proposed
Rouce-1 0.4912 0.5093 0.5841
ROUGE-2 0.3050 0.3131 0.4284
RoucEe-su4 0.2867 0.3002 0.3950
BLEU-4 0.4510 0.5144 0.6913

Table 3.4: Automatic Evaluation: Average scores over normal and diverse clusters

MWE detection is performed on the model summaries and the MWE components
are merged by three native annotators. In details, automatic evaluation packages use
WordNet to compare the synonyms in each candidate and model summaries. Word-
Net puts hyphenation on synonyms, e.g., kick-the-bucket, so annotators hyphenate
MWEs in their summaries to be used in these packages. Then, the synonym prop-
erties are set in these packages to consider the synsets. Therefore, n-words MWEs
are linked to their one-word synonyms in the candidate summary. The overall re-
sults support our hypothesis that using the POS-LM for re-ranking the compression
candidates, results in more grammatical compressions, especially for diverse clus-
ters. This issue is confirmed by 4-grams BLEU, which shows the grammaticality
enhancement rather than the informativity. Meanwhile, we try to simultaneously
improve the informativity by identifying and merging MWEs along with mapping

the synonyms.

Furthermore, the effectiveness of ROUGE and BLEU is studied using the Pearson’s
correlation coefficient. We found that ROUGE shows a better correlation with in-
formativity, while the BLEU correlates better with grammaticality. Overall, the
results in Figure 3.5 show high correlation (0.5 ~ 1.0) between the automatic evalu-
ation results and human ratings for both ROUGE and BLEU. The main reason may
be the simulation of factors that humans usually consider for summarization, such

as merging and mapping strategies, along with the syntactic criteria employed by

POS-LM.
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Figure 3.5: The effectiveness of ROUGE and BLEU

Ablation Study

To investigate the impact of each improvement separately, we have also conducted
separate experiments over the prepared dataset. The results are shown in Figure 3.6
and the related data are provided in Table 3.5. We observe that merging and map-
ping strategies significantly increase the informativity of the compressions. Hence,
their computed scores by ROUGE are higher than the score of POS-LM. However,
the combination of MWE merging and mapping gets a slightly lower score from
ROUGE-sU4. One reason may be that usage of synonymy only for MWEs and ignor-
ing other one-word synonym mappings causes a more diverse graph, which slightly
decreases the informativity and grammaticality of the compressed sentences. Mean-
while, POS-LM gets better scores from BLEU-4, which indicates the grammaticality

enhancement rather than the informativity.

Metric Synonymy Merg/Map POS-LM  All

RoOUGE-1 0.5659 0.5820 0.5381 0.5841
ROUGE-2 0.3723 0.4087 0.3599 0.4284
RoucGE-su4 0.3508 0.3254 0.3629 0.3950
BLEU-4 0.5340 0.5601 0.6725 0.6913

Table 3.5: The impacts of the improvements separately
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8? B Synonymy Merging & Mapping ®POS-LM B All Together
0.6
0.5
0.4
0.3
0.2
0.1

ROUGE-1 ROUGE-2 ROUGE-SU4 BLEU-4

Figure 3.6: The impacts of the improvements separately

3.4 Summary

We have presented our attempt in using MWEs, Synonymy and POS-based language
modeling to tackle one of the pain points of MSC, which is improving both infor-
mativity and grammaticality at the same time. By manual and automatic (ROUGE
and BLEU) evaluations, experiments using the constructed English newswire dataset
showed that our approach outperforms the competitive baselines. In particular, the
proposed merging and mapping strategies, along with the grammar-enhanced POS-
LM re-ranking method, ameliorate both informativity and grammaticality of the
compressions, with an improved compression ratio. This approach can be used as
an abstractive summarizer in a wide range of applications. To show this potential,
we will use the proposed MSC word graph as a component for query-focused multi-
document summarization in Chapter 4 and for domain-specific summarization in

Chapter 5.
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Chapter 4

Query-focused Multi-document

Summarization

In Chapter 3, we proposed an enhanced word graph-based MSC approach that can
be used as an abstractive summarizer in a wide range of applications. This chapter
proposes a query-focused multi-document summarization approach for newswire.
Herein, we utilize WordNet to measure the semantic relatedness between the input
query and news sentences, while exploring the applicability of previously proposed
MSC word graph as a component of the multi-document summarizer. Figure 4.1

provides an overview of the proposed approach.

In Section 4.1, we first explain why capturing semantic similarities between the
query and sentences in the source text is important for this task. The captured
semantic similarities over WordNet are then used for the relations at sentence level,
and semantic disambiguation of words. Our approach to satisfy the query-biased
relevance, biased information novelty and richness criteria is also introduced in the
same section. We then discuss the utilized data and the conducted experiments in

Sections 4.2 and 4.3. Finally, Section 4.4 concludes and summarizes this chapter.
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Pre-Processing Abstractive Summarizer

| | | |
| | | |
| | | |
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| | | |
| | | |
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| | | |
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Figure 4.1: Overview of the proposed news summarization approach

4.1 Proposed Approach

4.1.1 Capturing Semantic Similarities

Quantifying semantic relationship between linguistic items lies at the core of many
NLP applications. However, hard matching between words has long been an obstacle
in identifying the relatedness of two sentences (Yin et al., 2012). For better clarity,

consider the following example for general domain (Pilehvar and Navigli, 2015):

Example 4.1.1. General Domain:

al. Officers fired.

a2. Several policemen terminated in corruption probe.

b1. Officers fired.
b2. Many injured during the police shooting incident.
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Surface-based approaches that are merely based on string similarity cannot capture
the relevancy between any of the above pairs of sentences because there exists no
lexical overlap. In addition, a surface-based semantic similarity approach considers
both a; and b; as being identical sentences, whereas different meanings of the verb

fire are triggered in the two contexts.

In this section, we first compute sentence-to-sentence and sentence-to-query seman-
tic similarities and any semantic ambiguity therein. To this end, we use WordNet
3.0 repository (Fellbaum, 1998) as our sense inventory. Next, we briefly explain our
journey to capture semantic similarities between sentences. In our work, we treat a

query as a long single sentence.

Many existing approaches to automatic text summarization rely on comparing the
similarity of two sentences in some ways. In our approach, the main requirement
for computing semantic similarities on WordNet is Semantic Signature, which is
a multinomial distribution generated from repetitive random walks on WordNet
(Pilehvar et al., 2013). To construct each semantic signature, an iterative method
for calculating topic-sensitive PageRank has been used (Haveliwala, 2002). The key
assumption is that repeated random walks beginning at a set of senses (seed nodes)
in WordNet network can provide a frequency or multinomial distribution over all
senses in WordNet. A higher probability will then be assigned to senses that are
frequently visited from the seeds. Consider an adjacency matrix M for the WordNet
network, where edges connect senses according to the relations defined in WordNet
(e.g., synonymy, hypernymy!, meronym? and etc.). A sense is further connected to

all the other senses that appear in its disambiguated gloss.

1X is a hypernym of Y if X is the generalization of Y (e.g., amphibian is the
hypernym of frog).

2X is a meronym of Y if X is a part or a member of Y (e.g., wheel is a meronym
of car).
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The probability distribution for the starting location of the random walker in the
network is denoted by §@. Given the set of senses S in a sentence, the probability
mass of 5% is uniformly distributed across the senses s; € S, with the mass for all

s; ¢ S set to zero. The PageRank vector is then computed as:

50 = (1 —a)M5D 4 a5 (4.1)

where at each iteration, the random walker may jump to any node s; € S with
probability «/|S|. Following the standard convention, the value of « is set to 0.15.
The number of iterations is also set to 30, which is sufficient for the distribution
to converge. The resulting probability vector §® is the semantic signature of the
sentence, as it has aggregated its senses’ similarities over the entire graph. The
UKB? off-the-shelf implementation of topic-sensitive PageRank has been used in

this step.

4.1.2 Semantic Similarities at Sentence Level

For comparing pairs of signatures at sentence level, we use the Weighted Overlap
algorithm (Pilehvar et al., 2013). This algorithm first sorts the two signatures ac-
cording to their values and then harmonically weights the overlaps between them.
The weighting process is such that differences in the highest ranks are penalized
more than differences in the lower ranks (the first-ranked element has the highest

rank). Finally, we calculate the similarity of two sentence signatures S; and S, using

Shttp://ixa2.si.ehu.es/ukb/
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the following equation:

Sim(Sh, Sy) = | _ (4.2)

where H denotes the intersection of all senses with non-zero probability in both
signatures (all non-zero dimensions) and r,(Sy;) denotes the rank of the dimension
H in the sorted signature S;, where rank 1 denotes the highest rank. The denom-
inator is also used as a normalization factor that guarantees a maximum value of
one. The minimum value is zero and occurs when there is no overlap between the

two signatures, i.e., |H| = 0.

4.1.3 Semantic Disambiguation

In order to use a deeper modeling of linguistic items at the sense level, each word in a
text has first to be analyzed and disambiguated into its intended sense. However, due
to the inherent information shortage of sentences, traditional forms of Word Sense
Disambiguation (WSD) are hard to use. Therefore, we make use of an alignment-
based sense disambiguation algorithm (Pilehvar and Navigli, 2015). This algorithm

leverages the content of the paired sentence in order to disambiguate each element.

Given two sentences, for each word type w; in sentence Sy, the semantic alignment
algorithm assigns w; to the sense that has the maximal similarity score to any sense
of the word types in the compared sentence Sy. For better clarity, let us perform

the semantic disambiguation procedure for sentences in Example 4.1.1:

P,; {officer?, firet}

P,s {policeman] , terminate? , corruption?, probe! }
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where P; denotes the corresponding set of senses of sentence 1. wli) denotes the i-th
sense of w in WordNet with part-of-speech p. We first align the senses of fire, to
all the senses of all words in ay, and compute the maximal similarity value of the
sense firel, (Sim(fire}, terminatel) = 1). Next, using the achieved disambiguated
semantic similarity scores, sentences that are less relevant to the input query will

be filtered out.

4.1.4 Query-biased Relevance

This section describes how our sentence pruning model is applied to satisfy the
query-biased relevance criterion. To be query-biased relevant, summary sentences

must overlap with the query in terms of topical content.

Sentence Pruning

Let S = {s1,52,...,8,}, be a set of sentences, and (5;;); j=1,..n be the similarity

matrix in which each element indicates the similarity S5;; > 0 between two sentences
S; and S; (similarity scores are already achieved in this chapter). We model this data
as a weighted undirected graph (similarity graph) on which each node represents a
sentence and the edge weight carries the similarity of two sentences. Hence, the input
query and the document sentences are considered as nodes on the graph, where we
consider two kinds of edge for each node: (i) sentence-to-sentence similarity edge; (ii)
sentence-to-query similarity edge. The achieved similarity weight for each sentence-

to-sentence and sentence-to-query relation is assigned to its corresponding edge in

our similarity graph. This graph is partially depicted in Figure 4.2.

Considering the combination of sentence-to-sentence and sentence-to-query similar-

ities, our model decides which sentences are relevant to the query, and should be
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Figure 4.2: Partial view of the Similarity Graph: sentence-to-query and sentence-to-
sentence similarity edges are depicted as solid and dashed lines, respectively; dotted
lines reveal the loose sentence-to-sentence relations.

kept for the further clustering step. A sentence with a high sentence-to-query simi-
larity score (direct query-biased sentence) is likely to include an answer to the query.
Moreover, a sentence which may not be similar to the query, but still has a tight
relation to a direct query-biased sentence, is also likely to include an answer. This
idea is modeled by the following combinatorial equation (Otterbacher et al., 2005;
Badrinath et al., 2011; Chali et al., 2011; Zhao et al., 2009):

) = s Sim(5,,Q)

x C(Sk|Q)

(4.3)

+(1—-p8) x :
(1-4) SkZeD >_s,ep S1m(S;, Sk)
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where C'(5;]|Q) denotes the score of a sentence S; given a query @), which is deter-
mined as the sum of the similarity between the current sentence and the query, and
the similarity between the current sentence and the other sentences in the document

set. D also indicates the collection of sentences in the document set.

The weighting parameter 0 < S < 1 is used to specify the relative contribution
of two similarities: the similarity of a sentence to the query, and the similarity of
a sentence to other sentences in the document set. The bigger the [, the heavier
the weight for the sentence-to-query similarity. If 5 = 0.5, the sentence-to-sentence
and the sentence-to-query similarity measures are assumed to be equally important.
Previous experiments (Chali et al., 2011) lead us to choose 0.4 as the best value of .
The denominators in both terms are for normalization. Sim(S;, Sk) is the weight of
the edge between two sentence nodes S; and Sy. Likewise, Sim/(S;, Q) is the weight
of the edge connecting the sentence node S; to the query node (). Finally, sentences
with C' > ~ (with the best empirical value of 0.5 for v) are picked among the set
of sentences. This pruning step results in a subgraph comprising a set of the most

query-relevant sentences to be clustered in the next step.

4.1.5 Graph-based Clustering

The clustering problem from a graph perspective, is formulated as partitioning the
graph into clusters such that the edges in the same cluster have high weights and the
edges between different clusters have low weights. Herein, we target hard clustering,
where we partition nodes of the graph into non-overlapping clusters, i.e., let us

partition S to a set of clusters C' = {cy, ¢o, ..., ¢, } such that:

(i) a#¢ forie{l,..,n}

(i) ¢nNe=¢ fori,je{l,..,n} and i #j
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(i) aU..Uc =25

We use a graph-based clustering algorithm namely Chinese Whispers (CW) (Bie-
mann, 2006) for partitioning the curated subgraph. This clustering algorithm is a
very basic, yet effective algorithm to partition the nodes of graphs in a bottom-up
fashion. This algorithm is also a special case of Markov-Chain-Clustering (Van Don-
gen, 2000), but time-linear in the number of edges. Hence, the power of Chinese
Whispers lies in its capability of handling very large graphs in reasonable time.

Algorithm 2 shows the adopted clustering algorithm used in our work:

Algorithm 2 The Chinese Whispers Algorithm
Input: a graph G = (5, E) to be clustered

Output: a clustering C' of nodes in S

1: For each s, € S

2: class(s;) =i

3: C; = {s:}

4: C={c¢:i=1,..,|9}

5: repeat

6: C'=C

T: For each s; € S, randomized order

8: class(s;) = argmax) (.. o sep(q) Sim(si, s;)
9: For each i do C; :C{si € StCZla(s;z;Z) =i}

10: C={C;:C; # ¢}

11: until C # '

12: return C

Line 1-4: First, a distinct class ¢ is assigned to each node s;, and a clustering C'
containing the singleton clusters ¢; is created. Line 5-11: Then, a series of iterations
is performed to merge the clusters. Specifically, at each iteration the algorithm

analyzes each node s in random order and assigns it to the majority class among
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those associated with its neighbors. In other words, it assigns each node s to the
class ¢ that maximizes the sum of the weights of the edges s;, s; incident on s; such

that c is the class of s;, according to the following equation:

class(s;) = argmax Z Sim(s;, s;) (4.4)
¢ {sis}EE(G)

s.t.class(s;)=c

As soon as an iteration produces no change in the clustering (Line 11), the algorithm
stops and outputs the final clustering (Line 12). The result of Chinese Whispers is
a hard partitioning of the given graph into a number of clusters. It is also possible to
obtain a soft partitioning in this algorithm. However, to keep the redundancy low,
we prefer hard partitioning. Next, we build a word graph for each cluster, and utilize

multi-sentence compression to generate abstractive summaries for the clusters.

4.1.6 Query-biased Information Novelty

A desired summary should have low information redundancy. However, in the pre-
vious section, a set of related and redundant sentences S = {sy, $a, ..., S, } have been
collected in each cluster. In this section, we follow our word graph-based MSC ap-
proach proposed in Chapter 3 to build a word graph for each cluster, and satisfy the
query-biased information novelty. This criterion denotes that summary sentences

need to be unique, as well as responding to the demands of the query.

Abstractive Summarization of Newswire

Multi-sentence compression is a constrained form of abstractive summarization (Jing,
2000; Boudin and Morin, 2013), in which the task is replacing a collection of related

sentences with a shorter sentence that captures the gist of what the related sentences
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have in common, without sacrificing grammaticality. MSC is used for both sum-
marization and text simplification. A standard way to generate summaries usually
consists of the following steps: ranking sentences by their importance, clustering
them by similarity, and selecting a sentence from the top ranked clusters (Wang
et al., 2008b). MSC goes beyond this, composing new sentences from the clusters

that may be shorter or more informative than any of their member sentences.

As already discussed in Section 3.1.1, a word graph is a directed graph G = (V| E)
comprising of a set of vertices or words together with a set of directed edges which
shows the adjacency between corresponding nodes (Filippova, 2010b; Boudin and
Morin, 2013). The graph is initiated with the first sentence, and displays its words
as a sequence of connected nodes. Words are added in three steps: (i) non-stopwords
for which no candidate exists in the graph; or for which an unambiguous mapping
is possible; (ii) non-stopwords with multiple occurrences, or for which there are
multiple possible mappings; (iii) stopwords for which we use the NLTK stopword
list. The intuition behind the use of word graphs is that we can merge synonymous

or redundant word nodes and use the graphs to generate more compressed sentences.

One limitation of word graphs is that they do not represent multi-word expres-
sions, and hence MWEs lead to noise and information loss. After tokenization and
stemming, we detect MWEs’ components and their POS tags. We then merge the
components that are associated with the same synset in WordNet 3.0 (Miller, 1995),
and replace the MWEs with their available one-word synonyms. We only consider
the most frequent one-word synonym in the WordNet that also appears in the other
relevant sentences. If other relevant sentences contain none of the one-word syn-

onyms, the most frequent one is selected.

Furthermore, we utilize WordNet synsets to find the synonym words in the content.
For example, consider 3 different sentences containing words bright, smart and bril-

liant, which are synonyms of each other. Assume each sentence contains one of these
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synonyms respectively. Usually, these three words will be different nodes in a word
graph, but we merge the three nodes into a single node. The weight of the obtained
node is computed by summing the frequency scores from the other nodes. In this
way, the weight of frequent similar words with different appearances in the content
is better reflected by the notion of synonymy. Hence, we make use of redundant

parts to indicate the salient paths (Figure 4.3).

computer users should follow killing
{1:4,2:1} {15, 2:2} {1:6, 2:3, 3:3} {1:1, 2:4} {2:11}

security
{2:6}

deleted
{3:6}

0——©
node label specified anti-virus software

SID:PID pairs {3:9} {1:12,3:10} {1:13,3:11} {1:14, 2:13, 3:12}

|
| SID:1. An expert, suggested computer users should delete the virus with the I
I anti-virus software. I
I SID:2. Computer users should follow the security settings to delete the killing I
| virus. |
I SID:3. The virus should be immediately deleted with the specified anti-virus :

|

| software.
e e e J

Figure 4.3: Example of our multi-sentence compression graph. Thick edges indicate
the salient path, where PIDs define the order of nodes.

Edge weights are calculated using the weighting function defined in Equation 3.1.
We finally use a heuristic algorithm (Boudin and Morin, 2013) to find the k-shortest
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paths in the graph (with &£ = 150 throughout our experiments). In the following,
we explain how to re-rank these summary candidates to favor more informative and

grammatical compressions.

4.1.7 Query-biased Information Richness

Summary sentences should include as much important information as possible with
respect to both the set of sentences and the input query in order to acquire query-
biased information richness. To re-rank the compression candidates based on this
criterion, important keyphrases have been exploited using the TextRank algorithm
(Mihalcea and Tarau, 2004). The score of a keyphrase is computed by summing the
salience of the words it contains, normalized with its length to favor longer n-grams
(Equation 3.3). Compression candidates or paths in the word graph are then re-
ranked based on the achieved scores for their keyphrases using Equation 3.4. This

re-ranking step favors summary sentences conveying important information.

In a further re-ranking step, we benefit from the fact that part-of-speech tags capture
the syntactic roles of words in a sentence. We use a part-of-speech based language
model trained in Section 3.1.3 to assign a score to each generated summary in terms
of grammatical structure (Equation 3.7). This grammar-enhanced language model

helps in identifying the most grammatical sentence among the k-best compressions.

Considering the above-mentioned re-ranking scores, the normalized score of a com-
pression candidate is given by Equation 3.8 with a different optimization settings.
We will optimize the scaling factor x on development set (Section 4.3.2) to reach the
best final score. Finally, summary sentences are selected based on their sentence-to-
query similarity scores, until the length constraint of query-focused multi-document

summarization is reached (a 250-word summary).
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To further illustrate our proposed approach in this chapter, let us consider a query
to the Internet news regarding Kenya bombing. Part of the summary generated by a

human, an extractive system, and our proposed abstractive summarizer (Proposed-

Abs) are shown in Table 4.1 4.

4.2 Data

We use the popular summarization benchmark datasets released by the Document
Understanding Conferences® (DUC) that were held yearly from 2001 to 2007. In
these conferences, different tasks were proposed over the years, taking into account
new challenges and requirements for text summarization, also forcing systems to be
dynamic and adaptable. For our experiments, we utilize DUC 2005°, 20067, and
DUC 2007%. Each of them consists of document sets and model human summaries.
We have also employed OpenNLP? to detect and split the sentences, and Stanford
POS tagger (Toutanova et al., 2003) for tokenizing and part-of-speech tagging of

each sentence. Table 4.2 gives a short summary of these three datasets.

4 Abstractive summarizers still cannot generate complete grammatical summaries.
The Proposed-Abs Summary in this table is one of the most grammatical summaries
generated by the proposed summarizer.

http://www-nlpir.nist.gov /projects/duc/

Shttp:/ /www-nlpir.nist.gov /projects/duc/duc2005/tasks.html/
"http://www-nlpir.nist.gov /projects/duc/duc2006 /tasks.html/
$http:/ /www-nlpir.nist.gov /projects/duc/duc2007 /tasks.html/
9http://opennlp.sourceforge.net
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Input Documents: Multiple News Sources ...

JEE8

Input Query: How were the bombings of the US embassies in Kenya
and Tanzania conducted? What terrorist groups and individuals were
responsible? How and where were the attacks planned?

A Human Produced Summary: Federal prosecutors in their inves-
tigation of the twin bombings of the American embassies in Kenya and
Tanzania on August 7, 1998 in which more than 250 were killed, includ-
ing two suicide bombers, have charged at least 14 men. All the indicted
are members of Islamic extremist groups and are believed to have con-
spired with Saudi terrorist, Osama bin Laden. They include at least
several Egyptians, ... After approximately three months of planning,
the bombings were clearly well coordinated and precisely timed to coin-
cide. Bombers destined for Kenya were dispatched through Somalia and
Rwanda. ...

Extractive Summary: President Bill Clinton Thursday condemned
terrorist bomb attacks at U.S. embassies in Kenya and Tanzania and
vowed to find the bombers and bring them to justice. Local sources
said the plan to bomb U.S. embassies in Kenya and Tanzania took three
months to complete and bombers destined for Kenya were dispatched
through Somali and Rwanda. Clinton met with top aides Wednesday in
the White House to assess the situation following at U.S. embassies in
Kenya and Tanzania which have killed more than 250 people and injured
over 5,000, most of them Kenyans and Tanzanians. ...

Proposed-Abs Summary: On August 7, 1998, bombings of US Em-
bassies in Kenya and Tanzania killed more than 250 people and over 5,000
injured. The other suspect in the bombing are members of the al-Qaeda
founded by Saudi exile Osama bin Laden and Islamic Jihad Egyptian.
The bomb originated in Middle East came by sea to Tanzania. Bomb
U.S. embassies in Kenya and Tanzania took three months to complete
and bombers destined for Kenya were through Somali and Rwanda. ...

Table 4.1: Part of the summary generated by human, an extractive system, and our
summarization approach (Proposed-Abs) for topic D0626H (DUC 2006). Greyed out
parts in extractive summary, are query-irrelevant phrases, such as temporal informa-
tion or source of the news, and also redundant parts which have been automatically
removed in the Proposed-Abs.
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[ Features | DUC 2005 | DUC 2006 | DUC 2007 |
H number of clusters \ 50 \ 50 \ 45 H
H documents/clusters \ 25-50 \ 25 \ 25 H
H summary length \ 250 words \ 250 words \ 250 words H

Table 4.2: Information about the utilized DUC datasets

4.3 Experiments

4.3.1 Evaluation Metrics

The evaluation of automatically generated summaries is a critical issue due to the
subjectivity in deciding what the evaluation criteria should be (Radev et al., 2003).
The evaluation process may be performed manually, and require human judges to
decide whether or not a summary is of good quality. Hence, manual evaluation is
very costly and time-consuming. Besides, to objectively judge a summary has been
proven difficult, as humans often disagree on what exactly makes a summary of good
quality (Jones and Galliers, 1995). Thereupon, for our summarization approach, we

automatically assess the generated summaries through ROUGE metrics Lin (2004).

ROUGE is a commonly used evaluation method to measure the summary quality
by counting the overlapping units between system-generated peer summaries and
human-written model/gold summaries. ROUGE measures the concordance of can-
didate and model summaries by determining n-grams, word sequences, and word
pair matches. ROUGE metrics produce a value in [0, 1], where higher values are pre-
ferred, as they indicate a greater content overlap between the generated summary
and model summaries. We use ROUGE F-measure for unigrams, bigrams, and su4

(skip-bigrams with maximum gap length 4) to evaluate the generated summaries.

An important drawback of ROUGE metrics is that they use lexical matching instead
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of semantic matching. Therefore, generated summaries that are worded differently
but carry the same semantic information may be assigned different ROUGE scores
(Plaza et al., 2011). In contrast, the main advantages of ROUGE are its simplicity

and high correlation with human judgments (Lin, 2004).

4.3.2 Experiment Results

To investigate the effectiveness of our proposed approach for summarizing newswire,
we conduct experiments using one of the competitive extractive query-focused multi-
document summarizers - RelationListwise by Yin et al. (2012). This summarization
system integrates relation information among all sentences into a list, and mainly
considers some individual features: i.e., query-biased relevance, biased information
novelty, and richness. Top three systems with the highest ROUGE scores that par-
ticipated in DUC 2005 (S4, S15, S17), DUC 2006 (S12, S23, S24), and DUC 2007
(S4, S15, S29) are also compared with our system.

In an ablation study, the effectiveness of multi-sentence compression along with the
re-ranking algorithms, is studied using the following experiments. We keep consis-
tency for our algorithm framework except to omit the graph-based clustering and
multi-sentence compression steps, and converting our abstractive summarization ap-
proach to the ranking-based extractive approach (Proposed-Ext). For more clarity,
we have conducted only two first components of our approach, which are captur-
ing sentence-to-sentence and sentence-to-query semantic similarities, and also sen-
tence pruning step to achieve the most query-relevant sentences. Then we compare
Proposed-Ext with our proposed abstractive approach (Proposed-Abs). Table 4.3,
Table 4.4, and Table 4.5 show the experiment results on DUC 2005'°, DUC 2006,
and DUC 2007, respectively.

1ONo experiment results on DUC 2005 were reported by RelationListwise
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System Rouge-1 Rouge-2 Rouge-su4
RelationListwise - - -

S17 0.36933 0.07286 0.12937
S4 0.37584 0.07063 0.12868
S15 0.37656 0.07383 0.13248

Proposed-Ext 0.37106 0.07219 0.12963
Proposed-Abs 0.41980 0.08725 0.13941

Table 4.3: Evaluation on DUC 2005 Dataset

System Rouge-1 Rouge-2 Rouge-su4
RelationListwise  0.43066 0.10852 0.16324
523 0.40973 0.09785 0.16162
S12 0.41253 0.09633 0.16074
S24 0.41081 0.09957 0.15248

Proposed-Ext 0.41102 0.09722 0.16019
Proposed-Abs 0.44871 0.14208 0.17602

Table 4.4: Evaluation on DUC 2006 Dataset

System Rouge-1 Rouge-2 Rouge-su4
RelationListwise  0.45852 0.13091 0.17824
S4 0.43603 0.11785 0.17162
S29 0.43159 0.12048 0.17374
S15 0.44481 0.12907 0.17748

Proposed-Ext 0.43564 0.12410 0.17391
Proposed-Abs 0.47641 0.15415 0.18753

Table 4.5: Evaluation on DUC 2007 Dataset

The statistics point out the superiority of our proposed approach to the compared
systems on all evaluation metrics. Hence, the overall results support our hypothesis
that query-focused abstractive summarization using the underlying textual semantic
similarities while considering the grammatical structure of the generated summaries,

results in more query-relevant, informative, and promising summaries. Besides,
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the results achieved by Proposed-Ext on DUC benchmark datasets still show some
improvements over some of the baseline systems. The reason might be capturing
textual semantic similarities, which helps to select the most query-relevant sentences

among the set of news documents.

Standard Deviation of Rouge Scores

Tables 4.3, 4.4, and 4.5 have demonstrated the average performance of the proposed
summarization approach. Therefore, an important research question that immedi-
ately arises is how much the ROUGE scores differ across each of the datasets. To
answer this question, the standard deviation of three variants of ROUGE scores for

the summaries generated by Proposed-Abs are computed and reported in Table 4.6.

Dataset Rouge-1 Rouge-2 Rouge-su4
DUC 2005 0.03017 0.00946 0.00483
DUC 2006  0.00952 0.01705 0.01008
DUC 2007  0.01263 0.01528 0.00773

Table 4.6: Standard deviation of ROUGE scores for the summaries generated by
Proposed-Abs across DUC 2005, DUC 2006, and DUC 2007 datasets

Syntactic Analysis of the Generated Sentences

In this section, we employ version 5.3.7 of Link Grammar Parser'! to analyze a
random selected part of the generated summaries in terms of syntactic structure. An
example of the parser analysis performed for a sample generated sentence ”Bombings
of US Embassies in Kenya and Tanzania killed more than 250 people and over 5,000

injured.”, is shown in Figure 4.4.

Uhttp: / /www.abisource.com/projects/link-grammar/
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Found 224 linkages (35 with no P.P. violations)
Linkage 1, cost vector = (UNUSED=0 DIS=1 AND=0 LEN=35)

+ Xp +
| + Sp + |
| + Mp + | |
| | [, | +=—=—=MVt-———+--—-Opc———+ |
+=—m-Wd==m=+==Mp-=+ +==G-—+ +-Js+ +--0m--+ | +-Dmcn—-+ Mv- +

I

LEFT-WALL bombings.n of US Embassies in Kenya and Tanzania killed.v more than 250 people.p and over 5,000 injured.v

(@

LEFT-WALL bombings.n of US Embassies in Kenya and Tanzania killed.v more than 250 people.p and over 5,000 injured.v

Linkage 2, cost vector = (UNUSED=0 DIS=1 AND=0 LEN=36)
+ Xp +
| N o . |
| + Mp + | |
| | T — | 4o =MVt —-OpC--—+ |
+-——-Wd--—=+--Mp--+ +--G--+ +-Js+ +--Om--+ | +-Dmcn-+ |
I | |

(b)

Constituent tree: Constituent tree:
(S (NP (NP (NP bombings) (S (NP (NP (NP bombings)
(PP of (PP of
(NP US Embassies))) (NP US Embassies)))
(PP in (PP in
(NP (NP Kenya) (NP (NP Kenya)
and and
(NP Tanzania)))) (NP Tanzania))))
(VP killed (VP killed
(NP more) (NP more)
(PP than (PP (PP than
(NP (NP (NP 250 people) (NP 250 people))
and and
(NP over 5,000)) (PP over
(VP injured)))) (NP (NP 5,000)
.) (VP injured)))))
)
@] (d)

Figure 4.4: Example of using Link Grammar Parser for the syntactic analysis of a
sample generated sentence; (a) and (b) demonstrate two found complete linkages
with no p.p. violations. The constituent trees (c) and (d) correspond to linkages
(a) and (b), respectively.

Link Grammar parser is a syntactic analyzer of English language developed at the
Carnegie Mellon University (Sleator and Temperley, 1995). Having received a sen-
tence, the system attributes it with a syntactic structure which consists of a set of
marked links connecting the pairs of words. It includes approximately 60000 dictio-
nary forms, and can skip a part of a sentence it cannot understand and define some
structure for the rest of the sentence. It is capable of processing an unknown lexicon
and doing reasonable assumptions about the syntactic category of unknown words

based on the context and writing. The parser contains data about various names,
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numerical expressions, and punctuation marks.

Link grammar differs from traditional dependency grammars by allowing cyclic rela-
tions between words. Therefore, for example, there can be links indicating both the
head verb of a sentence, the head subject of the sentence, as well as a link between
the subject and the verb. These three links thus form a cycle (a triangle, in this
case). Cycles are useful in constraining what might otherwise be ambiguous parses,

and can help "tighten up” the set of allowable parses of a sentence.

We have performed a random selection of generated summary sentences among the
set of high ranked ones by our par-of-speech based language model, to syntactically
analyze them using the Link Grammar, and consequently show the effectiveness of
our grammar-enhanced re-ranking step. The parser gives a constituent representa-
tion of a sentence, labeling noun phrases, verb phrases, clauses, etc.. Hence, the
constituent representation is derived from the linkage. The parser does not con-
sider a sentence to be grammatical, just because it finds a valid linkage for that
sentence. The linkage must satisfy a post-processing phase. The parser indicates
the post-processing status with messages like "Found 2 linkages (1 with no P.P.
violations)”. If all of the linkages at one stage have post processing violations, the

parser continues looking for a satisfactory linkage in the next phase.

If there is more than one satisfactory linkage, the parser orders them according to
certain simple heuristics. The cost vector determines the ordering used. This vector
has three components. The first component (most significant in the ordering) is the
total cost of all the usages of words in the linkage. The dictionary assigns different
costs to the usages of a word; while most usages have cost nothing, some have non-
zero cost. The second component has to do with the relative size of components
combined by conjunctions. The third component is the total length of all links in
the linkage. Figure 4.4 demonstrates this process for a sample generated sentence.

For this example, the Link Grammar finds 224 complete linkages 35 of which with
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no p.p violations, which indicates that this newly generated summary sentence is

grammatically correct.

This analysis shows about 88% precision over the syntactic structure of summary
sentences. In details, as shown in Figure 4.5, among 600 random-selected summary
sentences (200 generated sentences of each analyzed DUC dataset), 528 sentences
have been shown to have at least one complete linkage with no P.P violations, 54
sentences (9%) have a number of linkages but with some P.P violations, and finally,

Link Grammar parser cannot find any linkage for 18 sentences (3%).

No Linkage ||
Linkage with P.P violations [lllll

Linkage without P-P violations I[NNI
0% 20%  40% 60% 80% 100%

Figure 4.5: Syntactic analysis of a number of 600 generated summary sentences
using Link Grammar Parser

Exploring Scaling Factor

In Section 4.1.7, a free parameter is discussed (i in Equation 3.8). We randomly
selected 30% of each DUC dataset as a development set to tune this parameter.
Figure 4.6 shows the results obtained by ROUGE-1 F-Measure, using different values
for . The best average result is observed while u is between 0.4 and 0.5. Hence,
we consider value of 0.45 to optimize p. Performance deteriorates when the value of
it approaches 1.0 which indicates the system performance without any contribution
of grammar-enhanced re-ranking step. Decreasing the weight of i to zero causes

the exclusion of keyphrase re-ranking step, and consequently ignorance of exploiting
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important information. This demonstrates the importance of using both scores in

appropriate re-ranking of the generated summary sentences.

0.5 -
0.45 1
0.4 A
0.35 -+
0.3 A

0.25 -
02 - -+3++ DUC 2005

F-Measure

0.15 - —e—DUC 2006
0.1 1
0.05 4

0

—4A—DUC 2007

o 01 02 03 04 05 06 07 08 09 1
n

Figure 4.6: Exploring scaling factor p in Equation 3.8 on the development set

4.4 Summary

In this chapter, we proposed an abstractive query-focused summarizer for newswire.
Given a query and a set of news documents, our approach summarizes the docu-
ments to answer the query with the aim of satisfying query-biased relevance, biased
information novelty, and biased information richness. For this purpose, sentence-
to-sentence and sentence-to-query semantic similarities are captured by performing
repetitive random walks over WordNet. Furthermore, less query-relevant sentences
are filtered out, and a well-organized and informative summary is generated (through
an MSC word graph) for each of the clusters of query-relevant sentences. This com-
ponent considers the important keyphrases, along with the grammatical structure
of the generated summaries. We also studied the importance of separate compo-
nents in our approach by conducting a set of experiments in Section 4.3.2, where we

used automatic evaluation metric over the DUC benchmark datasets. The overall
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experiment results showed that our method outperforms the competitive baselines.
The next chapter presents the first attempt to appraise the coverage of knowledge
sources for domain-specific summarization, where we focus on the task of query-

biased multi-document summarization for clinical texts.
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Domain-specific Multi-document

Summarization

In this chapter, we intend to explore the coverage of general and domain specific
knowledge sources for the purpose of abstractive summarization. Among the exist-
ing specific domains, we focus on the summarization of the vast body of medical
evidence. The growth of content of medical evidence requires development of ef-
fective summarization techniques to provide required information to physicians and
researchers. Given a clinical query and a set of relevant medical evidence, our aim is
to generate a fluent, well-organized, and compact summary that answers the clinical
query. This chapter contributes to enhance the quality of biomedical summaries
by appraising the applicability of WordNet as a general-purpose lexicon to cap-
ture the concepts not covered by the UMLS Metathesaurus. Figure 5.1 provides
an overview of the proposed approach. Herein, our approach is adopted into the
summarization framework proposed in Chapter 4 to effectively summarize clinical
text. We explore the utility of the graph representation of both general (WordNet)

and domain-specific (UMLS) lexicons for incorporating underlying textual semantic
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4. Abbreviation Sentences

Replacement

Similarities

I I I I
Pre-Processing : Measuring Similarities : Graph-based Clustering : Abstractive Summarizer : Output

I I | |

| | | |

I I | |

| | | |

| | | |

EBM I I | |

Corpus | | | Word Graph |

| WordNet | | Construction |

| | | |

I A I I I

I I | I

1. POS-Tagging | Y | | |

2. Tokenizing | Random Walks to | |
3. Sentence Splitting >  Measure Semantic : Summary

|

|

|

l

Re-ranking K-Shortest Paths | ——

Similarity Graph
Construction

Figure 5.1: Overview of the proposed framework
similarities.

In Section 5.1, we discuss these resources, their distinctions, and the employed
Evidence-based Medicine (EBM) corpus. Preprocessing step is explained in Section
5.2. We demonstrate the proposed approach in Section 5.3. Section 5.4 reports the
evaluation metrics and the performed experiments. Finally, Section 5.5 concludes

this chapter.

5.1 Data

In this chapter, we have utilized two knowledge sources: Unified Medical Language
System (UMLS!) developed by the U.S. National Library of Medicine (Bodenreider,
2004), and WordNet? (Fellbaum, 1998) for concept discrimination. We have also

employed the data provided in an EBM corpus by Molla et al. (2015) to develop,

Thttp://www.nlm.nih.gov /research /umls/
http://wordnet.princeton.edu/
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test, and evaluate our summarization approach.

5.1.1 UMLS

UMLS (Bodenreider, 2004) is a database of biomedical vocabularies developed by
the U.S. National Library of Medicine. In our approach, we have utilized version
2015AB of the UMLS Metathesaurus that contains more than 3.25 million concepts,
and nearly 13 million unique concept names from over 190 source vocabularies.
The three major components of UMLS are the Metathesaurus, Semantic Network
and SPECIALIST Lexicon. This work focuses on the Metathesaurus which semi-
automatically integrates information about biomedical and health-related concepts

from various biomedical and clinical sources.

UMLS wuses 12 different types of hierarchical and non-hierarchical relations be-
tween concepts. For instance, the hierarchical relations consist of the parent/child
and broader /narrower (BR/NR) relations. We utilize version 2016 of MetaMap?
program (Aronson, 2006) for mapping biomedical text to concepts in the UMLS
Metathesaurus. MetaMap employs a knowledge-intensive approach that uses the
SPECIALIST Lexicon in combination with lexical and syntactic analysis to identify

noun phrases in text.

Matches between noun phrases and Metathesaurus concepts are computed by gen-
erating lexical variations and allowing partial matches between the phrase and the
concept. The possible UMLS concepts are assigned scores based on the closeness
of the match between the input noun phrase and the target concept. The highest

scoring concepts and their semantic types are gradually returned.

3Developed by the U.S. National Library of Medicine; available at
https://metamap.nlm.nih.gov/
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5.1.2 WordNet

WordNet is a large general-purpose lexical database of English, which is often used in
word sense discrimination. Words are grouped into sets of synonyms called synsets,
each of which expressing a distinct concept. We have used WordNet 3.0 reposi-
tory (Fellbaum, 1998) for the current study, that includes a total of 155,287 words

organized in 117,659 concepts, which are linked by semantic and lexical relations.

5.1.3 UMLS vs. WordNet

Although WordNet includes a certain number of medical terms, UMLS is used ex-
tensively for medical text mining and retrieval. A study performed by Bodenreider
(2004) shows that the concept overlap between WordNet and UMLS varies from
48% to 97%. This is because UMLS records the variability of the lexical forms
encountered in the source vocabularies, while WordNet only records the canonical
forms. WordNet and UMLS are also different in their graph structures. Therefore,
there exists a huge discrepancy in granularity between WordNet and UMLS (Lu,
2015). For example, as shown in Figure 5.2, malignant_tumor.n.01 is the parent of
cancer.n.01 in WordNet, but malignant tumor and cancer locate in the same con-
cept C0006826 (malignant neoplasms) in UMLS. In this example, WordNet has a

finer granularity. However, UMLS possesses a finer granularity in some other cases.

While UMLS is a very rich source of information on medical and biological terms
and concepts, it does not provide full coverage of non-medical concepts, terms and
relations (Hogan, 2007; Burgun and Bodenreider, 2001; Huang et al., 2009; Mougin
et al., 2006). In this chapter, we have utilized WordNet to represent the layman
knowledge, and UMLS to represent the professional knowledge. Our goal is to

capture sentence-to-query and sentence-to-sentence semantic similarities, and bridge
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cancer.n.o1
WordNet hypernym/hyponym —» Q -0 ‘ T O
leukemia.n.o1 maligant_tumor.n.o1
maligant disease
[c0442867]
leukemia D O
UMLS RN/RB ——>  101053413] /

maligant neoplasms [C0006826]
{maligant tumor, cancer, ...}

Figure 5.2: Example of difference between WordNet and UMLS

the knowledge and language gaps in biomedical summarizers.

5.1.4 EBM Corpus

At the time of writing this thesis, the corpus released by Molla et al. (2015) is the
only available corpus* for the task of evidence-based medicine text summarization.
This corpus is sourced from the Clinical Inquiries section of the Journal of Family

®. Each article in this section of the journal (issued monthly) addresses a

Practice
clinical question, and provides a systematic analysis of the best available medical
evidence in response to the posed clinical query. For each question, this corpus

contains the following information:

e The URL of the clinical inquiry: An address, from which the information

has been sourced.

thttp:/ /sourceforge.net/projects/ebmsumcorpus/

http://www.jfponline.com/articles/clinical-inquiries.html/
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e The question: For example, ” What is the evaluation and treatment strategy

for Raynaud’s phenomenon?”.

e The bottom-line evidence-based answer: The answer may contain sev-
eral parts, since a question may be answered according to distinct pieces of
evidence. For each part, the corpus includes a short description of the answer,
the Strength of Recommendation (SOR) grade of the evidence related to the
answer, and a short description that explains the reasoning behind allocating

such a SOR grade.

e The answer justifications: For each of the parts of the evidence-based an-
swer, there is one or more justifications describing the actual findings reported

in the research papers supporting the answer.

e The references: Each answer justification includes one or more references to
the source research paper. Each reference includes the PubMed® ID and full

abstract information as encoded in PubMed, if available.

This corpus consists of 456 clinical queries, with 1396 bottom-line, multi-document
summaries (i.e., evidence-based answers). The total number of single-document
evidence-based summaries is 3036, which are generated from 2908 unique articles.
The corpus also contains XML versions of these articles, obtained from PubMed.
We have utilized this corpus to develop and test our query-focused multi-document
summarization framework. The bottom-line answers are used as the reference (gold)
summaries. The question and all the abstracts associated with the bottom-line
summary are also considered as the source texts. Table 5.1 lists the properties of
this corpus, and Table 5.2 provides an example of query-focused multi-document

summarization over this corpus.

6PubMed is a free search engine accessing primarily the MEDLINE database of
references and abstracts on life sciences and biomedical topics, provided by the U.S.
National Library of Medicine; available at https://www.ncbi.nlm.nih.gov/pubmed/
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total #clinical queries 456

#single-document evidence summaries 3036

H #bottom-line multi-document summaries 1396 H
H |
H [

total #unique articles 2908

Table 5.1: Information about the EBM Corpus

5.2 Preprocessing

5.2.1 Biomedical Domain Peculiarities

Biomedical texts exhibit certain unique attributes that must be taken into account
in the development of a summarization system. First, medical information arises in a
wide range of document types (Afantenos et al., 2005) like electronic health records,
scientific articles, semi-structured databases, X-ray images and even videos. Each
document type presents very distinct characteristics that should be considered in the
summarization process. We focus on scientific articles, which are mainly composed
of text. Having knowledge about the article layout can be exploited to improve
the summaries that are generated automatically (Plaza et al., 2011). Second, the
specific nature of biomedical terminology makes it difficult to automatically process

biomedical information. Some of the discussed issues are as follows:

e Synonyms: The use of different terms to designate the same concept.

e Homonyms: The use of words/phrases with multiple meanings. For instance,
the syntagms coronary failure and heart attack stand for the same concept,
while the term anaesthesia may refer to either the loss of sensation or the

procedure for pain relief.

e Neologisms: Newly coined words that are not likely to be found in a dictio-

nary (e.g., the term coumadinise for the administration of coumadin).
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Question: How should we manage a patient with a positive PPD and
prior BCG vaccination?

Bottom-line answer (multi-document summary): A recently de-
veloped alternative is the interferon-gamma assay (QuantiFERON-TB
Gold test), which may be used in place of, or in addition to, the PPD
skin test for patients who are known to have received a BCG vaccine.
[PubMed IDs: 15059788, 16539718]

Source text 1 [PMID: 15059788]: The tuberculin skin test for im-
munologic diagnosis of Mycobacterium tuberculosis infection has many
limitations, including being confounded by bacillus Calmette-Gurin
(BCG) vaccination or exposure to nontuberculous mycobacteria. M.
tuberculosis-specific antigens that are absent from BCG and most non-
tuberculous mycobacteria have been identified. We examined the use
of two of these antigens, CFP-10 and ESAT-6, in a whole blood TFN-
gamma assay as a diagnostic test for tuberculosis in BCG-vaccinated
individuals. Because of the lack of an accurate standard with which to
compare new tests for M. tuberculosis infection, specificity of the whole
blood IFN-gamma assay was estimated on the basis of data from people
with no identified risk for M. tuberculosis exposure (216 BCG-vaccinated
Japanese adults) and sensitivity was estimated on the basis of data from
118 patients with culture-confirmed M. tuberculosis infection who had
received less than 1 week of treatment. Using a combination of CFP-10
and ESAT-6 responses, the specificity of the test for the low-risk group
was 98.1% and the sensitivity for patients with M. tuberculosis infection
was 89.0%. The results demonstrate that the whole blood IFN-gamma
assay using CFP-10 and ESAT-6 was highly specific and sensitive for M.
tuberculosis infection and was unaffected by BCG vaccination status.

Source text 2 [PMID: 16539718]: The whole-blood interferon-
gamma release assay (IGRA) is recommended in some settings as an
alternative to the tuberculin skin test (TST). Outcomes from field im-
plementation of the IGRA for routine tuberculosis (TB) testing have not
been reported. We evaluated feasibility, acceptability, and costs after
1.5 years of IGRA use in San Francisco under routine program condi-
tions. Patients seen at six community clinics serving homeless, immi-
grant, or injection-drug user (IDU) populations were routinely offered
IGRA (Quantiferon-TB). Per guidelines, we excluded patients who were
17 years old, HIV-infected, immunocompromised, or pregnant.
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We reviewed medical records for IGRA results and completion of med-
ical evaluation for TB, and at two clinics reviewed TB screening logs
for instances of IGRA refusal or phlebotomy failure. Between Novem-
ber 1, 2003 and February 28, 2005, 4143 persons were evaluated by
IGRA. 225(5%) specimens were not tested, and 89 (2%) were IGRA-
indeterminate. Positive or negative IGRA results were available for 3829
(92%). Of 819 patients with positive IGRA results, 524 (64%) completed
diagnostic evaluation within 30 days of their IGRA test date. Among 503
patients eligible for IGRA testing at two clinics, phlebotomy was refused
by 33 (7%) and failed in 40 (8%). Including phlebotomy, laboratory,
and personnel costs, IGRA use cost $33.67 per patient tested. IGRA
implementation in a routine TB control program setting was feasible
and acceptable among homeless, IDU, and immigrant patients in San
Francisco, with results more frequently available than the historically
described performance of TST. Laboratory-based diagnosis and surveil-
lance for M. tuberculosis infection is now possible.

Table 5.2: Example of query-focused multi-document summarization, showing the
question, the bottom-line summary and two of the source abstracts.

e Elisions: The omission of words or sounds in a word or phrase. For example,

white count which is understood by physicians as the count of white blood cells.

e Abbreviations: A shortened form of a word or phrase. For example, the use

of OC'T to refer to Optical Coherence Tomography.

5.2.2 Preprocessing Steps

In our approach, if the abstract includes abbreviations, the abbreviations and their
expansions are extracted. This information is then used to replace these shortened
forms in the abstract body. For example, if the abbreviation defines Autologous
Bone Marrow Transplantation as the expansion of ABMT for a particular abstract,
this abbreviation would be replaced by Autologous Bone Marrow Transplantation

anywhere else in the document body.
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If the abstract contains abbreviations and acronyms, but without any definition, the
software” for abbreviation definition recognition presented by Schwartz and Hearst
(2002) is used. This software allows for the identification of abbreviations and their
expansions in biomedical texts with an average precision of 95%. Abbreviations are

then replaced by their expansions in the document body.

Furthermore, we have used the stopword list included in NLTK extended with
the PubMed stopwords® to remove the generic terms (e.g., prepositions and pro-
nouns), which are not useful in our summarization process. We have also employed
OpenNLP? to detect and split the sentences, and Stanford POS tagger (Toutanova

et al., 2003) for tokenizing and part-of-speech tagging of each sentence.

5.3 Proposed Approach

Many existing approaches to automatic summarization rely on comparing the simi-
larity of two sentences in some ways. Most existing relatedness measures are based
on knowledge sources such as concept hierarchies or ontologies. For general English
text, research on measuring relatedness has relied on WordNet, a freely available
database that can also be viewed as a semantic network. For clinical and biomedical
vocabularies, they are compiled into UMLS, a large lexical and semantic database

of medical terms maintained by the U.S. National Library of Medicine.

In Example 4.1.1, we discussed hard matching between words as an obstacle in
identifying the relatedness of two sentences in General Domain (Yin et al., 2012).

The following example illustrate such problem in Biomedical Domain:

Thttp://biotext.berkeley.edu/software.html/
®http://www.ncbi.nlm.nih.gov/books/NBK3827 /table/pubmedhelp.T.stopwords/
9http://opennlp.sourceforge.net /
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Example 5.3.1. Biomedical Domain:

(i) Cerebrovascular diseases during pregnancy result from any of three major

mechanisms: arterial infarction, haemorrhage or venous thrombosis.

(ii) Brain vascular disorders during gestation result from any of three major

mechanisms: arterial infarction, haemorrhage or venous thrombosis.

Because the two sentences present different terms, surface-based approaches are
unable to make use of the fact that they have exactly the same meaning. We have
solved this problem by leveraging a UMLS-based approach dealing with concepts

instead of terms, and with semantic relations instead of lexical or syntactical ones.

In our approach, the main requirement for computing semantic similarities on Word-
Net and UMLS is Semantic Signature, which is a multinomial distribution generated
from repeated random walks on WordNet (Pilehvar and Navigli, 2015). In Section
4.1.1, we utilized this concept to capture semantic similarities and disambiguate

words on WordNet. Next, we explain how to capture semantic similarities on UMLS.

5.3.1 Semantic Similarities on UMLS

To construct each semantic signature on UMLS, we employ a graph-based algo-
rithm to perform iterative random walks over the graph representation of the UMLS
Metathesaurus. A variant of this algorithm has previously been utilized for query
expansion (Martinez et al., 2014). The UMLS Metathesaurus contains a wide range
of information about the relations between terms in the form of database tables.
The MRREL table lists relations between concepts (i.e., parent, can be qualified by,
and related and possibly synonymous) among others. Concepts in UMLS are con-

sidered as nodes (seeds), and the relations listed in the MRREL table as directed
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edges. No weights are used for the relations that are extracted from the MRREL
table.

We have used the MetaMap program to map each sentence to concepts from the
UMLS Metathesaurus and semantic types from the UMLS Semantic Network. A
broad range of concepts from very generic UMLS semantic types are discarded in
this step for two reasons: (i) the generic concepts have already been considered
in capturing WordNet-based semantic similarities; (ii) to reduce the size of UMLS
graph, and consequently reduce the run time of iterative random walks. Following
Plaza et al. (2011), these semantic types are defined as quantitative concept, qual-
itative concept, temporal concept, functional concept, idea or concept, intellectual
product, mental process, spatial concept, and language. Therefore, only concepts of
the rest of semantic types are considered for constructing semantic signatures. Table

5.3 provides an example of mapping a sentence by MetaMap.

Score Concept Semantic Type Considered
862 No evidence of Qualitative Concept X
593 Increase Functional Concept b 4
593 Risk Idea or Concept b 4
578 Major Qualitative Concept b 4
744 Hemorrhage Pathologic Function v
278 Result Functional Concept b 4
578 Accidental Falls Injury or Poisoning v
1000  Hospitalized Patients Patient or Disabled Group v
966 Take Health Care Activity v
1000 Warfarin Pharmacologic Substance v

Table 5.3: MetaMap mapping for the sentence ” There is no evidence of increased
risk for major bleeding as a result of falls in hospitalized patients taking warfarin.”

Same as WordNet-based semantic signature, the UKB implementation of Personal-
ized PageRank is utilized, but this time on UMLS. Consider an adjacency matrix X
with all relations in MRREL, for the UMLS graph. The random walker starts in any
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of the concepts included in the sentence, and follows at random one of the relations
to another concept. With certain probability, the random walker would restart in
any of the concepts, and continue its walk. Finally, the number of visits to each
concept in the graph would give an indication of how related that concept is to the
sentence terms. The result is a probability distribution over UMLS concepts. The

higher the probability for a concept, the more related it is to the given sentence.

The probability distribution for the starting location of the random walker in the
network is denoted by @ (9. Released the set of MetaMap concepts C' in a sentence,
the probability mass of #(?) is uniformly distributed across the concepts ¢; € C,
with the mass for all ¢; ¢ C set to zero. The PageRank vector is then computed

using the following equation:

i =1 -p)xaY 4+ pa® (5.1)

where at each iteration, the random walker may jump to any node ¢; € C' with
probability /|C|. Following the standard convention, the value of /3 is set to 0.15.
The number of iterations is also set to 30, which is sufficient for the distribution
to converge. The resulting probability vector #® is the semantic signature of the
sentence on UMLS, as it has aggregated its concepts’ similarities over the entire

graph.

5.3.2 UMLS-based Semantic Disambiguation

Using the built-in WSD module, MetaMap allows to disambiguate terms and return
directly the relevant concept. For better clarity, we run MetaMap to find the UMLS
concepts for the term cold (Figure 5.3). Normally, four concepts in MetaMap are

assigned to this term. When WSD module is turned on, only one concept will be
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returned by considering the terms included in the given sentence. Then, a uniform
probability distribution is assigned to the concepts found in each sentence. The rest

of the nodes are initialized to zero.

Processing 00000000.tx.1: cold

Phrase: cold

>>»>>> Phrase

cold

“<<<<< Phrase

>>>>> Variants

cold [noun] variants (n=l):
1: cold{[noun], 0=[]}

<<<<< Variants

>>>>> Candidates

Meta Candidates (Total=4; Excluded=0; Pruned=0; Remaining=4)
1000 C0009264:Cold (Cold Temperature) [Natural Phenomenon or Process|
1000 C0009443:COLD (Common Cold) [Disease or Syndrome]
1000 C0041912:Cold (Upper Respiratory Infections) [Disease or Syndrome ]
1000 €0234192:Cold (Cold Sensation) [Physioclogic Function]

<<<<< Candidates

»>>>>> Mappings

Meta Mapping (1000):
1000 | C0234192:Cold (Cold Sensation)| [Physiolegic Function]

Meta Mapping (1000):
1000 |C0009264:Cold (Cold Temperature)| [Matural Phenomenon or Process]

Meta Mapping (1000):
1000 C0009443:COLD (Common Cold)| [Disease or Syndrome]

Meta Mapping (1000):

1000 |C0041912:Cold (Upper Respiratory Infectionsll[niseaae or Syndrome ]

<<<<< Mapplngs

Figure 5.3: Screenshot of Mapping the term cold using MetaMap

5.3.3 Semantic Similarities at Sentence Level

For comparing pairs of semantic signatures at sentence level, we have used Weighted
Overlap algorithm by Pilehvar and Navigli (2015). This algorithm first sorts the

two signatures according to their values and then harmonically weights the overlaps
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between them. The weighting process is such that differences in the highest ranks
are penalized more than differences in lower ranks, while the first-ranked element has
the highest rank. Using the knowledge source N (i.e., WordNet or UMLS), Weighted
Overlap calculates the semantic similarity (Simy) of two sentence signatures Sy

and Sy as:

Simy(Sny1, Sna) = Loner (r(S1) + 7(S2) (5.2)

S (20)

where H denotes the intersection of all senses/concepts with non-zero probability
(dimension) in both signatures, and 7, (Sy;) denotes the rank of the dimension A in
the sorted signature Sy;, where rank 1 denotes the highest rank. The denominator
is also used as a normalization factor that guarantees a maximum value of one.
The minimum value is zero and occurs when there is no overlap between the two

signatures, i.e., |[H| = 0.

To estimate the final semantic similarity score between two sentences, we have con-
ducted a set of experiments using the WordNet-based semantic similarities (Simy),
and/or UMLS-based semantic similarities (Simy ), and obtained the best result while

using both scores with different weights according to the following equation:

Simfmal(sl, 52) =nX SimU(SUl, SUQ) + (1 — 7]) X SimW(SW1, SW2> (53)

where Simy (Sy1, Syz) denotes the semantic similarity score between two sentence
signatures on UMLS. The semantic similarity score between two sentence signatures
on WordNet is also shown by Simy (Sw1, Swe). Finally, the scaling factor n was
optimized on development data in our experiments and set to 0.6 to reach the best

result (Section 5.4).
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Next, using the achieved semantic similarity score for each pair of sentences, sen-
tences which are less or not relevant to the clinical query will be pruned, and re-

mained sentences will be clustered according to their relevance to each other.

5.3.4 Sentence Pruning and Clustering

For keeping the most relevant sentences to the input query, sentences are modeled
as a weighted undirected graph (similarity graph - explained completely in Section
4.1.4), in which each node represents a sentence and each edge weight scores the
similarity of two sentences. Considering the combination of sentence-to-sentence
and sentence-to-query similarities (Equation 4.3), we then prune the graph, passing

on a subset of the input sentences to the subsequent clustering step.

The graph-based clustering algorithm we have used in this step, is CW (explained
in Section 4.1.5) proposed by Biemann (2006). First, a distinct class is assigned to
each node. Then, a series of iterations is performed aimed at merging the clusters.
Specifically, it assigns each node to the class that maximizes the sum of the weights
of the edges. As soon as the algorithm converges, producing no further merge

operations, we output the final clustering.

Clustering Potential of the EBM Corpus

Each query in the corpus is accompanied with multiple candidate replies. Since
each candidate reply is referred to a set of abstracts, their released corpus could be
utilized for the task of clustering (Molla et al., 2015). This ability is appreciated by
an example shown in Table 5.4. However, we desire to consider a set of abstracts as
a bag of sentences, pick the query-related sentences, and finally collect the relevant

ones into a set of clusters. Hence, each cluster in our work is likely to include a set
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of sentences from different clusters defined in the corpus. Hence, we do not use the

clustering potential of corpus in our approach.

Question: What is the evaluation and treatment strategy for Raynaud’s
phenomenon?

Abstract TDs: 12814733, 12814733, 12324557, 11392916, 15865744,
10796398, 11508437

Resulting Clusters:
Clusterl — 12814733, 12814733, 12324557
Cluster2 — 11392916
Clusterd — 15865744, 10796398, 11508437

Table 5.4: Example of Clustering Potential of the Utilized Corpus

Next, we build a MSC word graph for each cluster, and generate one sentence as an

abstractive summary of each cluster.

5.3.5 Abstractive Summarization of Medical Evidence

As discussed in Section 3.1.1, a word graph is a directed graph constructed by itera-
tively adding sentences to it. Conducting this step not only removes the redundancy,
but also makes use of redundant parts to indicate the salient paths. An example
of the constructed MSC word graph for this task is depicted in Figure 5.4. Edge
weights in the word graph are calculated using the weighting function defined by
Filippova (2010b) (Equation 3.1).

Utilizing Synonymy

Similar to synonym mapping as explained in 3.1.2, in order to reduce the redundancy
caused by existing synonyms in the sentences, we use the synsets in WordNet to iden-

tify synonym representative candidates. For example, consider n different sentences
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treatment for patients who
{1:2, 2:6} {1:4, 2:8} {1:5,3:6} {1:6, 3:7}
strategy

overuse
suggested {3:8}

medication
{1:13, 2:1, 3:1}

\

withdrawal
{1:14, 2:2, 3:2}

therapy chr

{2:3}

2:'12’ 3:12) medications
y {3:11} headache
daily {3:10}

node label headaches {1:10, 2:10}
SID:PID pairs {1:11, 2:11}

——— e ————————_—_——E——————_——_——_——_——E—_——— 4,

—_

Y

|
ISID:1. A treatment strategy for patients who suffer from chronic daily :
I headaches is medication withdrawal. I
I SID:2. Medication withdrawal therapy is a treatment strategy for chronic daily :
| headaches. I

|

|

Figure 5.4: Example of the Constructed Word Graph. Thick edges indicate salient
paths.

containing words biliary, bilious, tumor, tumour, and neoplasm. The first two words,
and the latter three ones are synonyms of each other. Assume each sentence con-
tains one of these possible combinations (i.e., biliary tumor, biliary neoplasm, biliary
tumour, bilious tumor, bilious neoplasm, bilious tumour). Without an appropriate
synonym mapping based on the notion of synonymy, these several synonym nodes
will be added to the word graph as separate nodes. We consider their frequency
to pick one of them as the representative of its synonyms from the other sentences.

The weight of the obtained node is computed by summing the frequency scores from
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the other nodes as shown in Figure 5.5.

Content
Biliary, freq=i
Word Graph
& \\‘\\\\ Biliary, freq=i+j

Bilious, freq=j T~

Neoplasm, freg=n -
-7 i Tumor, freqg=k+m+n
Tumor, freq=k

Tumour, freqg=m

Figure 5.5: Example of Biomedical Synonym Mapping

The heuristic algorithm discussed in (Boudin and Morin, 2013) is then used to find
the k-shortest paths (k = 50 throughout our experiments) from start to end node in
the graph. Hence, most of the potentially good candidates are kept and a decline in
performance is prevented. Paths shorter than eight words or do not contain a verb
are filtered before re-ranking. The remaining paths are re-ranked and the path that

has the lightest average edge weight is eventually considered as the best compression.

Keyphrase Extraction

Furthermore, we use keyphrase extraction based on TextRank algorithm (Mihal-
cea and Tarau, 2004) to re-rank the compression candidates (explained in Section
4.1.7). The score of a keyphrase is computed by summing the salience of the words it
contains, normalized with its length to favor longer n-grams (Equation 3.3). Com-

pression candidates or paths in the word graph are then re-ranked based on the
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achieved scores for their keyphrases using Equation 3.4. This re-ranking step favors

summary sentences conveying important information.

Ensuring the Syntactic Structure

Since our abstractive word graph generates new summary sentences, we need to
ensure the grammatical structure of these newly constructed sentences. Hence, we
benefit from the fact that POS tags capture the syntactic roles of words in a sentence.
Herein, we train the POS-LM explained in Section 3.1.3 to assign a score to each
generated biomedical summary in terms of grammatical structure (Equation 3.7).
This grammar-enhanced language model helps in identifying the most grammatical

sentence among the k-best compressions.

To build a POS-LM, we have employed the SRILM toolkit (Stolcke, 2002) to build a
single global language model. To train the POS-LM, we use Stanford POS tagger to
annotate a large part (~100 M-words) of the BioMed Central full-text corpus for text
mining research'® that contains a large number (~ 290914) of biomedical articles.
Then, we remove all words from the pairs of words/POS in the POS annotated
corpus. The candidate sentences also need to be annotated with POS tags. Hence,
the score of each summary is estimated by the language model, based on its sequence

of POS tags. Since factors like POS tags are less sparse than surface forms, we use

a 7-gram POS-LM following Section 3.1.3.

The scaling factor p was optimized on development data in our experiments and set
to 0.4 (Section 5.4). A further syntactic analysis of the generated summaries is also
explored in our experiments. Hence, the most grammatical candidate among the
candidates contain the most important phrases has been selected as the summary

for each cluster.

%http://old.biomedcentral.com/about/datamining/
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All automatic summaries were generated by selecting sentences until the summary
is 30% of the original document size (Plaza et al., 2011). This choice of the summary
size is based on the well-accepted heuristic that a summary should be between 15%
and 35% of the size of the source text. Considering this convention, we pick a number
of three summary sentences (based on their sentence-to-query similarity scores) to

answer the corresponding clinical query.

5.4 Experiments

5.4.1 Evaluation Metrics

We have used ROUGE (Lin, 2004) F-measure for unigrams, bigrams, and su4 (skip-
bigrams with maximum gap length 4) over the specialized EBM corpus to evaluate
the generated summaries. The bottom-line answers in the EBM corpus have also

been used as the model summaries.

5.4.2 Experiment Results

To investigate the effectiveness of our summarization approach for EBM, we com-
pare our approach with FastSum (Schilder and Kondadadi, 2008), and a research
prototype LezRank (Erkan and Radev, 2004). FastSum is a fast query-focused multi-
document summarization system based only on word frequency features of topics,
documents, and clusters. Each sentence is ranked based on a linear function of scores
using a variety of frequency measures. A support vector regression is also used to
learn weights of the features. LexRank is a topic-oriented generic summarizer that
focuses on multi-document extractive text summarization, and extracts the infor-

mation in the text that is related to the user specified topic. This prototype has
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outperformed both centroid-based methods and other systems participating in DUC
in most of the cases (Erkan and Radev, 2004). Comparison with LexRank will allow
us to evaluate whether semantic information provides benefits over merely lexical

information in graph-based summarization approaches.

In addition, we pick the first and last third sentences of each set of abstracts related
to a clinical query, so called (first part, and last part). We also consider all sentences
included in the abstracts related to a clinical query as whole part. Afterwards,
included sentences in each of these three parts are considered as the input bag of

sentences for the following baselines:

e Head Baseline: This baseline is used in a variety of summarization applica-
tions, specifically in the news summarization area. In our work, this baseline
generates summaries by unintentionally selecting three sentences from the first

part.
e Random Baseline: Randomly selects three sentences from the whole part.

e Tail Baseline: The last sentences in the medical abstracts usually provide
conclusions. Hence, this has been used as a baseline for summarization of
biomedical texts (Demner-Fushman and Lin, 2007). In our work, this baseline

generates summaries by selecting three sentences at random from the last part.

Furthermore, the effectiveness of the abstractive summarizer of our approach along
with the re-ranking algorithms is also studied using the following experiments. We
keep consistency for our approach except to omit the graph-based clustering and the
word graph, and converting our abstractive method to the ranking-based extractive
approach (Proposed-Ext). For more clarity, we have conducted only two first com-
ponents of our approach, which are capturing semantic WordNet and UMLS-based

sentence-to-query and sentence-to-sentence similarities, and also sentence filtering
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step to achieve the most query-relevant sentences. The average performance of the
baseline systems and the proposed framework in terms of ROUGE scores are shown

in Figure 5.6, and the data is provided in Table 5.5.
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Figure 5.6: Average scores by ROUGE metrics over the EBM corpus

System Rouge-1 Rouge-2 Rouge-su4
Head Baseline 0.2710 0.1723 0.1593
Random Baseline  0.2623 0.1801 0.1509
Tail Baseline 0.2866 0.1834 0.1607
FastSum 0.3382 0.2081 0.188
LexRank 0.3407 0.2069 0.1938
Proposed-Ext 0.3142 0.1911 0.1806

Proposed-Abs 0.3985 0.2450 0.2259

Table 5.5: Average scores by ROUGE metrics over the EBM corpus

The statistics point out the effectiveness of our abstractive approach over the com-
pared systems on all evaluation metrics. Hence, the overall results support our hy-

pothesis that query-based abstractive summarization using the underlying textual
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semantic similarities based on both WordNet and UMLS knowledge sources results
in significantly better performance. Besides, the results achieved by Proposed-Ext
on the EBM corpus still show some improvements over some of the baseline sys-
tems. The main reason may be capturing both WordNet and UMLS-based semantic
similarities, which help to select the most query-relevant sentences among the set
of biomedical abstracts. Finally, considering the results obtained by Tail Baseline,
we realize that the last part of each abstract is more likely to be included in the
summary. Table 5.6 shows an example of a summary generated by human (gold),

our abstractive framework (Proposed-Abs), and the extractive LexRank.

Question: Are major bleeding events from falls more likely in patients
on warfarin?

Gold Summary: There is no evidence of increased risk for major bleed-
ing as a result of falls in hospitalized patients taking warfarin. [PubMed
IDs: 7668955, 15638939

Proposed-Abs Summary One study found no difference in major
bleeding complications between patients taking anticoagulation therapy
with not taking. Criteria for taking warfarin were not reported. Pre-
scribing warfarin for patients judged less likely to fall.

LexRank Summary No major hemorrhagic complications were seen
following 131 falls in the anticoagulation group (93 patients) and 269 falls
in the group not on anticoagulation (175 patients). The study was limited
because most falls were from a seated position or partially controlled by
an attendant. Major hemorrhage was defined as bruising or cuts requiring
immediate attention from a physician.

Table 5.6: Example of different summaries: Gold summary; Proposed-Abs summary;
and LexRank summary.

Standard Deviation of Rouge Scores

Since Table 5.5 shows the average results, an important research question that im-

mediately arises is how much the ROUGE scores differ across the abstracts. Hence,
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the standard deviation of different ROUGE scores for the summaries generated by

Proposed-Abs are shown in Table 5.7.

Metric Rouge-1 Rouge-2 Rouge-su4
Standard Deviation  0.02104 0.03250 0.03079

Table 5.7: Standard deviation of ROUGE scores for the summaries generated by
Proposed-Abs

Exploring Scaling Factors

In our work, two free parameters are defined: Scaling Factor 1 (n in Equation 5.3 -
measuring semantic similarities using WordNet and UMLS), and Scaling Factor 2
(1 in Equation 3.8 - The final re-ranking score of each generated summary sentence).
We randomly selected 30% of the EBM corpus as a development set to tune these
parameters. Figure 5.7 shows the results obtained by ROUGE-1 F-Measure, using
different values for n and p. The best results are obtained when n = 0.6, and u = 0.4.
Performance deteriorates when the UMLS portion in measuring semantic similarities
is less or more than 0.6. On the other hand, when contribution of TextRank score for
each generated summary sentence is anything but 0.4, the performance gradually
decreases. The lowest performance is obtained when TeztRank score is ignored
in re-ranking the generated summary sentences, and also when UMLS semantic
signature occupies 0.9 of whole 1.0 value of final semantic similarity measure. This
demonstrates the importance of using both WordNet and UMLS to capture the

semantic similarities.
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Figure 5.7: Exploring Scaling Factor 1 (n in Equation 5.3), and Scaling Factor 2 (p
in Equation 3.8) on the development set.

Syntactic Analysis of the Generated Sentences

Finally, we have analyzed a random selected part of the generated summaries in
terms of syntactic structure, using version 5.3.7 of Link Grammar Parser (Figure
5.8). This parser (explained in Section 4.3) is a syntactic analyzer of English lan-

guage developed at the Carnegie Mellon University (Sleator and Temperley, 1995).

The results show about 85% precision over the syntactic structure of summaries. In
details, among 600 random-selected summary sentences, 512 sentences have been
shown to have at least one complete linkage with no P.P violations, 64 sentences
(11%) have a number of linkages but with some P.P violations, and finally, Link

Grammar parser cannot find any linkage for 24 sentences (4%) (Figure 5.9).
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Found 2 linkages (2 with no P.P. violations)

Linkage 1, cost vector = (UNUSED=0 DIS=1 AND=0 LEN=21)
+ Xp +
I + S5 + I
+ Wd + + ap + | |
| fammmam—] DSU-—————— + | tommmmm——- Ammm e + + 0st + |
| | 4o -BN-- b Mp-—t | - | 4Bl |
' ' I I

LEFT-WALL a treatment.n strategy.n fof.p chronic.a daiiy.a headaches.n is.v medication.n withdrawal.n .
Constituent tree:

(5 (NP (NP A treatment strategy)
(PP for
(NP chronic daily headaches)))
(VP is
(NP medication withdrawal))

0

Linkage 2, cost vector = (UNUSED=0 DIS=1 AND=0 LEN=21)
+ ip +
I + S8 + I
+ sa + + Ip + | |
| Fom e DSU-————-— + | Fom e A———m + + Ost + |
| #om oAl om-Mp-—t | oo BN--—t | oA oo |
I I

LEFT-WALL a treatment.n strategy.n fof.p chronic.a daiiy.n headaches.n is.v medication.n withdrawal.n .

Constituent tree:
(5 (NP (NP A treatment strategy)
(PP for
(NP chronic daily headaches)})
(VP is
(NP medication withdrawal))

-)

Figure 5.8: Example of using Link Grammar Parser for the syntactic analysis of
a sample generated sentence A treatment strategy for chronic daily headaches is
medication withdrawal.”

No Linkage

Linkage with P.P violations [[lllli

Linkage without P.Pviolations I I
0% 20% 40% 60% 80% 100%

Figure 5.9: Syntactic analysis of a number of 600 generated summary sentences
using Link Grammar Parser
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5.5 Summary

We have presented the first attempt at integrating WordNet into UMLS for sum-
marizing biomedical texts. Given a clinical query, our approach generates an infor-
mative and grammatical summary for a set of biomedical abstracts. We captured
sentence-to-sentence and sentence-to-query semantic similarities using both Word-
Net and UMLS, and studied summarizing capability of the proposed approach in
Chapter 4 for biomedical summarization. The experiment results over the evidence-
based medicine corpus indicate that our approach outperforms the two competitive
systems. Three different baselines for sentence selection have also been used, each
aiming to construct a different type of summary according to the type of information
in various parts of the source. It has been found that the last part of each abstract

is more likely to be included in the summary.

Our approach has significantly satisfied query-biased relevance, biased information
novelty and richness. We have tackled the main issue faced by the state-of-the-art
biomedical summarizers (i.e., decline in summarization performance due to the poor
UMLS coverage of non-medical concepts in the documents to be summarized) (Plaza
et al., 2011). This issue is addressed by using WordNet to represent the layman
knowledge, and UMLS to represent the professional knowledge. We believe that this

approach can bridge the knowledge and language gaps in biomedical summarizers.
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Model-based Semantic Evaluation

of Summaries

Rouce! (Lin, 2004) is one of the first and most widely used evaluation metrics
for text summarization. However, its assessment merely relies on surface similari-
ties between peer and model summaries. Consequently, ROUGE is unable to fairly
evaluate abstractive summaries including lexical variations and paraphrasing. In
this chapter, we explore the effectiveness of lexical resource-based models to address
this issue. To this end, we adopt a graph-based algorithm into ROUGE to cap-
ture the semantic similarities between peer and model summaries. Our semantically
motivated approach computes ROUGE scores based on both lexical and semantic
similarities. Our proposal is that exploiting the lexico-semantic similarity of the
words used in summaries would significantly help ROUGE to correlate better with
human judgments. The proposed approach is explained in Section 6.1. Section 6.2
reports the utilized data, the performed meta-evaluation, and the achieved results.

Finally, Section 6.3 summarizes this chapter.

'Recall-Oriented Understudy for Gisting Evaluation
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6.1 Proposed Approach

ROUGE assumes that a peer summary is of high quality if it shares many words
or phrases with a model summary. However, different terminology may be used to
refer to the same concepts and hence relying only on lexical overlaps may underrate
content quality scores. To tackle this issue, our approach utilizes both semantic
and lexical similarities between a peer and its corresponding model summary. This
method also enables us to reward terms that are not lexically equivalent, but se-

mantically related.

6.1.1 Graph-theoretic Summary Evaluation

Given a pair of peer and model summaries, we compute and compare Personalized
PageRank (PPR) vectors at the following levels: (i) sense level, to disambiguate
each word (having a set of senses); and (ii) n-gram level, to measure the semantic
similarity. We compare the PPR vectors of each pair of n-grams using the following
measures: (i) Path-based: considering the path that the random walker takes at
each iteration to get to a particular node; (ii) Rank and Weight: weighting the
overlaps between a pair of ranked PPR vectors. Next, we explain how a PPR vector
is constructed for a sense or a set of senses, and how a similarity score is computed

accordingly.

Vector Representation

The WordNet graph has edges of various types, with the main types being hyper-
nymy and meronymy to connect nodes containing senses. However, we do not use
these types, and consider an edge as an undirected semantic or lexical relation be-

tween two synsets. We have utilized the WordNet graph enriched by connecting a
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sense - irrespective of its part-of-speech (POS) - with all the other senses that ap-
pear in its disambiguated gloss Pilehvar and Navigli (2015). Dimension of the vector
representation is the number of connected nodes in the graph. For better clarity,
we consider the adjacency matrix A for our semantic graph, and perform iterative
random walks beginning at a set of senses S on WordNet with the probability mass
of p(S), which is uniformly distributed across the senses s; € S, and the mass for
all s; ¢ S set to zero. This provides a frequency or multinomial distribution over all
senses in WordNet, with a higher probability assigned to senses that are frequently
visited. The PPR vector of S is given by:

p*(S) = dAp*1(S) + (1 — d)p'”(S) (6.1)

where at each iteration, the random walker may follow one of the edges with proba-
bility d or jump back to any node s; € S with probability (1 —d)/|S|. Following the
standard convention, the value of damping factor d is set to 0.85, and the number
of iterations k is set to 20, which is sufficient for the distribution to converge. The
resulting probability vector p(*)(S) is the PPR vector of the lexical item, as it has

aggregated its senses’ similarities over the entire graph.

Comparing Vectors

Conventional measures for comparing PPR vectors calculate the probability that a
random walker meets a particular node after a specific number of iterations, which
is potentially problematic (Rothe and Schiitze, 2014). For example, consider the

following connected nodes:

law { suit } { tailor
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The PPR vectors of suit and dress have some weight on tailor, which is desirable.
However, the PPR vector of law will also have a non-zero weight for tailor. Conse-
quently, law and dress are spuriously similar because of the node tailor. To prevent
this type of false similarity, the random walker needs to take into account the walk-
ing path to reach a particular node (Rothe and Schiitze, 2014). We formalize this

by defining the semantic similarity of two sets of nodes I and J as:

k

Simgem(I,J) =Y " x RW(p(I),p)(J])) (6.2)

z=0

where damping factor ¢ was optimized on the TAC 2010 (Owczarzak and Dang,
2010) AESOP dataset, and set to 0.7 to ensure that early meetings are more valu-
able than later meetings. At each iteration x, we compare PPR vectors by ranking
their dimensions (senses) based on their values, and weighting the overlaps between
them (Equation 6.3). Hence, we weight the similarity such that differences in the
highest ranks (most important senses in a vector) are penalized more than differ-
ences in lower ranks. This measure has proven to be superior to cosine similarity,
Jensen-Shannon divergence, and Rank-Biased Overlap for comparing vectors (Pile-

hvar et al., 2013).

ZhGH (77;1(}/')4"7“’1(Z))_l7 lf |H| > 0
S @)
RW(Y,Z) = i=1 (6.3)
0, otherwise

where H denotes the intersection of all senses with non-zero probability in both
vectors Y and Z. r,(Y) indicates the rank of sense h in vector Y, where rank 1 is
the highest rank. The denominator is used as a normalization factor that guarantees
a maximum value of one. The minimum value is zero and occurs when there is no

overlap between the two vectors, i.e., |H| = 0.
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Disambiguation of n-grams

Prior to measuring semantic similarities, each word in n-grams has to be analyzed
and disambiguated into its intended sense. However, conventional word sense disam-
biguations are not applicable due to the lack of contextual information. Hence, we
seek the semantic alignment that maximizes the similarity of the senses of the com-
pared words. As an example (Pilehvar et al., 2013), consider two sentences of "al.
Officers fired.” and “a2. Several policemen terminated in corruption probe.”, the se-

mantic alignment procedure has been performed as ” P,;. officers, fire”, and” P,s.

1»

policeman , terminate?, corruption’ | probel

. t]’; denotes the i-th sense of a word ¢
in WordNet with part-of-speech p. After alignment, among all possible pairings of
all senses of fire, to all senses of all words in a2, the sense firel (employment ter-

mination) obtains the maximal similarity value of Simg,(fire}, terminate?) = 1.

Therefore, ROUGE-G transforms the task of determining overlapping n-grams in
ROUGE into that of computing the similarity of the best-matching sense pair across
the two n-grams. It also enables the same n-grams to have different meanings when
paired with different linguistic items. In the following, the generated PPR vectors
for a pair of disambiguated n-gram in the model summary, and the peer summary

text are compared to calculate their semantic similarities.

Model-summary against Peer Summary

Exploiting underlying semantic similarities between all n-gram pairs in the model
and peer summary texts takes a lot of time and effort. To overcome this issue, we
consider the peer summary text as a sense-tagged unit, and measure its semantic
similarity against each n-gram in the model summary text. For better clarity, let
us consider MT = {mty, mty,...,mt,}, and PT = {pty, pta,...,pt,,} as the sets of

tokens of a model and a peer summary text, respectively. Figure 6.1 shows how
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PPR vectors of unigrams and bigrams in a model summary text are compared to

the PPR vector of the peer summary text.

unigram bigram
mt;, mtz, ... , mty mt; , mty, mtz, ... , mty1 , mty
- — — - Y, -
V Vv \% Vv \% V
‘\ k ’1 “\ k\ /’W
N \ ’ ~So N -
Son e ‘\\ AN e
‘A_)L’ \j‘_> &
\VA \%
AL A
I N I )
pti, ptz, ... , ptm pti, ptz, ... , ptm

Figure 6.1: Comparing PPR vectors between n-gram,, (unigrams and bigrams in a
model summary text) and a peer summary text

Measuring semantic similarities and sense disambiguation have previously been ex-
plained in detail. We can list the steps as follows: (i) Generating PPR vectors for all
senses of the n-grams; (ii) Comparing the PPR vectors to disambiguate the n-grams
to a set of proper senses; (iii) Generating one PPR vector for each of the n-grams
by initializing random walks from their disambiguated senses over WordNet; and fi-
nally (iv) Comparing the resulting PPR vectors to compute the semantic similarity
between the n-grams. Treating the peer summary text as one unit not only reduces
comparison time and increases the efficiency, but also provides a suitable number of
content words which guarantees implicit word sense disambiguation, and semantic

relationship derivation.

6.1.2 OOV Handling

Similarly to any other graph-based approach that maps words in a given textual item
to their corresponding nodes in a semantic network, modeling n-grams through PPR
vectors can suffer from the limited coverage of words. This means that only those

words that are associated with some nodes in WordNet can be handled. Since Out-
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of-vocabulary (OOV) words are the words that are not defined in the corresponding
lexical resource, they will be ignored while generating PPR vectors. The reason is
that they do not have an associated node in the WordNet graph for the random
walk to be initialized from. Denying OOV words, such as infrequent named entities,
acronyms or jargon, while increasing in a text, can be problematic when measuring
semantic similarity of n-gram pairs. To take OOV words into consideration, we
introduce new dimensions in the resulting PPR vector, one for each OOV term.
Following Pilehvar and Navigli (2015), we finally set the associated weights of the
new dimensions to 0.5 so as to guarantee their placement among the top dimensions

in their vectors.

6.1.3 Multiple Levels of Evaluation

Most single automatic metrics use one level of evaluation (i.e., lexical, syntactic or
semantic). A better approach is to assess the results while combining multiple levels
of evaluation into one model (Ellouze et al., 2013). For better clarity, consider the

following groups of sentences:

al. Soldiers were killed.
a2. Soldiers were executed.

a3. Military personnel were executed for committed crimes.

b1. Soldiers were killed.
b2. Soldiers were murdered.

b3. Several servicemen were murdered by criminals.

Surface-based approaches that are merely based on string similarity cannot capture
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the similarity between any of the above pairs of a! and a3, or b1 and b3 as there
exists no lexical overlap. In addition, a surface-based semantic similarity approach
considers both al and b1 as being identical sentences, whereas we know that dif-
ferent meanings of the verb 7kill” are triggered in the two contexts. Although verbs
7kill”, "execute” and "murder” are close together in WordNet, a2 and b2 carry very
different connotations. As a remedy, we need to transform words to senses and per-
form disambiguation by taking into account the context of the paired linguistic item,
hence providing a deeper measure of similarity comparison. We combine lexical and
semantic similarities to compute ROUGE-G-N (Equation 6.4). This approach can
increase the chance of getting the evaluation results more correlated with human

assessments.

Z Z Simps(n-gramy,, n-gram,)

Me{ModelSums} n-gramm€M,n-gram,c PeerSum

Z Z Count(n-gram,,)

Me{ModelSums} n-grammeM

ROUGE-G-N =

(6.4)

where n stands for the length of n-gram, and Simyg is the score of lexico-semantic
similarity between a pair of n-grams in model summary (n-gram,,) and peer sum-

mary (n-gram,).

To compute Simpg, we have conducted a set of experiments using lexical similar-
ities, Countaten(n-gramy,, n-gram,), and/or semantic similarities, Simgen (Equa-

tion 6.2). The best correlation is obtained while using a linear combination of both
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scores with different weights according to the following equation:

Simpgs(n-gramy,, n-gram,) =
B x Countmaten(n-gramy,, n-gram,,) (6.5)

+ (1 — B) x Simgem (n-grams,, n-gram,)

The scaling factor 5 was optimized on the TAC 2010 AESOP dataset (Owczarzak
and Dang, 2010), and set to 0.5 to reach the best correlation with the manual metrics
of Pyramid and Responsiveness. Count,,aien(n-gram,,, n-gram,) is the maximum

number of the n-gram co-occurring in a peer summary and a set of model summaries.

6.2 Experiments

6.2.1 Data and Meta-evaluation

The only available datasets for the task of Summarization Evaluation are three
AESOP datasets? provided by TAC 2009, 2010, and 2011. Among them, we optimize
scaling factors using the TAC 2010 AESOP dataset, and evaluate ROUGE-G on the
TAC 2011 (Owczarzak and Dang, 2011) AESOP dataset for two main reasons: (i)
it is the only dataset on which evaluation metrics can be assessed for their ability
to measure summary Readability; (ii) To be in line with the most recent work
(ROUGE-WE) that has also been evaluated only on this dataset for measuring the
Readability scores. This dataset consists of 44 topics, and two sets of 10 documents
for each topic: set A for initial summaries; set B for update summaries. There are
four human-crafted model summaries for each document set. A summary for each

topic is generated by each of the 51 summarizers which participated in the main

Zhttps://tac.nist.gov/data/

139



Chapter 6: Model-based Semantic Fvaluation of Summaries

TAC summarization task. Source documents for summarization are taken from the

New York Times, the Associated Press, and the Xinhua News Agency newswire.

Two different types of evaluation were tasked in TAC 2011 AESOP: All Peers and No
Models. The former case assigns a score to each peer summary, including the model
summaries. This evaluation is intended to focus on whether an automatic metric
can distinguish between human and automatic summarizers. The latter assigns a
score to each peer summary, excluding the model summaries. This case is intended
to focus on how well an automatic metric is able to assess automatic summaries.
Using model summaries as references, each automatic summary can be evaluated
against all four references simultaneously. Since our aim is to evaluate the quality

of automatic summaries, we make use of No Models evaluation.

The output of participating automatic metrics is tasked to be compared against hu-
man judges using three manual metrics of Pyramid, Readability, and Responsiveness.
Hence, the outputs are scored based on their summary content, linguistic quality,
and a combination of both, respectively. Prior to computing correlation of ROUGE-
G variants with manual metrics, ROUGE-G scores have reliably been computed (95%
confidence intervals) under ROUGE bootstrap resampling with the default number of
sampling point (1000). Correlation of ROUGE-G evaluation scores with the human
judgments is then assessed with three metrics of correlation: Pearson r; Spearman

p; and Kendall 7.

The value of all measures is between -1 and 1 of which 1 or -1 indicates a strong
relationship between the two measures. The closer the value is to zero, the weaker the
relation between the two measures. 25 automatic metrics participated in the TAC
2011 AESOP task, three of which (i.e., ROUGE-2, ROUGE-su4, and BE-HM) were
used as baselines. In our experiments, the effectiveness of ROUGE-G is demonstrated
by assessing its three variants (ROUGE-G-1, 2, and Su4) against their corresponding

variants of ROUGE, and the other 23 AESOP participants. Note that ROUGE-1
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was not among the participating metrics, but will be considered in our experiments.
We compute scores using the default NIST settings for baselines in the TAC 2011

AESOP task (with stemming and keeping stopwords?).

6.2.2 Experiment Results

We evaluate three variants of ROUGE-G (i.e., ROUGE-G-1, 2, and su4), against
the top 13 best-performing metrics among the 23 metrics participated in AESOP
2011, the baselines (i.e., ROUGE-2, su4, BE-HM), ROUGE-1, and the most recent
related work (ROUGE-WE). Correlation results of the best-performing AESOP met-
rics with Pyramid, Responsiveness, and Readability scores to the correlation metrics
of Pearson r, Spearman p, and Kendall 7 are depicted in Figures 6.2, 6.3, and 6.4,
respectively. The highest correlation results are highlighted for better clarity. To get
a more complete picture of the usefulness of our proposal, it will be instructive to
also compare it against the top metrics (C_S_IIITH3, DemokritosGR1, Catolicascl)
among the 23 metrics participated in TAC AESOP 2011, ROUGE, and ROUGE-WE

with Pyramid, Responsiveness, and Readability.

To analyze the impact of preventing the above-mentioned false similarities, we also
conduct an ablation study using the achieved semantic similarities of two sets of
nodes without considering the walking path in computing the PPR vectors (ROUGE-
G-NoPath). For this purpose, we exclude the walking path from Equation 6.2, and
considering Simenm (I, J) = RW (p@ (1), p™® (.J). The results are provided in Tables
6.1, 6.2, and 6.3, respectively. Overall results support our proposal to consider

semantics besides surface with ROUGE.

According to Table 6.1, ROUGE-G-2 achieves the best correlation with Pyramid,

Shttps://tac.nist.gov/2011/Summarization/ AESOP.2011.guidelines.html/
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Figure 6.2: Correlation of the best-performing AESOP metrics with the manual
metric of Pyramid using the correlation metrics of Pearson r, Spearman p, and

Kendall 7 on the TAC 2011 AESOP dataset

regarding all correlation metrics. Moreover, every ROUGE-G variant outperforms
its corresponding ROUGE and ROUGE-WE variants, regardless of the correlation
metric used. However, the only exception is ROUGE-SU4, which correlates slightly
better with Pyramid when measuring with Pearson correlation. One possible reason
is that Pyramid measures content similarity between peer and model summaries,
while the variants of ROUGE-G favor semantics behind the content for measuring
similarities. Since some of the semantics attached to the skipped words are lost in
the construction of skip-bigrams, ROUGE-SU4 shows a better correlation comparing

to ROUGE-G-sU4.

For Responsiveness, ROUGE-G-SU4 achieves the best correlation when measuring
with Pearson (Table 6.2). We also observe that ROUGE-G-2 obtains the best corre-

lation with Responsiveness while measuring with the Spearman and Kendall rank
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Figure 6.3: Correlation of the best-performing AESOP metrics with the manual

metric of Responsiveness using the correlation metrics of Pearson r, Spearman p,
and Kendall 7 on the TAC 2011 AESOP dataset

correlations. The reason is that semantic interpretation of bigrams is easier, and
that of contiguous bigrams is much more precise. We also see that every variant
of ROUGE-G outperforms its corresponding ROUGE and ROUGE-WE variants. The
key difference between the Pearson correlation and Spearman/Kendall rank cor-
relation, is that the former assumes that the variables being tested are normally
distributed, and linearly related to each other. The latter two measures are however
non-parametric and make no assumptions about the distribution of the variables
being tested. The assumption made by the Pearson correlation has been known too
constraining (Ng and Abrecht, 2015), given that any two independent evaluation

systems may not exhibit linearity.

The readability score reflects the fluency and structure of the summary, indepen-

dently of content; and is based on grammaticality, structure, focus, coherence and
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Figure 6.4: Correlation of the best-performing AESOP metrics with the manual

metric of Readability using the correlation metrics of Pearson r, Spearman p, and
Kendall 7 on the TAC 2011 AESOP dataset

etc.. Although our main goal is not to improve the readability, ROUGE-G-SU4 and
ROUGE-G-2 are observed to correlate very well with this metric when measured
with the Pearson and Spearman/Kendall rank correlations, respectively (Table 6.3).
Besides, every variant of ROUGE-G represents the best correlation results comparing
to its corresponding variants of ROUGE and ROUGE-WE for all correlation metrics.
This is likely due to considering word types and part-of-speech tagging while align-
ing and disambiguating n-grams. Part-of-speech features are shown by Feng et al.

(2010) to be helpful in predicting linguistic quality.

Overall, considering Pyramid, Responsiveness, and Readability, and regardless of
the correlation metric used, every ROUGE-G variant outperforms its corresponding
ROUGE variant, with only one exception: ROUGE-SU4 correlates slightly better with

Pyramid when measuring with Pearson correlation, to which possible reasons are
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Metric Pearson Spearman Kendall
C_S_IIITH3 0.965 0.903 0.758
DemokritosGR1 0.974 0.897 0.747
Catolicascl 0.967 0.902 0.735
RoOUGE-1 0.966 0.909 0.747
ROUGE-2 0.961 0.894 0.745
ROUGE-su4 0.981 0.894 0.737
RoOUGE-WE-1 0.949 0.914 0.753
ROUGE-WE-2 0.977 0.898 0.744
RoOUGE-WE-su4 0.978 0.881 0.720
ROUGE-G-1(NoPath) 0.968 0.916 0.758
ROUGE-G-2(NoPath) 0.979 0.921 0.768
RoOUGE-G-su4(NoPath)  0.980 0.901 0.747
ROUGE-G-1 0.971 0.915 0.758
ROUGE-G-2 0.983 0.926 0.774
ROUGE-G-su4 0.979 0.898 0.741

Table 6.1: Correlation results (p < 0.05) with the manual metric of Pyramid using
the correlation metrics of Pearson r, Spearman p, and Kendall 7. The best corre-

lations are specified in bold, and the underlined scores show the top correlations in
the TAC AESOP 2011.

discussed earlier. Looking at ROUGE-G-2 that is far superior than its corresponding
variants while measuring with Spearman and Kendall rank correlations, supports
our proposal to consider semantics besides surface with ROUGE. Furthermore, the
superiority of every ROUGE-G variant to its corresponding variant without consid-
ering the path in WordNet, indicates the importance of taking into account the

walking path taken by the random walker to reach a particular node in WordNet.

6.2.3 Significance Test

Evaluation of summarization metrics that depart from correlation with human judg-

ment must include the ability of a metric/significance test combination to identify
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Metric Pearson Spearman Kendall
C_S_IIITH3 0.933 0.781 0.596
DemokritosGR1 0.947 0.845 0.675
Catolicascl 0.950 0.837 0.666
ROUGE-1 0.935 0.818 0.633
ROUGE-2 0.942 0.790 0.610
ROUGE-su4 0.955 0.790 0.602
RoUuGE-WE-1 0.916 0.819 0.631
RouceE-WE-2 0.953 0.797 0.615
RoOUGE-WE-su4 0.954 0.787 0.597
ROUGE-G-1(NoPath) 0.940 0.822 0.635
ROUGE-G-2(NoPath) 0.954 0.863 0.705
ROUGE-G-su4(NoPath)  0.958 0.812 0.617
RoucEe-G-1 0.944 0.825 0.638
ROUGE-G-2 0.956 0.869 0.713
ROUGE-G-su4 0.957 0.814 0.616

Table 6.2: Correlation results (p < 0.05) with the manual metric of Responsiveness
using the correlation metrics of Pearson r, Spearman p, and Kendall 7. The best
correlations are specified in bold, and the underlined scores show the top correlations

in the TAC AESOP 2011.

a significant difference between the quality of human and system-generated sum-
maries (Rankel et al., 2011). Since the large/small differences in competing correla-
tions with human assessment are not an acceptable proof of superiority/inferiority
in performance of one metric over another, prior to any conclusion in this regard,
significance tests should be applied. Hence, to better clarify the effectiveness of
ROUGE-G, we use pairwise Williams significance test? recommended by (Graham

et al., 2015) for summarization evaluation.

Accordingly, evaluation of a given summarization metric, M,,.,,, takes the form of
quantifying three correlations: r(M,.,, H), that exists between the evaluation met-

ric scores for summarization systems and corresponding human assessment scores;

4Also known as Hotelling-Williams
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Metric Pearson Spearman Kendall
C_S_IIITH3 0.731 0.358 0.242
DemokritosGR1 0.794 0.497 0.359
Catolicascl 0.819 0.494 0.366
RoOUGE-1 0.790 0.391 0.285
ROUGE-2 0.752 0.398 0.293
ROUGE-su4 0.784 0.395 0.293
ROUGE-WE-1 0.785 0.431 0.322
RouceE-WE-2 0.782 0.414 0.304
RoOUGE-WE-su4 0.793 0.407 0.302
ROUGE-G-1(NoPath) 0.793 0.433 0.326
ROUGE-G-2(NoPath) 0.787 0.513 0.384
ROUGE-G-su4(NoPath)  0.824 0.440 0.334
RovucE-G-1 0.791 0.434 0.330
RoOUGE-G-2 0.790 0.516 0.385
ROUGE-G-su4 0.823 0.445 0.334

Table 6.3: Correlation results (p < 0.05) with the manual metric of Readability
using the correlation metrics of Pearson r, Spearman p, and Kendall 7. The best
correlations are specified in bold, and the underlined scores show the top correlations

in the TAC AESOP 2011.

7(Mpase, H), that stands for the correlation of baseline metrics with human judges;
and the third correlation, between evaluation metric scores themselves, r( Mpase, Mpew)-
It can happen for a pair of competing metrics for which the correlation between met-
ric scores is strong, that a small difference in competing correlations with human
assessment is significant, while, for a different pair of metrics with a larger difference
in correlation, the difference is not significant (Graham et al., 2015). Utilizing this
significance test, the results show that all increases in correlations of ROUGE-G com-
pared to ROUGE and ROUGE-WE variants in Tables 6.1, 6.2 and 6.3 are statistically

significant (p < 0.05).
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6.2.4 Exploring Scaling Factor

In this section, we have optimized scaling factor 3 in Equation 6.5, and obtained a
balance between contributions of lexical and semantic similarity scores to calculate
the lexico-semantic similarity. To this end, we make use of the TAC 2010 AESOP
dataset. Figure 6.5 shows the correlation results by the variants of ROUGE-G with
Pyramid (Pyr) and Responsiveness (Rsp) metrics measured by Pearson. The best
results are observed when § = 0.5. Performance deteriorates when the value of
approaches 1.0 which indicates the ROUGE scores without any touch of semantic
similarity. Decreasing the weight of 3 to zero causes the exclusion of lexical match
counts, and consequently inappropriateness of the outcomes. This demonstrates the
importance of using both lexical and semantic similarities to fairly judge the quality

of summaries.
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Figure 6.5: Exploring scaling factor 8 on the TAC 2010 AESOP dataset

148



Chapter 6: Model-based Semantic Fvaluation of Summaries

6.3 Summary

We have proposed an effective approach (namely ROUGE-G) to overcome the limi-
tation of high lexical dependency in ROUGE. Our approach leverages a sense-based
representation to calculate PPR vectors for n-grams. The semantic similarity of n-
grams are then computed using a formalization of Path-based and Rank and Weight
measures. We finally improve on ROUGE by performing both semantic and lexical
analysis of summaries. Evaluation is processed by comparing each n-gram in the
model summary against the corresponding peer summary text. To this end, the
PPR algorithm is employed, and all senses have been disambiguated before compar-
ison. We have evaluated our approach with the following settings for computing and
comparing PPR vectors: (i) Path-based with Rank and Weight measure (current set-
ting); (ii) Path-based with cosine similarity; (iii) Excluding path-based measure and
using Rank and Weight measure solely. The results show that the current setting
performs better than the other two. Overall experiment results over the TAC AE-
SOP datasets demonstrate that ROUGE-G achieves higher correlations with manual

judgments in comparison with the well-established ROUGE.

Since this approach goes beyond the lexical surface and exploits the underlying se-
mantics, we believe that it would work even better on more comprehensive texts
such as a dataset provided for the evaluation of abstractive summaries. Therefore,
our ongoing work includes constructing a standard dataset for assessing the auto-
matic metrics specified to evaluate abstractive summaries. We also believe that this
approach can open a door to the evaluation of automatic text simplification. The
reason is that text simplification indicates the process of simplifying a text with-
out losing its meaning, and this approach can capture the underlying meaning in a
text, regardless of its surface. Hence, in future, we intend to adopt this approach
with the aim of helping ROUGE to gain qualitative insights into the nature of text

simplification.
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Model-free Summary Content

Evaluation

Much previous research on summarization evaluation has focused on the model-
based evaluation of summaries. Such studies typically target multiple human gener-
ated summaries to assess the quality of peer summaries. Their evaluation paradigm
falls short on non-standard test sets where model summaries do not exist. This chap-
ter describes a novel and significant attempt to evaluate summaries in the absence of
human model summaries. Our proposed approach firstly focuses on exploiting the
compositional capabilities of corpus-based and lexical resource-based word embed-
dings to develop multiple features. These features are then used to train a learning

model for predicting the summary content quality.

We introduce each feature in Section 7.2, and discuss the experiments and results
in Section 7.3. The findings of our error analysis are also explained in Section 7.3.1.

Finally, we evaluate the trained model on the test set in Section 7.3.2.
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7.1 Data and Evaluation Metrics

We carry out our experiments on the query-focused and update summarization tasks
from TAC 2009 with 44 inputs as our test set, and from TAC 2008 with 48 inputs
as the development set. These datasets consist of two sets of 10 news documents
for each input: (i) set A for initial summaries; (ii) set B for update summaries.
Both A and B are on the same general topic but B contains documents published
later than those in A. The update summary of set B is created assuming that the
user is aware of what exists in set A. There are also four human-crafted model
summaries for each input in each document set. A maximum of 100 words summary
that addresses the information required by the given query statement (consisting
of a title and narrative) has been produced by each of the 53 and 58 automatic
summarizers participated in TAC 2009 and 2008, respectively. An example query

statement is shown here:

Title: Barack Obama

Narrative: Track the increase in Barack Obama’s popularity, visibility, support,

and activities.

Content and linguistic quality are two conventional factors in evaluation of summary
quality. Herein, we focus on the problem of automatic evaluation of content quality.
Hence, we assess the performance of our metrics in replicating manual correlations
of pyramid and responsiveness. It is noteworthy that responsiveness incorporates at

least some aspects of linguistic quality.
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Pyramid

This evaluation method (Passonneau et al., 2005) is a content assessment measure
which compares content units in a system summary to weighted content units in a set
of model summaries. It uses multiple human models from which annotators identify
semantically defined Summary Content Units (SCU). Each SCU is assigned a weight
equal to the number of human model summaries that express that SCU. An ideal
maximally informative summary would express a subset of the most highly weighted
SCUs, with multiple maximally informative summaries being possible. The pyramid
score for a system summary is equal to the ratio between the sum of weights of SCUs
expressed in a summary (again identified manually) and the sum of weights of an
ideal summary with the same number of SCUs. Four human summaries provided

by NIST for each input and task were used for the pyramid evaluation at TAC.

Responsiveness

This is a measure of overall quality combining both content and linguistic quality.
Summaries must present useful content in a structured fashion in order to better
satisfy the user’s need. Assessors directly assigned scores on a scale of 1 (poor) to 5
(very good) to each summary. These assessments are done without reference to any

model summaries.

Linguistic Quality

This measure ranks summaries in a 5-point scale indicating how well a summary
satisfied the factors of linguistic quality (i.e., grammaticality, non-redundancy, ref-
erential clarity, focus, structure and coherence). In our work, we do not evaluate

linguistic quality.
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7.2 Proposed Approach

We propose five classes of features to assess the quality of summary content in
the absence of model summaries: (i) Distributional Semantic Similarity; (i) Topical
Relevance; (iii) Query Relevance; (iv) Coherence; and (v) Novelty. Before computing
the features, all words in input documents, summaries, and queries are converted
to lower case and stop-word filtered. We experiment with two variants of word

embeddings as the basic building block to design our features:

Corpus-based Word Embeddings

We utilize the 300-dimensional embeddings for 3M words and phrases trained on
Google News!, a corpus of ~10 tokens, using word2vec CBOW (Mikolov et al.,
2013a). Word2vec learns a vector representation for each word using a neural
network language model. It also allows to learn complex semantic relationships
using simple vectorial operators, such as vec(king) — vec(man) + vec(woman) =
vec(queen). Stemming is not performed to make the word embeddings discover the

linguistic regularities of words with the same root.

Lexical Resource-based Word Embeddings

We use WordNet (Fellbaum, 1998) to measure the lexico-semantic similarity between
the input and its summary. Since the constraints of WordNet lexical resource can be
formalized as constraints on embeddings, we can use embeddings of non-word data
types (i.e., senses). Specifically, we compute the embedding of a word by averaging

the embeddings of its senses in WordNet. For example, the vector of the word suit

Thttps://code.google.com /p/word2vec/
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is modeled as the average of a vector representing lawsuit and a vector representing

business suit.

We obtain the sense embeddings using the pre-trained model by Rothe and Schiitze
(2015), that lives in the same vector space as the pre-trained word2vec by Mikolov
et al. (2013a). Their model is an autoencoder neural-network that takes word em-
beddings and learns sense embeddings based on the following intuitions: (i) a word’s
embedding is the sum of the embeddings of its senses; and (ii) the senses related
by WordNet relations (e.g., hypernymy, antonymy, similarity) have similar embed-
dings. Considering WordNet relations also helps to compute embeddings for senses

in WordNet which are not in the word2vec vocabulary.

We further assume that the probability of a word sense is in proportion to its fre-
quency in WordNet. Hence, the probability that a sense S;; is the meaning of the
word w, is the ratio of the frequency of that sense freq(S;;) to the total frequency
of the word. If the frequency of a word sense is 0 in WordNet, we set it to 1. Fi-
nally, the embedding of word w; is computed? as a weighted average of its senses

Sij, 1 < j < n, where the weights represent the probability of senses:

- ZSz‘jESyn(wi) fTeCI(Sij)

x S
Wy . (7.1)
n ZSij€Syn(wi) freq(SZ])

7.2.1 Distributional Semantic Similarity

A good summary must satisfy both coverage and diversity properties. For clarity,
summary sentences should cover a sufficient non-redundant amount of information
from the original input text. Diversity property is also fundamental especially for

multi-document summarization. Moreover, one would expect good summaries to

Words were stemmed before inferring their embeddings.
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be characterized by low distance between probability distributions of words in the
input and summary, and by high similarity with the input. Hence, we design this
feature based on the geometric meaning of the centroid vector of a document using
the compositional properties of the word embeddings (Mikolov et al., 2013a). The
main idea is to give a distributed representation of words/senses in the input and
its summary, and compare their centroid vectors to realize how much the summary
content works as a pseudo-input and condenses the meaningful information of the

input.

The centroid embedding T of a text T = {t1,ta, ..., t, }, is the sum of the embeddings
of tokens of T" divided by the number of tokens n. Based on the problem, we can
also assign a weight W to each token in T (Figure 7.1). Accordingly, the centroid
embedding for each summary sentence s; is computed by averaging the embeddings
of all words comprising the sentence (Radev et al., 2004). Similarly, we construct a
centroid vector for each document, d:-, in the input document set. To better assess
the informativeness of the summary content, we assign higher weights to specialized
words in a document by considering the Inverse Document Frequency (IDF) scores

of words:

J, ijédi U_jj X TF(U)j, dz> X IDF(U)J)
" Y, e TF(w), d;) x IDF(w;)

(7.2)

where n is the number of words in document d;, and ; is the embedding of word w;.
TF(wj,d;) stands for the term frequency of w; in d;. The IDF scores are computed

on the whole document set.

Finally, we compare summary sentences and the input documents using the Word
Mover’s Distance (WMD) algorithm (Kusner et al., 2015). WMD measures the total
distance the centroid embeddings of summary sentences and the input documents

have to travel to become identical. Accordingly, we measure the dissimilarity degree
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t; ..
K& .

Figure 7.1: The weighted centroid embedding of text T = {t,t2, ..., t,}

between two sets of embedding vectors, D = {cfl,...,cfn} and S = {&,....,5},
by calculating the minimum amount of summing up individual distances (travel
costs) that centroid embeddings of the documents in D need to travel to reach the

embeddings of sentences in S:

WMD(D,S) =min Z Z Fis % dist( dz,s]) (7.3)

F>0
d;eD S;€S

subject to,

> F; VSJESZ = vczep

d;eD

where F' € RV*V with V as the vocabulary size, is a flow matrix which indicates how
much probability mass should flow (or travel) from document centroid embedding
(Z- in set D to sentence embedding s; in set S, and vice versa. dz’st(d:, s;) denotes

the individual distance (or travel cost) between d; and S5 dist(d;, $7) = ld; — 53l5-
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7.2.2 Topical Relevance

Topic features serve as a basis for evaluating topical relevance of a summary to
the input documents. Herein, we aim to find the distribution of the most probable
topics embodied in the input document set, and their relevance to the summary
sentences. To this end, we use Latent Dirichlet Allocation (LDA) algorithm (Blei
et al., 2003; Arora and Ravindran, 2008) to determine the topics that characterize
every document set. LDA is a generative model for documents to determine topic
compositions of words and document mixtures of topics (represented by a probability
distribution over topics), by assigning words to topics within documents. Hence, in
the context of text modeling, the topic distribution provides an underlying semantic
representation of the documents and can be useful in evaluating the summaries.
Using weighted topic compositions, we measure the similarity of summary sentences

with the most important topics identified in the document set.

We use Gibbs sampling (Griffiths, 2002) for inference in the topic model with concen-
tration parameters a = 0.1 and # = 0.01. We also set the number of topics K = 10
for each document set. Formally, each topic is defined as 7; = {p1, p2, ..., Pn}, where
p; is the probability distribution of word w;. We consider top m = 30 words and
their probabilities to build a centroid as the representative of each topic. The em-
bedding vector for word w; is then multiplied with its normalized probability P;,

and the weighted vectors are averaged to build a topic centroid representation:

el

1 — D
= — a0, where P; = =3 7.4
— X:: ; e ar (7.4)

Finally, we use WMD to measure the dissimilarity degree between the centroid
embeddings of summary sentences and those of the topics for evaluating topical

relevance of the summary content.
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7.2.3 Query Relevance

To measure the relevance degree of the summary content to the given query, we
calculate the query embedding vector Cj by averaging the embeddings of all words
in the query narrative. Similarly, the centroid embedding vector for each summary S
is also constructed. We further measure the cosine similarity between these vectors
to formulate query relevance:

sim(S, Q) = s—Q

— 7.
] (79

7.2.4 Coherence

Coherence measures the degree to which a sequence of summary sentences repre-
sents a logical flow of thought. We compute the similarity between embeddings of
adjacent summary sentences using cosine similarity. It results in n—1 comparisons
for a summary of n sentences. While similarity between sentences is beneficial for
coherence, very high similarity reflects redundancy in the summary. Given that, we
combine the mean and standard deviation of the cosine similarity scores by training
a simple linear regression model on our development set. In this way, we measure

the trade-off between continuity and redundancy as the coherence feature.

7.2.5 Novelty

We would like our evaluation model to move beyond assessing initial summaries
by giving a simple feature of Novelty to better evaluate update summaries. This
feature rewards the update summary consisting of novel words that do not exist

in initial document set D,, but are semantically related to update document set
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Dpg. The relevancy of these words in update summary S, to the documents in set
B, is measured using the cosine similarity between the embeddings of novel words
and the centroid embedding of the whole document set B. We use the bag-of-words
representation of the summary and the document sets while defining novel words.

We finally measure the degree of novelty (N) as:

NS == S sim(i, D) (7.6)

|S‘]| wiESj|wi¢DA
where |S;| is the total number of unique words in the update summary S;. For S|

without any novel words, N'(S;) = 0.

7.2.6 Feature Combination with SVR

We combine all the above features using a Support Vector Regression (SVR) model
to predict the summary quality. We first transform the proposed features into a
standard vector notation. Each summary S; is represented by a feature vector
X = {x,x9,...,2,} where n is the number of features. SVR model aims to learn
a function f : R"™ +— R, which will be used to predict the content evaluation score
for each summary y € R given a feature vector X € R™. In particular, given
[ training instances (X1,41),...,(X;, ), the SVR model is learnt by solving the
following optimization problem (Vapnik, 1999); W is a vector of feature weights; ¢
is a function that maps feature vectors to a new vector space of higher dimensionality
to allow non-linear functions to be learnt in the original space; C' > 0 and € > 0 are

given.

l l
1
in -|[W|*+C» &+C : 7.7
i S{[W] ;5 25 (7.7)
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subject to (for i =1,...,1):

WT-o(Xi) +wo—yi < e+&
yi =W o(Xy) —wy < e+ &
& =2 0
& > 0

The goal is to learn a linear (in the new space) function, whose prediction (value)
WT . ¢(X;) + wp for each training instance X; will not to be farther than e from
the target (correct) value y;. Since this is not always feasible, two slack variables &;
and & are used to measure the prediction’s error above or below the target y;. The
objective (7.7) jointly minimizes the total prediction error and ||W||, to avoid over-
fitting. The utilized SVR is implemented in Scikit-learn (Pedregosa et al., 2011).
We use the default parameter settings, (kernel="rbf’, degree=3, gamma="auto’,
coef0=0.0, tol=0.001, C=1.0, epsilon=0.1, shrinking=True, cache_size=200, ver-

bose=Fualse, maz_iter=-1) without further optimization.

7.3 Experiments and Results

Reporting correlations with manual evaluation metrics is the norm for validating
automatic metrics. We use the Spearman correlation metric to study the predictive
power of our automatic features in replicating manual correlations of pyramid and
responsiveness. Hence, we compare the rankings of systems against the human
scores assigned to systems. The correlations achieved by the SIMetrix evaluation
system (Louis and Nenkova, 2009a, 2013) are also included in our analysis. This
system comprises multiple features to determine the quality of a summary, with a
focus on computing divergences between the probability distributions of words in

the input and summary. We consider Jensen Shannon Divergence (JSD) and feature
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3

regression as the best metrics reported for SIMetrix. The correlations” are analyzed

at two levels of granularity:

System Level (Macro)

The average score for a system is computed over the entire set of test inputs using
both manual and automatic evaluations. The correlations between ranks assigned
to systems by these average scores are indicative of the strength of our features to

predict overall system rankings on the test set.

Query - Macro Update - Macro

Features Pyr. Resp. Pyr. Resp.

Corpus-based Dist. Similarity -0.887  -0.748  -0.833 -0.761
LexRes-based Dist. Similarity -0.871  -0.723  -0.828 -0.755
Corpus-based Topical Relevance -0.803  -0.696  -0.777 -0.720
LexRes-based Topical Relevance -0.799  -0.705  -0.759 -0.735
LexRes-based Query Relevance  0.624 0.590 0.599 0.576
Corpus-based Query Relevance  0.615 0.547 0.613 0.576

LexRes-based Novelty - - 0.537 0.502
Corpus-based Novelty - - 0.530 0.500
Corpus-based Coherence 0.361 0.375 0.352 0.358
LexRes-based Coherence 0.353 0.362 0.349 0.358
Support Vector Regression 0.895 0.786 0.872 0.808
SIMetrix JS divergence -0.880  -0.736  -0.827 -0.764
SIMetrix regression 0.867 0.705 0.789 0.605
ROUGE-1 recall (4 models) 0.859 0.806 0.912 0.865
ROUGE-2 recall (4 models) 0.905  0.873  0.941 0.884

Table 7.1: Input-summary evaluation on the query focused and update summariza-
tion tasks from TAC 2008 data: MACRO level Spearman correlations, all results are
significant (p < 0.05).

3Significance values for the correlations are produced using the AS 89 algorithm
(Best and Roberts, 1975).
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Analyzing the macro level results on TAC 2008 (Table 7.1), we find that the vari-
ants of distributional similarity and the topical relevance features produce system
rankings very similar to those produced by human. Other features, on the other
hand, are less predictive of content quality. Distributional similarities also outper-
form SIMetrix, which proves the importance of semantic representation of the input
and summary for comparison purposes in summary content evaluation. Overall, our
feature regression obtains the best correlations with both types of manual scores,
and even outperforms ROUGE-1 regarding pyramid for query-focused task. The
usefulness of novelty feature is also reflected in high SVR correlation results for the

update summarization task.

Overall ROUGE correlation is evidence that the model summaries provide informa-
tion that is unlikely to ever be approximated by exploring the input alone. However,
our features can provide reliable estimates of system quality when averaged over a
set of test inputs. We also observe that corpus-based models mostly outperform
their corresponding lexical resource-based models. A possible reason is the higher
coverage of Google News word2vec model comparing to the WordNet-based sense
embedding model. For example, some words like proper nouns (e.g., 'Barak Obama’)
are not covered in WordNet. However, replacing a word’s embedding by the sum
of the embeddings of its senses could generally improve the quality of embeddings
(Rothe and Schiitze, 2015). That is why our SVR performs well by leveraging
WordNet senses for more precise word embeddings, and involving Google News to

complement the WordNet coverage.

Input Level (Micro)

For each individual input, we compare the rankings for the system summaries using
manual and automatic evaluations. Micro-level analysis highlights the ability of an

evaluation metric to assess the quality of system summaries produced for a specific
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input. This task is bound to be harder than system level predictions. For clarity,
even with wrong prediction of rankings on a few inputs, the average scores (macro-

level) for a system might not be affected.

Query - Micro Update - Micro

Features Pyr. Resp. Pyr. Resp.

Corpus-based Dist. Similarity 75.0 72.9 77.1 70.8
LexRes-based Dist. Similarity 72.9 68.8 7.1 68.8
Corpus-based Topical Relevance 72.9 70.8 75.0 72.9
LexRes-based Topical Relevance 70.8 70.8 72.9 70.8
LexRes-based Query Relevance — 58.3 58.3 62.5 56.3
Corpus-based Query Relevance — 56.3 52.1 60.4 56.3

LexRes-based Novelty - - 54.2 50.0
Corpus-based Novelty - - 58.3 45.8
Corpus-based Coherence 37.5 39.6 41.7 35.4
LexRes-based Coherence 35.4 37.5 37.5 37.5
Support Vector Regression 79.2 75.0 87.5 77.1
SIMetrix JS divergence 72.9 72.9 85.4 75.0
SIMetrix regression 77.1 66.7 81.3 58.3
ROUGE-1 recall (4 models) 97.9 95.8 97.9 95.8
ROUGE-2 recall (4 models) 100 91.7 100 91.7

Table 7.2: Input-summary evaluation on the query focused and update summariza-
tion tasks from TAC 2008 data: MICRO level percentage of inputs with significant
correlations (p < 0.05).

To be in line with SIMetrix, we report the percentage of inputs for which signifi-
cant correlations were obtained (Table 7.2). We observe that feature combination
with SVR gives the best results overall, similar to our findings for the macro level.
The implication is that no single feature can reliably predict good content for a
particular input. Moreover, our feature regression outperforms SIMetrix. This is
because our approach depends not merely on the distribution of terms in the input,
and therefore provides better representation for a set of documents each describing
different opinion on a given issue. For example, our topical relevance feature gives

a representative vector for every important aspect of the document set. However,
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superiority of ROUGE performance to the rest of measures shows that model sum-
maries generated for specific input would still give better indication of important

information in the input.

7.3.1 Error Analysis

In this study, we aim to assess the reliability of our metric for evaluation in the
absence of human model summaries, where ROUGE cannot be used. It is noteworthy
that we do not intend to directly compare the performance of ROUGE with our
metric. Thereupon, we provide an error analysis to understand if our SVR and
ROUGE are making errors in ordering the same systems or whether their errors
are different. Since at the macro level, the correlations between our regression and
pyramid scores are close to those of ROUGE-2, we further analyze their errors. We
considered pairs of systems and identified the better system in each pair according
to the pyramid scores. Afterwards, we recorded how often ROUGE-2 and the SVR
provided the correct judgment for the pairs as indicated by the pyramid evaluation.

Table 7.3 provides the results for all 1,653 pairs of systems at the macro level.

SVR correct SVR incorrect

Rouge-2 correct 1,355(82.0%) 97(5.9%)
Rouge-2 incorrect 100(6.0%) 101(6.1%)

Table 7.3: Error analysis: Overlap between ROUGE-2 and SVR predictions for the
best system in a pair (TAC 2008, 1,653 pairs). The gold-standard judgment for a
better system is computed using pyramid.

A large majority (82%) of the same pairs are correctly predicted by both ROUGE
and the SVR. Another 6% of the pairs are such that both metrics do not provide
the correct judgment. Therefore, ROUGE and our SVR appear to agree on a large

majority of the system pairs. There is a small percentage (12%) that is correctly
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predicted by only one of the metrics.

7.3.2 Evaluation on the Test Set

Our SVR was trained on the TAC 2008 data with pyramid scores as the target.
Herein, we evaluate this metric using the TAC 2009 data (Table 7.4 and 7.5). We
report the correlations obtained by ROUGE-SU4 as the official baseline measure at
TAC 2009 for comparison of automatic evaluation metrics. The results indicate
that the correlations are lower than on our development set. This might be caused
by the different characteristics of inputs in two year’s data (Louis and Nenkova,
2013). However, the SVR is consistently predictive across two years, and outper-

forms SIMetrix.

Query - Macro Update - Macro

Metric Pyr. Resp. Pyr. Resp.
Support Vector Regression  0.80 0.75 0.77 0.65
SIMetrix JS divergence -0.74 -0.71 -0.72 -0.61
SIMetrix Regression 0.77 0.67 0.71 0.54
ROUGE-sU4 (4 models) 0.92 0.79 0.85 0.69

Table 7.4: Input-summary evaluation on the query focused and update summariza-
tion tasks from TAC 2009 data: MACRO level Spearman correlations, all results are
significant (p < 0.05).

Overall results also show that correlations with pyramid scores are higher than those
with responsiveness. The reason is that our features mainly evaluate summary con-
tent. Responsiveness judgments, on the other hand, are based on both content and
linguistic quality. Nevertheless, our SVR performs better than SIMetrix in replicat-
ing responsiveness scores, perhaps because SVR considers coherence as a linguistic

quality feature. Hence, a natural extension of our work would be considering more
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Query - Micro Update - Micro

Metric Pyr. Resp. Pyr. Resp.
Support Vector Regression  87.5 77.1 79.2 75.0
SIMetrix JS divergence 84.1 75.0 77.3 72.7
SIMetrix Regression 81.8 65.9 75.0 52.3
ROUGE-sU4 (4 models) 95.5 81.8 100 86.4

Table 7.5: Input-summary evaluation on the query focused and update summariza-
tion tasks from TAC 2009 data: MICRO level percentage of inputs with significant
correlations (p < 0.05).

linguistic quality features along with content evaluations.

7.4 Summary

We have presented an effective model-free summary content evaluation approach
that exploits the compositional properties of word and sense embeddings to develop
a variety of features for input-summary comparisons. The experiment results show
that the strength of different features varies considerably, and their combination
provides reliable estimates of summary content quality when model summaries are
not available. This lends further support to our proposal to use semantic repre-
sentations of the input and summary contents for the model-free summary content

evaluation.
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Conclusion

The goal of this thesis has been to investigate approaches toward abstractive text
summarization, and to make this task: (i) more adaptable to a wide range of appli-
cations; (ii) more dynamic to different sources and types of texts; and (iii) better
evaluated using semantic representations. To achieve these goals, we have focused
on five studies: (i) enhancing word graph-based multi-sentence compression through
merging, mapping, and re-ranking strategies; (ii) adapting the enhanced MSC word
graph into query-focused multi-document summarization for newswire; (iii) inte-
grating general and domain-specific knowledge sources for making this task more
dynamic to summarize clinical texts; (iv) measuring both semantic and lexical sim-
ilarities for computing ROUGE scores to fairly evaluate abstractive summaries; (v)
predicting summary content quality in the absence of human model summaries using

word and sense embeddings.

This chapter first summarizes the research questions, proposed methods and findings
of each chapter of this thesis. Then, Section 8.2 discusses the limitations of our work

and outlines future research directions.

167



Chapter 8: Conclusion

8.1 Summary of Chapters and Contributions

In Chapter 2, we provided a detailed definition of the automatic text summa-
rization, and discussed the objectives of this task including information coverage,
significance, redundancy, and cohesion. Then, we introduced the most famous types
of text summarization in addition to their individual characteristics. We explained
the conventional framework for this task, reviewed the computational literature, and
explained the challenges and approaches to extractive and abstractive summariza-
tion. In addition, we discussed recent efforts and progress made toward abstractive

text summarization and evaluation.

A large part of this thesis focuses on multi-sentence compression, query-focused
multi-document summarization, specific-domain summarization, and model-based
and model-free evaluation of summaries. Therefore, we surveyed research on com-
pressive summarization, full abstraction, abstraction in specific domains and genres,
and automatic evaluation of text summarization. Our review showed that while
many studies are still focusing on improving extractive summarization from vari-
ous aspects, there is also a strong emerging favorite toward more abstractive text
summarization, with compressive summarization being particularly popular as an
intermediate step. Also much progress has been made in summarizing under vari-
ous settings or genres of texts. Furthermore, considering semantic representations

of texts can improve the reliability of evaluation metrics for this task.

At the end of Chapter 2, we explained the importance of automatic text summa-
rization, in reviewing previous studies which investigate the integration of text sum-
marization into NLP applications. This review shows that most previous research
has chosen extractive summarization in the NLP applications. A possible reason
is that abstractive text summarization is more complex than extractive level and

needs more sophisticated techniques. However, when necessary information exists

168



Chapter 8: Conclusion

in several parts of the text and simply copying and aggregating them does not make
sense, we need an abstractive summarizer that will allow us to write new summa-
rized content from the aggregated information. An ideal abstractive summarizer

will always produce more coherent and polished summaries than extractive level.

In Chapter 3, we proposed an enhanced word graph-based multi-sentence com-
pression approach. This approach tackles one of the pain points of MSC, which
is improving both informativity and grammaticality at the same time, and helps
to make MSC more effective and applicable to a wide range of applications. The
proposed approach in this chapter comprises three strategies: (i) a merging strategy
based on Multiword Expressions; (ii) a mapping strategy based on the notion of

synonymy; and (iii) a grammar-enhanced re-ranking strategy based on POS tags.

Our proposed word graph is firstly constructed by adding the first sentence and
displays words in a sentence as a sequence of connected nodes. The merging strategy
is based on the assumption that identifying MWESs in the source text and merging
their components can reduce the ambiguity of mapping upcoming words in the
graph. The mapping strategy is also proposed for mapping upcoming single words
using the concept of synonymy. The weight of the selected word as the representative
is computed by summing the frequency scores from its synonyms. Given that, the
number of total possible paths (compression candidates) is decreased, and the weight

of frequent similar words with different appearances in the content is better reflected.

A heuristic algorithm is then used to find the k-shortest paths in the graph to
make the compression candidates. These candidates are firstly re-ranked using the
TextRank algorithm based on the assumption that a word can recommend other co-
occurring words, and the strength of the recommendation is recursively computed
based on the importance of the words making the recommendation. The next re-
ranking strategy benefits from the fact that POS tags capture the syntactic roles of

words in a sentence. For this purpose, we trained a 7-gram POS-based Language
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Model to assign a grammaticality score to each generated compression. Finally, the

path that has the lightest average edge weight is considered as the best compression.

For the evaluation purpose, we constructed a dataset made of clusters of English
newswire sentences. Hence, we evaluated our approach using this dataset, by con-
ducting manual and automatic (ROUGE and BLEU) evaluations. The experiment
results showed that our approach is superior to the competitive baselines. The merg-
ing and mapping strategies, along with the grammar-enhanced POS-LM re-ranking
method, enhanced both informativity and grammaticality of the compressions, with
an improved compression ratio. We also investigated the strengths and weaknesses
of each strategy through an ablation study. This approach can be used as an ab-
stractive summarizer in a wide range of applications. We showed this potential by
incorporating this MSC word graph as a component in the proposed approaches of

the next two chapters.

Chapter 4 proposed a query-focused abstractive summarization approach to sum-
marize multiple news documents. Given a query and a set of news documents, our
approach summarizes the source documents to answer the query with the aim of
satisfying query-biased relevance, biased information novelty, and biased informa-
tion richness. For this purpose, sentence-to-sentence and sentence-to-query semantic
similarities are captured by performing repetitive random walks over WordNet. An
alignment-based sense disambiguation algorithm is also employed for leveraging the
content of the paired sentence in order to disambiguate each element. Furthermore,
less query-relevant sentences are filtered out through a similarity graph, and the
remained sentences are clustered using a graph-based clustering algorithm. A well-
organized and informative summary is finally generated for the clusters of query-
relevant sentences. This component considers the important key-phrases, along
with the grammatical structure of the generated summaries. We studied the impor-

tance of separate components in our approach by conducting a set of experiments,
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where we used automatic evaluation metric over the DUC benchmark datasets. A
further syntactic analysis is also performed using the link grammar parser. The
overall experiment results showed that our method outperforms the state-of-the-art

approaches.

In Chapter 5, we presented an effective approach to integrate WordNet into UMLS
for abstractly summarizing biomedical texts. Given a clinical query, our approach
generates an informative and grammatical summary for a set of biomedical abstracts.
Keeping an eye on the biomedical peculiarities, we captured sentence-to-sentence
and sentence-to-query semantic similarities using both WordNet and UMLS. Con-
sidering UMLS Metathesaurus as our semantic graph, concepts are represented as
nodes, and the relations listed in the MRREL table as directed edges. Furthermore,
we used the MetaMap program to map each sentence to concepts from the UMLS
Metathesaurus and semantic types from the UMLS Semantic Network. Using the
built-in WSD module, MetaMap allows to disambiguate terms and return directly
the relevant concept. We also studied summarizing capability of the proposed ab-

stractive summarization framework in Chapter 4 for biomedical summarization.

The experiment results over the specialized evidence-based medicine corpus indi-
cate that our approach outperforms the two competitive systems. Moreover, we
have conducted a set of experiments using the WordNet-based and/or UMLS-based
semantic similarities, and obtained the best result while using both scores. This
demonstrates the importance of using both WordNet and UMLS to capture the se-
mantic similarities. Three different baselines for sentence selection have also been
used, each aiming to construct a different type of summary according to the type
of information in various parts of the source. It has been found that the last part
of each abstract is more likely to be included in the summary. We have tackled the
main issue faced by state-of-the-art biomedical summarizers (i.e., decline in sum-

marization performance due to the poor UMLS coverage of non-medical concepts
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in the documents to be summarized) (Plaza et al., 2011). This issue is addressed
by using WordNet to represent the layman knowledge, and UMLS to represent the
professional knowledge. This approach can bridge the knowledge and language gaps

in biomedical summarizers.

Chapter 6 discussed an effective approach (ROUGE-G) to overcome the limitation
of high lexical dependency in ROUGE. Our approach leverages a sense-based rep-
resentation to calculate PPR vectors for n-grams. Given a pair of peer and model
summaries, we compute and compare PPR vectors at the following levels: (i) sense
level, to disambiguate each word; and (ii) n-gram level, to measure the semantic
similarities. The PPR vectors of each pair of n-grams have been compared using
the following measures: (i) Path-based, which considers the path that the random
walker takes at each iteration to get to a particular node; (ii) Rank and Weight,
which weights the overlaps between a pair of ranked PPR vectors. To take OOV
words into consideration, we performed an OOV handling mechanism, where we

introduced new dimensions in the resulting PPR vector, one for each OOV term.

We finally improved on ROUGE by performing both semantic and lexical analysis
of summaries. Evaluation is processed by comparing each n-gram in the model
summary against the corresponding peer summary text. Using the PPR algorithm,
all senses have been disambiguated before comparison. Treating the peer summary
text as one unit not only reduces comparison time and increases the efficiency, but
also provides a suitable number of content words which guarantees implicit word
sense disambiguation, and semantic relationship derivation. We have evaluated our
approach with the following settings for computing and comparing PPR vectors: (i)
Path-based with Rank and Weight measure (current setting); (ii) Path-based with
cosine similarity; (iii) Excluding path-based measure and using Rank and Weight
measure solely. The results showed that the current setting performs better than

the other two. Overall experiment results over the TAC AESOP datasets showed
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that ROUGE-G achieves higher correlations with manual judgments in comparison
with the well-established ROUGE. This approach has the potential to expand the

applicability of ROUGE to fairly evaluate abstractive summaries.

Finally, in Chapter 7, we proposed an effective model-free summary content evalu-
ation approach that exploits the compositional properties of word and sense embed-
dings to develop a variety of features for input-summary comparisons. The proposed
features to assess the quality of summary content in the absence of model summaries
are: (i) Distributional Semantic Similarity; (ii) Topical Relevance; (iii) Query Rel-
evance; (iv) Coherence; and (v) Nowvelty. We then provided a feature combination

using an SVR model to predict the summary quality.

The effectiveness of our proposed approach is demonstrated by conducting a set
of experiments at two levels of granularity: (i) Macro/System Level; and (ii) Mi-
cro/Summary Level, over the TAC summarization datasets. The experiment re-
sults showed that quantifying the indicators of content quality by taking advantage
of compositional properties of the word and sense embeddings produces summary
scores which accurately replicate human assessments. We also conducted an error
analysis to assess the reliability of our metric for evaluation in the absence of human
model summaries, where ROUGE cannot be used. This approach provided some
insights into how semantic representations of the input and summary contents are
useful for the model-free summary content evaluation. It is noteworthy that our ap-
proach complements but is not intended to replace existing model-based evaluation
approaches, since their reliability and strength are important for high confidence

evaluations.
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8.2 Future Work

This thesis detailed semantically motivated approaches to: (i) multi-sentence com-
pression; (i) query-focused multi-document summarization; (iii) domain-specific
multi-document summarization; and (iv) model-based and model-free summariza-
tion evaluation. This section first outlines potential short-term extensions to our
proposed approaches in each chapter, and then returns to discuss untouched direc-

tions for future research.

8.2.1 Short-term Extensions

In Chapter 3, we proposed a multi-sentence compression approach for summarizing
clusters of relevant sentences. This work demonstrates our attempt in using MWEs,
Synonymy and POS-based language modeling to tackle one of the pain points of
MSC, which is improving both informativity and grammaticality at the same time.
We used version 3.0 of WordNet (Miller, 1995) to obtain available synonym words for
replacing a merged MWE, and also for mapping upcoming single words in the word
graph. However, WordNet has a limited coverage comparing to a larger semantic
network like BabelNet! introduced by Navigli and Ponzetto (2010). Our intuition
is that the use of BabelNet or words/phrases embeddings for capturing semantic

relations between linguistic items can be a further extension to this work.

In Chapter 4, we proposed an abstractive query-focused summarizer for newswire.
Given a query and a set of news documents, our approach summarizes the docu-
ments to answer the query with the aim of satisfying query-biased relevance, biased

information novelty, and biased information richness. For satisfying the information

IBabelNet is automatically constructed by means of a methodology that inte-
grates lexicographic and encyclopedic knowledge from WordNet and Wikipedia;
available at http://lcl.uniromal.it/babelnet/
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richness criterion, we utilized the TextRank (Mihalcea and Tarau, 2004) algorithm
(Section 4.1.7) to re-rank the summaries based on their keyphrases. We noticed
that the most recent work (Mahata et al., 2018) has proposed an unsupervised tech-
nique (Key2Vec) that leverages phrase embeddings for ranking keyphrases extracted
from scientific articles. At the time of writing this thesis, this approach is the first
attempt in using multiword phrase embeddings for constructing thematic represen-
tation of a given document and to assign thematic weights to phrases for ranked
keyphrase extraction. This motivates an extension by incorporating this methodol-
ogy in our approach to capture semantic and syntactic similarities between textual

units comprising of both single word and multiword phrases.

In Chapter 5, we have presented the first attempt at integrating WordNet into
UMLS for summarizing biomedical texts. A medium sized corpus, which is the
only available corpus for evidence-based biomedical summarization, was used in our
experiments. Hence, for some features, there was not enough data available for
the generation of statistics. For example, the corpus only contains a few samples
for some of the question types, e.g., History and Device. Having a larger corpus
would make the statistics associated with sparse data more reliable. Therefore,
our ongoing work could be constructing a larger corpus for evidence-based medical

summarization.

In Chapter 6, we have proposed a model-based summarization evaluation approach
(ROUGE-G) to overcome the limitation of high lexical dependency in ROUGE. The
idea is moving away from purely lexical summarization evaluation measures in or-
der to fairly evaluate abstractive summaries including lexical variations and para-
phrasing. In order to demonstrate the effectiveness of ROUGE-G to fairly evaluate
abstractive summaries, we need to conduct experiments on a dataset composed of
abstractive summaries. However, we evaluated our approach over the TAC 2011 AE-

SOP dataset which is made of summaries that were generated mostly by extractive
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systems. Since, there is not such dataset at the time of writing this thesis, we can
continue building on this work by using model summaries, which are abstractive in
nature, as a proxy. Model summaries are manually evaluated in terms of responsive-
ness and linguistic quality. Thereupon, it is possible to incorporate the jackknifing
procedure in the scoring process in order to see whether our metric can differentiate
between peer summaries (naturally extractive) vs. model summaries (naturally ab-
stractive). In this procedure, each model summary should be evaluated four times,
each time against a different subset of three human model summaries. The final
score for the automatic summary will be the mean of the four scores. This process
ensures a fair evaluation, since each human summary can only be evaluated against
three (remaining) model summaries. Utilizing the Paraphrase Database (PPDB?)

(Ganitkevitch et al., 2013) for evaluating could also be an ongoing direction.

In Chapter 7, we have presented a model-free summary content evaluation approach.
This work exploits the compositional properties of word and sense embeddings to
develop a variety of features for input-summary comparisons. We limited this work
to considering distributional semantics and using their compositionality. Our ongo-
ing work includes considering distributional and relational semantics together (Fried
and Duh, 2014; Verga and McCallum, 2016; Rossiello, 2016) for different sentence
representations, and using more complex neural language models (Le and Mikolov,

2014; Zhang and LeCun, 2015; Jozefowicz et al., 2016) for the comparison.

In another direction based on the experiment results in Section 7.3.2, we found
that correlations with pyramid scores are higher than those with responsiveness.
The reason is that our proposed features in this chapter mainly evaluate summary

content, while responsiveness judgments are based on both content and linguistic

2PPDB is an automatically extracted database containing millions of paraphrases
in 16 different languages. The goal of PPBD is to improve language processing by
making systems more robust to language variability and unseen words; available at
http://paraphrase.org/
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quality. Nevertheless, we considered coherence as a linguistic quality feature, which
led to superiority of our SVR to SIMetrix in replicating responsiveness scores. Hence,
another extension of our work would be considering more linguistic quality features

along with content evaluations.

8.2.2 Future Directions

Along with the proposed improvements above, there are some related areas that we

did not touch on in this thesis. This section explains these areas.

Constructing Datasets for Abstractive Summarization

In Chapter 3, we constructed a dataset made of clusters of English newswire for
multi-sentence compression. However, we did not focus on constructing large scale
datasets or datasets containing lexical variations and paraphrasing for the purpose
of abstractive text summarization and evaluation. The current standard datasets
for text summarization tasks, particularly for multi-document summarization, are
mostly of small scale. This hampers the progress of machine learning-based ap-
proaches to summarize, especially of non-English texts and domain-specific texts,
that suffer more from a lack of data. Consequently, research in other domains and
languages is limited. Constructing high-quality summarization datasets is an im-
portant future direction that will help improving this field. Cao et al. (2016a) and
Hu et al. (2015) proposed preliminary approaches in collecting large scale data for
producing short news summaries using microblogs. However, data preparation for
other different genres is still an open research area. Utilizing external resources or
additional background corpora can also temporarily help summarizers in capturing

important information (Li et al., 2015a; Zopf et al., 2016a).
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The necessity to prepare high-quality data appears more obviously in summariza-
tion evaluation, especially in evaluating abstractive summaries. This is a different
issues than scale. For better clarity, current studies on abstractive summarization
evaluation have to use data which is drawn from systems participating in the TAC
summarization tasks, where there is a strong exhibited bias towards extractive sum-
marizers (Ng and Abrecht, 2015). It will be helpful to enlarge this set of summaries
to include output from summarizers which carry out substantial paraphrasing (Li

et al., 2013; Ng et al., 2014; Liu et al., 2015a).

Summarizing Using User Interactions

Another untouched direction in this thesis is to involve user interactions in automatic
text summarization. Certain level of personalization or user interaction is required
due to different users demands. A user may modify the input queries based on
the previous summaries received from the system. This idea has been studied as
a query-chain summarization task (Baumel et al., 2014), where a series of relevant
queries are considered, and an update summary is constructed for each query in
the chain. In Chapter 7, we investigated the strength of our proposed features in
model-free evaluation of update summaries. However, we mainly focused on initial
summaries throughout the thesis. A system can also perform summarization in a
hierarchical fashion. A user may click on a sentence from a global summary and

get to see a more detailed, focused summarization for the point of that sentence

(Christensen et al., 2014).

Summarizing Data Streams

Our third suggestion for future study is to summarize large-scale data streams. The

main motivation for automatic text summarization is the explosion of information.
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However, much current research focuses on summarization of news data using stan-
dard benchmark datasets, with a relatively small number of documents. Real data
sometimes come in streams and may have different formats, including news texts
and all kinds of user-generated contents (Ge et al., 2016; Olariu, 2014; Zopf et al.,
2016b). Most proposed methods for generic summarization may not be trivially
adaptable to large-scale streaming data with possible loss of either efficiency or ef-
fectiveness (Yao et al., 2017). To this end, more specific treatments are required to
handle the challenges of event detection, dynamic modeling, contextual dependency,

information fusion and credibility assessment.

Harnessing Deep Learning for Abstractive Summarization

Harnessing deep neural network models for abstractive summarization is also an
important direction which is untouched in this thesis. Representation learning based
on neural network architectures has proven to be useful in some natural language
processing tasks that involve text rewriting, such as machine translation (Yao et al.,
2017). Currently, some preliminary studies on text summarization have been made
using end-to-end training (Nallapati et al., 2016). However, current naive RNN
encoder-decoder structures fail to encode documents or longer and more structured
texts compared to the current input sentences. A better hierarchical encoding and
attention with multiple levels on both words and sentences (Li et al., 2015b) are
perhaps required. We also need external memory units (Sukhbaatar et al., 2015) for
storing distant but more significant information. Furthermore, explicitly designing
latent variable structures to capture discourse relations between sentences (Ji et al.,
2016) may help the document encoding process. Utilizing an intra-attention decoder
and combined training objective could also be helpful in sequence-to-sequence tasks

with long inputs and outputs (Paulus et al., 2017).
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