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Abstract

With the rapid growth in the number of things that can be connected to the internet,
Recommendation Systems for the IoT (RSIoT) have become more significant in
helping a variety of applications to meet user preferences, and such applications can
be smart home, smart tourism, smart parking, m-health and so on. In this thesis, we
propose a unified recommendation framework for data-driven, people-centric smart
home applications. The framework involves three main stages: complex activity
detection, constructing recommendations in timely manner, and insuring the data
integrity.

First, we review the latest state-of-the-art recommendations methods and develop-
ment of applications for recommender system in the IoT so, as to form an overview
of the current research progress. Challenges of using IoT for recommendation sys-
tems are introduced and explained. A reference framework to compare the existing
studies and guide future research and practices is provided.

In order to meet the requirements of complex activity detection that helps our system
to understand what activity or activities our user is undertaking in relatively high
level. We provide adequate resources to be fit for the recommender system.

Furthermore, we consider two inherent challenges of RSIoT, that is, capturing dy-
namicity patterns of human activities and system update without a focus on user
feedback. Based on these, we design a Reminder Care System (RCS) which har-
nesses the advantages of deep reinforcement learning (DQN) to further address these
challenges.

Then we utilize a contextual bandit approach for improving the quality of recom-
mendations by considering the context as an input. We aim to address not only
the two previous challenges of RSIoT but also to learn the best action in different
scenarios and treat each state independently.

Last but not least, we utilize a blockchain technology to ensure the safety of data
storage in addition to decentralized feature.

In the last part, we discuss a few open issues and provide some insights for future
directions.
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Chapter 1

Introduction

Recent advance in Recommender system for the IoT (RSIoT) has enabled a number

of applications such as recommender system for smart homes, m-health, tourism,

and marketing. RSIoT is essential to improve human life since IoT collects myriad

data every single moment of their life where computing systems can use them for

monitoring, analyzing, and assisting procedures. It also plays main a critical role in

promoting and investigating the advantages of IoT. They generally construct recom-

mendations that facilitate users’ choices based on their preferences. The most vital

feature of such a RSIoT is its ability to exploit the efficient data source to predict the

user’s needs in a timely manner by considering any changes of the human pattern.

However, three inevitable questions to ask are: How can we define the things we

really want or interested efficiently? How can we conduct recommendations based

on our preferences? How can we ensure the user will be interested in the conducted

recommendation? The traditional recommender system paradigms can no longer

deal with billions of things interconnected over the internet. We need a new and

more efficient paradigm working in a proactive manner, which refers to the ability to

address the three major problems in previous questions. To illustrate the important
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1. Introduction

of RSIoT let’s consider the case of Aris, a 77-year-old woman with dementia (see

figure 1.1), who lives alone in a house and is preparing a cup of coffee in her smart

kitchen. Motion sensors monitor her every move and track each coffee-making step.

If she pauses for too long, a recommender application will remind her of what to

do next. If she tries to prepare a cup of coffee late at night, the system considers

the time and recommends she goes back to bed instead. Later that day, Aris’s son

accesses the secure application and scans a checklist from the phone in his mother’s

house. He finds that his mother has taken her medicine on schedule, slept, eaten

regularly, and continued to manage her daily activities on her own.

Figure 1.1: Motivating scenario of a recommender system for IoT in the context of

Eldercare.

There are two main differences between traditional RS and RSIoT. These differences

are briefly explained as following: (1) Most traditional RSs processes depend on two

main sources: item and user and the history of their interactions while RSIoTs con-

struct their recommendations by exploiting both history data and real-time data

from sensors , and (2) most of traditional RSs such as commercial or marketing
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recomender systems focus on managing items whereas RSIoTs consider user prefer-

ences as a target.

1.1 Overview of Recommender System and Internet

of Things

• Internet of Things(IoT)

IoT allows internet-enabled physical things to connect, communicate and ex-

change data [11]. RFID, wireless sensor networks, and embedded objects,

known as smart things, form a network that bridges the physical and virtual

worlds. Smart mobiles, multimedia appliances, toys, and all kinds of other de-

vices can be embedded with sensors to participate in the network. The IoT can

be considered a combination of ubiquitous computing, pervasive computing,

and mobile computing. The ultimate goal of IoT is to provide a seamlessly in-

tegrated platform through which applications involving either physical things

or traditional virtual resources can be developed and integrated through the

Internet. In other words, we can treat physical things as traditional web

resources so as to access and interact with them. The IoT relies on the ex-

isting internet standards and architectures, and researchers are seeking ways

of reusing and adapting current internet standards, such as TCP/IP, HTTP,

and web services, to physical things, [12, 13, 11].

• Recommender System (RS)

RS proactively recommends items that users may prefer. It has evolved

through three main generations from RS for E-commerce, context-and social-

aware RS, and RS that seek to handle IoT data [14]. Several approaches are
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used to build RS; however, the conventional approach comprises three main

categories: collaborative filtering [15], content-based [16], and hybrid RS [17].

Collaborative filtering recommends items for a particular user based on the

ratings of previous users. Content-based methods recommend items from the

same category as the items that the user has targeted before. The hybrid

approach combines two or more recommendation methods.

1.2 Challenges in RSIoT

Many conventional recommendation methods have been employed in RSIoT. How-

ever, these methods face several challenges and still are not efficient to be adapted

for recommender systems that deal with sensors data in real time. Part of the

challenges are connected with conventional recommender system such as product

recommendations for online stores, and advertisement recommendations for social

media platforms while some are unique to RSIoT and require dedicated approach to

construct recommendations that meet user need in timely manner. However, RSIoT

problems are still more complex than traditional recommender system as we men-

tioned above that RSIoT not depends only on the history data or the interaction

between user and item in conducting recommendations, but also exploiting the real

time data to make the recommendations more accurate and to be able to tackle

any change of the human activity pattern during the recommendation procedures.

To clarify this point, we use Aris scenario as an example; if Aris usually drinks her

coffee in the morning, the traditional recommender system will keep recommending

the coffee machine to her at the same time using the history data and the interaction

between Aris and this item. So, when Aris is no longer drinking a coffee because a

medical advice from her doctor, the system will keep recommending the same item
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to her based on the previous sources of data, but with RSIoT the system will stop

recommending a coffee machine to Aris based on the medical advice that is received.

Here lists a few categorizes of challenges that faced by RSIoT, which constitute the

main aspects of concern when designing an RSIoT:

• Diverse relations. A common challenge for an RSIoT is that it needs

to consider heterogeneous relationships among users, things, data, informa-

tion, and knowledge due to the poor interoperability between things and data

[18, 19, 20]. Therefore, a recommendation technique should be able to con-

duct accurate recommendations by discovering and leveraging all the different

relations. In chapter 3, we built an ontology model to discover the relations

among three data sources: home appliance, environmental sensors and ele-

mentary activity recognition.

• Scalability. An RS should be able to perform consistently when the whole

IoT-based system scales out and the related data accumulate [21]. An IoT-

based system is subject to scaling out in both hardware and software, as

more and more individual things are connected into the IoT and continuously

contribute to the explosive increase in the number of things. Along with this

process, the amount of data may also increase dramatically. For this reason,

the recommendation framework should maintain stable performance in terms

of providing a reasonable response time and consistent accuracy [22, 23, 24, 25].

• Dynamicity. An RSIoT needs to handle three aspects of dynamicity: dy-

namic discovery of things at the network level [26], dynamic discovery of user

preferences based on their situation [27], and on-demand real-time recommen-

dation [28, 5]. Besides, the location of things, environmental parameters, and

related resources can dynamically change [29]. In chapter 4 and chapter 5, we
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adapted two approaches to tackle the dynamicity issue of our system: deep

reinforcement learning and contextual bandit.

• Big data management . IoT devices generate massive amounts of data, so

an efficient big data management system is needed to deal with various kinds

of data and variable velocity [30]. Providing reliability and scalability for this

system is important to ensure that it works with no downtime.

• Trust management. This challenge arises when the RS deals with a large

distributed sensors network. The system should have the ability to defend

against malicious nodes by establishing a technique to detect untrustworthy

entities. One technique to ensure this trust and reputation among IoT devices

is allowing each IoT device to evaluate the trustworthiness of the others [31].

• Privacy . RSIoTs deal with a huge amount of sensitive data concerning indi-

viduals, people, organizations, businesses, and health providers. Authentica-

tion, authorization, data encryption and integration, and fine-grained access

control are crucial to protect these data [32]. During collecting the data or

even dealing with public datasets, the data were collected using sensors that

do not violate the user privacy. There is no cameras are installed in the testbed

that could make the users feel uncomfortable in their houses.

• Security . Key security risks can be grouped into three categories: risks con-

nected with physical components, such as counterfeit attacks, false attacks, in-

formation tampering, and network damage; communication risks, such as DoS

and DDoS attacks; and risks associated with applications, such as information

disclosure, authentication, illegal human intervention, and unstable platforms

[33]. However, dealing with security issues for RSIoT is more complex than

traditional RS because of the heterogeneity of the objects and the large scale
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of the network. Data integrity issue was highlighted with preliminary solution

by adapting blockchain technology in chapter 6.

• Interoperability. Enabling communications among IoT devices that have

different standards and protocols can be a critical issue. Networking proto-

cols should be adapted to eliminate the restrictions between constrained, and

unconstrained entities in the IoT environment [34].

• Quality of service. Quality of service is one of the main requirements of any

system in IoT that ensures availability, efficiency, scalability, and adaptability.

It is crucial for IoT systems to plan effectively, use resources efficiently, and re-

spond to queries immediately and adaptively in a highly dynamic environment

[35].

• Heterogeneity. There might be diverse resources in IoT, so significant dis-

tinctions among these resources need to be hidden to provide a consistent

presence[18].
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1.3 Conclusion

In line with previous questions, the overall goal of this thesis is developing a unified

recommendation framework for data-driven, people-centric smart home applications.

It consists of three main stages:

• Multi-Source Contextual Correlations. In this stage, we present a Reminder

Care System (RCS) to discover human activity based on multi sources which

includes interactions between user and things, spatial-temporal contexts and

contemporary activities. This stage is covered by chapter 3.

• Context-aware Behaviour Recommendation. Two approaches are adapted for

this stage: Contextual bandit and deep reinforcement learning to deal with

dynamic environments and conduct updates without waiting for user feedback.

This stage is covered by chapter 4 and 5.

• Trust-aware Internet of Things Service Recommendation. We focus on data

integrity threats that may affect the accuracy and consistency of the data.

This stage is covered by chapter 6.

1.4 Dissertation Organization

In view of the challenges in RSIoT, in this dissertation, we briefly introduce overview

for IoT and RS and, challenges in RSIoT. The following chapters are organised as

follows:

Chapter 2 Recommender system for the internet of Things Tech-

niques and Applications: Literature Review The state-of-the-art RSIoT
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techniques and the development of applications for RSIoT in a variety of do-

mains are surveyed in this chapter. Analysing with findings for the state-of-

the-art methods are provided. We propose a reference framework to compare

the existing studies and guide future research and practices.

Chapter 3 Reminder Care System (RCS): An Activity-aware Cross-

device Recommendation System This chapter presents a work that aims

to detect complex activities using three kinds of features: elementary activity,

environmental sensor, and home appliance as input for our system. We first

utilize DeepConvLSTM for elementary activities recognition with wearable

sensors. Then, we build ontological models to considering spatial, artifac-

tual and environmental contextual information, to boost our complex activity

recognition by producing rules. Our experiments demonstrated that our be-

haviour recognition part is effective to be deployed as input for the Reminder

Care System (RCS).

Chapter 4 Deep Reinforcement Learning for Dynamic Things of In-

terest Recommendation in Intelligent Ambient Environment The va-

riety of human activity pattern one of the most challenging and common issues

that could affect the quality of recommendations. Based on this, we harness

the advantages of deep reinforcement learning in addressing not only the issue

of capturing dynamicity patterns of human activities but also to update our

system without a focus on user feedback. In particular, our RCS is formu-

lated based on a Deep Q-Network (DQN) which works well with the dynamic

nature of human activities. We further consider harvesting the feedback auto-

matically in the back end without requiring users to explicitly label activities.

Experiments are conducted on three public datasets and have demonstrated

the performance of our proposed system. .
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Chapter 5 Context-induced Activity Monitoring for On-demand Things-

of-Interest Recommendation in an Ambient Intelligent Environment

We consider a context as a feature to tackle dynamicity in human activities

and to construct accurate recommendations that meet users’ needs in various

scenarios. Based on these, a contextual bandit approach is utilized in the

formulation the proposed recommendation system. This approach achieves a

competitive performance compared to the deep reinforcement learning. The

main reason is that the contextual bandit (CB) approach can exploit the con-

text of each state and recommends a suitable item for each state independently

without effecting the next one. The experimental results on three real-world

datasets demonstrate the feasibility and the effectiveness of the proposed sys-

tem for real-world IoT-based smart home applications

Chapter 6 A Blockchain Framework Data Integrity-enhanced Rec-

ommender System Data integrity threats may affect the accuracy and con-

sistency of the data particularly in the IoT environment where most devices

are inherently dynamic and have limited resources that could fail in ensuring

the quality of data transmission. Prior work has focused on processing big data

and ensuring their integrity by considering Cloud Storage Service (CSS) as the

popular way. Here, we address integrity of data leveraging blockchain capa-

bilities to ensure the integrity of the critical data. We adapted the Ethereum

blockchain to our RCS for ensuring integrity of data during sharing them be-

tween doctor and patient without handling their data by third party. We

build four smart contracts that enable our system of gaining more advantage

of blockchain. We evaluated the performance of our smart contracts in Kovan

and Rinkeby test networks. The preliminary results show the feasibility and

effectiveness of the proposed solution.

10



Chapter 2

Recommender system for the

internet of Things Techniques and

Applications: Literature Review

This section contains work published in:

[36] M. Altulyan, L. Yao, X. Wang, C. Huang, S. S. Kanhere, and Q. Z.

Sheng, “Asurvey on recommender systems for internet of things: Techniques,

applicationsand future directions,” The Computer Journal, 2021.
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2. Recommender system for the internet of Things Techniques and Applications:
Literature Review

2.1 Introduction

With the development of new approaches and improvements to conventional rec-

ommendation approaches and techniques, numerous recommender systems for IoT

(RSIoT) have been developed and implemented in various domains, such as smart

homes, smart health, smart car parks, and smart tourism. However, certain new

challenges can still be identified for RSIoT, and these, to some extent, are more com-

plex than the conventional recommender approaches for three main reasons [37]:

• Dealing with and analyzing a massive amount of hugely heterogeneous data

requires both comprehensive analysis and identification to conduct accurate

recommendations.

• Exploiting rich contextual information is needed to provide recommendations

that match the user preferences, while challenges like resource constraints

could obstruct this process.

• IoT data are required to pass through several layers for extensive processing

during their entire life cycle to be inferred and produce recommendations to the

end-user. Accordingly, providing security for RSIoT usually requires additional

security layers; it also affects a system’s overall performance.

The last few years have witnessed some tremendous studies on recommendation

systems. Most of them are focused on either conventional recommendation tech-

niques, (e.g. collaborative filtering (CF) [38, 39, 40, 41]) or their applications (e.g.

social recommender systems [42]). Although there are some reviews and outlooks

for general recommendation systems [14], no previous research known to us has pre-

sented a comprehensive analysis of RSIoT. For example, Burke et al. [17] reviewed
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a landscape of hybrid recommender systems and compared them with traditional

recommendation approaches. The work presented in [43] examined 177 papers on

recommendation systems, classifying them into two types and describing their tech-

niques and applications. The authors in [44] focused on context-aware recommender

systems and algorithms. Also, evaluating a recommender system is usually consid-

ered to be a major challenge. In [45], the authors summarized the metrics to evaluate

a recommender system and classify them based on their user dependency character-

istics. Singh et al. [14] presented the three generations of recommender systems and

discuss their similarity measures and evaluation metrics. Despite the significance of

the RSIoT for both researchers and real-world developers, no previous research has

comprehensively reviewed recommendations systems in the IoT environment to the

best of our knowledge.

In this chapter, we conduct a comprehensive survey of RSIoT techniques and their

application. We provide a panorama of current progress and an in-depth analysis of

the reviewed techniques. Also, We provide analyses with findings for the state-of-

the-art methods. Finally, a unified recommender system framework for the internet

of things is proposed. It aims to compare the existing studies and guide future

research and practices.

2.2 Recommender Techniques and Systems for the

IoT: State of the Art

We focus on the techniques to build RSIoT. To analyze the growth of RS in the

IoT environment, this section reviews the major techniques that are exploited to

construct RSIoT, including conventional recommender techniques, context aware-
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ness, the social IoT technique, multi-agent algorithms, recommendations with a

graph database model, recommendations with machine learning and deep learning

techniques, and recommendations with reinforcement learning technique.

2.2.1 Collaborative filtering approach

This approach makes recommendations on items for a particular user that are based

on the ratings of previous users [15]. It works in three stages: computing the

similarities between users, selecting a group of users with the same preferences as the

user who needs recommendations, and making a recommendation based on the group

ratings. There are two main collaborative filtering (CF) techniques: memory-based

CF [46], and model-based CF [47]. In memory-based CF, user recommendations or

predictions of ratings on future items are based on the users’ rating behavior by using

correlations between items or between users. However, the whole training set is used

each time to predict the recommendations that particularly affect the performance

speed with a large dataset. This issue could be addressed by pre-calculating the

necessary information and then updating them incrementally. Model-based CF is

more scalable in cases where only the training set is used to build the model. It

then uses this model to recommend future ratings. Compared with memory-based

CF, model-based CF is considered less accurate because of the large fraction among

the item-user values in the training part of the dense dataset [15].

In the last decade, CF algorithms have become a common approach to building an

RS. This involves recommending items based on the history of the user or a group of

users with the same interest and maximizing performance, especially when there is

enough historical information. Although CF algorithms face an important challenge

with new items (cold start problem), they have been implemented successfully in
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various domains. Some studies have investigated this approach in the IoT context.

The following account provides an overview of the use of the CF approach in RSIoT,

in which each RS based on this method is explained in detail. In [26], the authors

proposed a unified CF model based on a probabilistic matrix factorization

recommender system that exploits three kinds of relations in order to extract

the latent factors among these relations: user-user, thing-user, and thing-thing.

A directed weighted graph, probabilistic matrix factorization, and random walk

with restart are all applied to extract these correlations. Such an approach was

evaluated by measuring the accuracy. This was based on exploiting correlations

among the social network and things with other approaches, based on probabilistic

factor analysis. The results showed this approach gives better results than the other

methods.

The author in [48] exploited the CF method to design an IoT trust and repu-

tation model that investigated trust and reputation among IoT nodes. The main

phases of this model are: (1) Alpha nodes are determined as being stronger nodes

in the IoT network and are responsible for defining jobs and distributing processing

among the nodes in the network; (2) Each node in the network provides ratings

for its experiences, and consequently, a rating matrix is built. (3) Probabilistic

neural networks (PNN) are used to divide nodes in the network that have the same

functionality into clusters by calculating the similarity among them; (4) Recommen-

dation weights are calculated, and Quality of Recommendation (QR) is defined as a

score of trustworthiness; (5) The sensitivity found in each transaction is defined by

using a flag parameter; (6) The trust value between the two nodes is computed; and

(7) The nodes are classified into trustworthy and untrustworthy. Here, one of the

PNN layers is used to calculate the probability density function (PDF) that defines

the probability of the node belonging to either the untrustworthy or trustworthy
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class. The two main features of this model are: it deals with the cold start problem

by predicting the value for each new node, and it classifies the data depending on

its sensitivity in enhancing the system’s performance.

In [49], the authors proposed an airport fog-to-cloud system, based on the F2C

project, which conducts recommendations for both novice and experienced travellers.

The main idea of the system is to use the data of the traveller’s device to recommend

a suitable event, such as a flight’s last call, flight closing, check-in opening, etc. It

consists of several entities: Users, who provide all the details about their destination;

Sessions, which start when the user contacts any fog node; Position, to define an

attribute for both POIs and users. The other entities are Topic, which is chosen

by the user to initiate the user preferences; the POI, which represents the user

preferences; Promotions, which are based on the POI; and Score, which considers

the entities to conduct effective recommendations. To recognize a user’s preferences,

the CF adapts. This is based on either the historical actions of the user or similarities

to other users.

For recommender system, knowing the user preferences is the key to conduct accu-

rate recommendations successfully; consequently, sufficient data sources are needed

to feed the system. In [50], the CF approach was adapted to address this issue. Here

the authors exploited the weather and location data that was collected by the sensors

to provide effective recommendations for the residents of that geographical region.

This is called the weather and location-aware recommendation system and

the architecture of this RS comprises the following functional blocks: W-Historical

Weather Data Processing; S-Historical Sales Data Processing; and R-Making Rec-

ommendations. In historical weather data processing, weather data are collected

and processed; if a record has missing data, it can be purged either by filling the
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missing interval by the closest reading or taking the average of previous readings.

The Hidden Markov Model is used in this block to address the problem of defining

weather conditions during short intervals. In historical sales data processing, two

types of historical sales data are collected: temporal data and specific location data.

If there are missing data, the system can manage the situation by using a trend

model to extract the highest sales during a given time interval at a specific location.

Recommender systems for location recommendations may fall short when dealing

with the new region. The lack of information (the cold start problem) is the main

issue in this situation. In [51], the authors designed an algorithm that has the abil-

ity to tackle this issue by considering the users’ location history and user reviews

information.

Some studies exploited two approaches of CF to build their systems. For illus-

tration. In [52] the authors proposed a framework that combines cyber-physical

systems and IoT to make recommendations. The system architecture consists of

four layers: a selection layer, network layer, services layer, and application layer.

The authors discussed the two main approaches to CF to build an RS: a user-based

approach and an item-based approach. In the user-based approach, the user plays

the leading role; people with the same taste are grouped, and the recommendations

for the user are based on evolution items that are rated by the group with the same

preferences as the user (see figure 2.1(a)). The item-based approach provides recom-

mendations by building neighbourhoods for the items that are preferred by the user

(see figure 2.1(b)). The work in [53] extended the user-based approach to provide

group recommendations in an IoT environment by considering the member organiza-

tion. The member organization can affect the decisions of members of other groups.

The system consists of three main parts: (1) constructing the rating matrix from

the history accessing services by normalizing the frequency of services access; (2)
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defining the member organization by using three kinds of similarity metrics: group

size-based, common member-based, and member preference; and (3) user-based CF

based on group similarity, which is responsible for dealing with the cold start prob-

lem, predicting ratings to the new group and producing recommendations. The

experiment’s results showed that the member organization-based group similarity

(MOGS) metrics outperformed the baseline approach. Also, in [54, 55], user-based

Figure 2.1: (a)User-based collaborative recommender system,(b)Item-based collab-

orative recommender system

and object-based are adapted to the RSIoT part in the MUL-SWoT model. The

RSIoT is responsible for ranking the services that are received by the third party and

filtering them to provide recommendations. The authors use some metrics to eval-

uate these algorithms; the results show that Object-Based Collaborative Filtering

(OBCF) was better than User-Based Collaborative Filtering (UBCF).

Some studies have sought to make this approach to build an RSIoT more efficient by

addressing the major problems of scalability, and cold start [56]. In [57], the authors

proposed a system that could recommend the best among several nodes that had
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the same services. When the recommendations part of the system was built, it was

based on the CF approach and optimized by addressing the two main challenges:

the cold start problem and scalability. It tackled the first problem by using a graph-

based trust and the second by allowing each node to predict the rating rather than

a central system. The trust and similarity between the nodes were measured based

on the rating and structure of the network. The experiment results showed that the

combination of trust as a new influence and similarity as a traditional influence in

CF improved the accuracy and coverage. However, this approach may not be able to

address the same issue in RSIoT where the system deals with huge amount of data

that is sensed by groups of sensors, and graph based depends on graphical analysing

to predict the link between item and user (activity) as result complex computation

and time consuming will be added to the system.

For medical-related problems, collaborative filtering cannot be adapted directly.

Consequently, the authors in [58] designed a modified version called Advice-based

CF to build an RS that provides suggestions for cardiovascular-disease patients.

It combines three major parts that each had unique functions: data collection,

classification, and recommendations. The first part is responsible for collecting data

from the patient by using biosensors. The collected data is there after cleaned and

filtered for extraction. The second part classifies cardiovascular diseases into eight

classes. The authors proposed four classifiers of machine learning: SVM, Naive

Bayes, random forest, multi-layer perceptron. The last and main part is used to

produce recommendations for patients in a remote area.

The common problem with each RS, whether it is conventional or IoT-based, is

the lack of information. Some studies attempt to address this problem by adding

social network data as an input source [59]. For example, authors in [60] combined
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two main algorithms to improve the accuracy of avenue recommendation: a CF-

based algorithm using social network data and the QoS-based algorithm. The main

operations of the system have the following steps: first, the QoS algorithm calculates

the cost for each avenue and then the atmosphere. The CF computes the impact

level of the user’s social friends, but, first, the algorithms are worked offline. After

the completion of this offline initialization, the algorithms are executed online to

conduct the recommendations in parallel. The recommendations of both algorithms

are then combined using the WCombSUMi formula [61]. Finally, the repository

data are updated to maintain the consistency of the system. The study [62] also

proposed a location-aware POI RS that exploits three kinds of data sources to

conduct accurate recommendations: user rating reviews, POI data, and user data.

The system has the ability to provide recommendations for the user when he moves

to a new region, even if there is no activity history for him. The Matrix factorization

approach is applied to the recommendation engine, and this gives the system three

main features: accuracy, scalability, and flexibility. The system is tested using a

public dataset (yelp dataset), which gives a high degree of accuracy.

In [63], the matrix factorization approach is exploited to present a framework for

museum tour recommendations. Authors in [64] adapted the collaborative filtering

approach for their recommender system but with giving attention to the connection

between the user preferences and time and dividing the similar users into groups.

Although the collaborative filtering approach has been adapted in numerous studies,

as we discussed in previous parts, there are potential problems that make it inefficient

for RSIoT, as we discuss below. These are:

• Scalability RSIoT deals with a large amount of data that needs computation

power to conduct the recommendations, as well as fast response to online user
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requirements.

• Cold start problem particularly when a new activity pattern joins the sys-

tem as mentioned in Aris scenario. There is insufficient information to identify

an appropriate group of previous activities for rating purposes or when a new

sensor is added to the system. For RSIoT, addressing the cold start problem

is more complex where it cannot be dependent only on the history data to

fill the missing as in conventional RS. Especially, when the system deals with

critical cases like Aris; so, the system needs to find sufficient data source to

conduct the accurate recommendations in timely manner.

• Data sparsity may affect the accuracy of collaborative RS, especially RSIoT,

which receives huge sensory data from multiple channels, as we elaborated in

Aris’s scenario that the system needs to consider any change in her pattern

even the activity is still the same, it could be done in a different way. So,

the correct item has to be recommended in a specific moment depending on

both history data and real time data. Consequently, CF approach may fail to

address this issue in RSIoT.

2.2.2 Content-based approach

The content-based (CB) approach recommends items that are similar to the items

previously targeted by the user. Instead of relying on ratings, it uses the existing

interest history to predict user interest in the target and match the content of similar

profiles with the target content (see figure 2.2)[16]. Therefore, it may suffer from

the cold start problem [52]. The CB approach has been used for recommendations

in the IoT. In [65], the authors proposed two RS for their AGILE project, which

aims to improve users’ health conditions. As a result, two new apps handle patients’
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Figure 2.2: Content-based recommender system .

healthcare devices and physical activity plans. The CB approach is used to build

the recommender engine for a second app as a basic recommendation approach.

The idea of the app is to collect the patient’s data through medical sensors that

can be worn, and a virtual nurse is illustrated as a case to explain this. Based on

these data, the app can recommend a suitable activity plan for the patient. In [66],

authors shift from basic recommendation approaches to develop three recommenda-

tions approaches: Sequence-based recommendation (SEQREQ), Recommendations

for configurators (CONFREQ), and recommending diagnoses (DIAGREQ) to meet

the requirements of their scenario.

In another illustration, in [67], the authors adapted a CB approach to building

a recommendation module for their smart restaurant, which aims to provide dish

recommendations based on the customers’ tracking history. Jaccard measure was

adapted to measure the customers’ similarity and the dishes to conduct recom-

mendations based on user preferences. The CB approach has also been applied to

parking applications. However, based on this technique, the applications will only

make recommendations that are based on the similarities among the customers’
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parking profiles without considering their user preferences. Therefore, accurate rec-

ommendations resulted in parking issues. To address this problem, the work in [68]

proposed a periodical recommendation that is conducted during three periods: rec-

ommendations at the entry gate, recommendations for the nearest parking zone, and

recommendations for the new zone, when the recommended parking is taken. The

system uses three main dimensions as data sources: user profile, user preferences,

and nearest zone. The distance matrix is adapted to calculate the distance between

the user and a zone. To minimize the computation time, the system can remove

unrelated zones from the zone list. The system was also tested using a simulation

dataset, and the result shows it outperforms other systems that focus on user pro-

files or user preferences only. Although CB has a number of features compared with

CF, such as building a profile for each user which depends on his history rating,

extracting features of each item to decide which item should be recommended, and

dealing with new items; nonetheless, it has some shortcomings: (1) focusing on items

and their features which affect the quality of recommendations when user’s pattern

is changed, (2) lack of ability to deal with a new user where there are no items

belong to, and (3) keeping recommending items that are similar to those already

rated without finding any unexpected [69]

2.2.3 Hybrid approach

The hybrid based (HB) approach combines two or more approaches to build an

RS. For example, by combining the collaborative and content-based methods, the

limitations of each can be addressed. The different ways of merging collaborative

and CB approaches into a hybrid RS are as follows [17]:

• Building a hybrid RS by implementing content-based and collaborative fea-

23



2. Recommender system for the internet of Things Techniques and Applications:
Literature Review

tures separately and mixing their predictions.

• Combining some content-based features into a collaborative approach.

• Combining some collaborative features into a CB approach.

• Building a general unifying model that combines collaborative and content-

based characteristics.

Significant research efforts have been devoted to exploiting the hybrid approach

to improving recommendations and search performance in IoT. In particular, the

framework of the recommendations for Digital Signage (DS) in Urban Space [70]

exploited the hybrid approaches to make DS more attractive. The framework has

five components: IoT sensing, data pre-processing, recommender engine, DS user

interface, and DS data storage. The recommender engine plays the main role in

investigating product taxonomy, advertisement taxonomy, condition feature groups,

and the DS recommender model of the framework. It can deal with multiple re-

viewers by switching to various reviewer modes. The system’s results were based

on a digital signage system deployed in a Taipei shipping mall and showed that

both the demographic and context features are crucial factors in providing accurate

recommendations. To reduce the latency of recommendations, in [71], a user-space

customized RS platform system is proposed that will exploit the mobile edge en-

vironment. The conceptual architecture combines several components to build an

RS that produces high-quality recommendations. The system produces the recom-

mendations by exploiting user feedback data and sensor data that are closed to the

user. This system deals with two user scenarios: (1) if this is the first time the user

has dealt with the system, the recommendations are based on similarity with other

user’s preferences (collaborative filtering); (2) if this is not the first time the user has

engaged with the system, the user’s feedback data in the repository is considered in
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the recommendations (content-based). In [72, 73], the authors built their RS engine

using a hybrid recommendation algorithm that combines CF and CB approaches.

The RS framework is based on the cognitive process. It consists of three main layers.

In the first layer (Requirement layer), the goal of the system is described by using

a Cognitive Specification Language (CSL), which it then sends to the next layer.

The Things layer observes the environment and provides the recommendations list.

The main layer is the cognitive process layer, which contains the cognitive recom-

mender engine that is responsible for receiving the sensory data from the Things

layer and executing the recommendation algorithm. Authors in [74] proposed a

recommender system for health care that combines machine learning algorithms to

analyze the IoT data and a hybrid approach to model the recommendation part.

In light of this, combining two approaches, such as content-based with collabora-

tive, may tackle their issues, but it fails to tackle RSIoT issues where most of the

traditional approaches focus only on the interaction between user and item.

2.2.4 Knowledge-based approach

This approach recommends items to the user based on knowledge about the users,

items, and their relationships. The Knowledge-based (KB) approach has a functional

knowledge base whose performance is based on the identified relationship between a

user’s need and a possible recommendation [17]. It does not depend on user rating

or gathering information about specific users to provide recommendations. The KB

approach addresses several limitations of other approaches, such as the ramp-up

(cold start) problem. Ontology is a formal method of representing knowledge that

is central to building RSIoT.

Creating and evaluating the ontology are complex and time-consuming processes,
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but several studies have used them to build RS in IoT. For example, the authors in

[75] proposed a method for generating automatic rules and recommending the best

rule, which requires no complicated configuration or extra efforts at the user end.

Also, the user has the opportunity to add new rules for newly connected devices.

To increase performance, the authors further applied two steps with three ontol-

ogy models and collected open web data related to rules by a data pipeline. First,

three ontology models were created: (1) Things (knowledge base), which provides

all information for things; (2) Context (knowledge base), which provides contextual

information about people, environment, and things; and (3) Functionality (knowl-

edge base), which links the functionality of context and things. Second, data about

the automatic tasks were gathered from the web (web crawler) to be stored in the

IFTTT crawled data. Then the collected data from the web were mapped with the

data of the three ontology models in order to produce the home rules. The user

can add new automatic tasks when a new device is added (sensor) by recommend-

ing some tasks to the system. However, adding new automatic tasks might conflict

with current tasks. For this reason, the authors defined four potential conflict sit-

uations to be solved. In [76], a conceptual framework called the web of objects

(WoO) is proposed that provides smart spaces services recommendations by using

semantic ontology. It combines three main layers: 1) a virtual objects (VO) layer

that represents real-world objects, 2) a composite virtual objects (CVO) layer that

accumulates VOs and their information, and 3) a service layer that is responsible

for providing recommendations based on the results of the previous layers. Also, the

authors in [77] adapted ontology formats for smart space technology to implement

an RS for historical tourism. Also, for smart health applications, ontology plays a

significant role in building a recommender system to supervise chronic patients and

to provide long-term care [78, 79]. However, a classic ontology cannot define the
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membership value of risk and uncertain factors precisely; thus, the system provides

inefficient results. To address this problem, [80] adapted a fuzzy ontology to build

a system that monitors diabetes patients and recommends specific food and drugs.

It combines four kinds of fuzzy ontology: patient ontology which contains the his-

tory of a diabetic patient, sensor ontology, which includes the data from sensors,

knowledge and rules-based ontology, which consists of the rules that help to define

the patients’ conditions, and drugs and food recommendation ontology to provide

recommendation services. The experiment’s results show that the performance of

the proposed system outpaces that of classical ontology. Although KB-based ap-

proaches have been barely attended in building RSIoT, they are able to respond

to any change in the human patterns by updating relationships between user and

item. Yet such models still face two major issues, which cannot deal with decisions

that have no rules related to the system, and requires knowledge engineering in the

building, and can be expensive [81].

2.2.5 Context-aware Recommendation

Context-aware computing is well known in computer science research. In [82], con-

text is defined as "any information that can be used to characterize the situation of

entities (i.e., whether a person, place, or object) that are considered relevant to the

interaction between a user and an application, including the user and the application

themselves. Context is typically the location, identity, and state of people, groups,

and computational and physical objects".

The application of context-recommender systems in the IoT environment faces sev-

eral challenges, such as context discovery, security, privacy issues, and sharing con-

text, but some researchers have used context-awareness in their frameworks to build
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RSIoTs. Proactive multi-type context-aware recommender system [5] ex-

ploited the user context to define when the recommendations must be pushed to the

user and which kinds of recommendations are to be pushed. The proposed approach

is demonstrated in three domains: gas stations, restaurants, and attractions. The

authors built the system in two main phases: identifying the situation of the user

and the type of recommendations phase and the item recommender phase. In the

first phase, a context-aware management system (CAMS) performs the following

tasks: (1) data acquisition, where data about IoT devices, such as sensors, GPS,

etc. are collected; (2) data modeling to convert the raw data into understandable

form; (3) context reasoning to deduce new knowledge based on the results of the

previous stages – the neural network is applied at this stage to generate several

scores for the three types of recommendations; And (4) scoring algorithm to define

which types of recommendations will be moved to the next phase. In the second

phase, a CF approach is used to recommend the items for the user. The proposed

framework was adopted as an application (see subsection 2.3.4) and then tested and

evaluated with good results. The authors in [3] proposed a Context-as-a-Service

(CoaaS) recommender system that uses an IoT context service to enable ap-

plications to provide and consume contextual information seamlessly without the

need for manual integration among IoT devices. The two core components are con-

text service description language (CSDL) and context service matchmaking (CSM).

CSDL enables developers to describe their services regarding semantic signature

and contextual behavior in standard language. CSM is responsible for matching

between context requests and context services. The CoaaS framework was tested

by adapting it to produce smart car park recommendations via an application on

a smartphone; this is explained in detail in section 2.3.2. The EW4 model [83]

exploited contextual information and the mobility of the user’s tweets to provide
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accurate recommendations. The framework combines both offline and online com-

ponents. The author has proposed an algorithm using a generative process to model

the offline components, which is based on four aspects: who (User), where (Geo),

when (Time), and what (Words). Several applications based on this model could be

built, such as location recommendations, user prediction, and location prediction.

The EW4 model’s performance for some tasks was evaluated using two datasets.

The authors in [4] proposed an RS that could provide accurate recommendations

by considering contextualization with IoT data. They defined two operations for

contextualization: contextual filter and contextual aggregation. In the contextual

filter step, data on IoT devices and services are filtered based on the current context.

Contextual aggregation involves combining the filtered data based on both contex-

tual similarities and relevance. The authors adapted the framework to design a

smart parking application (see subsection 2.3.2). Zhou et al. [84] proposed a model

which could improve recommendations accuracy by exploiting context-awareness.

The model consists of three main components: firstly, the server, which is responsi-

ble for providing service recommendations to users; secondly, the user, who provides

the context to the server in order to get recommendations; and thirdly, the services

provided by the server. The authors designed a Hierarchical Social Contextual Tree

(HSCT) algorithm that uses three sources to provide accurate recommendations:

service usage frequency, contextual bandit feedback, and social intimacy. The ex-

periment’s result showed that the system outperforms other algorithms, especially

in two dimensions, namely scalability and the cold start problem. Also, in [85] the

context is adapted as a source to build a recommender engine for recipe recommenda-

tions in a smart kitchen. The recommender engine consists of four main components:

food item taxonomy, which represents the food items and their attributes in the re-

frigerator and cupboard; recipe taxonomy, which includes all the recipes and their
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ingredients; conditional groups, which combines environment and context features;

and the recommender model, which utilizes the historical data to conduct recom-

mendations. Based on the previous components, the authors described a motivation

scenario to explain the importance of the proposed system. Also, context aware-

ness was employed in building an RS for smart healthcare [86]. In the same vein,

the authors [87] proposed an RS that provides social recommendations for cultural

heritage (see subsection 2.3.3). The architecture consists of three main parts: so-

cializing, social-based recommendations, and context-based recommendations. The

system can deal with the sparsity issue, where the recommendations are conducted,

even when the new user uses the system. Based on previous studies, context plays

an important role in improving the quality of recommendations and helps the sys-

tem to decide which kinds of recommendations should be conducted to the user in a

specific situation. However, it still has some limitations, such as scalability, privacy,

security, and sparse data.

2.2.6 Social IoT-based Recommendation Technique

The concept of social networking in IoT applications is to create a social relationship

among things, which is also known as social IoT (SIoT). Such social connections can

be the relationships among things and the relationships between users and things,

where the relationships essentially represent social circles [6]. The authors in [88]

introduced the concept of socialization between things, which focuses on finding

solutions to allow smart wireless devices to establish temporary relationships. The

main idea behind SIoT is that social objects can select, discover and compose ser-

vices. Five main kinds of relationships are produced, based on the object’s activities

and features, which are explained in detail in [89]. These relationships depend on the
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object’s activities and the features that are to be created and updated. Moreover,

they require some modules to utilize these relationships, such as a service discovery

module and relationship management module [6]. SIoT enables IoT applications to

exploit IoT services efficiently. Hence the RS can exploit the data that are gathered

from various applications. SIoT has led to some challenges that may make it not

sufficient for RSIoT, such as lacking the interoperability among things and concerns

on privacy, security, and trust issues, particularly with some IoT sensitive data. Yet

some pioneer works have emerged recently, which are explained below.

The authors in [6] proposed a framework that could exploit the SIoT network to

produce services recommendations. The SIoT network includes the profiles of all

the IoT applications. The data profiles can be used to provide service recommenda-

tions or could be exploited by other IoT applications to search for similar conditions

that have been solved in the past. The proposed framework has three main layers:

the SIoT perception layer, which collects the data of all IoT devices and their re-

lationships, which are extracted by using SIoT technique; the network layer, which

connects the previous layer with the upper layer by using several communications

protocols; and the interoperability layer, which enables all IoT applications to use

the IoT data. The authors provide an example of how their framework could be

adapted for various applications (see subsection 2.3.4). This would be done by ex-

ploiting the availability of social correlations among things and between users and

things to provide services recommendations.

However, facilitating access to quality services and trustworthy devices in a SIoT

environment has become a critical issue. To address this problem, a scheme of

access service recommendation [90] is proposed that provides recommendations

about trustworthy nodes. Trustworthiness is evaluated based on three parameters:
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a feedback-based reputation system, social relationship, and an energy awareness

mechanism. Recommendations are subject to an unreliable wireless environment

and limited battery capacity in smartphone applications. In [91], the mobile IoT is

exploited to build an RS for services and social partners. The RS has two main mod-

ules: a recommendation module and a physical layer module. The recommendation

module combines three components: recommendation-database, service/interest-

matching, and service/connection time-prediction. The recommendation database

performs three main functions: (1) it collects all the information on users and service

providers, including user preferences, features, and services; (2) it creates a social

network page based on this information; and (3) records the historical information.

The service/interest-matching (S/I-M) matches the services of the providers with

user interest using different recommendation and data mining techniques. The ser-

vice/connection time-prediction (S/CT-P) is used to detect a suitable time to create

a D2D link, taking the quality of the wireless channel, battery capacity, and the mo-

bility of the wireless device into account. The results of (S/I-M) and (S/CT-P)

are evaluated to provide recommendations by updating the social network pages.

The physical layer module is responsible for managing all the resources, such as the

physical link with the partner, power consumption, and codeword rate, as well as

providing communication recommendations to improve the performance.

2.2.7 Multi-Agent Algorithms

A multi-agent system (MAS) has two main goals: to provide rules to construct a

complex system and provide techniques to coordinate each agent’s behavior. In

[92], several reasons for using a multi-agent system are presented; some of these are

summarized in table 2.1. These considerations have led some studies to focus on the
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Reason Explanation

Speed Using a multi-agent system provides several mecha-

nisms for parallel computation, which increases the

system’s efficiency.

Parallelism Each agent has various tasks or abilities.

Scalability Some systems need to be more flexible in term of

adding a new agent or new task to the system.

Robustness Robustness is achieved by eliminating the single fail-

ure point.

Simpler programming It is easy for programmers to tackle and control sub-

tasks rather than tackle the whole systems.

Table 2.1: Reasons for using a multi-agent system.

use of MAS to build recommendations systems in IoT.

In [93], a multi-agent algorithm is exploited to improve the speed of the recommen-

dations, with each thing described by thing descriptors (i.e., bit vector). Things

with similar features will then be brought together and managed only by neighbor’s

cyber agents. Note that all cyber agents are connected by hops. The probability

function is used to decide if the thing descriptor will be moved towards a linked cy-

ber agent. The cyber agent evaluates the thing descriptor if it arrives from another

linked cyber agent. The algorithm is designed to make it both intuitive and straight-

forward to produce a recommendable thing. When a query is established, a cyber

agent matches thing descriptors and then forwards the query to a neighbor cyber

agent with a maximum value of similarity. This process continues with other cyber

agents until the node agent has a maximum similarity result, compared with the cur-

rent agent, and the query process then finishes. After that, the query is forwarded
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to the asking cyber agent to produce the user’s recommendations. The algorithm

was tested and evaluated, and the results showed that the recommendations were

produced faster.

The authors in [94] exploited the IoT data to build a Mobility Recommender

System (MRS) for parking, especially in urban areas, by incorporating features

such as an ideal door-to-door route. The system has two main parts: the data

sources, which are divided into static and dynamic data as input to the system;

and the recommender system, which is responsible for dealing with these data. A

multi-agent system is designed to support a mobility query engine (MQE) that can

distribute IoT data based on location, type, and complexity. The goal of using a

MAS is to recommend parking spaces based on the consideration of different input

data. For example, when the door-to-door route requires the user to use public

transport, one agent who is aware of city policy may provide sets of recommendations

to the route calculation planner (RCP) that take into account the city’s regulations.

Another agent who knows about the user’s parking preferences may also provide

several recommendations to the RCP. Finally, the MRS is responsible for collecting

and aggregating the queries into a ranked list of recommendations that will be

considered in subsequent recommendations, where a utility RS is used to calculate

user preferences. More details about their parking application can be found in

subsection 2.3.2.

Twardowski et al. [95] built an RS that uses data from mobile devices and other IoT

devices to provide personalized recommendations in real-time. The system consists

of two main parts: the Big Data Server Side and Mobile Devices Side. The Big Data

Server Side is responsible for the collecting and processing of mobile devices by using

a multi-agent system and the Mobile Devices Side, which combines the numbers of
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mobile devices, such as smartphones, sensors, and beacons. The main features of

this system are that it uses edge services to reduce direct communication between

the mobile devices and the server, deals with the sparse data by using matrix and

tensor factorization techniques, and lastly, addresses the cold start problem by using

the current context information and calculating recommendations in real-time. A

concrete example in a smart m-health application of their RS idea is mentioned in

section 2.3

The authors in [96] proposed an RS based on the multi-agent technique to optimize

electricity consumption and save costs in a smart home. The system consists of

three main modules with specific agents: a device module to collect data from

each appliance; a crawler module, which contains the information about electricity

prices; and a recommendation module that uses data from the other two modules to

suggest recommendations. There is also a control agent that manages the interaction

between the modules. The recommendations part is built based on two conventional

recommendation techniques, which are KB and UB. However, the system has only

been evaluated in a theoretical case study using the UKDALE dataset. Authors in

[97] proposed a recommender system-based multi-agent approach, which focuses on

the eating and physical activities of children who suffer from obesity. The system

consists of two agents: a child agent that processes data about the child and a

health advisor who receives the data from the child agent to produce a suitable

recommendation. Based on previous studies, we can conclude that multi-agent

systems can address one of the main issues of RSIoT, that is, scalability, by applying

decentralization and self-management strategies. However, the MAS approach alone

may not be able to tackle other RSIoT issues, specifically in dealing with diverse

relations and dynamicity.
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2.2.8 Recommendations with Graph Database Model

A graphical database model is defined to represent a structural schema. Models

and diagrams, such as entity-relationship diagrams, are tools that designers/archi-

tects can use to test the different data structure relationships or display validity

constraints graphically before implementation [98]. Graph data models are used in

applications that consider the importance of the data and the relations among data

at the same level. There are several benefits of using graphs as a modeling tool [99]:

• It allows the user to show all the information about an object in a single node,

while the related information is referred to by arcs.

• Queries can be referred directly to a graph structure.

• Graph databases can provide efficient graph algorithms to investigate specific

operations and efficient graph storage structures.

The authors in [100] exploited a Neo4j graph database to address one of the main

challenges in IoT, namely, big data management. The sensory data from a smart

city, which are used to produce service recommendations, are stored in a graph

database. The proposed architecture has three main components: node-red, Neo4j

graph database, and the recommender. Node-Red combines two parts: (1) data

source flow, which is responsible for processing all data before they are transferred

to the next part; (2) heating manager flow, which uses the received data to control

the heating schedule for each house, as well as enabling users to interact with the

system. The data stored in the Neo4j graph database define the relations among

them in order to answer the user’s questions. Finally, the RS exploits not only

the predefined existing data (historical data) but also the real-time data stored in
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Neo4j. The CF is suggested as an approach to defining the similarity among the

users by using similarity metrics (Euclidean and cosine). The main feature of the

architecture is that each component is independent, which enables the extension and

scalability of the system’s features. (Details are mentioned in subsection 2.3.7).

Also, the author in [101] exploited graph techniques to build an RS that provides IoT

services recommendations to the user based on their own IoT devices. The system

combines three main steps: IoT services modeling, IoT service catalog (classification

algorithm), and service matching algorithms (Recommendations). The IoT services

model their functions by using Typed Attributed Graphs to describe all the objects

and their relations. IoT services are cataloged by using an algorithm that entails the

following three steps: (1) Defining physical interfaces and their location in spaces

in order to build the space’s profile; (2) determining how many smart spaces share

the same profile in order to distinguish the relations between the objects; and (3),

a signature is defined for the list of profiles, based on the result of step 2, with the

spaces that share each profile. Service matching algorithms are used to correlate

between the user request and signature of the service classes. The authors discuss

two different scenarios where the system can use these algorithms. One is when the

user is an expert, which means he can add a new service to the catalog, and the other

is when the system can make a service recommendation based on the requests of a

typical user. Wang [102] proposed a service recommendations scheme for the IoT in a

smart environment that combines three main components: tripartite graph, matter

diffusion, and the habit feature. Despite preliminary benefits for graph database

model, it is connected with two issues: generic frontends usually not adequate to

support users in their tasks and the lack of dealing with time-series data while RSIoT

depends on it.
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2.2.9 Recommendations with Machine learning

Machine Learning (ML) can be generally considered a sub-field of Artificial Intel-

ligence (AI). It entails the use of computers to simulate human learning and can

collect and use real-world knowledge to enhance performance [103]. ML algorithms

can be divided into three (supervised, unsupervised, and semi-supervised), based on

the nature of the data involved, or into two (transductive and inductive learning),

based on the concept learning perspective [104].

ML algorithms can be utilized to optimize the ability of traditional RS to provide

accurate recommendations to the user. In [105], the authors designed the Optimal

State-based Recommender (OSR) System by exploiting some machine learning algo-

rithms, including Distributed Kalman Filters, Distributed mini-batch SGD (Stochas-

tic Gradient Descent), Distributed Alternating Least Square (ALS) based classi-

fier, and some ML platforms. It shifted conventional recommendations, based on

user/item preferences only, into accurate recommendations that deal with real-time

data. Some conventional recommendation techniques cannot be directly adapted

for use in the design of RS. Accordingly, some studies have focused on improving

some of these techniques or functions. For example, the authors in [106] proposed

a framework to build an e-commerce RS that exploited the multi-sources of in-

formation to produce accurate recommendations. The framework has three main

components: data sources, recommendation evidence weight, and fusion decision.

The data source component uses microformats to provide a unified representation

and platform for information about the mobile user. Recommendation evidence

weight uses an improved radial basis function (RBF) neural network to define the

weights of recommendations. With the improved function, the weight of each piece

of evidence is easy to evaluate. In the final component, the Dempster-Shafer (DS)
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evidence theory has also been improved to fuse information and power spectrum to

provide accurate recommendations. The framework was adapted for the exploitation

of multi-source information that assists women with online clothes shopping. The

results showed that exploiting multi-source information had a significant impact. In

[107], the authors exploited an ML classifier to build a recommendation engine that

provides personalized wearable technologies recommendations for proactive moni-

toring. This approach consists of three main models: (1) the classifier model, which

is responsible for predicting at-risk diseases and suggesting some measurements for

each person; (2) the optimization model, which is based on the measurement results

and gives suitable wearable technology based on the previous measurements; (3)

the Monitoring Framework, which is responsible for monitoring the readings from

all the recommended devices and sending these readings to the classifier model to

update its measurements.

Moreover, the K-Means algorithm [7] is adapted in the UTrave RS application (see

subsection 2.3.5), which clusters user profiles to recommend points of interest for the

user. The building of the UTrave application was based on Universal Profiling and

Recommendation (UPR) that combine two main steps, namely, creating user-profiles

and filtering. It is evaluated by two steps: (1) a simulated user to test the accuracy of

the clustering user profiles and (2) real users to verify the whole system. In another

experiment, Rasch et al. [108] adapted unsupervised learning to build an RS for

smart homes. The system learns user patterns and conducts recommendations based

on user contexts. The authors divided the system into two main phases: a training

phase, with a sequence of sensor events as input, and a recommendations phase

where the input is the current user context. The proposed RS is evaluated by using

two publicly available datasets that are considered as a single person. Meanwhile,

a decision tree [2] is used to build a system that provides lifecare recommendations.
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The system combines two main parts: a peer-to-peer dataset and adaptive decision

feedback. In the first part, the collection of the data is based on the peer-to-peer

networking environment, Open API, and biosensors, after which a decision tree is

used to defined and classify the data. The adaptive decision feedback part plays an

important role in providing flexible results of the recommendations and facilitating

the real-time lifecare services. In a more comprehensive study, Valtolina et al. [109]

considered both the decision tree algorithm and social network to propose a multi-

level RS. Others [110] adapted the Analytic Hierarchy Process (AHP) to build an

RS for car parking recommendations. Simulation parking is used to test the system,

where the result outperforms other modules using the same simulation. In another

study, [111] ML algorithms were adapted to design an RS for music recommendations

that was more accurate than traditional ones. The system used sensory data from

wearable devices to detect the emotions of each user and then used this data as

a source to conduct accurate recommendations. Three kinds of ML are used to

classify the collected data into the target emotion, which are: random forest, kNN,

and decision tree. In [112] authors adapted Frequent Pattern Growth(fp-growth)

and association rule algorithm (SMILE) to build a recommender system for smart

home which can recommend alternate actions when the deviated pattern for the

user is detected.

2.2.10 Recommendations with Deep Learning

Deep Learning (DL) is generally considered to be an extension of ML. It applies

two main steps: adding multiple layers, which increase the depth of the model, and

transforming the data by using diverse functions representations and abstractions of

multiple levels [113]. DL includes several components, such as activation function,
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convolutions, and pooling. It relies on different architectural paradigms (i.e., Multi-

layer Perceptron (MLP), Autoencoder (AE), Convolutional Neural Network (CNN),

Recurrent Neural Network (RNN), and Restricted Boltzmann Machine (RBM)). The

main advantage that enables DL to solve complex problems quickly and effectively

is its ability to learn features. However, its limitations are a longer training time

and the need for large datasets to describe the target problem. DL has been used

in numerous applications that deal with continuous data, such as weather data. In

[1], the DL technique is utilized to build an intelligent system for a fitness club (see

subsection 2.3.1). The main goal of the system is to recommend suitable exercise

or detect the users’ fitness actions by monitoring the user. The authors exploited

a 3D CNN to identify fitness actions that can extract time and space features from

continuous frames. The public KTH dataset is used to test action recognition by

using the 3D CNN, where the test accuracy reached 0.8865. Inaccurate recommen-

dations have a negative impact on the user. To address this issue, a deep neural

MLP has been adapted to make system recommendations more effective for a smart

museum [114]. Authors in [115] proposed a recommender system platform to help

doctors in determining the rehabilitation nutrition plan for cancer patients. Two

algorithms were adapted to their system: the CNN algorithm and the BAS algo-

rithm. Based on previous studies, machine learning and deep learning algorithms

can play the main role for RSIoT in providing good data presentations and dealing

with complex interaction patterns. However, they still have issues to be adapted for

recommender system for the IoT [116, 117]. The novel evaluation metrics such as

recall/precision accuracy are not enough to test a recommender system in the long

term. New evaluation metrics should be considered such as interpretability, diver-

sity, and trustworthiness where these metrics are not evaluating the performance

but also focusing on the holistic experience for the user. Secondly, scalability where
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the system receives massive sensory data which means it must deal with them with

no stop. Finally, hybrid approach, most of deep learning depends on a combination

between two neural networks which needs to be studied well before it adapts for

practical models.

2.2.11 Recommendations with Reinforcement Learning

With the recent tremendous approaches to RS, reinforcement learning (RL) has

received increasing attention. It meets two majority requirements for recommen-

dations: 1) treating the interaction between the user and the agent as the primary

procedure for a recommendation; 2) learning the optimal policy to increase the cu-

mulative reward without any predefined instructions. RL consists of three main

components: the state (which observes the environment), action (which is taken by

the agent based on each state), and reward (which represents the feedback for the

agent based on its action). Some studies have started to adapt RL for their RS for

the IoT.

Massimo et al. [118, 27] have proposed inverse reinforcement learning to model user

behavior as a way of improving the quality of recommendations. This technique

learns about user decision behavior by observing the user’s actions and group obser-

vations to learn from a small number of samples. After the user behavior is learned

by using a linear function, known as a reward function, the recommendations are

produced by matching the user’s predicted choices with a large group of observations

of both the user and groups of similar users. The tourism domain applies the system

in both outdoor and indoor environments (see subsection 2.3.3). The initial results

showed that IRL could learn user preferences, even when the datasets were small and

noisy. Authors in [119] used a reinforcement learning algorithm (Upper Confidence
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Bounds algorithm (LinUCB)) to design a framework that provides context-aware

recommendations in a smart city. Also, [120], the authors proposed a system, SML,

to monitor the daily indoor activities of seniors with mild cognitive impairment.

This aims to recommend the correct sequence of tasks for each activity so that the

user can reach his goal. RL may provide a promising solution for RSIoT issues,

particularly in tackling the dynamicity with the ability to learn the user pattern.

However, it can be argued that RL still faces some issues in terms of dealing with

large spaces, particularly with sequential interactions, modeling a human pattern in

different scenarios, and formulating the reward.

2.3 Applications of RSIoT

RSIoTs are used in a variety of application domains, including smart homes, smart

health, smart car parks, personal and social, and smart tourism. This section reviews

the development of some of these applications.

2.3.1 Smart m-health

Over the last few years, m-health has attracted the attention of researchers who

have seen it as a potential way of combining IoT with RS to provide long-term

healthcare. As a consequence, there are now numerous applications. In [95], the

data from mobile devices and other IoT devices surrounding them were exploited to

provide personalized recommendations for dietary/fitness. The idea of this mobile

application is that a higher-level context is calculated after the data is collected from

smartphones and other sensors. Then, accurate recommendations are produced to
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match the user’s needs. For example, when the user has finished an exercise class, the

system recommends a suitable restaurant that could provide a healthy meal. Yong

et al. [1] designed an intelligent application to guide users in gyms (shown in figure

2.3). This application includes a part responsible for providing course reminder

recommendations that are based on the users’ fitness. Another study [2] designed a

lifecare recommendation mobile service which improves the quality of life, as shown

in figure 2.4. Hence, under this category, our framework (see section 2.5) can be

adapted to build an m-health application that connects hospitals with a smart home.

Let us extend our previous scenario. If Aris with the mild stage Alzheimer’s disease

at home, the hospital can monitor the development of her condition remotely as well

as providing medical recommendations such as taking a rest, doing some exercise,

or avoiding some kind of food based on the received sensory data[121]. During the

off-peak hours, the system keeps running and providing advice on using knowledge

learned by the given historical information.

Figure 2.3: The homepage of our fitness application [1].
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Figure 2.4: Initial screen and inquiry screen of lifecare recommendation mobile

service [2].

2.3.2 Smart Car-parking

Car park recommendation is considered to be one of the crucial services in smart

cities [122]. There is rapid growth in the design of applications for parking recom-

mendations that exploit IoT data. In [3], one such application has been designed

that exploits context services data owned by several providers in order to produce

accurate recommendations for users. The basic idea of this application is that four

context services are used as sources to produce accurate recommendations, which

are described using CSDL. Also, an OBD II device is connected to the application

using Bluetooth that provides some of the required sensory data, such as speed and

fuel level. As can be seen in figure 2.5, the application considers the context services

before providing recommendations. For example, if there is bad weather, it consid-

ers the short walking distance in the car park recommendations (figure 2.5 (a)), but

45



2. Recommender system for the internet of Things Techniques and Applications:
Literature Review

if the day is sunny, the car park recommendations will consider low-cost (figure 2.5

(b)). The last part of figure 2.5 refers to the application running on a mobile phone

and OBD II device, which is exploited as a data source in this application.

Figure 2.5: Smart Carpark Recommender PoC [3].
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In [4], which is another smart parking application focused on collecting contextu-

alized data for each driver, IoT data, and car park services data (see figure 2.6),

contextualization methodology is applied to the collected data to provide park-

ing recommendations. The experiment’s results showed that the contextualization

produced a three-fold reduction in query response time compared with other ap-

proaches. Another study [94] focused on using a mobility RS where each agent was

Figure 2.6: Contextualization Architecture [4].

responsible for providing a list of recommendations. For example, one agent pro-

vided only direct car parking spaces based on the destination. In contrast, another

agent had city policy regulations, so the recommendations could be different from

the previous one. The main feature of this application is that the user has several

recommendations that consider his preferences from many perspectives. However,

parking applications still face two main issues: using the nearest parking space in-

stead of parking that is recommended and the recommended parking space being
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stolen. These two problems cause conflict parking. To address these problems, in

[68], an application for parking conflict reduction was proposed that uses a period-

ical recommendation. Parking spaces that are available at different periods during

the day are recommended to ensure accuracy.

2.3.3 Smart Tourism

Some recent tourism literature indicates that providing tourists with a unique and

differentiated service has a positive impact on marketing. When tourists explore

an area, they require high-quality services that will lead to memorable experiences.

However, the dramatic increase in options available to them means tourists have

difficulty making decisions. E-tourism RSIoTs address this issue by providing accu-

rate recommendations. There are several tourism-based RS. For example, authors

[123] designed a smart tourism application by exploiting two of the main sources

to provide real-time recommendations: user mobility pattern and points of interest.

The application sends recommendations that are suitable for each user and based

on his or her location. Also, in [27], a tourism application is designed which rec-

ommends points of interest to visitors. User behavior is used as a source to reduce

potentially false information that could affect the quality of the recommendations

made by tourism applications. The idea of this application is that there are several

media in different spaces that the visitor can watch by using the NFC tag. Each

user has a specific ID, and the media are shown when the NFC tag is passed through

the NFC reader. By monitoring and filtering all the interactions between the media

and the visitors, the system can recommend points to visit that match the user

preferences. The authors in [87] proposed an RS application that provides a list of

artworks recommendations that are based on calculating the social affinity between
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the user and user experience. In [62, 124], authors proposed a recommender system

application providing point of interest recommendations, with the exploit of the user

history data and IoT information.

2.3.4 Personal Recommender System Applications

When a personal RS makes recommendations that resolve complex problems, the

bridge between the user and objects is built. The design of this kind of system

has become important, especially with IoT data. Accurate recommendations can

be provided by exploiting massive amounts of IoT data and knowing when and

what kinds of recommendations should be pushed. Our framework (see section 2.5)

can be adopted to build a personal recommendations system. Let us consider the

following scenario: if a user has a plan to save money during his work years, RSIoT

can help him to achieve this goal by using data from his phone device and other

kinds of sensors such as wearable ones. For example, accessing some emails related to

shopping offers on his phone can help to recommend a good offer for him at a specific

time, like after receiving his demographic information like income, and in a suitable

place by accessing the user data location. In terms of saving food’s budget, the

system can recommend a restaurant with a good offer for lunch by using the history

data about his favorite restaurant, their prices, and their locations. In previous

studies, a number of personal recommender system applications were built. For

example, an application (ProRec) [5] has been designed that supports the multitype

context for recommendations. Three types are used: restaurants, gas stations, and

attractions. When the user downloads the application, s/he can control it by using

the options setting. The recommendations will be pushed to the user based on

how close they are to the restaurants, rating, and other options (such as whether

49



2. Recommender system for the internet of Things Techniques and Applications:
Literature Review

the restaurants are open at lunchtime). Figure 2.7 displays different screenshots of

the application. Acceptance or rejection of these recommendations will affect the

results. For example, if the user does not accept the pushed recommendations, the

rating of these recommendations will be reduced.

Figure 2.7: Screenshots for the prototype [5].

There are other applications that provide recommendations by focusing on exploit-

ing the data of other applications. For example, the authors in [6] used a sample

application scenario to show how social IoT provides benefits for IoT applications by

using other applications’ data. Several IoT applications are used: skiing, arranging

meetings with friends, vehicle-to-vehicle communications, traffic monitoring, and

demonstrations of wearable (see figure 2.8). An interoperability layer is responsi-
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ble for enabling the interoperability between these applications so that the IoT RS

can exploit the data to produce recommendations to the user. One of the most

important features in this scenario is that IoT data can be exploited by different

applications at the same time, and it can investigate scalability when large amounts

of things are added to the network. However, some implementation challenges are

identified in the paper. The work in [125] used the data from an email survey and

Figure 2.8: A sample application scenario in which different applications benefit

from the SIoT by using other application’s data [6].

traffic analysis to provide personalized recommendations to the user. The idea of

this application is that the user has a chance to define their choices of interest,

such as emotion, location, weather, and time. The system then monitors and anal-

yses the smart devices’ traffic to predict service recommendations that match their
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preferences. Another application [50] exploited IoT data, such as weather data, to

provide several recommendations that are based on the weather. It uses sensory

data to collect weather observation sequences and analyses them. Then it correlates

current observations with previous ones to extract the trends that are predominant

during this period and provides recommendations to the user. In [126], the authors

designed an application that uses the IoT data to provide charging station recom-

mendations for electric vehicles. With help from this application, time waiting at

the charging station is reduced, the third party is not needed to ensure the security,

reduced and simplified data is used, such as input such as GPS, and little informa-

tion from the driver. Bhatnagar and Chandra [127] proposed a recommender system

that can help farmers, agriculture scientists, and professions. The system promotes

them to monitor the soil health data, including moisture, temperature, and pH.

2.3.5 Social Recommendations

Social recommender systems not only conduct item recommendations based on so-

cial network data but also help to create relationships between users based on their

preferences [128]. Most applications for IoT are focused on exploiting social data to

correctly define user preferences. For example, Amoretti et al. [7] built a UTrave

application that recommends points of interest for visitors (shown in figure 2.9).

This application consists of a mobile application side and a server side. The former

collects personal data by using applications installed on the client’s mobile devices;

the latter leverages the collected data. The main feature of the application is that

it could deal with the cold start problem; when the user sends a request recommen-

dation for a new POI to the server, but it is not available, so the server starts to use

the online data sources of the user (Demographic data) to recommend the nearest
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POIs from the user. Yuan et al. [83] exploited some of the IoT data, such as tweet

data (time, user, words, Geo), to provide accurate recommendations.

Figure 2.9: The structure of the UTravel mobile application [7].

2.3.6 Smart Homes

In the last few years, smart home applications have become increasingly popular;

consequently, RS applications for smart homes have become available that help the

user to choose the option that matches her/his preferences. For example, a heating

schedule management application [100] is designed that exploits open data from the

city. These are gathered by using the IoT infrastructure to provide heating rec-

ommendations for a specific user. The application considers several factors while

compiling the list of recommendations. The user, for instance, can choose an appli-

cation that automatically turns the heating on during a specific period. For example,

a resident with a flat of 60 m2 in a specific location might want to apply economic

heating for the next ten hours. Another application [26] has exploited three kinds of

correlations to produce accurate home recommendations: the relationships between

users, the correlations among things, and the interaction between users and things.
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Figure 2.10: Screenshot of the webpage. [8].

Also, in [129], the authors exploited conventional recommendation approaches for

AGILE projects. These help the user to choose several kinds of recommendations;

for example, recommending a suitable application for an installed device, suggesting

some devices that may be required for some applications, or recommending some

specific protocols which match devices. A recommender system [8] was designed

that provides indoor comfort products recommendations for users. The system is

divided into two main parts: the first is the data collecting part, achieved by using

a network of sensors and extracting user preferences, while the second part involves

using previous information to make product recommendations. Figure 2.10 shows

a screenshot of the web page of the system, which provides the product recom-

mendation at the top of the screen and the evaluation and a ‘delete’ button at the

bottom.
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2.3.7 Smart Marketing

In recent years, online shopping RSs have been developed to help customers by

providing various guidelines. Most of these systems use conventional recommender

approaches to providing recommendations for large websites, such as Amazon and

eBay. However, with IoT, the recommendations could be made more attractive by

exploiting IoT data as sources. A shopping-center application [73] has been designed

that recommends healthy products to the customer by exploiting sensory data. The

customer can also pay automatically using a digital wallet. An RS [70] is proposed

which makes DS more interactive. The system exploits the interaction between the

user and the DS to make the recommendations.

2.4 Analysis and Findings

Figure 2.11 shows the number of published works in two fields: cited works and

citations for each year, from 2013 to 2020. The number of works that are related

to RSIoT has increased each year steadily since 2013, with a surge of interest in

2017 and 2018. This surge represents a gradual shift in focus towards combining

the internet of things with an RS. It also reflects the sharp perception of designing

RS based on real-time recommendations. However, the number of in-field cited

work have not kept up with the number of publications; particularly in 2019 and

2020. The main reason is that the majority of works might still not be detected

by researchers, compared with those in other years, such as 2017 and 2018. While

citation count may not be a perfect metric to evaluate the impact of research works,

it does, however, show the extent to which a researcher’s work is being acknowledged.
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Figure 2.11: Number of publications, in-

field cited works, and in-field citations.

Figure 2.12: Proposition of RSIoT appli-

cations.

The following part reviews RSIoTs techniques and their applications. Table 2.7

shows the main recommendations techniques and applications. The main trends

in RS for the IoT have been reviewed through studies published from 2013-2020.

Some of the studies exploited conventional recommendation approaches, such as CF,

CB, HB, and KB, in RSIoTs, but improvements in these approaches have addressed

some of their limitations, which has had a positive impact on the development

of other RS. However, as we mentioned in Aris’s scenario, RSIoT should consider

more than the interaction between users and items. For example, our RS will not

recommend a cup of coffee to Aris just because she has entered her kitchen. It

needs to collect more information before making any recommendation, such as time.

Accordingly, using traditional approaches to make the recommendation could be

inefficient for RSIoT. The RSIoT, based on the techniques that we discussed above,

such as context-aware, Social IoT, multi-agent, and graph techniques, started to

shift from recommendations that depend only on the interaction between the user

and item as a resource to recommendations with more resources. For example,

the context technique considers any information about the user and item, such as

identity, location, state of people, etc., which provide rich input that helps an RS

to make accurate recommendations.
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However, the previous techniques were not able to learn the human pattern. In

Aris’s scenario, our RS should consider Aris’s daily pattern, so preparing a cup of

coffee in the morning would not be recommended if Aris changed her habit and it

will consider a new activity instead. The last three techniques, which are machine

learning, deep learning, and reinforcement learning, provide promising directions for

RSIoT. We discussed in section 2.1 that exploiting knowledge of the human pattern

plays an important role in conducting accurate recommendations. Reinforcement

learning algorithms can address this issue when they can capture the user’s temporal

intentions and conduct recommendations in a timely manner. Most of the existing

works focus on exploiting RL to learn the optimal recommendation strategy, which

is based on the interaction between the user and agent or to increase the cumulative

reward for each scenario. However, adapting reinforcement learning for RSIoT faces

major challenges in terms of dealing with the human pattern in different scenarios.

For example, in smart homes, RSIoT will face several scenarios during the day, as

conducting recommendations during the morning period should be different from

other periods, such as noon or the evening. Accordingly, this issue could be handled

by combining reinforcement learning with the multi-agent approach, which would

capture the sequential dependency of the human pattern in different scenarios. Also,

agents will have the same memory of the history of the human pattern and work

collaboratively to improve the performance of the RS. Table 2.2 summarizes the

advantages and drawbacks of each technique.

Regarding the applications, we discussed seven major RSIoT applications that mostly

fell in the smart home and personal domains, as shown in figure 2.12.
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Technique Advantages Drawbacks

Collaborative filtering approach

- Focusing on conducting recommendations

based on the similarity between users.

- No knowledge domain is required.

- Increasing of users leads to

improve recommendations.

- Scalability

- Cold start

- Spars data

Content-based approach

- Creating a profile for each user which

includes previous items.

- No cold start problem for new items

where the system can match their features

based on previous items were rated by the user.

- Conducting recommendations based

on user preferences only to ensure transparency.

- New users have no information

to build their profiles.

- Limited information to

conduct recommendations.

- Lack of novelty because of

focusing on matching features

of the profile with items.

Hybrid approach

Combining two approaches such as

content-based with collaborative may

tackle their issues.

Focusing only on the interaction

between user and item.

Knowledge-based approach

- Ability to detect any change of the user preferences.

- Reliability.

- Focusing on the recent data.

- Using rule engine.

- Failed in dealing with decisions

that do not belong to the system rules.

- Requiring knowledge engineering.

- Ignored the history data which

could affect the recommendation quality.

Context-aware Improving the quality of recommendation

- Scalability

- Spars data

- Privacy

- Security

Social IoT-based Recommendation

Technique

Exploiting the relationships between users- things

, and between things and things.

- Interoperability

- Privacy

- Security

Multi-Agent Algorithms Scalability
- Diverse relations

- Dynamicity

Graph Database Model

- Showing objects with details.

- Queries can be referred directly to a graph

structure.

- Graph databases can provide an efficient graph

algorithms to investigate specific operations and

efficient graph storage structures.

- Lack of dealing with time-series data

- Generic frontends

Machine learning
- Discovering all possible relationships.

- ML improves with increasing data.

- Sufficient data is required to fit the system.

- Consuming time,

- Interpretability.

- Cold start problem.

Deep learning

- Dealing with complex interaction pattern.

- Providing a good data representation using

deep neural networks.

- Flexibility which provides various

tools to build a model.

- Interpretability where there is

a lack of explainability in the hidden weights

and activations of deep neural networks.

- Sufficient data is required to fit the system.

- Sensitivity of the hyperparameters.

Reinforcement learning

-Treating the interaction between the user

and the agent as the main procedure for

a recommendation

- Learning the optimal policy to

increase the cumulative reward without

any predefined instructions.

- Lack of the ability in handling a system with

different scenarios

- The complexity of reward formulation.

- The large space issue in the sequential interactions.

Table 2.2: Trade off among RSIoT techniques.
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2.5 A Unified Recommender System Framework for

the IoT

Defining a unified RSIoT would be of great benefit to researchers and professionals.

Figure 2.14 presents such a framework that is based on state-of-the-art knowledge

of RSIoT. The framework focuses on the following four main stages:

2.5.1 Data acquisition platform

Preparing an efficient platform for sources that are used to feed the RSIoT is crucial.

There are three basic steps required to create an RSIoT platform. The first step is

to turn physical things into smart objects. We can define smart objects as objects

that can provide information and data about themselves or other related objects.

They are also capable of communicating this information [130]. There are two

mainstream ways to turn physical objects into smart things: tagging the object

with RFID tags and embedding the sensors. However, the most distinctive issue

is how to deal with the resource constraint of physical things. To address this

problem, it is feasible to embed each physical thing to a server so that they each

have communication, storage, computation, and data processing abilities and can

provide services (e.g., smartphones, sensor nodes, and RFID readers). RFID and

Wireless Sensor Networks are two main enabling technologies for bridging physical

things to the virtual world. In the next step, every smart device (thing) should

be connected to the Internet. Things can be connected, wired, or wirelessly. In

RSIoT, a wireless connection will mainly be used. There are many ways to connect a

smart device (thing). Based on the existing infrastructure, these are RFID, ZigBee,

WPAN, WSN, DSL, UMTS, GPRS, Wi-Fi, WiMax, LAN, WAN, 3G, etc. The
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last step is to employ specific network protocols that are used in sensor networks

and RFID networks to make them connect and communicate via the Internet. A

number of IoT protocols have been proposed which consider sensor restrictions,

such as limited energy and computation capability. For example, Message Queue

Telemetry Transport (MQTT) [131] is used for M2M and IoT applications that need

a lightweight subscribe and publish messages. The Constrained Application Protocol

(CoAP) [132] works as a web transfer protocol for constrained nodes and M2M

applications. Other IoT protocols for outing/forwarding have also been proposed

that are designed for peer-to-peer communications or client-server communications,

such as IPv6 over Low Power Wireless Personal Area Network (6LowPAN) [133]

and WebSocket [134]. Sensor networks and RFID have their own communication

stack; 802.15.4 is widely used for sensor networks, while RFID usually supports the

802.11 standards to the wireless network on the Internet. However, the IoT still

suffer from different challenges in terms of battery constrained, storage capacity,

network limitations, and redundancy issues. We require a number of strategies to

reduce their effects, particularly when RSIoT has to deal with a large amount and

continued sensory data. One of these strategies is an IoT offloading methods could

be adapted to reduce the limitations of the IoT in terms of battery constrained,

storage capacity, and network limitations. It sends the IoT data that need powerful

computation into proficient devices such as cloud, fog, and edge and then receives

the results of them again. Authors in [22], outline IoT offloading mechanisms by

dividing them into three categories: based on architecture, based on partition, and

based on decision-making processes. Also, data aggregation strategy plays the main

role in tackling some of the IoT limitations. It provides an effective process in

collecting the data, which reduces the energy consumption, ensuring the quality

of data, increasing network lifetime, and removing the data redundancy. In[23], a
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systematic review of the literature for data aggregation mechanisms is explained

extensively. A resource allocation mechanism [24] also has an important role in

addressing the IoT issues and aims to manage loading data, reduce computational

complexity, and save energy. As a result, the RSIoT system performance is improved

as well as the quality of services.

2.5.2 Data processing for rich information

The data processing phase is required for rich information, as it ensures that the

data can be used effectively for further processes. It has a critical impact on the

accuracy of results and is therefore crucial for the success of the whole system. Af-

ter the data is collected, as we mentioned previously, it may contain noise, missing

values, and redundant features. Consequently, a number of sensor data processing

methods can be adopted, which are classified into three main parts: preprocessing,

segmentation, and dimensionality reduction. The first part includes operations to

clean the data, dealing with missing readings, and transforming the data. Usu-

ally, the sensor’s readings are converted from one measurement to another, such as

from voltage to temperature, and this process can affect the data [135]. In order

to tackle this problem, the sensor is recalibrated [136] or adapted via data-driven

modelling [137]. In addition, the data from RFID is nosier than the data from a

sensor because of errors related to reader tag communications and redundant data.

Several techniques can be used to clean RFID data [138] or deal with losing RFID

data [139]. In the segmentation part, the raw data from sensors continuously flow

and therefore needs to be divided into smaller parts. The selection of the proper

segmentation approaches has had a huge effect on the last part of the data pro-

cessing. The authors in [140] categorized the segmentation approaches into three
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main types: temporal-based segmentation, activity-based segmentation, and sensor

event-based segmentation. Dimensionality reduction plays the main role in extract-

ing and selecting features from the raw data by using different approaches. In [141],

the authors proposed preprocessing mechanisms that could handle any errors of raw

data, specifically, accelerometer sensors. Sensor signal processing techniques are

classified into three main domains: the time domain, which contains mathematical

and statistical metrics to extract the basic signal information from sensory data; the

frequency domain, which is responsible for capturing the repeated nature of the raw

sensor data; and the discrete representation domain, which transforms the signal

sensor into a string of discrete symbols.

2.5.3 Event generator and Rule composer

In a system that recommends things to users, we intuitively need to first under-

stand what kinds of things the user prefers. There are two main tasks that should

be implemented at this stage: (1) generating the events based on previous informa-

tion and (2) defining a suitable rule for each event. In the first task, RSIoT should

be able to extract an event from the extracted features at an earlier stage. The

event depends on the kinds of applications and the extracted features. For example,

in Aris’s scenario, the system can detect that she prepares a cup of coffee in the

kitchen at midnight. Three data sources are exploited to extract this complex ac-

tivity event: activity recognition (standing), localization (the kitchen), and object

usage detection (the cup of coffee). Several probability-based algorithms have been

used to implement this task. The HMM can be adapted for activity recognition

[142]. It can generate a hidden state based on the observable data and learn reliable

model parameters from the history of the model output. However, it still has some
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limitations, such as in representing the number of interactive activities, capturing

the long-range of the observations, and the failure in recognizing the available ob-

servations for a consistent activity [143]. Another model that could also be used

is the conditional random field (CRF) [144]. This is considered to be more flexible

than the HMM because it focuses on extracting the conditional probability instead

of a joint probability distribution, such as HMM. ML models have been used for ac-

tivity recognition such as Naive Bayes classifiers [145, 146] and decision trees [147].

Ontological models also help to recognize complex activities [148, 29]. In Aris’s

scenario, an ontological model could be built to represent human household activ-

ities and environmental domain concepts and objects. Another task for this stage

is a rule composer. This contains a set of rules extended from the previous task

and combined constraints. It is responsible for defining suitable recommendations

based on each event. For example, Aris will not receive any recommendations about

preparing coffee or certain kinds of food when she is in the kitchen at midnight.

Also, the rules have a flexible nature that can be updated based on new events that

are generated by the system. A number of efforts have been made to tackle rule

modelling [149], build rule engines [150], and design techniques that enable rules for

automatic learning [151].

In our previous work, we started [29] to cover this stage of the framework. We pro-

posed a reminder care system that focused on detecting complex activities for the

user and then providing reminder recommendations for patients with Alzheimer’s

disease. The framework is divided into three main stages: (1) Correlation analysis of

devices, (2) Rule-based orchestration, and (3) Activity-triggered Recommendation

(see figure 2.13). We adapted one of the deep learning algorithms, DeepConvLSTM,

which is a state-of-the-art deep neural network that combines convolutional, recur-

rent, and softmax layers for the first stage. Experiments showed that the behavior
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recognition part of our system is effective, and hence the recommendation engine is

practicable.

Figure 2.13: Reminder care system framework.

2.5.4 Accurate recommendations production

This is considered to be the core stage of the framework because RSIoTs depend

more on context than conventional recommendations that are built based on web

data. Consequently, the techniques used to design RSIoT can be more complex.

This complexity is mostly related to the limitations of IoT, as identified in this

article. However, the main challenge is how the RS can learn the human activity

pattern in order to push the recommendations matching user preferences. Each

user has a different pattern, and such patterns could be evolving with a certain

period of time: A user who prefers to drink coffee in the morning on weekdays may

sleep on the weekends. In our previous work [29], we adapted Non-negative Matrix
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Factorization(NMF) for recommendations. However, this technique still suffers from

the limitations as aforementioned in section 2.2.1.

The RL algorithms could address this issue with the ability to capture the user’s tem-

poral intentions and make recommendations promptly. However, as we mentioned

previously, RL also faces some issues. For example, most RL algorithms attend

actions based on the effects on the next states, and such dependence is not always

desirable. Our study shows that RSIoT has to handle each state independently in

some cases, to ensure that the user receives a suitable item based only on the current

state. A contextual bandit approach for recommendations [152] combines two main

common features of RL, which uses policy to take actions based on the context of

the current state and of multi-armed bandit(MAB) by focusing on the immediate

reward. Authors in [152], proposed a contextual bandit algorithm for news articles,

which exploits the user and the article context to conduct recommendations. The

result showed that the proposed algorithm outperforms the standard context-free

bandit algorithm. Currently, this approach is adapting for our RSIoT to conduct

automatic and accurate recommendations without requiring users’ feedback.

2.5.5 Privacy and Security in RSIoT

The RSIoT environment deals with a massive amount of data, especially about the

user, in order to improve the quality of recommendations. However, collecting these

kinds of data, such as health data, location data, or even daily activities, creates

a number of privacy concerns for users. In addition, devices could be targeted by

malicious attacks that affect the accuracy of recommendations. Consequently, sev-

eral requirements and parameters need to be reckoned, which are described below.

Privacy and integrity mechanisms should be adopted because IoT devices and their
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data are susceptible to malicious attacks that can affect or change the data. Authen-

tication techniques, mainly for RSIoT, are also required due to the heterogeneous

nature of IoT devices, and there is a need to ensure that the access system is only

available to authorized devices. The quality-of-service (QoS) should be investigated

by avoiding different attacks, such as sinkhole attacks and jamming adversaries.

The efficiency of energy consumption is another requirement that needs to be con-

sidered, particularly as IoT devices have some constraints with their storage, energy,

and computation capability; thus, an attack on the system might increase these is-

sues. RSIoT architecture also encompasses a wide variety of devices, starting from

small devices (sensors) to large ones (servers); thus, there is a need to address se-

curity issues at different levels [153]. Recently, there has been a tremendous effort

to cope with privacy and security issues in IoT. The authors in [154] explained the

role of secure multi-party computations in preserving privacy for IoT users. Also, in

[155], the authors explained IoT’s main security issues and highlighted some future

work solutions that could tackle these issues. With regard to the security issue, the

studies can be classified into two parts: one targets the system’s specific security

issue [156, 157] and the other focuses on providing security for the whole system

[158, 159]. However, addressing privacy and security issues for RSIoTs has received

little attention. The authors in [48] proposed an RS that investigates trust and rep-

utation among IoT nodes by using PNN. It can provide different levels of security

according to the sensitivity of the data. However, it only focuses on providing a

mechanism to carefully select IoT resources regarding their reliability. In our previ-

ous study [121], we proposed a holistic framework to ensure the integrity of data in

smart cities, which covers the entire data lifecycle, using blockchain and other tech-

niques. Blockchain (BC) technology can provide an efficient solution to the problem

of protecting IoT recommendations. It provides a decentralized peer-to-peer network
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that applies stored encrypted and secure computations to the raw data. Moreover,

it provides the user with authorization to access her raw data or allow another party

to provide recommendations without displaying her private data.

Figure 2.14: Proposed framework for RSIoT.
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2.6 Conclusion

In this chapter, we present a comprehensive survey to summarize the recommender

system for the internet of things techniques. We review the development of applica-

tions for RSIoT in a variety of domains. We provide analyses with findings for the

state-of- the-art methods. We provide a reference framework to compare the exist-

ing studies and guide future research and practices. The previous studies have been

credited to highlight the challenges that need to be considered in building RSIoT.

Notice that the following mentioned challenges are only the ones that we focused on

in the next chapters:

• Human complex activity recognition which considered as main source to feed

the recommender system. Knowing the current situation for the user helps

the system to decide the correct item to be recommended.

• Capturing dynamicity patterns of human activities. As we mentioned before

in Aris scenarios, each activity could have different pattern even if the same

activity includes the same items.

• Harvesting the feedback automatically in the back end without requiring users

to explicitly label activities. Specially in our use case, the system has to inter-

act with Aris without asking her to hold a phone or providing her feedback.

• Data integrity threats may affect the accuracy and consistency of recommen-

dations; particularly, with critical cases that need to receive confidential rec-

ommendations.
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Chapter 3

Reminder Care System (RCS): An

Activity-aware Cross-device

Recommendation System

This section contains work published in:

[29] M. Altulyan, C. Huang,L. Yao, X. Wang, S. Kanhere, and C. Yuna-

jiang, “Reminder Care System: An Activity-awareCross-device Recommenda-

tion System”, in 2019 International Conference on Advanced Data Mining and

Applications, pp. 207—220, November 2019.
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3.1 Introduction

Recent studies in human activity recognition have enabled various smart applications

such as m- health [95], smart homes [26], smart tourism [123]. It is fundamental

to humanity, since the collected data can feed the computing systems to be able

to monitor, analyse and to assist users in their daily life. There are two kinds

of systems for human activity recognition: video-based systems and sensor-based

systems. The first kind depends on cameras to monitor the human behaviour. The

second one depends on sensors that are attached to the human body or the area

around them. In term of privacy, the sensor-based system provides more privacy

and it also investigates the same goal for the first one. Thanks to the Internet

of Things, myriad devices can be connected to the internet by embedding sensors.

Various sensors around us have ability to log human’s motion data without intrusive

or interrupt.

There are enormous research works use various kinds of algorithms in human activity

recognition area, most of them focus on elementary activity recognition especially

with wearable sensor. In [160], a hierarchical model was proposed to detect the

complex human activity where the elementary activities are predefined using the

time series patterns. Yan et al. [161, 162] proposed a classification framework which

consists of two tiers to extract the required features of elementary activities to

describe the complex ones. Two drawbacks could be obvious here: (1) predefined

the elementary activities needs deep knowledge and (2) depending on the features

of elementary activities only leads to lack of the precisely and effectively detection

for the complex ones. Peng et al. [163, 164] adapted used k-means clustering and

topic model to define the complex activities components and to discover the latent

semantic for each complex activity respectively.
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Deep learning has highlighted promising results in many areas including HAR. Au-

thors in [116] presented a survey for the state-of-the-art deep learning methods based

human activity recognition. Moreover, challenges are related to each method were

summarized and analysed.

DeepConvLSTM is a deep neural network which consists of three kinds of layers:

convolutional layer to extract the features from sensor data, LSTM layer to process

the sequential data, and the softmax layer which represents the output of the model.

In [29], we model the first stage of our system using DeepConvLSTM.

The proposed system presents the design and development of a prototype system,

RCS, for a smart home monitoring process that produces remind recommendations.

RSC has the ability to automatically learn the contexts in a smart home environ-

ment, such as object usage and daily human activity, by analysing the motion sensor

data generated from human movements and interactions with objects. It enhances

Alzheimer’s patients’ awareness of their surroundings and provides better recom-

mendations. In addition, the proposed system enables to create personal rules.

Several IoT applications can benefit from the architecture and implementation of

our system. So, detecting the elementary and complex activities was the target

in this chapter which represents the main source of input to conduct high quality

recommendations. During this work, we divided our methodology into three stages.

However, this chapter will cover the first and second stages in details and the last

stage will be highlighted extensively in chapter 4 and chapter 5.

The main contributions of this chapter are summarised as follows:

• We utilize DeepConvLSTM for elementary activities recognition with wearable

sensors, which later been used as one of the features for complex activity
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prediction in our end-to-end reminder recommendation system.

• We build ontological models to considering spatial, artifactual and environ-

mental contextual information, to boost our complex activity recognition by

producing rules.

• We conduct experiments on two public datasets, and our experimental results

demonstrate the feasibility of our system.

3.2 Related work

3.2.1 Smart home applications

A great deal of research has sought to identify and exploit Activities of Daily Living

(ADLs) in the smart environment to help elderly people to complete their activities

or reach their goal. The authors in [165] presented an end-to-end web based in

home monitoring system, namely WITS, for convenient and efficient care delivery.

The system exploits both the data and knowledge driven techniques to enable a

real-time multi level activity monitoring in a personalised smart home. In [166],

exploited a fuzzy temporal data-driven technique to design an anomalies recognition

and assistance provision system. The work in [167] proposed a SmartMind system

to monitor the activity of Alzheimer’s patients. However, this system has several

limitations in addition to cost where the patient still depends on the assistance of a

caregiver to guide them to complete their activities or reach their goal.

Oyeleke et al. [120] proposed a system, SML, to track the indoor daily activities of

elderly people with mild cognitive impairment. It aims to recommend the correct
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sequence of tasks for each activity to ensure that the users can reach their goal. Latfi

et al. [168] proposed an ontological architecture which consists of seven ontologies

for the Telehealth Smart Home. It aims to build high-level intelligent applications,

particularly for older people suffering from loss of cognitive autonomy .

3.2.2 Deep learning for human activity recognition

Recently, deep learning algorithms have demonstrated their effectiveness in different

areas, plenty of them have been exploited to tackle the issues in activity recogni-

tion. In [169], author proposed a system based on deep learning to monitor elderly

people during their daily life activities. The system consists of three main stages:

extracting features for the activity recognition using a deep neural network(DNN),

distinguishing the normal from anomalous activities using an overcomplete-deep

autoencoder (OCD-AE), and predicting the next activity using a long short-term

memory (LSTM) algorithm. The performance was evaluated using real smart home

datasets. Authors in [170] proposed an activity recognition approach to match la-

bels to activities instances and to discover anomalies. Here, the Probabilistic Neural

Network (PNN) was adapted to extract features and the H2O autoencoder to detect

the the anomalies. The proposed system was evaluated using two publicly Smart

home datasets. In [171], authors developed a hybrid model which combined two

networks: CNN to extract the features and LSTM to learn temporal pattern. The

results show the validity of the developed model for HAR applications. In [172],

both traditional machine learning and deep learning algorithms was exploited to

monitor activities of elderly people. However, LSTM algorithm shows satisfying

results compared with others. In [173] LSTM was adapted for HAR; the model

consists of one hidden layer and 200 units. The main advantage is that the model
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can be able to extract the features without using any techniques unlike the other

two conventional algorithms: RF and HMM. The results show that LSTM achieved

around 75% compared with RF and HMM algorithms.

Most of previous works focus on the interaction between user and items as main

source for activity recognition. However, in our work, in addition to exploiting

the interaction between user and things, we extend the model to the relational

network of three main data sources: localization, user and thing interaction and

simple activities. This improves performance in detecting latent features from the

relational network of these sources that can be used to define complex activities.

Our proposed approach has two obvious advantages over the related work discussed

above: (1) the context in a smart home environment can be learnt automatically

by the system (2) users have ability to create personal rules through a graphical

interface by exploiting the interaction with user, objects and, contextual events.

Figure 3.1: Example of sensor deploy-

ment in home environment

Figure 3.2: Overview of the proposed

methodology
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3.3 Reminder Recommender Care System

In this section we describe the three major part (see figure 3.2) of our proposed

system for reminder recommendation: (1) Correlation analysis of devices, where

we construct a general ontological model for representing human domestic activi-

ties, domain concepts and objects; (2) Rule-based orchestration, where strategy will

be developed based on a semantic distance-based rule matching method and rule

generation; and (3) Activity-triggered Recommendation, which utilized non-negative

matrix factorization technique to exploit information learnt in the previous two

steps, to give reminder recommendations to users.

Figure 3.3: Activity area modeling

Elementary activities Complex activities

Lying Sleeping

Sitting Watching TV

Standing Preparing tea

Walking Cooking

Running Calling phone

Eating

Taking medicine

Table 3.1: Example of activities

3.3.1 Correlation Analysis of Devices

Intuitively, as a system to recommend reminders to user, we need to firstly under-

stand what activity or activities our user is undertaking in relatively high level, that

is, a Human Activity Recognition(HAR) task.
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Studies on HAR has been studied extensively, yet the most ones are still simple or

elementary activity recognition, especially with wearable sensors. And elementary

activity recognition often only reveal limited information about the user, which

can hardly meet the requirements of complex practical applications. Thus, there

emerging studies on complex activities recently. And some [174, 165] have shown

that decomposing complex activities into basic or elementary activities works well.

Here we also adapt the strategy that, exploits the recognized elementary activities

as one source of our input, along with environmental sensory (see figure 3.1) data

and the usages of home appliances, to reveal the correlations of devices.

Definitions

Our input sensory data is continuously streaming, with a certain sample rate limited

by hardware. We denote the data reading d from sensor σ at timestamp t as a tuple

r =< t, σ, d >. Accordingly we denote a recent set of reading of sensor σ in a

duration between timestamp t1 and t2 as Rσ
t1,t2

= {r1, r2, ..., rn}, n ∈ R, is the

number of timestamps.

Given a recent set of sensory data readings RSt1,t2 where S = {σ1, σ2, ..., σm} denotes

a set of sensors in this reading, our task is now firstly recognize complex activities

set A =< A1, A2, ..., Ak > happened within the time range (t1, t2), and then make

recommendations of reminders Γ =< γ1, γ2, ..., γl >.
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Elementary activity recognition

Here we assume to follow the set up of PAMAP2 [175], using 3 wearable inertial

measurement units (IMUs) as data source. The IMUs in the setting can collect

3D-acceleration data, 3D-gyroscope data, and 3D-magnetometer data. Also as il-

lustrated in left upper part of figure 3.2, the IMUs are deployed on the chest, wrist,

and ankle of our subject. Here we considering first 5 status related elementary ac-

tivities in PARMAP setup, namely: lying, sitting, standing, walking, running (see

table 3.1).

Given a series of readings RSIMUt1,t2 = {r1, r2, ..., rj, ..., rn}, rj ∈ RK , where K is the

number of IMU sensory data we collect at one timestamp, in this step we require

an series output of elementary activities α = {a1, a2, ..., abs} accordingly. As here

the input is time series signals from multiple IMUs, DeepConvLSTM [176] classifiers

have been proved powerful in handling such data. It consists of two units: Convolu-

tional neural networks (CNNs) that has ability to extract features which represents

the input for our system, and Long-short-term memory recurrent (LSTMs) that has

a memory to detect the temporary dependencies in time series problem. Note that

for such a classifier, the input is a batch of n, and here we set it to be the number

of data we collect at one certain time duration with an overlap.

DeepConvLSTM is a state-of-the-art of deep neural networks which combines convo-

lutional, recurrent and softmax layers. The ReLU Convolutioanl layers firstly take

the size-n sequential batch inputs over time [t1, t2), and they produce a 2D feature

map of size η × K × f . Here f denotes the number of filters. The feature map

is then received by 2 dense recurrent layers, which in here is made up with LSTM

cells, and finally a softmax layer outputs the prediction results.
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More details of our settings for this classifier can be found in the Experiment section

later.

Figure 3.4: The structure of DeepConvLSTM

Ontology for complex activity recognition

To our knowledge, it is Yamada et al. [148] firstly come out the idea to apply

ontology model in HAR, that involves interactions, i.e., subject performs activities

that involves interactions with certain things. And such interactions often result in

changing in status of things and environment, produce some contextual information.

Let’s consider a boiling water is the complex activity, the ontology for this activity as

the following: 1) local environmental changes like motion (IR radiation by human)

and locally high humidity in the kitchen, 2) triggering the usage status of the kettle,

3) time constraint as such activity is highly unlike to happen in early morning before

sunrise. For this activity, we can observe firstly spatial contexts: motion detected

in kitchen, that is the place this activity happens; secondly artifactual context: the

kettle has been used; thirdly the environmental contexts: the risen in humidity.

Noted that in our settings there are some more context information that can help

further, in subsection 3.3.1, we utilised wearable IMUs and DeepConvLSTM rec-

ognized elementary activities of our subject, and in this example, it outputs some
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Figure 3.5: Example of living area ontology

activities include while not limited to standing and arm motions. This basic model

of activity with area, environment and time constraint can be presented as figure 3.3,

and figure 3.5 shows the relationships between artefacts and area.

Accordingly, we build a OWL (Ontology Web Language1) ontological models to

help recognize complex activities, which include ontological models for artefacts,

environment, locations, and activities. And figure 3.5 shows the ontology for loca-

tion, which represents relationships between artefacts and area.

Noted here we have relatively manageable number of sensors deployed, which makes

us possible to manually create instances. As for the collected data, we largely have

sensors with binary outputs: PIR sensor indicates the absence or presence of human,

i.e. user, in certain area with a 0 or 1 readings; electronic valves status indicates

if water tap is running. Even sensors with complex value, we can still using simple

rules to map the reading into standard semantic presentation. For example, UV

meter with reading less than 3 stands for low, between 3 and 5 can be interpret

1https://www.w3.org/standards/techs/owl
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moderate, etc.; Temperature/barometer sensors indicates temperature/pressure rise

or fall.

3.3.2 Rule-Based Orchestration

This part is mainly use previous collected sensory data and ontological models, to

recognize the complex activities the user is performing. It contains set of rules,

which is extended from the ontological models and combined constraints. The rules

response accordingly with set of inputs, and output recognized activities, following

the knowledge carried by ontological models and semantically represented sensory

data, along with elementary activities within the sensed duration.

Given our ontological models built, rules to recognize complex activities can be

produced accordingly, which includes artefacts involved in this activity, area that

the activity taken in place, key elementary activities that this activity contains, local

environmental changes and the time constraint.

Following the example of activity boiling water above, we can set the ontological
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rule in descriptive language as:

boilingWater

< Cooking

u∃ involving Artefact.Kettle

u∃ user_is_is Area.Kitchen

u∃ user_is_conducting Activity.Standing

u∃ risen Micro_environment.Humidity

u¬∃ has Time_constraint.EarlyMorning

Similarly, by traversing the ontological models, we can build rules for all defined

activities.

3.3.3 Activity-Triggered Reminder Recommendation

Early works for activity-triggered reminder recommendation usually using Fuzzy

Logic to make decision. While studies show these approaches can work adequately,

they can still be improved. One shortcoming is the logic is basically predefined

and they may either unable to handle undefined scenarios or the system can be too

complex to deal with unpredicted scenarios.

Collaborative Filtering technique, especially Matrix Factorization, has been widely

applied in recommender systems, while limited works in reminder recommendation

can be identified. Here we propose to use Non-negative Matrix Factorization(NMF)[177]

as our predictor for reminder recommendation.
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Activity A is already been recognized in previous steps, in addition to the descriptive

ontology O for activity A with properties set P , and now for reminder γ, user have a

rating ρ. After certain period of time, we can easily collect a set of activities records

A, related ontologies O with properties P and accordingly for a set of reminder Γ

with ratings %. For simplification, we note the matrix [A; Γ;P ; %] as M , the NMF

has goal to decompose M so that M ≈ V H, which can be achieved by minimizing

the error function:

minV H ||M − V H||F , subject to V,H ≥ 0 (3.1)

For M ′ = V H, we restore activities A, reminders Γ and learned ratings %′, where

the rank ρ’s to [A; Γ] is the list of our recommendations of reminders. According to

the rounded ρ’s, we issue the users with high priority reminders.

However, the system still struggles with cold-start. Common solution will be let the

user give ratings for random reminders for a certain period of time, which is arguably

undesirable. Here we exploit a previous study by Zhou et al. [10], where a survey is

done and they have some ground truth on certain ratings under 20 different scenarios.

This provision can help to boost our system in cold-start. We derived the data

presented in their paper 2, and table 3.2 shows the data. Notice that the adapted

technique for this stage only a proposed solution without evaluation. However, more

details about the promising techniques and experiments are illustrated in chapter 4

and 5.

2 Here we use “user expectation level of reminder (UEL)" as rating and 5 levels
converted to numbers(5 stand for “very high" and respectively).
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ID Current activity Triggered reminder Rating

1 Sleeping Taking medicine 4

2 Sleeping Washing clothes 1

3 Sleeping Turning off gas 5

4 Sleeping Cooking 2

5 Answering phone Taking medicine 2

6 Answering phone Washing clothes 2

7 Answering phone Turning off gas 5

8 Answering phone Cooking 2

9 Watching TV Taking medicine 4

10 Watching TV Washing clothes 2

11 Watching TV Turning off gas 5

12 Watching TV Cooking 4

13 Wandering Taking medicine 4

14 Wandering Washing clothes 4

15 Wandering Turning off gas 5

16 Wandering Cooking 4

Table 3.2: Default reminders with rating (derived from Zhou et al.[10]3)

3.4 Evaluation

In this section we present systematic evaluation of our proposed reminder recom-

mender system, via experiments on public datasets. As the proposed system consists

of 3 major parts(see figure 3.2), the evaluation is conducted accordingly.

We will first introduce datasets used for evaluation, and then presents experiment

settings and evaluation and result analysis.
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3.4.1 Dataset

We evaluate the proposed system on well-benchmarked public dataset. Firstly we

evaluated our elementary activity recognition module, since the recognized elemen-

tary activities are used as one of the inputs of our second process stage, it is essential

to ensure its performance. This is evaluated with both PAMAP2 dataset [175] by UC

Irvine and also the PUCK dataset [178, 179] in Washington State University(WSU)

CASAS project in 2011.

After that, the system proceed to complex activity recognition, and this is mainly

evaluated on the PUCK dataset, as it contains both smart home environmental sen-

sors and wearable sensory data from smartphones, which match exactly our needs.

PAMAP2 dataset

The PAMAP2 dataset contains 9 participants performing 12 daily living activities

including both basic actions and sportive exercises. The activity sensory data is

collected from 3 Inertial Measurement Units (IMUs) attached to three different

positions, namely the dominant wrist, the chest and the dominant side’s ankle.

Each IMU contains two 3-axis accelerometers, two 3-axis accelerometers, one 3-axis

gyroscopes, one 3-axis magnetometers and one thermometer with sampling rate of

100 Hz.
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Method PAMAP2 PUCK

SVM 58.7 63.4

KNN 69.3 71.8

Random Forest 62.8 72.1

LSTM 71.9 77.4

DeepConvLSTM 73.4 77.2

Table 3.3: Baseline test of elementary activity recognition

PUCK dataset

The PUCK dataset4 is collected in Kyoto smart home testbed in Washington State

University, and it is a two-story apartment with one living room, one dining area,

one kitchen, one bathroom and three bedrooms. Various environmental sensors

are installed in this testbed, including motion sensors on ceilings, door sensors on

room entrances, kitchen cabinet doors as well as microwave and refrigerator doors,

temperature sensors in rooms, power meter, burner sensor, water usage sensors,

telephone usage sensors and some item sensors for usage monitoring.

It is worth mentioning that there is also mobile wearable sensor data available for

some subjects, in similar settings of PAMAP2, although less in the numbers of

sensors. And in this work, the annotated ground truth is rather rare, we combined

subject 3, 8 and 10, because they are the only source of data where environmental

and wearable sensor both available publically. We identified 5 complex activities in

this dataset, namely 16 instances ofMaking phone call, 4 instances ofWashing hands,

4 instances of Cooking, 4 instances of Eating and 4 instances of Cleaning kitchen.

4http://casas.wsu.edu/datasets/puck.zip
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Noted that with our ontology based rules, some more activities such as Sleeping,

Wandering can be easily identified as well, yet not quite suitable for evaluation.

3.4.2 Elementary Activity Recognition

As mentioned, firstly we studied the effectiveness of DeepConvLSTM on our tasks,

to identify the gesture of subject, that is the elementary activities. We tested sev-

eral baselines, including SVM, kNN(k=3), Random Forest(128 trees) and ordinary

LSTM with 3 layers and 64 cells. As for the DeepConvLSTM, we adapted a common

configuration, where there are 4 convolutional layers with feature maps, 2 LSTM

layer with 128 cells. All above tests are conducted with the same settings on both

PAMAP2 and PUCK datasets. The above results (in table 3.3) prove that our

choice of DeepConvLSTM, which outperform all tested baselines on PAMAP2 and

adequate on PUCK, where the gap is so small that can be arguably ignored.

3.4.3 Complexity Activity Recognition

Given our ontology based rules ready, we can perform complex activities recognition.

The tests result is reported in figure 3.6.

Here we can easily read that the overall accuracy for complexity activity recognition

is of 65.625%, which is quite reasonable, especially considering that this is based on

elementary activity recognition, where our accuracy is around 77.2%, as well as the

sample is still quite rare. Also we can tell our framework tend to mis-classify Phone

call and Eating, Washing hands and Cleaning kitchen. This may be caused by the

sharing characteristics of those activities where similar places and devices are being
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Figure 3.6: The confusion matrix of complex activity recognition

used.

3.5 Conclusion

In this work, we explored the feasibility of combining environmental sensors and

wearable sensors, to recommend reminders to the people need extra care, especially

Alzheimer’s patient, in an activity-aware and cross-devices basis. We take advantage

of one state-of-the-art HAR recognition approaches, DeepConvLSTM to identify the

gestures of subject, combining which with predefined ontology representations the

environmental sensory data, to produce rules for complexity activity recognition.

And this output of subject behaviours are feed into a proposed recommendation

engine, and output reminders to the user accordingly. The proposed recommeder

92



3. Reminder Care System (RCS): An Activity-aware Cross-device Recommendation
System

system also will retrain itself given appropriate feedback from the user. Experi-

ments demonstrated that our behaviour recognition part is effective and hence the

recommendation engine practicable.

However, our evaluation of this system is still not comprehensive enough to prove

the premium of this framework, mainly due to lack of test data sources to fit our

complex experiments need. Also, in regarding to build an ontology; it could face

three main issues that should be addressed:(1) requiring knowledge engineering skills

to build the rules, (2) time consuming and difficult process particularly, when there

are missing rules that are needed to take a decision, and (3) scarcity of available of

standard datasets that are used to evaluate ontology models.

In the future, we will build a running system with a sensor enabled test-bed, to

collect inclusive and adequate data, and test our framework in reallife use case.
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This section contains works published in:

[180] M. Altulyan, C. Huang, L. Yao, X. Wang, and S. Kanhere, “Deep

Reinforcement Learning for Dynamic Things of Interest Recommendation in

Intelligent Ambient Environment”, in Australasian Joint Conference on Arti-

ficial Intelligence, pp., 2022.
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4.1 Introduction

With the rapid growth in the number of things that can be connected to the internet,

Recommendation Systems for the IoT (RSIoT) have become more significant in

helping a variety of applications to meet user preferences, and such applications can

be smart home, smart tourism, smart parking, m-health and so on. On the one

hand, RSIoT can recommend an item that users might need in situations. On the

other hand, it can save time and cost by actively allocating specific IoT resources

accordingly to the very situations. Lets get back to Aris 77-year-old woman with

dementia where RSIoT can play a caregiver role to help her in living independently

and safely in her own home

Numerous efforts have been made to develop RSIoT using different approaches. Most

of the existing works adapted conventional recommender system approaches, includ-

ing collaborative filtering [181], content-based [16] and hybrid-based approach [182].

However, those conventional RSIoT approaches face two main issues. The first issue

is treating the recommendation procedures as statics and ignoring the dynamicity in

human activity patterns. More formally, human activity patterns could be changed

at any time during the day or even after a period of time. The second issue is

making recommendations for users while the system must wait for user feedback to

update itself. While this may provide the system with accurate labels, it can have

an impact on the end-user experience. RSIoTs should able to be updated based on

the recommended item status only, which means no need to hold any device or to

deal with any application.

Deep Reinforcement Learning (DRL) is inherently profitable for overcoming dy-

namic environments and thus has been adapted in interactive recommendation
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systems. It has been shown the ability to learn user decision behavior by ob-

serving the user’s actions and conducting accurate recommendations even from a

few samples by grouping its observations. Furthermore, it considers the feedback

from the environment as a reward to update the system. Significant efforts have

shown the notable performance of DRL methods in conventional recommendation

systems [183, 184, 185]. Also, there are only very few studies on RSIoT systems

based on RL [120, 119, 118, 186]. However, no previous research known to us

has adapted DQN based RL for RSIoT. Inspired by [185], we design a Reminder

Care System (RCS) based on DQN, which can tackle two main issues: dynamicity

patterns of the human activity and the focus on the user feedback during system

updates. We first formulate our system based on a Deep Q-Network (DQN), which

captures the user’s dynamicity pattern using three kinds of extracted features that

address the first issue. Subsequently, we calculate the probabilities for items and

nominate only one item with the highest probability as a recommendation. To tackle

the second issue, we introduce our reward function that enables the system to re-

ceive feedback automatically without waiting for the user. Finally, we propose a new

term called a Reward Delay Period which improves the evaluation for the quality of

recommendations.

The main contributions of our proposed system are summarized as follows:

• We design the Reminder Care System (RCS) and formulate it based on the

Deep Q-Network (DQN) which utilizes three main features: past activities

features, current activities features, and item context features as an input

(State).

• We formulate the reward function that helps the system to be updated auto-

matically without needing feedback from the user by checking the status of
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items after a period of time.

• We conducted extensive experiments on three public datasets, and our exper-

imental results demonstrate the feasibility and effectiveness of our system.

4.2 Deep Reinforcement Learning in RSIoT

DRL has received significant attention in building recommender systems [187, 188,

184, 183, 189] for two main reasons; coping with dynamic environments by updating

the strategies during the interactions and the ability to learn a policy that maximizes

the long term reward.

Author in [184] proposed a deep recommender system framework (DEERS). It aims

to exploit both negative and positive feedback to conduct recommendations in a

sequential interaction environment. However, the negative feedback usually is much

larger than positive ones which incorporate them simultaneously considers a main

challenge. Consequently, authors model their framework by adapting a Markov

Decision Process (MDP) and leverage Reinforcement Learning (RL) to learn the

optimal strategy for recommendations.

For the medical field, RL was exploited to build a recommender system [190] which

has ability to conduct medical recommendations for the hypertension patients. The

evaluation results show the effectiveness of the proposed system in lowering the

occurrence of hypertension. Authors in [191] adapted DRL for Home Energy Rec-

ommendation System (HERS) to manage the smart devices. It aims to minimize the

electricity cost and to provide comfort residents. The system has ability to incorpo-

rate the direct human feedback to learn the user preferences and the user activities
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to learn the devices usage pattern. In [183], DRL was adapted for the page-wise

recommendation to tackle two main issues: (1) using the real time feedback of the

user to update the recommendations strategy, and (2) conducting accurate recom-

mendations. Here, authors adapted the Actor-Critic framework which has ability

to face the two main challenges of DRL: the dynamicity of space of action, and

the computational cost of selecting the optimal action. DRL has also been utilized

to propose a DEAR framework for online advertising recommendations [189]. It

exploited the architecture of DQN to manage the internally actions, maximize the

ads revenue and minimize the negative impact of ads. The extensive results show

the effectiveness of the proposed framework. Also, authors in [185] proposed a novel

DRL-based recommendation framework. It tackles two main issues: the dynamic

nature of new features and users’ preferences and the lack of information to improve

the quality of recommendations. Here, authors exploited: (1) user activeness as

source, and (2) a new exploration method (Dueling Bandit Gradient Descent) to

improve the quality of recommendations. The experiments results show the effec-

tiveness of the the proposed framework in term of the recommendations accuracy

comparing with other methods that ignored the user activeness or used traditional

exploration methods. This work was inspiration for this chapter.

4.3 Background

Deep Q Network was proposed by DeepMind in 2015 to deal with wide range of

Atari games. The idea of the algorithm is to enhance the performance of classic RL

by combining the RL with deep neural networks. Here, the deep neural network

maps state and action pairs to Q-value using. DQN aims to maximize a cumulative

future reward by recommending the correct item ai for each activity that needs a
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recommendation.

Figure 4.1: The framework of Deep Q-Network (DQN).

Figure 4.1 shows the DQN framework. It consists of three main components for the

DQN: (1) Q-Network which could be a standard neural network or regular network

depending on the state and Q-Target is identical to the Q Network that is held for

stabilize learning ; (2) Environment which represents the state of the user and (3)

Experience Replay that stores all the interactions with the environment and uses

them as mini-batch to update the network. Here, in each time slot the current state

s represents all previous actions and states, when the state s passes to the network

as input into the Q network, the Q-Network selects the action a as output. After the

action a is executed, the system receives the next state s′ and a reward r. Finally,

the experience reply buffer stores a record of < s, s
′
, a, r > and repeat over it again.

When the experience reply buffer reaches the maximum of the capacity, random

samples will be picked randomly to calculate the current target Q value using the

following equation:

y = r + γmaxa′Q(St+1, a
′
; Θ−i ) (4.1)
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where y represents the output of the neural network, St+1 represents the new state

, t represents the time slot t, γ is a discount factor , θi and θ−i represent the weight

of the Q-network and the target-network at iteration i respectively.

The DQN has two main features compared with other RL algorithms: (1) using the

experience replay buffer to store the agent experiences E =
{
si, ai, ri, s

′
i

}
which rep-

resents state, action, reward, and next state respectively, (2) adjusting any update

for the target network.

4.4 Reminder Care System (RCS) framework

In this section, we introduce Reminder Care System (RCS) in detail. First, we define

the problem and notations; then, we provide an overview of our framework. Finally,

we describe DQN and explain the process of our agent.

4.4.1 Notation

Our problem is framed as follows: when extracted features of the complex activity

v where vi ∈ V = {v1, v2, .....vm} is received by the agent G (The extracted features

will be explained in details in section 4.4.2). Notice that the agent receives the

extracted features of the activity that needs recommendation only as an input (state)

s. Then the agent nominates an appropriate item a from a fixed candidate set of

items A for the particular activity. In other words, the algorithm generates ranking

list Γ =< γa1 , γa2 , ..., γal >, where γai denotes the probability of the item ai where

the user needs to finish the current activity. Unlike a conventional recommendation

system that typically recommends more than one item for users each time, our agent
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Notation Explanation

G Agent

v, V Activity, set of activities

s, s′ state, next state

a action(item)

r Reward

A set of items

Q Q-Network

W Parameters of DQN parameter

Γ Ranking list

γa Probability of the item

O Value of each item

E Experience replay buffer

Table 4.1: System Notations

recommends only one item with maximum probability for the activity that needs a

recommendation. Table 4.1 summarises the notations used throughout this chapter.

4.4.2 Overview

In this section, we describe our framework as shown in figure 4.2. We divided it into

two main parts online and offline. In the offline part, our system will be training

to deal with the activities that need a recommendation. Notice during the training,

we treat each activity that needs a recommendation as a session. During the online

part, the agent receives the required features as an input (state) s; then recommends

an appropriate item ai for the activity. There are three kinds of features that should
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Figure 4.2: The architecture of our framework, which consists of two main parts:

offline and online. The offline part focuses on training our agent G using different

datasets. During the online part, the agent receives each activity and extracts the

required features as state s, then nominates suitable item ai for this state. After a

periodic time called reward delay period Tr, the agent will receive a reward r. Two

kinds of updating will be applied for the system: periodically update after every

recommendation P and the total update after a period of time using the experience

replay buffer.

be received for each activity (session) that needs a recommendation:

• Past activities features. Since each activity can have a different pattern, for

each activity, the system extracts the path/sequences of items used. They

enable agent G to learn different patterns of each activity.

• Current activities features. It can define where the user is stuck by reviewing

all previously used items for this activity. This feature helps the agent to
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ignore all the used items before and to choose from the rest.

• Item context (IC). It includes information about items, such as to which ac-

tivity this item belongs to, how long it could be in use, and how many times

the user needs it for the current activity.

To improve the system’s recommendation accuracy, we consider all features that

help our system learn the best action in a specific state. The public datasets did

not meet all required features , which affect the results of our systems. After the

features are extracted, we apply the DQN algorithm to model our agent.

4.4.3 Deep Q network (DQN)for recommendation

Here, agent G (Q-network) will be trained using the offline part. During this part,

the agent learns to map each stat for suitable action. Then, the agent calculates

the reward as feedback to updated the system. We summary the agent roles as

following:

1. Receiving the extracted features of current state s during the interaction with

the environment at timestamp t.

2. Generating a list of recommendations Γ that includes top items to be recom-

mended using exploration and exploitation policy. Notice, the agent will pick

only one item with the highest ranking.

3. Calculating the reward which considers as feedback to update the system using

the following equation:

r(a) =

∑Tr
t=0Oa,t∑A

a=0

∑Tr
t=0Oa,t

(4.2)
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where O represents the value of each item at each time step and Tr is a Reward

Delay Period.

However, the agent G has to wait for the reward delay period Tr (will be

discussed in the next part).

4. Periodically updating after every recommendation by comparing the perfor-

mance of the Q-network with target network using the following loss fucntion:

loss = MES(predicted Q− V alue, Target Q− V alue) (4.3)

5. Total updating for the system to tackle the dynamicity of human activity

pattern, the agent G after a period of time (it is defined to be 24 hours for our

system) will use the experience replay buffer to update the network Q using

the following loss equation [192]:

Li(θi) = E(s,a,r,s′ ) ∼ U(D)

[(
r + γmaxa′Q(s

′
, a
′
; θ−i )−Q(s, a; θi)

)2]
(4.4)

Most traditional recommender systems focus on “click” or “not click” as feedback to

calculate the reward function immediately and to update the system. In contrast,

our system recommends an item to the user and then waits for sufficient time to

decide if the recommended item is used or not—by checking its status (on/off or

moved/not moved). For example, if the system recommends a coffee machine to

Aris when she is preparing a cup of coffee, whereas she wants to use it later yet not

immediately. This does not mean that the recommended item is incorrect, and it is

better for the system to ignore this false negative feedback this time. To facilitate

the above, we introduce a Reward Delay Period Tr, which accounts for the different

paces of users in carrying out activities, and we consider Tr a hyperparameter.
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Policies

(1) EpsGreedyQPolicy:

it combines both exploration by taking a random action

with probability epsilon and exploitation by taking the current

best action with probability (1 - epsilon)

(2) GreedyQPolicy:
it focuses on exploration where it calculates the probability

of choosing the action with the highest Q-value

(3) BoltzmannGumbelQPolicy:
it is an exploration rule which defines

probabilities of actions based on their Q-values.

(4) MaxBoltzmannQPolicy:
it adapts the Gumbel-softmax trick to

address the classic Boltzmann exploration issues

Hyperparameters

batch_size 200

Epsilon 0.1

target_model_update 1e-3

nb_steps 50000

verbose 1

Table 4.2: Explaining policies and tuning hyperparameters for our agent.

Here, our agent acts using different policies: EpsGreedyQPolicy, GreedyQPolicy,

BoltzmannGumbelQPolicy, MaxBoltzmannQPolicy. Table 4.2 shows details about

the policies with DQN that we used for our agent and their parameters.

4.5 Experiment

In this section, we first introduce three public datasets that we used for our ex-

periments. Next, we conduct some experiments that show the effectiveness of our

proposed RCS and evaluate the performance among these datasets.
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(a) PUCK. (b) ARAS(houseA).

(c) ARAS(houseB). (d) ADL.

Figure 4.3: Performance of our system among three datasets when the Reward Delay

Periods Tr is 5s.

4.5.1 Datasets

Our evaluation focused on the offline part, and we left the evaluation of the online

part to future work. The evaluation has been applied on three public datasets:

PUCK [178], ARAS [193], and ADL [194].
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(a) PUCK. (b) ARAS(houseA).

(c) ARAS(houseB). (d) ADL.

Figure 4.4: Performance of our system among three datasets when the Reward Delay

Periods Tr is 10s.

The PUCK dataset1 was collected in Kyoto smart home testbed in Washington State

University, and it consists of a two-story apartment with one living room, one dining

area, one kitchen, one bathroom, and three bedrooms. A number of environmental

sensors have been installed in this testbed. The ARAS dataset contains two houses

of two residents who performed 27 daily living activities. The activity-sensory data

was collected from 20 binary sensors. The ADL Normal dataset represents a public

1http://casas.wsu.edu/datasets/puck.zip
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(a) PUCK. (b) ARAS(houseA).

(c) ARAS(houseB). (d) ADL.

Figure 4.5: Performance of our system among three datasets when the Reward Delay

Periods Tr is 15s.

dataset published in 2010. The dataset was collected from a Kyoto smart apartment

testbed in Washington State University. It includes five complex activities. The

activities are performed by 20 participants. Features engineering and data processed

are explained in detail in our previous work [195].
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4.5.2 Experiments results

We first evaluate the effectiveness of our RCS in recommending the correct item

to the user in case the user’s current activity needs a recommendation. The agent

uses all the extracted features as the state to make a recommendation of the correct

item. We use the DQN model that is provided by one public available ‘keras-rl‘

package of python for our experiments. The hyper-parameters of the DQN model

are configured as follows: the number of layers in DQN is set to 6 with two Flatten

layers, three Dense layers, and one Activation layer. The package provides a number

of policies that help our agent to map each state with a correct action.

Dataset T_{r}
Policies

EpsGreedyQPolicy GreedyQPolicy BoltzmannGumbleQPolicy MaxBoltzmannQPolicy

PUCK

5s 0.65 0.75 0.75 0.67

10s 0.58 0.68 0.66 0.60

15s 0.51 0.64 0.62 0.52

ARAS

House (A)

5s 0.64 0.72 0.71 0.63

10s 0.59 0.69 0.68 0.57

15s 0.54 0.67 0.66 0.59

ARAS

House (B)

5s 0.77 0.90 0.90 0.83

10s 0.68 0.78 0.78 0.70

15s 0.65 0.73 0.73 0.64

ADL

5s 0.70 0.77 0.77 0.72

10s 0.74 0.77 0.82 0.75

15s 0.64 0.71 0.72 0.65

Table 4.3: The cumulative mean reward of our system among three datasets using

different reward delay periods.

The performance of our system is shown in figure 4.3. As we can see, the cumulative

mean reward for the three datasets; However, the two policies: GreedyQpolicy and

BlotzmanngumbleQpolicy, produce the highest performance compared with another

two policies. Also, the ARAS dataset for house B (see figure 4.3c) has the highest
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cumulative mean reward compared with other datasets. There are different reasons

that could affect the results on different datasets: (1) the number of item sensors

used to collect the data, (2) the time period between each reading of the sensors

values, i.e., half a second for PUCK and a second for ARAS and ADL datasets,

(3) the type of sensor value such as binary or continues values, (4) the number

of items that are included in each activity. Moreover, all the previous datasets

do not consider time as a context which is an important feature for our system.

As mentioned, the Reward Delay Period parameter Tr has direct impacts on the

model’s performance which controls when the agent should receive the feedback

as a reward. Adjusting this parameter is important, and it is various from one

activity to another depending on how much time each item consumes to be used.

For example, some items take a little bit of time to be picked, and others may be a

little bit longer. We assume three values of Tr: 5s, 10s, and 15s, then we monitor

the performance among these different values. Figure 4.3, figure 4.4 and, figure 4.5

show the performance of our RCS on the three datasets using three different values

of Tr: 5s, 10s, and 15s respectively. Table 4.3 summarizes all cumulative mean

rewards of our system among three datasets using different reward delay periods.

We can observe that our proposed system performance when the Tr=5 consistently

outperforms the other two values: Tr=10, and Tr=15 for the two datasets: PUCK,

and ARAS. However, the ADL dataset demonstrates that increasing the Tr to 10s

improves the cumulative reward to be around 0.82 instead of 0.77 and 0.72 for the

Tr=5 and Tr=15 respectively. Moreover, table 4.3 shows the effectiveness of The

GreedyQPolicy and BoltzmannGumbleQPolicy policies compared with the other two

policies. However, among all the policies, the GreedyQPolicy performs well and is

stable except in the last dataset with Tr=10.
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4.6 Conclusion

In this study, we designed a Reminder Care System (RCS) that uses deep rein-

forcement learning to capture dynamic patterns of human activities and update

the system automatically without waiting for user feedback. The RCS uses DQN

to formulate the agent and considers the reward delay period to account for the

different paces of users in carrying out activities. We conducted experiments on

three real-world public datasets to show that the effectiveness of our system. For

future work, we will test our system on a real-time testbed that considers all features

requirements for the proposed system.
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This section contains works published in:

[196] M. Altulyan, C. Huang, L. Yao, X. Wang,and S. Kanhere, “Contextual

bandit learning for activity-aware things-of-interest recommendation in an as-

sisted living environment”,in Australasian Database Conference, pp. 37—49,

Springer, 2021.
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[197] M. Altulyan, L. Yao, C. Huang, X. Wang,and S. Kanhere, “Context-

induced Activity Monitoring for On-demand Things-of-Interest Recommenda-

tion in an Ambient IntelligentEnvironment”, Future Internet, vol. 13, no. 12,

pp. 305, 2021.
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5.1 Introduction

The widened applications of IoT-based smart-home environments birthed the idea

of a recommender system, reminder care systems, which are adapted to improve

the management of patients with AD. A reminder care system considers patients

who suffer from the mild stage of AD where patients just start losing short-term

memory however, they still have the ability to use such a system [198, 199]. A

reminder care system is designed to exploit sensory data from various sources such

as the environmental sensors, wearable sensors, and appliance sensors for effective

reminder recommendations. A feedback system is not necessarily required to im-

prove the quality of recommendations. The scenario presented in figure 1.1 reveals

the importance of a reminder care system for Alzheimer patients. For example, the

system is designed to promptly recommend switching off of appliances if she forgets

to do so after usage. The system is subsequently improved based on her acceptance

of every recommendation without needing Aris’ explicit feedback.

Here, the system considers all contexts about the user and items, for example, if Aris

starts to prepare a cup of coffee at midnight, no item will be recommended by the

system but instead it will remind her to go back to sleep because time is considered

as a key context in conducting the recommendations. Moreover, the system has the

ability to learn all new patterns and ignore other old patterns. For illustration, when

Aris no longer adds milk to her coffee, the system will not recommend milk dur-

ing this activity. This scenario could be extended to become not only smart home

application but also for m-health application. Again, Aris at home can be better

monitored by the hospital by utilizing the data from sensors that are installed in

her house to remotely monitor the development of her condition. Also, the hospital

can provide medical advice recommendations such as recommending a specific time
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for resting, recommending some exercise to be done, or recommending some kind of

foods. Notice, our proposed system is suitable only for the first stage of Alzheimer

because in other stages patients face more changes in their behaviour where they

need an intensive care. Number of studies have focused on reminder recommender

systems aimed at providing assistance to elderly people who suffer from AD. Oyeleke

et al. [120] designed a recommendations system for monitoring the daily indoor ac-

tivities of seniors with mild cognitive impairment while Ahmed et al. [200] proposed

a smart biomedical assisted system to help patients with Alzheimer. In some stud-

ies, smartphone applications were developed for the provision of care services to AD

patients [201, 202, 203, 204].

However, the dynamicity in the complexities of human activities is yet to be ade-

quately addressed, thus delivering low-quality recommendations. Another notable

issue is the increased focus on monitoring which gives a reminder to patients while

the system has to wait for patients’ feedback to update itself. From Aris scenario,

consider Aris follows the following sequence of actions when starting to prepare a

cup of coffee in the early morning: first, switching the coffee machine on then bring-

ing a cup, next, filling milk, and then adding sugar. Supposing then she grabbed

a cup and forgets what to do next? the system should remind her of grabbing the

milk. Nonetheless, if one day, she changes this pattern by deciding not to add milk

in the future, the system should also cope with that. From Aris’ perspective, the

system should be a caregiver i.e. to offer help only when necessary without actively

requesting feedback. Therefore, a well-designed reminder recommender the system

must be capable of assessing the quality of recommendations without necessarily

relying on user feedbacks.

In one of our previous works [29], we implemented a prototype system with great
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consideration of the dynamicity of human activities which was capable of detecting

the complex activities. Then, in [180], we presented a Reminder Care System (RCS)

which in addition to being able to learn the dynamicity of human activities, it could

also remind patients about their needs correctly, without requiring their feedback.

The problem was formulated using Deep Q-Network (DQN), which works well with

the dynamic nature of human activities. However, most of RL algorithms is their

inability to handle a system requiring learning and selection of the best action from

different scenarios where each state is treated independently. As we mentioned in

Aris scenario, the system works as caregiver which means acting based on the patient

behaviour by paying attention to her needs. Consequently, the RSIoT system needs

to consider all context from both user and item at the same time to decide which

item should be conducted at this moment unlike previous approaches. In this work,

a contextual bandit approach was adapted to formulate the same problem. The

main contributions of this chapter are as follows

• Proposition of a recommender system based on contextual bandit approach by

fusing the context information from the past and current activities to recom-

mend the correct item.

• Provision of a minor and major updates to help tackle the dynamicity in

human activities while improving the quality of recommendations.

• Evaluation of the developed model using three public datasets.
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5.2 Contextual bandit (CB) for recommendations

Contextual bandit (CB) approaches can exploit both offline data and environment

interactions that help in constructing recommendations with high quality. In CB,

there are three main concepts in CB: State which defines which activity is performed

by the user, Action that represents the item that the user need for this state and

the Reward that the system receives based on the quality of the recommended item.

Contextual bandit utilized the common features of RL by using policy to decide

an action based on the context of each state this is similar to multi-armed bandit

(MAB) which focuses on the immediate reward. As shown in figure 5.1, both action

and state affect the reward which have a positive impact to increase the quality of

the recommendation. In contrast, the action in RL effects not only the reward but

also the action which means RL cannot deal with different scenarios as we motioned

before [205]. Some studies have adapted CB for their recommender systems.

Figure 5.1: The three main concepts in the Contextual Bandit Approach:(1) State

that represents the current situation for the user, (2) Action that provides the re-

quired item that meets the user need , and(3) Reward that considers as feedback

for the system to improve the quality of recommendations .

Li et al. [152] utilized the contextual bandit for the recommendations of news ar-

ticles. The presented algorithm, LinUCB, was reportedly applied to sparse and

large data combined with other algorithms such as e-greedy. The study presented

in [206], an online learning recommender system was developed by adapting CB
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where information for history students were learnt, and current students are used

as context to conduct the learning recommendations to the students. Author in

[205] adapted CB to decide on action to be carried out by a robot deployed to help

dementia patients with their behavioural disturbances. Zhang et al. [207] proposed

a novel CB method named SAOR for online recommendations. The study offers

sparse interactions which distinguishes between negative response and non-response

to improve recommendation quality. In this study, CB is adapted by utilizing three

kinds of features, context past activities, current activity, and items. Also, a reward

model for automatic update of the system requiring no feedback is also presented

in this work. The proposed system has three major stages as shown in figure 5.2

and these are: complex activity recognition stage, prompt detection stage, and the

recommendation stage. The complex activity recognition stage is hinged on three

data sources, data from the wearable sensors, environmental sensory data, and home

appliance usage data. The prompt detection stage utilizes data mining approach to

determine if an ongoing activity requires an item recommendation while at reminder

recommendation stage, CB approach is applied to extract context from the two pre-

vious stages to recommend items to the user during an activity. The stage one was

presented in chapter 3. The stage two and stage three will be presented in the next

sections below.

5.3 Prompt detection stage

At this stage, the data collected from the previous stage is used to determine the

prompt of an activity. The prompt is considered in two main situations: when the

user appears to be stuck within an activity for notable period without taking an

action, and when the user uses a wrong item that does not belong to this activity.
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Figure 5.2: Overview of the proposed methodology.

In the previous stage, the developed complex activity detection module is capable of

complex activity detection and learning of different activity patterns. The extracted

features of each activity is used to build prompt detection system. As mentioned

earlier, Alzheimer patients in the mild stage may not be able to complete their ac-

tivities due to forgetfulness. For example, if Aris forgets to turn off the stove after

making her tea, the system can detect that the user needs a prompt and imme-

diate recommendation to turn off the stove. Various learning models are applied

in the determination of when a user needs a prompt during a monitored activ-

ity. Das et al. [178] test several classification algorithms (Support Vector Machines

(SVM) [208], Decision Tree [209] and Boosting [210]) on the PUCK dataset. In

particular, Boosting applies a classification algorithm to re-weight the training data

versions sequentially and then extracted a weighted majority vote of the previous

sequentially classifiers. And it generally outperforms the other two methods. For

our experiments, only one dataset provides the labels where the user needs prompt

or not by adding class from 0 and 1. However, for the other two datasets we create
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the points that define when the user need prompt as we will be explained in details

in section 5.5.

Notation Explanation

G Agent

x,X Context, set of context

a Action(item)

r Reward

A Set of items

M Memory

S State

Miu Minor update

Mju Major update

Tr Reward Delay Period∏
Policies

SV State value of each sensor

Table 5.1: System Notations

5.4 Conducting recommendations stage

Having determined that a user’s activity requires a prompt, the system at this stage

then decides which item can be suitably recommended based on the user situation.

One of the main challenges, is handling each activity differently. The system must

always consider what correct item is to be recommended even if it is the same activity

by considering the user situation. For this reason, each activity is treated differently

as a session during the training where it helps the system to learn different pattern

of each activity. This stage represents our main contributions in this chapter.
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5.4.1 Problem definition

When a complex activity that needs a prompt v where vi ∈ V = {v1, v2, .....vm}

is received by the agent G at time t, our algorithm extracts the context x and

nominates an appropriate item a from a set of actions A for the current activity.

Notice that our system recommends only one item at each time that needs a prompt.

Then, the agent receives feedback as reward r for the recommended item. Finally,

the system is being updated based on the received reward which is called minor

updatedMiu and the major update is after a certain time of periodMju. Table 5.1

summarises the notations used throughout this chapter.

5.4.2 Method

The problem is formulated based on a contextual bandit approach to tackle the

dynamicity of human activity patterns and to recommend the correct item without

having to wait for the user’s feedback. Contextual bandit provides a learning model

based on context. Three kinds of context are extracted at this stage:

• Past activities context (PAC): Note that each activity is desired to have a

different pattern, so, for each activity, the system extracts the path/sequences

of items used from the past records (recorded in the log file) as a type of

context. The observed paths of each activity are then stored in a memory

based on which the agent can decide an item to be recommended at a specific

situation.

• Current activity Context (CAC): The contexts on the current states are

extracted from the received data obtained from the previous two stages. For
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ALGORITHM 1: Our procedure to recommended a correct item for user’s

activity. It takes context x as input, and returns a recommended item as output

a
1: Initialize the capacity of storage memory M

2: Initialize a timer= 24hours

3: for sessionvt ∈ V do

4: Observe state st

5: Extract xt, where xt = PAC,CAC, IC

6: Execute action following set of policies
∏

7: waiting for Tr

8: Compute r(a) according Equation (5.1)

9: Minimize R according Equation (5.2)

10: update Miu

11: Put xt, rt, a into M

12: Update Mju

13: end for

14: return

example, when the system receives that the user needs a prompt for prepar-

ing coffee, the context of the current activity (locations, previous items, user

position, and time.) will be extracted.

• Item context (IC): This basically concerns information about items, such

as determining which activity an item belongs, how long such item can be in

use, and how many times such items is needed by the user for the current

activity. For example, a coffee machine as an item can be used for the activity

of ‘preparing coffee’, where it can be used for around 2 minutes each time.
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The contextual features of each session of the activities is received by the agent as

input (Algorithm 1). The CB combined three main components: an environment,

which represents the context of the user’s activity x ∈ X, an agent G, which chooses

an action a ∈ A which is represented an item in our system (notice that the common

name in CB is Learner but we call it an agent in our case) based on the received

context, and a reward r ∈ [0, 1], which the agent aims to maximize by recommending

the correct action at each round t= 1, 2, ...,T. We calculate the expected reward

after each recommendations as fallowing:

r(a) =

∑Tr
t=0 SVa,t∑A

a=0

∑Tr
t=0 SVa,t

(5.1)

Notice that based on the reward equation, the system will receive a reward when

the agent recommends an item only. So, after the reward calculation the system

can define the if it is a negative reward or a positive reward. If the agent does not

recommend any item that means there is no reward, and the system can be in an

idle mood.

Where Tr is the Reward Delay Period(It is explained below) and SV depicts the

state value of each sensor at each time step t. The reward function for automatically

obtaining the feedback without waiting for the user is formulated. As shown in

figure 5.3, the calculated reward gives a non-correct recommended item (the coffee

machine). Consequently, the system considers it for updating. Two types of updates

are carried out to keep the system in constant interactive recommendation, minor

update and major update. In minor update Miu, the system is updated after the

agent receives the reward where the system compares the recommended item with

the item already used by the user instead of it. Such item is then updated with the

newly used item to keep tracking the remaining items of the activity. Major updates

are considered after certain period before the end of the day where the system is

updated using the memory of historical data as obtained from the agent in the last
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24 hours. The major update Mju helps the system to tackle any dynamicity of the

user pattern during the day as we mentioned before in Aris scenario that her pattern

could be changed even if she has still doing the same daily activities.

Most traditional recommender systems focus on ‘click’ or ‘not click’ as feedback

to promptly evaluate the reward function and to update the system. In contrast,

our system having recommended an item, waits for sufficient time to determine if

the recommended item is used or not by checking its status (on/off or moved/not

moved). This status is then used to update the system accordingly. Furthermore,

if the system recommends a coffee machine to Aris (see figure 5.3)) when she is

preparing a cup of coffee, whereas she wants to use it later and not on the immediate.

The recommended item may not be seen as incorrect due to the false negative

feedback at this time. The recommendation though not needed at this time can be

used at another time. To facilitate the above, we introduce a Reward Delay Period

Tr, which accounts for the different paces of users in carrying out activities and we

consider Tr a hyperparameter (to be detailed section 5.6).

The agent G can choose from a set of policies
∏
⊆ {x→ A} to map each context for

a suitable item by employing two streaming models: Linear regression and stochastic

gradient distance (to be detailed in section 5.6 ). The goal of using different polices

is to minimize the regret R between the expected reward of the best action a∗ and

the expected reward of selected action a. The regret is calculated by using the

following equation:

Rt(T ) = E

[
T∑
t=1

rt, a
∗
t

]
− E

[
T∑
t=1

rt, at

]
(5.2)

Here, we adapt three categories of policies as the following:
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• Randomized (AdaptiveGreedy) which focuses on taking the action that has

the highest reward.

• Active choices (AdaptiveGreedy) which is the same for AdaptiveGreedy but

with active parameter ! = None which means actions will not be taken ran-

domly.

• Upper confidence bound (LinUCB) that stores a square matrix which has

dimension equal to total numbers of features for the fitted model. Details

about parameters for each policy of two streaming models: Linear regression

and stochastic gradient distance will be detailed in section 5.6.

Figure 5.3: (1) The agent recommends a coffee machine to Aris whereas she uses

milk instead; then the system waits for 15s; (2) The feedback is received by the

system as a reward and it is calculated accordingly as the coffee machine is the

wrong item; and (3) two kinds of updaing for the system: minor update is after

receiving the reward and the major update after certain period around 24 hours.
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5.5 Dataset

We have to mention that our evaluation focused on the third stage of our system

which is conduction recommendation. This is evaluated on three public datastets:

PUCK [178], ARAS [193], and ADL [194].

5.5.1 PUCK dataset

The PUCK dataset is a public dataset published in 2011. The PUCK dataset col-

lected from a Kyoto smart home testbed located in Washington State University in

two-story apartments with one living room, one dining area, and one kitchen on the

first floor and, one bathroom and three bedrooms on the second floor. It combines

three types of sensory data: (1) environmental sensors, including motion sensors on

ceilings, door, sensors on room entrances, kitchen cabinet doors, microwave, and

refrigerator doors, temperature sensors in rooms, power meter, burner sensor, water

usage sensors, and telephone usage sensors, (2) items sensors for usage monitor-

ing, and (3) two wearable sensors. Eight complex activities are defined: Sweep and

Dust, DVD Selection and Operation, Prepare Meal, Fill Medication Dispenser, Wa-

ter Plants, Outfit Selection, Write Birthday Card, and Converse on Phone. Also,

activities are divided into ordered steps, which can help detect whether the activity

is completed correctly.

Features Engineering

The PUCK dataset has four fields (date, time, sensor ID, and sensor value). To

adapt the PUCK dataset for our system, the following steps were taken to process
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the PUCK dataset by extracting the required features:

1. Combining the environmental data sensors (motion, items, power meter, burner,

water usage, door etc.) with the wearable sensors for each participant by

matching the time step among them.

2. Labelling the complex activities for the whole dataset.

3. Extracting the start and the end of each activity as a session to define when

the user needs a prompt.

4. Selecting only the common sensors among all participants where the total

measurement counts and participants each greater than 25th percentiles.

5. Dividing the sensors into four groups to be processed: movement sensors,

motion sensors, count sensors and, continuous values sensors and process each

group as following:

(a) In movement sensors group, each measurement includes six values (X, Y,

Z, Yaw, Roll, Pitch). We extracted the following features: Mean (X, Y,

Z, YY, RR, PP), STD (X, Y, Z, YY, RR, PP) Correlations (X//Y//Z)

and (Yaw//Roll//Pitch) which leads to 36 features in total.

(b) For motions sensors group, if at least one trigger in a group is counted as

trigger for the group, count and then compute the fraction counts across

the groups. Based on the PUCK dataset we have 11 groups (features)

altogether.

(c) Count sensors which have on, off measurements such as (door, item,

shake, and medicine container sensor) we count and compute the fraction

counts of each session (20 features).
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(d) For the last group, we calculate the average for continuous value sensors

such as electricity and temperature (3 features).

6. After extracted the all features (70 features), we apply the previous groups

process for all the participant sessions.

Two methods are taken to overcome the item usage imbalance problem (i.e., only

a small number of items are frequently used): first, the outliers from the items are

dropped. This method is simple but very effective in improving the performance

and secondly, the sampling order random points in activity sessions to increase the

prompt points, although this does not help balance the item usages as dropping the

outliers.

5.5.2 ARAS dataset

The ARAS dataset is consisted of 2 houses of two residents where they perform 27

daily living activities: Going Out, preparing breakfast, having breakfast, preparing

lunch, having lunch, preparing dinner, having dinner, washing dishes, having Snack,

Studying, Having Shower, Sleeping, Watching TV, Toileting, Napping, Brushing

Teeth, Using Internet, Laundry, Shaving, Cleaning, Talking on the Phone, Listening

to Music, Having Conversation, Reading Book, Having Guest, Changing Clothes

and Others . The activity sensory data is collected from 20 binary sensors including

force sensitive resistors (FSR), pressure mats, contact sensors, proximity sensors,

sonar distance sensors, photocells, temperature sensors and infrared (IR) receivers.

Because of the differences between house A and house B, every house has different

topology of the Wireless Ambient Sensor Networks (WASN) where house A has 2 of

the Personal Area Networks while house B has only 1. The sensory data is collected
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for full month for each house with the time stamp of one second.

Features Engineering

The ARAS dataset consists of 22 columns where the first 20 columns represents

sensors and the last columns for the activities labels of each resident. We added a

new column for the time to facilitate the feature engineering. The ARAS dataset

does not require complex feature engineering process because it has binary values for

the whole sensors. For both houses, the activities that interact with items sensors

are used for the experiments and others are removed. Unlike the PUCK dataset,

the ARAS dataset does not contain the prompt points. Based on that we added

random prompt points for each activity (session) and we consider them to be before

the session is ended around the reward delay period Tr.

5.5.3 ADL Normal dataset

The ADL Normal dataset represents a public dataset published in 2010. It’s also

collected from a Kyoto smart apartment testbed in Washington State University.

The data contains 20 participants performing five complex activities are defined:

Making a phone call, washing hand, cooking meal, eating and taking medicine and

cleaning. It is collected per second and annotated using the activity number and

number of each participant. The ADL Normal combines only motion sensors, item

sensors, burner sensor, phone usage and, water sensor.
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Policy Note
Hyberparameters

beta_prior alpha smoothing decay refit_buffer active_choice decay_type

LinUCB[152] LinUCB policy stores a square matrix which has dimension equal to total numbers of features for the fitted model. None 0.1 . . . . .

AdaptiveGreedy[211] It focuses on taking the action that has the highest reward. None . (1,2) 0.9997 . . percentile

AdaptiveGreedy(Active) It is the same for AdaptiveGreedy but with different hyberparameters ((3./nchoices, 4), 2) None 0.9997 . weighted percentile

SoftmaxExplorer[211] It depends on softmax function to select the action None . (1,2) . 50 . .

ActiveExplorer[211] It depends on an active learning heuristic for taking the action ((3./nchoices, 4), 2) . None . 50 . .

Table 5.2: Tuning hyperparameters for the OSL model policies

Features Engineering

The same features engineering of the PUCK dataset is applied except that of the

wearable sensors processing. Also, we add random prompt points for each activity

but with considering that these points should be before the session is ended following

the same process for ARAS dataset.

5.6 Evaluation

First, the evaluation of the effectiveness of the CB approach in recommending the

correct item to a user in case the user’s current activity needs a prompt is carried

out. All the extracted features are utilized by the system as contexts to make a

recommendation of the correct item. One publicly available CB python package is

selected for our experiments. The package offers two types of models, full batch

and streaming models. Due to sample limitation of datasets, the streaming models

namely SGDClassifier (SGD) and LinearRegression (OLS) are focused on. Both

models are sensitive to hyper-parameters such as beta_prior or smoothing. Never-

theless, SGDClassifier offers stochastic matrices while LinearRegression (OLS) has

matrices which are closed to the solution, and it updates them incrementally. Details

about the parameters are given in table 5.2 . Figure 5.4 shows a set of policies used

for each model. For the PUCK figure 5.4a and the ARAS (house A) (figure 5.4b)
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datasets, the SGD model particularly the Softmax Explorer policy is more robust

and it provides a better cumulative mean reward of item recommendations. On the

other hand, ARAS (house B) figure 5.4c and ADL figure 5.4d are more likely to

provide good results by LinUCB policy of OSL model. This plot confirms that both

models lead to a promising results based on each dataset from several policies being

used. Table 5.3 shows the cumulative mean reward of our system by considering the

three datasets.

(a) PUCK. (b) ARAS(houseA).

(c) ARAS(houseB). (d) ADL.

Figure 5.4: The comparison of models for each dataset.

The Reward Delay Period Tr, as earlier explained, helps in the determination of the
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Dataset
Policies

LinUCB

(OSL)

Adaptive Active Greedy

(OLS)

Adaptive Greedy

(OSL)

Softmax Explorer

(SGD)

Active Explorer

(SGD)

PUCK 0.68 0,64 0.63 0.79 0.65

ARAS

House (A)
0.80 0.81 0,77 0.85 0.69

ARAS

House (B)
0.92 0.91 0.91 0.90 0.75

ADL 0.99 0.99 0.99 0.97 0.83

Table 5.3: The cumulative mean reward of our system among three datasets.

(a) PUCK. (b) ARAS(houseA).

(c) ARAS(houseB). (d) ADL.

Figure 5.5: The Reward Delay Periods Tr=5s.
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(a) PUCK. (b) ARAS(houseA).

(c) ARAS(houseB). (d) ADL.

Figure 5.6: The Reward Delay Periods Tr=10s.

suitable time for an agent to receive the reward as a feedback of the recommended

item. Tuning Tr is important as decreasing it could consider that the recommended

item is not used while increasing Tr could confuse the agent specifically when the

user starts to use other items before receiving the feedback about the recommended

one. The results in figure 5.5, 5.6 ,and 5.7 show how Tr can affect the performance.

The reward delay period with 5s (see figure 5.5) provides higher performance with

the three datasets compared with the reward delay period of 10s and 15s as shown

in figure 5.6 and figure 5.7 respectively. Also, policies are affected by the reward

delay period such as softmax explorer of SGD model has a good performance with
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(a) PUCK. (b) ARAS(houseA).

(c) ARAS(houseB). (d) ADL.

Figure 5.7: The Reward Delay Periods Tr=15s.

5s among the datasets but this performance started to be reduced when the reward

delay period is increased into 10s and 15s. Table 5.4 summaries all cumulative mean

reward of our system among three datasets using different reward delay period.

There are two reasons that make the reward delay period of our system vary from

dataset to another or from user to user in real time system. The first reason is that

each activity has specific items and each of these items existing in different place.

For example, preparing a cup of coffee activity includes the following items: a cup,

sugar, milk and a coffee machine. So, if the agent recommends milk and the fridge
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was so far from the user, it will take some time to receive the correct response while

if the agent recommend a cup and the user was standing near of the cupboard it will

take less time to receive the response. The other reason is that users have different

behaviour in their response, some of them response immediately after they receive

the recommended item and others may take a little bit longer. However, our system

is targeted Alzheimer’s patient where it should expect reward delay period with long

time comparing with normal person. Here, we treat Tr as a hyperparameter that can

be adjusted based on each item; we will leave it to our future work. In addition, it is

observed that the system achieved the desired result of not requiring any feedback

from the user to receive the reward. Consequently, it is calculated automatically

after the Reward Delay Period. This feature is important for our system because it

deals with Alzheimer’s patients who experience difficulty in holding a smartphone

and confirm their response for recommendations.

Dataset The Reward Delay Period
Policies

LinUCB

(OSL)

Adaptive Active Greedy

(OLS)

Adaptive Greedy

(OSL)

Softmax Explorer

(SGD)

Active Explorer

(SGD)

PUCK

5s 0.68 0,64 0.63 0.79 0.65

10s 0.74 0.55 0.65 0.75 0.60

15s 0.62 0.52 0.48 0.70 0.58

ARAS

House (A)

5s 0.80 0.81 0,77 0.85 0.69

10s 0.68 0.65 0.58 0.72 0.56

15s 0.68 0.72 0.68 0.60 0.49

ARAS

House (B)

5s 0.92 0.91 0.91 0.90 0.75

10s 0.76 0.76 0.78 0.79 0.66

15s 0.71 0.65 0.76 0.74 0.61

ADL

5s 0.99 0.99 0.99 0.97 0.83

10s 0.99 0.99 0.99 0.98 0.83

15s 0.95 0.95 0.95 0.90 0.78

Table 5.4: The cumulative mean reward of our system among three datasets using

different reward delay periods.
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5.7 Scope of improvements directions for RCS

Despite all the advantages of the proposed system, there are still aspects that need

to be considered in the future. Some of them are discussed below.

• The RCS with real life. As we mentioned that our system only tested

on public datasets. Dealing with real time data, our system should be able

for synchronization among the three stages starting from the complex activity

detection till the user receives an item recommendation. We need to build

our model for the prompt detection that can exactly define when the user

needs a recommendation. Failure in this task makes the system constructed

unbeneficial recommendations that could affect the quality of the system.

• RSC testbed. Building a testbed helps to evaluate our system in the real

life. Also, tackling the main issue with public datasets which is missing the

required features. For example, the time period of each activity whereas some

activities rarely happen at night time such as Aris preparing a cup of coffee at

midnight. So, if the system was feeding with the time period of each activity,

it will be expected to recommend going back to bed for Aris and mentioned

the time to remind her.

• Trust-aware of the recommendations. Our system deals with sensitive

and critical data about the patient, lack of the integrity could harm the user

life by conducting incorrect items such a recommended a medicine when the

user already has been taken it. To ensure the safety of the recommendations,

the data that feed our system need to be protected. The blockchain is plan-

ning as a potential step forwards towards to address the integrity challenge.

Our previous work [121] introduce a conceptual framework for data integrity
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protection.

• Unexpected action. In some status, our system could face an issue when

the user use two items at the same time and there is only a short time period

between them. This case can make the agent receive a wrong feedback about

the recommended item which could affect the system update. For example, if

the agent recommend turning the coffee machine on whereas the user brings

the milk at the same moment and then accepts the recommendation. After

calculating the reward, it seems that is the milk is the correct item not the

coffee machine.

• Easy to handle. As we mentioned before, we target Alzheimer’s patient in

the mild stage, our system should consider that elderly people cannot hold a

phone to receive the recommendations. Consequently, designing a system that

acts as caregiver for the patients is important to meet the user’s expectations.

5.8 Conclusion

In this work, the feasibility of building a reminder recommendation system is ex-

plored. The recommendation system is adapted for Alzheimer’s patients for only

when they need a reminder. We take advantage of the contextual bandit approach

to formulate our problem and tackled two main issues: dynamicity of human ac-

tivity patterns and recommending the correct item without needing explicit user

feedback. Experiments demonstrate the effectiveness of our recommender system.

Some limitations observed in our evaluation of the system is that our experiments

are still not comprehensive enough because the datasets that we use does not meet

our system’s requirements such as time labels which are, however, one important
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and critical type of context. Also, only PUCK dataset that considers the wearable

sensors as a source to detect the complex activity was analysed, however, the other

two datasets include items and environment sensors. The number of samples and

complex activities in each dataset is also considered as limitation that affect our

experimental results. In the future, we are creating our own test-bed to collect in-

clusive and adequate data for complex experiments, and testing our framework in

real-life scenarios.
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6.1 Introduction

Recently, Recommender system for the IoT (RSIoT) have been adapted in vari-

ety of applications to meet user preferences, and such applications can be smart

home, smart tourism, smart parking, m-health and so on. Most of previous works

focused either on modelling the recommendations engine using different approaches

or selecting data sources to feed the system. However, ensuring the integrity of the

data has not been received enough attention. In [197], recommender system for the

IoT called RCS was proposed which supports Alzheimer patient to live indepen-

dently and safely in their own homes. Using Alzheimer disease as use case led to

an inspiration to dive in the most inherent characteristics that not only meet the

users’ preferences but also to protect them of any harm could be caused by using

the system. Ensuring the data integrity is one of the crucial requirements of any

system where in Alzheimer patient case any failure could cause user’s life. Here the

system not only conduct item recommendations but also providing a health recom-

mendation from medical professional; we need to be certain that all these health

recommendations are built on data with high integrity. Data integrity is defined as

following: maintaining and assuring that all data are accurate and consistent over

its entire life cycle.

The following scenario can demonstrates the motivation of this manuscript: Alice

is 79-year-old woman with mild AD who experienced a heart attack last month and

who lives alone. Our RCS [197] allows authorised personnels to monitor her health

status, and the information can be made available to all hospitals in the city. It

will also ensure that Alice receives a timely medical response in the case of a critical

health issue. Her house will be equipped with passive RFID tags and medical sensors

to keep an eye on her activities and movements. Biometric sensors will also be in
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place to monitor cardiac activity, glucose levels, temperature, CO2 levels, brain

activity, blood pressure, GSR stress levels, and oxygen blood levels. Such vital data

can be collected and analysed in real time and stored for future access. For example,

when her body temperature sensor yields a reading above 39C◦ , this value will be

classified as sensitive data and will be sent it to Alice’s doctor as an emergency

notification. Alice’ doctor can access her health data that can help in taking a

medical decision. However, before taking any decision, the doctor should ensure the

integrity of received data more precisely, whereas the data is accurate and consistent

since it was sent till it is received by the hospital. Otherwise, any decision could

affect Alice’ life or could waste in the hospital resources.

Recently, Cloud Storage Service (CSS) [212] is considered the most popular way in

processing big data, particularly the data that is produced by IoT devices; however,

with CSS the third party cannot be avoided, and users can no longer control their

data which means data integrity at risk. In light of healthcare data breaches, some

statistics refer to that around 249.09 million were affected from 2005 to 2019 [213].

Decentralizing RSIoT can address numerous of security and privacy issues including

data integrity. It passes data without relying on trusted third parties for handling

any critical data for users especially the sensitive health data about patients like in

our case. The Blockchain is distributed ledger technology has been gaining attention

after the Bitcoin whitepaper was published [214]. It not only impacts the financial

world but also it is considering a rise technology that provides a critical impulse in

protecting security and privacy data. In data integrity, there are a number of works

have been introduced. Zikratov et al. [215] proposed a blockchain-enabled system

to protect the integrity of outsourcing file. The system consists of two main parts

frontend which enables the user of uploading/downloading data and backend that

contains all the implemented services to verify the data integrity. In [216], authors
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proposed the design a novel approach that combined the IoT with permissioned

blockchain network to address the data integrity challenge.

Although the concept of blockchain is straightforward, it’s adaption for RSIoT poses

some critical number of challenges as the following: IoT devices cannot afford power

consumption to run blockchain particularly consensus mechanisms; big data pro-

duction from IoT makes it inappropriate for us with the blockchain specifically,

when every node in blockchain network maintains a copy of all data; and blockchain

cannot communicate straight forward with outside world like IoT devices.

The common theme in this chapter is leveraging blockchain capabilities in decen-

tralization to ensure the data integrity in RIoT. To the best of our knowledge, no

previous research works on this theme. This chapter presents recommender system

for the IoT based blockchain which ensures data integrity during its entire life cycle

without dealing with third party services. The main contributions of this chapter

are as follows:

• Proposition of the RCS based on blockchain (Ethereum) to ensure the data

integrity for the critical data.

• Design four smart contracts: emergency notification contract, health data ac-

cess contract, health data aggregation, and medical advice contract.

• Evaluation of the developed smart contracts using two test networks
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6.2 Related work

In this section, we discuss some of the related works have been done by considering

two main aspects: Blockchain based smart m-health and recommender system with

blockchain .

6.2.1 Smart m-health based blockchain

Recently , smart m-health elaborates that shifting the current centralized IoT sys-

tem towards the decentralized ones is the right way to address numerous of security

and privacy issues. In [217], authors adapted blockchain for medical system to tackle

three main issues of current centralized IoT system which are a single-point failure,

lack of security, and high loading of data and computing. Authors in [218] developed

m-health system based on blockchain where it has ability to resistant any tamper

and to secure the system. In [219],a blockchain technique as protocol is applied

to manage the commutations among nodes in Pervasive Social Network. However,

adapting blockchain for m-healthcare is not straightforward and needs tackling the

critical issues such as high resource consumption, latency and scalability. In [220], a

remote patient monitoring system is proposed using a customized blockchain. The

idea of the customized blockchain is to select a miner which reducing the computa-

tional effort, managing multiple blockchains and and using prefix tree in modifying

a block to minimize the energy consumption. In [221] a novel blockchain for tele-

care medical information systems (TMIS) is proposed. It provides the required

characteristics: decentralization, confidentiality, multi-level privacy preserving, re-

trievability and verifiability to ensure multiple level of privacy among TMIS parties.

In [222], consortium blockchain with smart contract were adapted to secure both
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the transfer and accessing data of a health care system based on the IoT. The

smart contract manages the data transmission between the patient and the service

provider based on predefined conditions. Authors in [223] integrated two main tech-

nologies: blockchain and cloud to address the challenges of dealing with medical

data: heterogeneity and interobablility. Data integrity is considered one of the crit-

ical security issues involving both data storage and data transmission. In [224], a

private blockchain and off-chain were introduced to address the third party issue

in a remote health monitoring system. In [225], the authors tackled the security

issue in massive IoT data of healthcare system by adapting blockchain. Here, the

time latency of blockchain is taken account by proposing sharding schema. Authors

in [226] proposed electronic health wallet (EHW) system based using blockchain

which provides the patients the full control of their data to ensure the privacy.

6.2.2 Recommender system with blockchain

RIoTs play a critical role in many smart applications such as smart marketing, smart

tourism, smart homes, and smart m-health. It will be impossible to construct rec-

ommendations with high quality without a massive amount of data about the users.

However, security and privacy are still intriguing problems that may be absent in

such systems. Combining RS and blockchain technology can allows previous appli-

cations to be more secure and private. Authors in the paper [227] proposed a system

for smart pharmaceutical industry based on blockchain which can face the counter-

feit drugs issue. Two modules are included: block-chain model to secure the drug

supply chain management and recommender system module to recommend the best

medical option for the user. In [228], a platform for a recommender system based on

blockchain is designed. It exploits permissioned blockchain to address one of main
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concerns about the user privacy where the user information is secured by limiting the

access only for the platform instated of companies. Paper [229] proposed a Decen-

tralized Tourism Destinations Recommendation System is proposed using blockchain

to support data sharing among three nodes user, sensors and server. In [230], a con-

sortium blockchain was adapted which enables the data sharing between blockchain

and cloud in high security way to address distributed service recommendation. Au-

thors in [231, 232] Authors adapted a blockchain technology to secure collaborative

filtering approach. The recommender system is built on top of blockchain to uses the

stored data in constructing the recommendations which preserves the user privacy.

In [233], a recommendation mechanism based on blockchain is proposed. In this

mechanism, Inter-Planetary File System was combined with blockchain to enhance

the quality of the communications. Also, two techniques are included to minimize

the computation load and to ensure the privacy: local sensitive hashing and local

differential privacy. Authors in [234] proposed a recommender system based on col-

laborative filtering and blockchain. The proposed system aims to conduct trusted

online recommendations by securing the input data using blockchain.

6.3 Background

We first provide an overview of the three main techniques used in our framework,

followed by a detailed description of the framework.
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6.3.1 Blockchain

Blockchain is considered a promising technology that involves sequential chained

blocks including ledgers that are replicated in each node of a peer to peer net-

work. Firstly blockchain is used to store financial transactions that are shared by

all users ; consequently, any manipulation in these transactions can be easily de-

tected. The typical workflow of a blockchain system is summarised as the following

(see figure 6.1): when a transaction is created, a block is made; then all nodes

in the network receive a broadcast about this block and one of the nodes (called

miner) validates the block and broadcasts it to all nodes; after the block is added

to the chain by the nodes when they verify that it has a hash number to connect

with the previous block [9]. To solve the reliability issue of verifying a new block

in a network, varied consensus algorithms. The proof of work (PoW) algorithm is

considered the most widely used where each node has to perform some of complex

computation in mining a new block and proving it’s validation as a member of the

network. Blockchain technology is categorised into two categories: Permissionless

(public) and Permissioned Blockchains (private, consortium). In Permissionless, ev-

ery user has a right to join the network and to become a node. Also, it considers

more secure because of the numbers of nodes so, it is complicated for the malicious

nodes to collude on the network. However, because increasing the number of nodes

with their transactions the Permissionless consumes more time during transaction

processing. Also, the size of each block makes the Permissionless blockchain facing

a severe scalability issue where each block has size of only 1MB to include seven

transactions per second.

In the other side, permissioned blockchain tends to address this limitation by re-

stricting the access to the peer to peer network which reduces the number of nodes in
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the network. However, this way for addressing the limitation could affect the security

level where malicious nodes have more opportunities to consist. Choosing the best

category depends on the nature of the proposed system. For our system, we chose

the Permissioned Blockchain category specifically, private blockchain (Ethereum) so,

as we mentioned in the previous scenario that Alice could need medical recommen-

dations in timely manner so, the speed of transactions matters in our case. Another

reason is that our system has predefined parties which includes doctors and patients.

Figure 6.1: Exemplary blockchain process[9].

6.3.2 Ethereum and Smart contract

Ethereum is an open-source platform of blockchain and was introduced in 2014 to

address several limitations of public blockacin. One of the main issues that Ethereum

addressed is the scalability where comparing with Bitcoin, the Ethereum can process

around 11 transactions per second which means over one million transactions in 24

hours. It aims to be an alternative protocol that helps in constructing decentralized

applications. Also, the consensus algorithm in the Ethereum network tackles the

problem of stale blocks when some number of blocks have heavy computing power

for mining more than the others that leads to centralization issue. The Greedy Heav-

iest Observed Subtree(GHOST) [235] protocol in Ethereum addresses this issue by

removing the centralization where the stal block continues receiving a reward after
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mining a block however, only 87.5% and the remaining reward will be receiving by

the nephew of the stal block. In addition, Ethereum supports smart-contract that

gives users more possibilities of creating their own rules, formatting transactions,

stating transition function, and interacting with parties that have no trust relation-

ship. The smart contract [236] is an object connected with their blockchain account

which includes programs for storing data, making decision, and communicating with

other smart contract. The smart contract is constructed as a new layer on the top of

blockchain by the owner and can be executed by Ethereum without any commitment

of other party or losing time.

6.3.3 Blockchain oracle

The smart contacts have a limitation where they cannot access or even resides data

from outside the blockchain. Oracles are considered as a solution which can feed

the smart contact with external data. Blockchain oracle is a bridge that connects

blockchain with smart contracts to the outside world. It plays a vital role: in

providing a link between on chain and off chain also in querying, verifying, and

authenticating external data sources. Blockchain oracles can be categorized into

three main categories. Firstly, source of data where oracles can interact with online

data sources (software) such as (1) databases, servers, websites ,etc to provide the

required information; (2) getting the data from some sensors or any other reading

devices as it is in our scenario; or (3) dealing with specialized of human who has

knowledge/skills in a specific field. The second category is data orientation to define

the data direction if it is from the data provider to smart contract(inbound) or from

smart contract to the data provider(outbound). The last category is trust which

includes centralized and decentralized oracles. However, centralized oracle face more
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security issue (single point of failure) where it gets the data only from one source.

Unlike centralized oracle, decentralized oracles address the single point of failure

and distribute the trust among many participants. One example of decentralized

oracles is chainlink which will be explained with details in the following section.

6.3.4 Chainlink

Chainlink is considered a decentralized oracle and it plays a vital role in gathering

the required data from outside world to execute the smart contract. It aims to

gather the dynamic data from various data providers outside blockchain that makes

smart contact more efficient and powerful. In Chinalink, there is a fee that is paid to

an oracle in form of a LINK token to get and to process the required data. For our

system, chainlink is an ideal solution to feed the smart contract with the off-chain

data. As we mentioned in Alice scenario, monitoring her health needs to gather

massive sensory data per half second. The huge amount of data that our system is

produced cannot be stored in blockchian directly; however, storing these data safely

off chain and making it available to access using chainlink is the best solution to

this issue. In the following points, we summarize the chainlink process:

• Matching oracles with blockchain operator to provide the required information.

A service level agreement (SLA) software is used here to provide the required

information based on the conditions and terms that are determined in the

smart contract. For example, Alice’s doctor may want to receive an emergency

notification only if Alice has high blood pressure. So, chainlink will match the

blockchain operator with only oracles that provide more accurate information

that met the request.
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• After selecting oracles, they will obtain the required data from each data

provider (her blood pressure 140/90 mm Hg), the oracles will process this

data and make it available to the smart contract.

• The extracted data of the previous step will be forwarded through chainlink

to the operator’s blockchain. It represents as an input for the smart contract.

For example, if blood pressure rate is high above a normal level, the doctor

will receive an emergence notification.

Figure 6.2: Overview of proposed framework

6.4 Proposed framework for reminder care system

(RCS) based blockchain

This section discusses the main components of our framework as shown in figure 6.2.

• Sensors where we focus here only on medical sensors that collect health data

about Alice such as temperature, blood pressure, heartbeat, and blood sugar.

All the previous sensors are connected to Raspberry Pis
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• Raspberry pi receives the sensory data and froward them to the server.

• Server is responsible for storing the data; so, the sensory data are pro-

duced every half second which considers massive data cannot be stored on

the blockchain immediately but instead we store them off chain.

• API represents the interface that provides the required information by calling

them from the sever; so, doctors and users have the access to send or receive

data.

• Chainlink is considered as mediator between the blockchain and data from

sensors where it provides the required data to execute a smart contract. each

Oracle represents a node in the chainlink network, while a Job is a specific

task that an Oracle can do. An Oracle might be able to do many jobs, so

we have an Oracle ID to specify which Oracle we’re using and we also specify

the JobId to identity the particular job we want this oracle to do. An oracle

specifies a fee to be paid for each job to be performed.

For example, if the Job that is specified in the smart contract via a Job ID is

an HTTP Get >INT256, then we’re basically performing a routine that makes

a GET request and returns an integer value as the following:

{

" i n i t i a t o r s " : [

{

" type " : " runlog " ,

"params " : {

" address " : "0 x9c0383de842a3a0f403

b0021f6f85756524d5599 "
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}

}

] ,

" ta sk s " : [

{

" type " : " httpget "

} ,

{

" type " : " j s onpa r s e "

} ,

{

" type " : "mult ip ly "

} ,

{

" type " : " ethu int256 "

} ,

{

" type " : " ethtx "

}

]

}

• Ethereum Blockchain was chosen for our system based on previous reasons

that were mentioned before. Furthermore, Ethereum is dealing with smart

contact and supporting the dApp that we included in our system .

• Smart contracts is built to manage our system where it defines which kind of
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data should be passed through the blockchain. For example, one of the smart

contract is written to send an emergency notification of Alice’s temperature to

the doctor over the blockchain network only if it is over the threshold(>37);

otherwise it will be stored on the off chain. The doctor can access Alice

health data anytime and provides any health recommendations (more details

in section).

• dApp is a decentralization application that acts like any conventional appli-

cations but it operates on decentralized network instead. It provides numbers

of features such as decentralized, meaning it can work as an open platform

without being controlled by any third party; it is available to be accessed at

anytime no downtime; it is secluded where any error on the smart contact can

not affect the blockchain network, and finally it provides data integrity where

the storage is incontrovertible and immutable on the blockchain.

The previous framework is not limited to Alice scenario, but for demonstrating

the benefits of the framework. So, our framework can be generalised to a wider

range of application domains, such as smart homes, to enhance the deployment

of privacy-preserving IoT services. However, to exemplify our goals, we use

this scenario in the rest of the article. As mentioned previously, we used a

IoT devices that collect the required data to monitor and to manage Alice’s

health. More specifically, measuring temperature, blood pressure, heart rate

and blood sugar and all the sensors connected to raspberry pi. To manage

the data that are flooded into the system, by dividing the data into two cate-

gories: normal and critical data. The normal data includes all sensor reading

that matches the normal threshold will be store in off chain(see figure 6.3)

and Alice’s doctor can access them anytime using the API. The critical data

includes the sensors reading that do not match the normal threshold such as
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a temperature’s sensor reading around 39 C◦ so, this kind of data needs to

be sent to Alice’s doctor without any tempering and with high data integrity

protection. Consequently, Alice’s doctor decides which medical advice recom-

mendations should be provided for her at this moment. Figure 6.4 presents

the process of our framework when the sensor produces a critical data. Here,

the smart contact is executed when the required data sources are provided.

So, Alice’s temperature (39 C◦) passes through the chainlink using number of

oracles to ensure the integrity of the data. The oracles connect the blockchain

with the data provider; when the transaction is received on the blockchain, it

will be immutable and decentralized so, the doctor can receive the emergency

data (following the red lines in figure 6.4). After Alice’s doctor received the

data, the medical advice recommendations can be provided immediately to

Alice passing through the same process as shown with the green lines in the

figure 6.4.

Figure 6.3: The processes of storing the normal sensory data off chain. Here, the

data from temperature sensor is sent to the Raspberry Pi every half second and then

it’s stored in IoT server to be available for accessing at anytime
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Figure 6.4: The processes of sending the critical sensory data on the blockchain.

6.4.1 Managing the critical data using smart contract and

Ethereum

This section discusses how the critical data can be managed by smart contract using

Ethereum.

One of the most significant feature of Ethereum is that supports the use of smart

contracts. The Ethereum brought the benefits of the smart contract to enable

the developers gain more advantages of blockchain by writing their own program

and executing it on the top of blockkchain. In [237], the smart contract concept

was introduced. Smart contact can be written in different programming languages

namely Solidity, Pact, Liquidity [238]. The solidity language [239] is widely used

and considered as the primary choice to write smart contracts and it has similar

syntax to JavaScript. For our system, we designed four smart contacts that meet

the goal in our case. One contract is to send an emergency notification to Alice’s

doctor when her health measurements increase the normal threshold. The second

to enable her doctor of accesses her own health information that are stored off-

chain. The health data aggregation to call the other smart contracts that collect
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specific health data. The last contact is to push medical advises to Alice during her

day. However, we notice that building smart contracts can be the main challenge.

All smart contacts should be predefined and written on the top of the blockchain

to investigate the goals of a system and the requirements that needs to be met. In

addition, the content of each smart contact could affect the cost for each transaction

as we will explain in the following section 6.5.

1. Emergency Notification Contract.

IoT devices send value readings to a Raspberry Pi around every half second.

More precisely, each Raspberry Pi is connected to the internet and can send

the values through an API to the smart contract which monitors the sensor’s

reading, If it increases above a certain threshold, an alert is created. The

raspberry pi sends the following: value (Ex. 39), public Key, and signature

first to the API, then ChainLink and finally the Ethereum Blockchain. As seen

below an example for a temperature emergency contract to send an emergency

notification to Alice’s doctor about her higher temperature. Notice, figure 6.5

shows only an example of emergency notification contact for temperature sen-

sor but the same can be done for different kind of sensors. The temperature

value is an input the alert function and it the temperature value is above a

certain threshold, the Report event is emits the user address and the current

temperature reading. This also helps to keep Alice anonymous since the only

data we know is her Ethereum address and a temperature reading

2. Health Data Access Contract.

As we mentioned in our scenario, medical health sensors collect all health

information about Alice so her doctor can access them at any time using the

smart contact. At the beginning, the doctor can request specific information
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Figure 6.5: Emergency Notification Contract.

using his API, then the request will be executed as smart contact on the top

of Ethereum. ChainLink is responsible for allowing the data that is sent to

the doctor accessible through the blockchain. Figure 6.6 and figure 6.7 shows

smart contacts that responsible to provide data from two kinds of sensors:

temperature sensor and blood pressure sensor.

Figure 6.6: Temperature Consumer Con-

tact.

Figure 6.7: Blood Pressure Consumer

Contact.

3. Health data aggregation contract.

In some cases, Alice’s doctor needs to access her health information to monitor

her health condition or check her health status. An aggregate data contract

calls the other smart contracts such as TemperatureConsumer, and BPCon-

sumer contracts that fetch specific data and return all the data at once.
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Figure 6.8: Aggregate Data Contact .

Figure 6.9: An example shows the data integrity for a patient’s blood pressure.
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Figure 6.8 shows a smart contract that aggregates data from temperature

contract and blood Pressure contract. The Aggregate Data Contract Calls the

other smart contract that provides specific health data and returns the values

of all the health data at once. To ensure the data integrity, the data should

be the same since it is sent till to be received. Here, we provide an example of

sending the blood pressure for a patient using health data aggregation contract.

The blood pressure on the API is 140 (see figure 6.9(a)), then querying the

API using data aggregation contact is created (see figure 6.9(b)). finally, the

receiver will get the same blood pressure on blockchain as shown in figure 6.9(c)

.

4. Medical Advice Contract.

After the emergency contract reports an emergency and emits the user ad-

dress and current health reading, the doctor takes the address and uses the

advice contract to send a text based advice over the blockchain to the user.

Figure 6.10 shows an advice contract that can send a health recommendation

advice for Alice. For example, when Alice’s doctor finds her temperature is

more than 37, a medical advice recommendation can be sent to her immedi-

ately such as taking two bills of paracetamol.

6.5 Evaluation

In order to evaluate the performance of our smart contracts for the proposed frame-

work, we used two testing blockchain environment that are maintained by Ethereum:

Kovan [240] and Rinkeby [241] Test Nets. Both proposed to tackle a denial of ser-

vice attack(DoS) issue in Ropsten Test Net by utilizing Proof of Authority (PoA)
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Figure 6.10: Advice Smart Contract.

consensus engine instead of Proof of Work(PoW) that removes mining process that

could occur by malicious actors. Moreover, Kovan and Rinkeby have shorter time

in adding a new block and less cost to maintenance their network. Both provide

an environment to test smart contracts in the similar way of main Public Ethereum

network. The main advantages of using the two Test Nets is that there is no finan-

cial required as in the main Ethereum network. As we mentioned before there is

no mining process in both networks. Consequently, in our evaluation, we focus on

two main aspects: execution time for each smart contact and fee (ETH) for each

transaction. Here, the API system is hosted on a cloud based on AWS m3.xlarge

node, and its specifications are as the following: 15 GiB of memory, 4 vCPUs, 64-bit

platform. The program is granted a 1 GB Disk quotation and our API was written

with Django and Python 3.9.

In table 6.1, we present a qualitative explanation about transaction cost for smart

contracts in both test networks which are considered as a baseline of how the con-

tracts will operate on the main networks.
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Smart contract Kovan Test Network Rinkeby Test Network

DataAggregate 0.00065201 0.00064623

TempData 0.00049531 0.00049531

BPData 0.00049521 0.00049521

TempEmergency 0.00049531 0.00046421

BPEmergency 0.00049509 0.00045391

Table 6.1: Transaction Cost Comparison

Figure 6.11: Transaction Cost in Kovan and Rinkeby.

Figure 6.11 shows how smart contracts content can affect the transaction fee on both

networks. There are slightly differences in the three contracts: TempEmergency,

DataAggregate and BPEmergenc. However, TempData and BPData have the same

ETH cost. For the execution time as shown in figure 6.12, We can observe that

Kovan has better performance compared with Rinkeby. For example, the smart

contract to aggregate data about Alice health status executed in 12500 milliseconds

in a Kovan and in 15000 milliseconds in Rinkeby. Notice that all the smart contracts

of each Test Net have the same execution time; the reason is that on Test Net, blocks

are mostly created by the same miner.
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Figure 6.12: Smart Contracts performance in Kovan and Rinkeby.
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6.6 Conclusion

The combination of IoT and blockchain has demonstrated the ability to build rec-

ommender system that not only aims to meet the user preferences but also to ensure

the integrity of data. Blockchain provides decentralized system that allows peers to

communicate in trust and resilient manner. Here, smart contracts enable us to gain

more advantage of the blockchain by writing our own program and executing it on

the top of blockkchain. Thus, this chapter proposed a reminder care system (RCS)

based on the blockchain, exemplifying the usability of blockchain in order to ensure

the data integrity. We created smart contacts based on requirements that we need

to investigate. We tested the smart contracts on two Test Net.
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Chapter 7

Conclusion

In conclusion, we have summarized a few research challenges in RSIoT and sur-

veyed the recent state-of-the-art the recommender system for the internet of things

techniques and its applications in a variety of domains. The DeepConvLSTM and

ontology are utilized to detect elementary and complex activities which represent

the input for our system. Two main challenges of RSIoT are received intensive

attentions in this dissertation: the dynamicity with the ability to learn the user pat-

tern and updating the system automatically without needing feedback from users.

Deep reinforcement learning particular DQN algorithm is adapted to address the

first issue. The reward function of the system is formulated to help in updating

the system automatically without needing feedback from the user by checking the

status of items after a period of time. To provide an accurate recommendation in

various scenarios, contextual bandit approach is explored. It outperforms the deep

reinforcement learning approach for main reason which is considering the context

as a feature helps the system to learn the various scenarios from the user. Be-

cause the data integrity was considered a main concern for our system, blockchain
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is presented. We designed four smart contacts that serve our goal in providing data

integrity during data transmission without dealing with third party services.

To develop full potential of RS in the IoT, some future research directions are worthy

of further investigation. The challenges that are summarized in this thesis can be

stimulated as future directions. Here, devoted effort is provided to address RSIoT

challenges; however, there are still not fully explored. Despite the current research

studies not provide a reliable and comprehensive solutions for the issues, they present

concrete foundations and lay guidance for future directions.

Here we detail future work directions to give opportunity for this research to be

extended in this dissertation.

• Dynamicity in RSIoT. During this dissertation the dynamicity is consid-

ered one of the main challenges. The key issue is that human activity can

be done in various way not only the activities but also the order items that

are included in each activity and the time that could be consumed for each

recommended item. A promising way is to learn features that helps the system

to constructing accurate recommendations is required. We assume the reward

delay period to be used in the system updating. However, LSTM [242] is a

suitable to define the exact time for each recommended item.

• Security. In this dissertation, data integrity was one of our goals particularly

when the system deals with critical data such as Aris’s health information.

Ensuring the integrity of these data helps the system in conducting accurate

medical advice recommendation to patients. Blockchain were adapted to en-

sure the data transmission between two parties and to eliminate third party

service. However, ensuring the data integrity during the data collection were
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not covered. In [121], a conceptual framework was proposed to protect the

data during its total life cycle using three main techniques: secret sharing,

blockchain and fog computing.

• Multi-Source Contextual Correlations. As mentioned before, accurate

recommendations need quality of features to be feed into the system as input.

Here, in Aris’s scenario, we focus on specific kinds of sensors that met our

goal. However, expanding in collecting more data about the user helps in

improving the service recommendations. For example, the system can not

only recommend an item to the user but also can provide a healthy diet by

counting the required information about patients using additional wearable

sensors.

• New activities identification. During the first stage of our system, only

the complex activity that have a ground truth will be identified. As a result,

a reliable approach should be proposed which provides the required features

to detect a new activity that has never seen before. In [243], a new approach

was introduced which focuses on learning mid-level features representation to

depict activities. Also, in [244], a multi-head CNN framework was presented

which helps in learning discriminant features.

• Contextual bandit for IoT Recommendation

Contextual bandit has been extensively used for various tasks where the con-

text plays main role to take a decision including our system. Contextual

bandit emerges and draws increasing attention on various occasions for two

main reasons. First, including the context as feature helps the system to con-

duct accurate recommendation to the user in timely manner. It could also be

impossible to depend only on the history data as features where the human
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has various pattern for each activity and previous information about the user

is not enough to decide the correct item for the current situation. Another

reason is that contextual bandit treats each state independently unlike other

approaches that each state affects the next.

• The automatic feedback. Receiving the feedback about recommendations

automatically was one of the main goals of our system. We introduced the

Reward Delay Period parameter which helps our system to decide if the rec-

ommended item has been used or not. However, we adjusted this parameter

randomly. Finding a technique that can adjust this parameter based on the

nature of items is crucial to improve the quality of recommendations.

• User Friendly. As we mentioned in Aris scenario, the patient does not

need to hold any smart device or phone. However, the system still needs to

be improved in term of the way of conducting recommendations to the user.

Voice recommendations are considered the ideal way for Alzheimer’s patients.

• Brain Activity Recognition. In our system, we consider Alzheimer’s patient

in their first stage as use case. However, the system can be improved to handle

advanced stages by considering the brain activity recognition [245, 246].

• The state-of-the-art of a unified RSIoT framework. While numerous

of works have been investigated in RSIoT, there lacks a unified RSIoT frame-

work for fair comparison. There is quite variation from paper to paper in

various perspective such as data sources, experiments sitting and evaluation

metrics. As a part of the evaluation, RSIoT heavily relies on data sources

in constructing the high quality recommendations. However, sufficient public

datasets that includes the required features for RSIoT were not accessible.

Therefore, it is noteworthy that having a testbed that is created based on the
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goal of the system is a sufficient solution not only to collect the required data

but also to test the system in the real time.
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