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Abstract. The v=0-0 S(1) line of molecular hydrogen at
17.03µm has been measured in the source OMC-1 along a 90′′

cut passing through the near-IR H2 emission Peaks 1 and 2 using
the Kuiper Airborne Observatory. The line flux is typically 50%
of the 2.12µm v=1-0 S(1) line, but its distribution is somewhat
more extended and it is relatively brighter at Peak 2. We interpret
this as shocked emission coming from two regions of roughly
equal brightness and lying close to the plane of the sky, plus a
more extended contribution from slower shocks (∼ 5 km s−1)
which do not contribute significantly to the near-IR vibrational-
rotational lines. The 17µm line flux is an order of magnitude too
strong to be explained by planar J- and C-shock models. How-
ever our data cannot distinguish between the merits of a cooling
flow dominated by H2 line emission and the integrated emission
from a C-type bow-shock. Both models predict column density
ratios close to those observed from a variety of lines covering a
range from 1 000 to 25 000 K in upper state energy. We predict
a flux for the ground state 28.2µm 0-0 S(0) line of ∼ 2% that
of the 1-0 S(1) line at Peak 1, and suggest that a consistent set
of observations of the lowest pure rotational lines of H2 would
allow us to distinguish between these shock models.

Key words: ISM: molecules – ISM: individual objects (OMC-
1) – shock waves – molecular processes – techniques: spectro-
scopic – infrared: ISM: lines and bands

1. Introduction

The lowest lying pure-rotational lines of molecular hydrogen
can be emitted from gas of much lower excitation than the near-
IR lines commonly observed from molecular clouds. For in-
stance, the 17.03µm v=0-0 S(1) line, originating from an en-
ergy level 1 015 K above ground, emits strongly from gas as cool
as 100 K, while a temperature greater than 1 000 K is needed for
the 2.12µm v=1-0 S(1) line to thermally emit. Thus the 17µm

Send offprint requests to: M.G. Burton

line is expected to be a strong coolant in warm photodissocia-
tion regions in the Galaxy, where the gas temperature is typi-
cally a few hundred Kelvin. Similarly, in shock waves as slow as
∼ 5 km s−1, where the vibrational levels remain unpopulated,
the 17µm line can be excited, providing a probe of softer shocks
which otherwise would be unobserved (Burton et al. 1992).

Mitigating against these advantages for its use in studying
such environments are the poor atmospheric transmission, high
thermal background and inferior detection technology com-
pared to the near-IR. These have all served to limit observation
of the mid-IR lines. Indeed, only Parmar et al. (1991, 1994) have
reported detections of the 17µm line from the ground, although
the ISO satellite is now routinely detecting it (e.g., Kunze et al.;
Moorwood et al.; Rigopoulou et al.; Sturm et al.; Timmermann
et al.; Wright et al.; all 1997). This provides us with a new op-
portunity for understanding the mechanism of shock-excitation
in molecular clouds.

There is considerable debate over the physical nature of
shock waves (e.g., Hollenbach et al. 1989; Draine, 1991; Draine
& McKee, 1993). It seems clear that bow-shocks must be com-
mon, as opposed to simple planar-shocks (e.g., Smith & Brand,
1990; Smith et al. 1991a; Smith, 1991; Burton, 1992; Brand
1995a,b), to produce a range of excitation conditions within
a given region. However it is still uncertain whether these are
C-type, J-type, or a combination of both. Many theoretical argu-
ments suggest that shocks must be C-type in molecular clouds,
based on the expected values of the magnetic field strengths
and ionization fractions (e.g., Chernoff et al. 1982; Draine et al.
1983). Data on high-excitation lines of H2, however, can still
be fit readily by planar J-shock models where H2 dominates
the cooling (e.g., Brand et al. 1988). The low-excitation 17µm
0-0 S(1) line, on the other hand, probes a cooler region of the
shock front than do the near-IR lines. Thus it may be used to
extend the range of parameter space when testing competing
models.

We have used the Kuiper Airborne Observatory (KAO) to
measure the 17µm molecular hydrogen line emission from the
nearby massive star forming region OMC-1. This is the brightest
H2 source in the sky, and thus has been subject to intense study.
For instance, high spatial resolution mapping (Allen & Burton,
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Fig. 1. The positions (+’s) observed in H2 0-0 S(1) are indicated on
the H2 1-0 S(1) map of Burton & Puxley (1990). The latter has been
smoothed from its original resolution of 19′′ to our beam size of 23′′.
Offsets are from Peak 1. The position of BN/KL is marked by the •
and the scale bar represents a size of 0.1 pc at a source distance of
480 pc. The lowest contour level is 7× 10−16 W m−2, with a step size
of 3.3× 10−15 W m−2, per 23′′ beam.

1993), high-excitation line spectra (Brand et al. 1988), high-
spatial resolution velocity profiles (Chrysostomou et al. 1997)
and spectro-polarimetry (Chrysostomou et al. 1994) of the H2

emission have all served to produce a picture of a complex re-
gion that is being shocked by both a steady wind and impulsive
event(s) that have produced a series of compact high-velocity
bow-shocks. The H2 emission arises from two loosely bipolar
lobes (Peaks 1 and 2; Beckwith et al. 1978), centred around sev-
eral luminous mid-IR sources (Dougados et al. 1993). Winds
and/or ejections, driven by one or more of the sources in the
IRc2-complex, have resulted in the shock-excitation of ambient
cloud molecular gas, producing the H2 emission we observe.
Our KAO observations of the 17µm 0-0 S(1) line were made
along a cut between the two emission lobes.

2. Observations

These data on the 0-0 S(1) line of H2 at 17.034835 ±
0.000006µm (Jennings et al. 1987) were obtained with the
91 cm telescope of the KAO on the flight of February 6, 1991
using the facility cryogenic grating spectrometer (CGS; Erick-
son et al. 1984, 1995). The H2 line and the adjacent contin-
uum were simultaneously observed using an array of 26 Si:Sb
impurity band conduction (IBC) detectors kindly provided by
Rockwell, Inc. The aperture size was∼ 23′′ and the spectral res-
olution was ∼ 55 km s−1. Standard chopping techniques were
employed throughout; sequences of right and left beams were
taken with an integration time of 10 s between nods and the os-
cillating secondary mirror was operated in cross elevation with
an amplitude of 6′ and a frequency of 13 Hz.
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(a) Atmospheric transmission

(b) Spectrum of BN/KL before CO2 removal (+0.5)

(c) Final spectrum of BN/KL (+1.0)

(d) Final spectrum of H2 peak 1 (+1.7)

Fig. 2. Representative spectra of the H2 0-0 S(1) lines. They are in the
rest frame of the Earth’s atmosphere and have been normalized (see
Table 1 for continuum levels) and then offset by the amounts indicated
in parentheses: (a) model of atmospheric transmission at 41,000 ft;
(b) spectrum of BN/KL before telluric correction; (c) BN/KL after
correction; (d) final spectrum for Peak 1. The two symbols (triangle
and circle) represent separate observations.

The observed positions include BN/KL and the 9 locations
shown in Fig. 1, which lie along a line passing through H2 1-
0 S(1) Peaks 1 and 2 with an 11′′ (half beam) spacing. Two
spectra were taken at each spatial location; the first centred at a
wavelength of 17.0465µm and the second at 17.0471µm. There
are six significant telluric CO2 absorption lines within our band-
pass, four of them weak (17.012, 17.031, 17.059 and 17.077µm)
and two of them strong (17.027 and 17.073µm), with the H2 line
lying on the wing of the strongest line. Consequently, off-line
(continuum) spectra were also taken on BN/KL and on Mars,
which was observed for calibration. The continuum band was
centred at 17.86µm and is relatively free of telluric absorption.

The line spectra were flat fielded and fluxed by dividing by
the Mars continuum spectrum and multiplying by the Mars flux,
assuming a mean diameter of 9.42′′ and a brightness temperature
of 227.3 K (Simpson et al. 1981). The telluric lines measured
against BN/KL were used to determine the best-fit wavelength
scale and CO2 overburden (the Mars on-line spectra are contam-
inated by CO2 in the Martian atmosphere). The telluric CO2 was
assumed to be uniformly mixed and the plane parallel approx-
imation was used to correct for elevation effects; the standard
atmosphere was used to correct for small column-depth differ-
ences due to changes in flight altitude (41 000 to 45 000 feet).
These CO2 column densities were used to compute atmospheric
models (Lord 1993), which were divided into the above ratioed
spectra to remove the effects of telluric absorption. Fig. 2 shows
(a) the computed atmospheric transmission at 41 000 feet for a
zenith angle of 45◦ and a CO2 mixing ratio of 287 ppmV; (b) the
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Fig. 3. Cuts of the relative intensities of the 0-0 S(1) line (large •’s),
1-0 S(1) line (long dashed), 17µm continuum (dotted) and [Si II]
35µm line (short dashed with small •’s, from Haas et al. 1991) across
OMC-1. Offsets are from Peak 1.

spectrum of BN/KL before correction for telluric absorption; (c)
the final, corrected spectrum of BN/KL; and (d) the final, cor-
rected spectrum of H2 Peak 1. The difference in instrumental
response between the line and continuum wavelengths has been
removed using ratios of laboratory spectra at the same grating
positions and verified by the flat baselines obtained for BN/KL
(Fig 2c) and Mars. A small diffraction correction has been ap-
plied to account for differences in source size.

The H2 1-0 S(1) line is not detected at BN/KL because of
the strong continuum. A small misalignment in the instrument
gives the detectors slightly different fields of view, often result-
ing in curved baselines such as those shown in Fig. 2. These
were removed during the line fitting procedure by dividing out
a low-order polynomial fit from the continuum data. The con-
tinuum intensities were determined by averaging the detector
channels containing no line emission. The line intensities were
obtained by summing the channels containing line emission,
multiplying by the width of a detector, and subtracting the av-
erage continuum level. The final results are listed in Table 1.
The quoted errors are statistical only and represent one stan-
dard deviation of the mean. They do not include the absolute
calibration error, which is estimated to be ±30% (3σ).

3. Results

Typical line intensities measured for the 0-0 S(1) line are of
order 1-2×10−14 W m−2 per 23′′ beam, about half the intensity
of the 1-0 S(1) line through the same aperture. The lines are
resolved, their average FWHM being∼ 108 km s−1, subtracting
the instrumental resolution from the measured FWHM of ∼
121 km s−1. The measured line widths and Doppler shifts are

consistent with those measured for the 1-0 S(1) line. However
our S/N is insufficient to examine whether there is a gradient
in peak velocity between Peak’s 1 & 2, as measured for the
1-0 S(1) line (+8 to +13 km s−1; Chrysostomou et al. 1997).

Fig. 3 presents the relative intensity of the 0-0 and 1-0 S(1)
lines along a cut through Peak 1 and 2, together with that of
the 17µm continuum. The 35µm [Si II] line, taken with a sim-
ilar cut and aperture by Haas et al. (1991), is also shown. The
17µm line distribution clearly follows that of the 2µm line,
with the strong mid-IR continuum peaking between the two
lobes. In detail, there is some suggestion that the 17µm line is
both more extended than the 2µm line and relatively stronger
towards Peak 2. The H2 line distribution is broadly consistent
with that of the [Si II] 35µm line, although the latter line shows
a single wide peak across OMC-1 and not the secondary Peak 2.

The 0-0/1-0 S(1) line ratio of 0.45 ± 0.05 at Peak 1 in
the 23′′ KAO beam is slightly larger than that determined in
smaller beam measurements, 0.39 ± 0.07 (from a 0-0 S(1)
line intensity of 3.3 ± 0.6 × 10−3 ergs s−1 cm−2 sr−1 in a
4′′ aperture (Parmar et al. 1994) and a 1-0 S(1) intensity of
8.5 × 10−3 ergs s−1 cm−2 sr−1 in a 5′′ aperture (Brand et al.
1988)). This also indicates the extended nature of the 17µm
line emission. The relative intensity we measure for the 0-0 S(1)
emission between Peaks 1 and 2 is 1.3±0.3, slightly larger than
the ratio of 1.0+0.4

−0.3 measured by Parmar et al. (1994). However
this likely reflects the more compact size of the Peak 2 emission
region seen in two very different sized apertures.

Furthermore the 0-0 S(1) line strength in OMC-1 is found to
be typically an order of magnitude brighter than in other bright
Galactic sources, such as S140 (Timmermann et al. 1997) and
Cepheus A (Wright et al. 1997). OMC-1 is by far the easiest H2

line emission source to study at mid-IR wavelengths, as in the
near-IR.

4. Discussion

The broad lines and similar distribution to the 2µm line clearly
indicates that the bulk of the 0-0 S(1) line emission has been
shock-excited, originating from the same regions as the 1-0 S(1)
line. Its slightly more extended distribution may result from a
contribution by ‘soft-shocks’, those with speeds of∼ 5 km s−1.
Such shocks are too slow to excite any vibrational-rotational
levels, but sufficient to populate the first few rotational levels of
the ground vibrational state (Burton et al. 1992).

The 17µm flux distribution is also similar to that of the
35µm [Si II] line, providing further evidence that it has been
shock-excited. Haas et al. (1991) argue that the [Si II] flux is
enhanced in OMC-1 due to shock-excited emission overlaying
a broader component from the photodissociation region (PDR)
surrounding the M42-Trapezium HII region. The [Si II] line
does not, however, show the double peak morphology of the
H2 lines. Haas et al. argue that this results from a combination
of faster shocks closer to the central source(s) and a decreas-
ing gas-phase silicon abundance moving away from them. This
is consistent with our deduction that it is the increasing con-
tribution of slower shocks further from the sources that causes
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Table 1. Line intensities in OMC-1

RA Offset1 Dec Offset1 0-0 S(1) Flux2 1-0 S(1) Flux3 Continuum4

arcsec arcsec /10−14 Wm−2 /10−14 Wm−2 Jy

39.4 −40.0 < 0.6± 0.25 1.6 7 800± 60
31.56 −32.0 1.5± 0.2 2.4 9 300± 60
23.6 −24.0 1.4± 0.3 2.3 11 900± 100
15.7 −16.0 0.6± 0.2 2.2 17 900± 90
7.9 −8.0 1.5± 0.2 3.2 11 600± 90
0.07 0.0 1.8± 0.2 4.1 5 000± 40
−7.9 8.0 1.8± 0.2 3.0 3 700± 80
−15.7 16.0 1.6± 0.3 1.5 1 400± 70
−23.6 24.0 1.0± 0.3 0.8 1 400± 90
7.58 −25 < 0.8± 0.35 1.9 42 800± 200

1. Offsets in arcseconds from Peak 1 at 05h32m46.2s,−05◦24′02′′ (1950).
2. Through the 23′′ beam of the KAO.
3. Through a 23′′ beam, smoothed from the 19′′ beam of Burton & Puxley (1990).
4. Adjacent continuum at 17µm, through 23′′ beam (this work).
5. 3σ upper limit.
6. Peak 2.
7. Peak 1.
8. BN/KL.
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Fig. 4. Column density ratios (CDR, as defined in the text)
for H2 to Peak 1 plotted against upper energy level. The
large•’s are our measurements for the 0-0 S(1) line for 0, 1
and 2 magnitudes of extinction at 2.12µm, as labelled. The
small •’s are from Brand et al. (1988), the squares are from
Parmar et al. (1994) and the triangle is from Beckwith et al.
(1983), all assuming 1 magnitude of extinction at 2.12µm.
Overlaid are the planar J-shock model with H2 cooling (solid
line; Brand et al. (1988), Burton et al. (1989)) and the mod-
els of Smith (1991) for planar C-shocks (long dashes), pla-
nar J-shocks with conventional cooling (dot-dashes), and a
C-type bow-shock (short dashes). In addition, the straight
dotted lines show the CDR for gas in LTE at a single tem-
perature (labelled 400, 1000 and 3000 K, respectively), with
2000 K gas having CDR = 1.

the more extended distribution at 17µm than 2µm. Silicon can
be expected to be most depleted from the gas-phase where the
grains have experienced minimal destruction, which would be
where the shocks are weakest.

The higher ratio of 0-0/1-0 S(1) line flux from Peak 2 than
Peak 1 might arise due to extra extinction to Peak 2. If the in-
trinsic line ratios from these two Peaks are the same, then this

corresponds to an additional extinction of 0.35 ± 0.30 mag-
nitudes at 2.12µm towards Peak 2. This estimate has a large
uncertainty, but is consistent with Peak 1 and 2 having similar
intrinsic 1-0 S(1) line flux. If so, it would require that the extra
differential extinction at 2.12µm to Peak 2 be 0.55 magnitudes.
Furthermore, Brand et al. (1988) have estimated that the total ex-
tinction to Peak 1 at 2.12µm is∼ 1 magnitude. These estimates



M.G. Burton & M.R. Haas: 17µm molecular hydrogen line emission from OMC-1 313

Table 2. Values of the ‘Column Density Ratio’ CDR for the 0-0 S(1)
line for a range of assumed extinctions

Extinction1 CDR 2

(magnitudes)

0.0 135± 12
0.5 91± 8
1.0 61± 6
1.5 41± 4
2.0 27± 3

1. Extinction at 2.12µm.
2. CDR is determined by Eq. 2.

then imply that the column of gas to Peak 2 is ∼ 50% greater
than Peak 1. Chrysostomou et al. (1997) have argued, based on
H2 radial velocity measurements, that the Peak 2-Peak 1 axis
is only inclined a few degrees from the plane of the sky. The
average gas density in the emitting regions would then have to
be of order 105 cm−3 to provide the necessary columns of ob-
scuring material. This density is typical of that estimated for the
high-velocity molecular outflow (see Genzel & Stutzki, 1989).

4.1. Column Density Ratios (CDR)

It is of interest to compare the measurements of the 0-0 S(1)
flux at Peak 1 to the predictions of various shock models for
the source. To do so, we calculate the ‘column density ratio’
(CDR) for a level j, which is the model’s prediction for the ratio
of the column density, Nj , to that of the (v,J)=(1,3) level, N1,
(producing the 1-0 S(1) line), and divided by the same quantity
for gas in LTE at 2 000 K; i.e.,

CDR =

(
Nj/N1

(Nj/N1)2000

)
=

(
Njg1

N1gj

)
e

(
Tj−T1

2000

)
. (1)

This can be directly related to the data by substituting the
observed line intensity, Ij for the column density:

CDR =

(
IjλjA1g1

I1λ1Ajgj

)
e

(
Tj−T1

2000

)
e−∆τ . (2)

Here λ is the wavelength, A the level decay rate, g the de-
generacy (including the ortho to para ratio, taken to be 3), T the
upper energy level (in K) and ∆τ the differential extinction be-
tween the emitting wavelengths. We compare the results of the
model with measured values of CDR for a range of energy levels.
For instance, if the gas was in LTE at 2 000 K, we would obtain a
horizontal line with y-axis value unity. Plotted logarithmically,
gas in LTE at other temperatures is represented by a straight
line whose gradient increases as the temperature increases (see
Fig. 4).

In Fig. 4 we plot our determination of CDR for the 0-
0 S(1) line at Peak 1, together with values determined from

the data of Beckwith et al. (1983), Brand et al. (1988) and Par-
mar et al. (1994),1 with energy levels from 1 000 to 25 000 K
above ground. The excess emission for high-excitation lines can
clearly be seen, indicating substantial amounts of gas present
hotter than 2 000 K (the ‘canonical’ temperature for the source,
as first determined by Beckwith et al. (1978) from the ratio
of v=1 and 2 lines). This result lead Brand et al. to propose
their cooling flow model for the emission. However it is now
also clear that there is excess emission from the 0-0 S(1) line,
indicating that substantial quantities of gas are emitting at tem-
peratures much less than 2 000 K as well.

The CDR diagram makes it apparent that calculating an exci-
tation temperature between two levels has limited applicability
towards defining the physical state of the gas. The molecular
hydrogen passes through a wide range of temperatures, from
a few hundred to several thousand Kelvin, as it is heated and
cools during passage of the shock. For instance, by examining
the slope of the CDR curve, it is seen that the rotational exci-
tation temperature determined from the first few levels of v=0
will be quite different (much less than) the vibrational excitation
temperature between v=1 and 2.

The extinction to Peak 1 has been estimated as 1 magnitude
at 2.12µm, but is uncertain and so we plot CDR for the 17µm
line for a range of extinctions from 0-2 magnitudes at 2.12µm.
Our measured value of CDR for the 17µm line thus varies from
135 to 27 for this extinction range (see Table 2), with a best
estimate of 61± 6 for 1 magnitude of extinction at 2.12µm.

4.2. Comparison to shock models

Also shown in Fig. 4 are the predictions of four different classes
of shock model. The first is a 1D planar J-shock, with cooling
dominated by H2 lines, where the only free parameter is the
driving pressure behind the shock (Brand et al. 1988; Burton et
al. 1989)2. In it CDR has the value 57 for the 0-0 S(1) line. This
model should be regarded as empirical. It provides an excellent
fit to the near-IR data, and represents the behaviour of a par-
tially dissociating J-shock. We will refer to it as the ‘H2 cooling
flow’ model. However, theoretical expectations are that such
shocks do not exist (e.g., see Hollenbach et al. (1989)). It is pro-
vided to illustrate the contrast with three other classes of models,
for which representative predictions from the models of Smith
(Smith 1991; Smith et al. 1991a, 1991b) are shown. These are
a planar J-shock with cooling controlled by trace species rather
than H2, a planar C-shock and a C-type bow-shock. From Fig. 4,
it is quite clear that the two planar shocks here cannot provide a

1 We have assumed an extinction of 1 magnitude to the 1-0 S(1)
line at 2.12µm, as measured by Brand et al. (1988), together with an
extinction law varying as λ−1.75 from 2-7µm, and a mid-IR extinc-
tion curve for astronomical silicates between 7-28µm, as specified by
Draine (1989), with A(9.7µm) = 0.54 × A(2.12µm).
2 The H2 cooling J-shock model shown in Fig. 4 used a driving pres-
sure n0T = 8 × 1010 cm−3 K. However, while the intensities of high
v-J H2 lines are somewhat sensitive to the value of this parameter, the
low-level lines are insensitive to it.
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Table 3. Variation in CDR for 0-0 S(1) line with CO/H2 abundance

CO/H2 Abundance CDR

0 422
1× 10−6 261
1× 10−5 97
3× 10−5 51
1× 10−4 221

1× 10−3 71

1. Fit is not satisfactory for high-(v,J) H2 lines.

satisfactory match to the data, while the integrated C-bow shock
model does.

4.2.1. Cooling flows

The essential difference between C- and J-shocks, for the pur-
poses of this discussion, is that a C-shock behaves much more
closely like a single temperature slab of gas than does a J-shock.
The latter is a ‘cooling flow’, the temperature of the H2 cooling
from its post-shock value of ∼ 4 000 K (above which it rapidly
dissociates). Furthermore, for such a cooling flow significantly
greater columns of warm molecular hydrogen, radiating mid-
IR line emission, are produced when cooling by trace species
(such as H2O and O), is suppressed. Hence the difference be-
tween the conventional planar J-shock and the H2 cooling flow.
This is illustrated in Fig. 4 by the much larger value of CDR for
the lowest excitation levels in the H2 cooling flow. While un-
certainties remain in the determination of CDR for the 0-0 S(1)
line, it is clear that the 17µm line flux is consistent with that
expected from our empirical fit of a simple H2 cooling, planar
J-shock.

4.2.2. Bow shocks

Alternatively, bow shock models can also replicate the observed
cooling curve. In these the total H2 line emission is integrated
along the length of a bow, with the shock speed varying from
fast enough to completely dissociate the molecules at its head,
to slow enough to just excite it in its tail. By choice of a suitable
bow shape, or by adjustment of the abundance of trace species
contributing to the cooling, the observed CDR-curve can be
reproduced.3 Bow models have been able to replicate the very
broad (∼ 150 km s−1 FWZI) H2 line profiles seen in OMC-1
(Smith, 1991), much greater than the planar-shock dissociation
speed, but only by requiring extremely high values of the mag-
netic fields, some tens of milligauss. Such field strengths raise
the problem of how the gas remains confined, since the magnetic

3 The model presented here, from Smith (1991), has a parabolic bow,
moving at 100 km s−1 into a medium with a density of 2× 106 cm−3,
an Alfvén speed of 20 km s−1, an ionization fraction of 2× 10−7 and
abundances for O, CO and C of 5×10−5, 5×10−5 and 10−4 that of hy-
drogen. Choosing higher values for the abundances produces relatively
more intense high-excitation H2 line emission than this model.

pressure will then be much greater than the turbulent and ther-
mal pressure in the pre-shock gas. Furthermore, CDR plots for
observations which spatially resolve bows seen in the ‘fingers’
of OMC-1 (Allen & Burton, 1993) would then be expected to
show significant excitation changes along them. This does not
appear to occur (Tedds, 1996).

4.2.3. Cooling function for low temperatures

It should be noted that the specific prediction of the H2 cooling
flow discussed above also depends on the CO/H2 abundance
ratio. This alters the fraction of the cooling which occurs from
CO lines and the lowest rotational H2 lines when the tempera-
ture is below 1 000 K. The models presented above assumed an
abundance ratio for CO/H2 of 2.5×10−5. However varying the
ratio from 0 to 10−3 causes the predictions for CDR to change
from 422 to 7 (see Table 3) (although it should be noted that the
higher abundances do not provide a satisfactory fit to the data),
greater than the range when altering the extinction from 0 to 2
magnitudes. While this exercise should not be used to infer the
CO abundance, it is indicative of the importance of determin-
ing the right contribution to the cooling from the trace species
before it is possible to distinguish between shock models. In
principle, with accurate measurements of all the pure rotational
lines, including the 0-0 S(0) line, together with a reliable ex-
tinction estimate and a more complete treatment of the cooling
for T ≤ 100 K (including, in particular, that from H2O), this
method could be turned around to yield the CO/H2 abundance
ratio.

4.3. Predictions for pure rotational lines

We make use of the CDR diagram to predict the intensities of the
pure rotational lines of H2 in OMC-1, several of which have not
yet been observed, including the fundamental 0-0 S(0) line. This
line arises from only 510 K above ground and would prove to
be even more effective than the 0-0 S(1) line for studying warm
molecular gas if it could be routinely observed. In Table 4 we
list the CDRs determined from our empirical H2 cooling flow
model, and from the C-bow model of Smith (1991) described
earlier. From these we can estimate the intensity of a line relative
to the 1-0 S(1) line for measurements through the same aperture,
applying a differential extinction to the emitting wavelengths as
described in Sect. 4.1. We predict the 0-0 S(0) line to be ∼ 2%
of the strength of the 1-0 S(1) line at Peak 1, based on the H2

cooling flow model.
Table 4 also lists the intensities relative to the 1-0 S(1) line

of all pure rotational lines that have been observed in OMC-1.
The most recent measurements have been used in cases where
there were multiple observations of one line by different groups.
These observations, through a variety of apertures, were all
scaled to a 5′′ aperture (through which most measurements were
made), based on multi-aperture measurements of the 1-0 S(1)
line. The scaling factors so determined are listed in the table.
All the lines are also shown in the CDR plot of Fig. 4. Only one
point, for the 0-0 S(3) line, lies significantly off the H2 cooling
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Table 4. Predictions for pure rotational H2 line fluxes in OMC-1 Peak 1

Line Wavelength Tupper Predicted1 Predicted1 Predicted2 Measured3

(µm) (Kelvin) CDR CDR Relative Relative
H2 Cooling Flow C-Bow Shock Intensity Intensity

1-0 S(1) 2.122 6 952 1.0 1.0 1.0 1.04

2-1 S(1) 2.248 12 551 0.98 1.2 8.8(−2) 8.6± 0.3(−2)4

0-0 S(0) 28.22 510 241 102 2.1(−2)
0-0 S(1) 17.04 1 015 57 22 4.2(−1) 4.5± 0.4(−1)5,

3.5± 0.7(−1)6

0-0 S(2) 12.28 1 682 18 7.3 2.9(−1) 2.9± 0.2(−1)6

0-0 S(3) 9.665 2 504 6.9 3.4 9.5(−1) 2.7± 0.3(−1)6

0-0 S(4) 8.026 3 476 3.3 2.0 5.4(−1)
0-0 S(5) 6.909 4 587 1.8 1.4 1.5 2.4± 0.87

0-0 S(6) 6.109 5 833 1.2 1.1 4.4(−1)
0-0 S(7) 5.511 7 199 0.97 0.99 1.1 1.1± 0.16

0-0 S(8) 5.053 8 682 0.86 0.94 2.9(−1)
0-0 S(9) 4.695 10 262 0.86 0.98 6.9(−1) 8.9± 1.0(−1)6

0-0 S(10) 4.410 11 940 0.94 1.1 1.7(−1)
0-0 S(11) 4.181 13 703 1.1 1.3 3.9(−1)
0-0 S(12) 3.995 15 541 1.4 1.7 9.3(−2) 7.6± 0.9(−2)4

0-0 S(13) 3.846 17 444 1.8 2.3 2.0(−1) 1.7± 0.2(−1)4

0-0 S(14) 3.724 19 405 2.5 3.2 4.5(−2)
0-0 S(15) 3.625 21 413 3.5 4.8 9.0(−2) 7.0± 1.3(−2)4

0-0 S(16) 3.548 23 460 5.2 7.5 2.0(−2) 1.6± 0.8(−2)4

0-0 S(17) 3.486 25 540 7.8 12 3.9(−2) 3.0± 1.0(−2)4

0-0 S(18) 3.438 27 645 12 20 8.5(−3)

1. See Eq. 1.
2. Intensity relative to 1-0 S(1) line for observations through the same aperture, with A2.12 = 1 mag, and extinction laws as described in the
text. This has been derived from the best fit H2 cooling flow model, whose CDRs are given in column 4. A CO/H2 abundance of 2.5× 10−5

and driving pressure of n0T = 8× 1010 cm−3 K were used.
3. Measured intensity relative to the 1-0 S(1) line. Specific intensities have been scaled to the aperture used by Brand et al. (1988), as specified
below. The scaling factors were derived from a variety of 1-0 S(1) line measurements to Peak 1 through different apertures.
4. Brand et al. (1988); 5′′ square aperture, scaling factor 1.0.
5. This work; 23′′ circular aperture, scaling factor 2.1.
6. Parmar et al. (1994); 4′′ and 2′′ square apertures, scaling factor 0.9.
7. Beckwith et al. (1983); 26′′ circular aperture, scaling factor 2.3.

flow curve. Its emitting wavelength, however, is at the peak of
the mid-IR extinction and suffers from strong telluric contami-
nation by ozone.

While the available data do not allow us to discriminate
between our empirical H2 cooling flow model and a bow C-
shock, it is clear that a consistent set of data for all of the pure
rotational lines taken with a single instrument could do so. For
the lines up to 0-0 S(4) there is over a factor of two difference
between the predictions of these two models. It is hoped that
the ISO satellite may prove up to this challenge.

5. Conclusions

We have observed the 17.03µm 0-0 S(1) line of molecular hy-
drogen along a cut running between the two bright H2 emission
peaks, Peaks 1 and 2, of the source OMC-1. We have come to
the following conclusions from this study:

1. The 0-0 S(1) line is typically 50% as strong as the 2.12µm
1-0 S(1) line. Our measurements are consistent with the ear-
lier work of Parmar et al. (1994) who observed the line with
much higher spatial resolution, but just around the two emis-
sion peaks.

2. The 17µm line follows a similar distribution to the 2.12µm
line and is clearly also shock-excited. In detail, it is some-
what more extended and relatively brighter towards Peak 2.
We attribute this to the lower extinction for the line and a
contribution from slower velocity (∼ 5 km s−1) shocks over
a wider region of the source. The intrinsic H2 line flux from
Peak 2, accounting for its extra extinction, must be similar
to that from Peak 1.

3. The 0-0 S(1)/1-0 S(1) line ratio is over an order of magni-
tude higher than expected in planar shock models, whether
of C- or J-type.
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4. The line flux is consistent, however, with an empirical planar
J-shock cooling flow model where H2 lines dominate the
cooling.

5. It is also consistent with C-type bow-shock models in which
we are observing the integrated emission from the entire
bow. The magnetic fields required by such models, some
tens of milligauss, are high.

6. By construction of a ‘column density ratio’ (CDR) curve
from the available data it is clear that H2 from a wide range
of temperatures, a few hundred to several thousand Kelvin,
is producing the emission observed in OMC-1. In particular,
much of the gas contributing to the 0-0 S(1) line emission
must be at temperatures very much less than 2000 K. Ex-
citation temperatures defined between two levels of the H2

molecule have limited applicability when determining the
physical state of the source.

7. We predict the intensities of the pure rotational lines of H2

at Peak 1, several of which have not yet been detected. In
particular we anticipate the 28µm 0-0 S(0) line having a
flux of ∼ 2% that of the 1-0 S(1) line through the same
aperture.

8. We suggest that a consistent set of measurements of the
lowest lying pure-rotational lines of H2, made with the same
instrument, would provide stringent constraints on shock
models.
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