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Abstract

The first contribution of this dissertation is the case studies for capturing the de-

velopment of different types of dynamic voltage instability, in both the short- and

long-term, caused by the dynamics of different power system devices, especially in-

duction machines. In addition, it investigates how the changing nature of systems

and their dynamic behaviours cause critical issues that limit the large-scale integra-

tion of wind generators and flexible AC transmission system (FACTS) devices.

A second and unique contribution of this thesis is the presentation of a method

to bound unmodelled nonlinear dynamics and to design excitation control for the

enhancement of large-disturbance voltage stability in power systems with significant

induction motor loads. A new technique is developed which captures the full non-

linearity of systems in the region of interest. The nonlinear power system model is

reformulated with a linear and a nonlinear term. The nonlinear term is the Cauchy

remainder in the Taylor series expansion and in this thesis its bound is used in

robust control design.

This dissertation also presents an algorithm for the design of a decentralised ro-

bust controller for static synchronous compensators (STATCOMs) which results in

a significant increase in the available dynamic transfer capability of a power system

in the presence of fixed-speed induction generators (FSIGs). Another significant

contribution of this research is the design of robust controllers which augment the

low-voltage ride-through capability of FSIGs during severe disturbances. Control al-

gorithms, using both structured and unstructured uncertainty representations, are

developed for the stabilisation of faulted systems under different operating condi-

tions.

The performance of the proposed control schemes fulfils the criteria for robust

stability and performance, and produces adequate stability margins for a range of

test cases. The effectiveness of the suggested control strategies are validated by de-

tailed simulations with complete nonlinear model of the devices. The performances

of the designed controllers are also compared with those of conventional controllers.

Simulation results show that both the dynamic voltage stability and the transient

stability of a power system can be improved by the use of the robust control methods

presented in this thesis.
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Chapter 1

Introduction

Voltage instability is a major power system concern which if not given due attention

may result in severe detrimental effects of economical, technical and social dimen-

sions. A number of recent contingencies and voltage collapses around the world have

prompted a significant effort to be made towards the study and prevention of voltage

instabilities [1]. The electrical power industry is undergoing major changes, both

technically and politically [2]. Power systems are experiencing dramatic changes in

electrical power generation, transmission, distribution and end-user facilities [3].

Renewable energy is increasing in importance and has become an integral part

of the energy in many countries of the world. The growing utilisation of wind

power, especially in remote areas with favourable wind conditions but relatively

weak transmission systems, brings new challenges for voltage control and reactive

power compensation. To achieve high penetration levels, such as twenty percent

intermittent renewable resources by 2020, fast responsive energy storage and flexible

AC transmission system (FACTS) devices with suitable controllers are required.

Although the integration of higher levels of wind power into an existing transmission

system does not require a major redesign, it requires a thorough analysis before the

integration can take place. This necessitates additional high-performance control

and compensating equipment to enable a system to recover from severe system

disturbances. This dissertation will focus on the effects of large-scale penetration of

wind power on dynamic voltage stability and the enhancement of stability margins

using robust control techniques.

1.1 Background

The management of power systems has become increasingly complex due to several

contributing factors [4]: power systems are now being operated closer to their maxi-

mum operating limits; environmental constraints restrict the expansion of transmis-

sion networks; the number of long distance power transfers has increased; and lower

inertial wind turbines (WTs) have been integrated into the existing grids. This

changing nature of a power system significantly affects its dynamic behaviour: the

1
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dynamic interactions between different partly synchronised couplings of connected

devices cause oscillations; lower inertial and intermittent units absorb reactive power

especially during transient periods; and power systems have been restructured in

many parts of the world to create competition amongst different power produc-

ers [5] which has resulted in increased complexity and the emergence of several new

threats to the stable operations of power systems.

Power system instability has been an important challenge for researchers and

utility companies since 1920 [6]. Historically, transient instability has been the

dominant stability problem in most systems and the focus of much of the power

industry’s attention concerning system stability. Continuing electrical load growth

and higher power transfer demands in a largely interconnected network lead to

complex and less secure power system operations. As the complexities of power

systems have evolved, different forms of instability have emerged. As one of the

dominant instability problem of power systems, voltage stability is becoming an

increasing source of concern for the secure operation of present-day power systems.

Voltage instability has been considered to be a new type of instability for the

last three decades. In recent years, the voltage instability of large electrical power

systems has caused costly blackouts [7]. Several incidences of voltage collapse result-

ing from voltage instability have been observed in different parts of the world; e. g.,

France (1978), Belgium (1982), Sweden (1983 and 2003), Western France (1987),

Tokyo (1987), São Paulo (1997) and Greece (2004) [8]. Voltage control and stabil-

ity problems were prominent in the August 14, 2003 blackouts in Ohio, Michigan,

New York and Ontario. The total costs of the 2003 blackout were estimated to be

between $4 billion and $10 billion [9].

Voltage stability will remain a challenge for the foreseeable future and indeed

it is likely to increase in importance. One reason is the need for more intensive

use of available transmission facilities as load demand will continue to increase.

Almost all the developed countries have set a target of producing 20% electricity

from renewable energy by 2020 [10]. Wind generation is the dominant source of

renewable energy. The restructuring of power systems will create new problems, such

as reduced available transfer capability (ATC) and congestion of some transmission

lines. This may further reduce the voltage stability margin. Due to the free-energy

trading market, power flows on transmission lines could be increased to their thermal
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limits. The thermal limit is normally higher than the surge impedance loading of a

line and leads to the degradation of system voltage characteristics.

Voltage stability has been studied for a long time as it is an important subject

for secure power system operations [11]. However, the influencing factors and pos-

sible mechanisms of instability is changing in power systems under a deregulated

environment in which new types of instabilities, such as immediate instabilities,

tend to increase and, therefore, changing requirements for analyses [11]. This has

highlighted the need to analyse the preconditions, influencing factors and developing

process mechanisms of voltage instability.

Wind generation is a growing energy resource which boasts the benefits of clean

energy and a reduction in the dependence of energy on fossil fuel. There has been

a rapid increase in WT connections to distribution and transmission networks in

recent years which makes the power network more dependent on, and susceptible

to, wind energy production. The introduction of significant intermittent generation

will affect the way an electricity system operates [12]. One of the major challenges

faced by the electricity industry is how to effectively integrate a significant amount

of wind power into an electricity system [13]. The dynamics of power systems will

likely be dominated by the dynamics of WTs and FACTS devices in the near future.

Therefore, the impacts of wind power and FACTS devices on a power system’s

stability and reliability need to be thoroughly analysed before they are integrated

into existing power system networks. Although a changing power system does not

need to be redesigned, it requires controllers to ensure stability under a wide range

of operating conditions.

Control is vital for maintaining the stability of modern interconnected power sys-

tems. Their control and operation must be evaluated in order to meet the changing

characteristics of plants and the increasing dependence of present society on a cheap

and reliable supply of electrical power. The control of a system has to be viewed as

a single complex integrated operation involving all types of plants, with sufficient

flexibility to accommodate new plants and the changing roles of earlier plants, as

well as the changing pattern of customer demands. Although a vast amount of ex-

perience has been accumulated in the last 20 years, the changing nature of power

systems continues to provide challenges to system designers [14].

There are two basic approaches for improving voltage stability: excitation con-

trol and the use of shunt capacitors and FACTS devices. Excitation control can be
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used to control voltage at the generation level and is also comparatively cheap. The

preferred wind power generator is asynchronous since it is robust and cost-effective.

However, induction generators do not contribute to the regulation of grid voltage

and are substantial absorbers of reactive power [15]. The reactive power balance

of asynchronous generators can be improved to a certain extent by the use of the

recently introduced doubly-fed rotor concept [16]. However, to keep this technol-

ogy within reasonable cost margins, rotor converter ratings must be limited to only

steady-state requirements. During transient occurrences in a grid, the performance

of doubly-fed induction generators (DFIGs) may well prove to be inadequate to

provide primary safeguard for the grid’s voltage stability. Here, dynamic reactive

power compensation provided by FACTS devices plays an important role in sup-

porting stability.

Excitation controllers are used effectively to stabilise the voltage in modern dis-

tributed power systems [17]. However, existing excitation controllers are mainly

designed using linear models considering loads as constant impedances. Different

studies [18], [19] and [20] have shown the importance of load representation in a

voltage stability analysis. As static load models are not sufficiently accurate for

capturing the network dynamics, dynamic load models are needed to analyse volt-

age instability and to design controllers for enhancing stability.

Another important requirement for the secure and economical operation of a

power system is the accurate determination of its transfer limits. Economic and

environmental pressures require electrical utilities to use the available generation

and transmission more intensively. The transfer limits or maximum power flows

that are allowed across certain sections of a power system depend on its operating

conditions and, therefore, on a large number of factors, such as network topology,

loading and generating conditions. As the large-scale integration of WTs into a

power system can have important effects on the dynamic ATC of transmission lines

that depend on increasing penetration levels of WTs, it is essential to consider the

dynamics of WTs while determining the ATC.

One of the most important planning and control issues for competitive and dereg-

ulated open-access power grids is the maximisation of contractual energy transfers

from power producers to consumers over long electrical distances in increasingly

complicated networks. The transmission networks need to be utilised ever more ef-

ficiently. The transfer capacity of an existing network needs to be increased without
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major investments but also without compromising the security of the power system.

In a heavy loading system, the voltage stability limit is usually dominant, and volt-

age instability is generally observed following large disturbances in a heavily stressed

power system over a long distance [21].

The transfer capacity of existing transmission lines can be increased by control-

ling the voltage using a STATCOM controller. The main motivation for choosing a

STATCOM for wind farms is its ability to provide busbar system voltage support by

supplying and/or absorbing reactive power into a system [22]. The applicability of

a STATCOM in wind farms has been investigated and the results from early studies

indicate that it is able to supply a wind farm’s reactive power requirements [22].

However, it is essential to determine to what extent a STATCOM is needed to re-

store the ATC which has been reduced by the integration of FSWTs if the operation

is to remain economically viable. Although a STATCOM has great potential for en-

hancing the ATC, considerable advances in the control of a system are still needed

for its practical implementation.

Presently, grid-codes in Europe, and imminently in North America, require wind

power plants to participate in voltage regulation, reactive power management and,

potentially, primary frequency control [23]. The stable, reliable and economical

operation of a power system under a massive integration of wind power is a big

challenge for power system operators. Power system stability depends highly on the

behaviour of large wind farms connected to a transmission system.

The ATC and LVRT problems are fundamentally different. In ATC enhancement

the transmission system and multi-machine interconnections are important but for

LVRT capability wind generation system connected to one machine or infinite bus

adequately models the relevant system dynamics. Thus, decentralised controllers

for multi-machine systems are designed for the ATC enhancement and centralised

controllers are developed for providing the LVRT capability.

Voltage stability and an efficient FRT capability are the basic requirements for a

higher penetration of wind power. A WT has to be able to continue uninterrupted

operation under transient voltage conditions in order to be in accordance with the

grid-codes [24], i.e., a wind park is required to behave, in principle, like other con-

ventional generators. Therefore, for wind parks, the following main topics are of

interest:

• frequency-dependent active power supply (frequency control);
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• voltage-dependent reactive power injection/absorption: steady state and dy-

namics;

• voltage control: steady-state and dynamics; and

• FRT capability.

About 30% of the existing WTs are equipped with squirrel-cage IGs and they are

not able to contribute to power system regulation and control in the same way as

does a conventional field-excited synchronous generator [25]. Induction generators

need reactive power support in order to be connected to stiff-grids. However, they

are usually connected at weak nodes or at distribution levels where the network was

not originally designed to transfer power into the grid [26]. This increases the need

for dynamic reactive power support so as to ride-through severe faults.

STATCOM technology adds the missing functionality to wind parks in order to

become grid-code compliant [22]. The fast dynamic voltage control and behaviour

of a STATCOM during balanced or unbalanced grid faults (FRT capability) allow

wind generators to meet the stringent grid-code requirements. Recent developments

in power electronics technology have made the application of a STATCOM a viable

choice for solving some of the problems experienced in power systems due to the in-

tegration of large WTs [27]. However, the existing STATCOMs still use conventional

controllers [28].

Today, controller design for wind turbines is usually undertaken by manually up-

dating the proportional-integral-derivative (PID) gains for speed controllers, voltage

controllers and drive-train damping [29]. The update of gains is then followed by

an analysis of controller performances, typically through simulation studies, and the

process is iterated until a satisfactory level of performance is obtained. This ap-

proach for the design of dynamic controllers becomes complicated for large systems

with conflicting requirements, e.g., there is a trade-off between voltage control and

tracking the generator speed reference [29].

Currently, secure operations of power systems rely heavily on the controller

schemes that are put in the systems to manage disturbances and/or prevent possible

disastrous consequences. These control schemes are usually static in the sense that

they do not adapt to changing network configurations and operating conditions. In

addition, the design and parameter settings of these control schemes do not take into

account variations or changes in a system’s behaviour. Consequently, the system

often tends to be unstable and is characterised by poor dynamic behaviour.
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Linear control techniques have been predominantly used for controlling a STAT-

COM [30]. In this approach, the system equations are linearised around an operating

point. Based on this linearised model, conventional PI controllers are fine-tuned to

respond to effectively both small- and large-scale disturbances in a power system to

which the STATCOM is connected. PI controllers are used in STATCOMs to design

internal controllers for distribution network which enables them to mitigate voltage

flicker [31]. While these models are appropriate for certain small-signal applications

in the vicinity of a specific steady-state operating point, they cannot capture the

true nature of a power network and its STATCOM when the system is exposed

to large-scale faults or dynamic disturbances that change the configuration of the

plant to be controlled. This necessitates the use of advanced control techniques

that consider nonlinear interactions and ensure stability for large disturbances, thus

keeping the wind farm connected to the main grid under both fault and post-fault

conditions.

The main objective of installing controllers in power systems is to achieve the

desired stability and security at a reasonable cost. Robust control theories have

been significantly developed in the past few years [32]. The key idea of a robust

control paradigm is to check whether the design specifications are satisfied for even

the worst-case uncertainty. Many efforts have been made to investigate the appli-

cation of robust control techniques to power systems. Although there have been

developments in the area of robust control design in order to enhance power system

stability, so far methods for quantifying the magnitude of uncertainties have not

been addressed.

Robust control in power systems deals with the application of new techniques

in linear system theory to enhance the voltage and transient stabilities of power

systems [32]. With robust control, we can capture not only the typical, or nominal,

behaviour of a plant, but also the amount of its uncertainty and variability. Plant

model uncertainty can result from: (i) model parameters with approximately known

or varying values; (ii) neglected or poorly known dynamics, such as high-frequency

dynamics; (iii) changes in operating conditions; (iv) linear approximations of non-

linear behaviours; and (v) estimation errors in a model identified from measured

data. By quantifying the level of uncertainty in each element, the overall fidelity

and variability of a plant model can be captured. The ways in which each uncer-

tain element affects performance can be analysed and the worst-case combinations
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of uncertain elemental values identified. Robust control designed for the worst-case

scenarios can ensure stability during a large disturbance.

Although only recently has voltage instability come to be considered a domi-

nant problem, in many systems, power oscillations of small magnitudes and low

frequencies have been persisting for a long time. In some cases, this also presented

a limitation on the transmitted power over tie lines. Traditionally, such oscillations

are damped by conventional power plants with synchronous generators which are

equipped with power system stabilisers. Because of the characteristics of a WT,

it is possible that wind power, under some circumstances, may contribute to a re-

duction in system damping. In fact, wind power resources are generally located far

from large centres of consumption, while generators that are not to be committed,

typically thermal units, are located closer to major loads [15]. This may involve

transmitting energy over long distances through congested lines and, perhaps, a sig-

nificant change in the generation profile and typical power flows which may have

a significant impact on damping. The replacement of conventional generators by

WTs also reduces the damping of overall power systems. In such circumstances, it

is essential to control both the reactive and active power.

However, as a STATCOM has the capability for only reactive power control, its

application is limited to reactive power support in a power system. To overcome this

limitation, coordinated STATCOM and pitch angle control proposed in this thesis

can be used effectively to enhance the LVRT capability of an induction generator

by controlling both the active and reactive power. However, the response of pitch

control is slow. A STATCOM with a energy storage system (STATCOM/ESS)

has emerged as a more promising device for power system applications, as it has

both real and reactive power control abilities [33]. A STATCOM enhanced with

energy storage can provide additional effects, such as an increased capability to

damp electromechanical oscillations [34], improved power quality and reliability of

supply [35].

Power systems are large-scale systems consisting of several interconnected sub-

systems. This interconnection has been constructed in order to maximise their

economic benefits. For a large-scale system, it is often desirable to have some form

of decentralisation in its control structure [36]. For such a system, it is not realistic

to assume that all output measurements can be transmitted to every local control

station. In practice, large-scale dimensional and severe model uncertainties lead to
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significant difficulties in control strategy design. With the emphasis being on robust-

ness and system performance, there is a need to analyse and design controllers in an

integrated manner, taking into consideration the interactions between the various

subsystems and controllers in a system. Any successful strategy for the control of

a large-scale power system must satisfy two fundamental requirements. Firstly, the

control must be decentralised since only local measurements are normally available

to any given machine. Secondly, the control needs to be robust, in the sense that it

must guarantee satisfactory performance over a wide range of operating conditions

and disturbances. Next, an overview of wind power integration into power systems

and the control techniques of STATCOMs for wind generators are discussed.

1.1.1 Overview of integration of large-scale wind power

Wind power is the most promising and mature technology among the non-hydro

renewable energies. The present progressive scale of integration has brought to

a head serious concerns about the impact of such a scale of wind penetration on

the future safety, stability, reliability and security of an electricity system. One

of the major concerns related to the high-level penetration of integrated WTs is

their impact on power system stability and is concerned with transient angular and

voltage stability.

In the years to come, the focus will be on maintaining power system stability and

voltage stability, for example, at a short-circuit fault, ensuring that power supply

safety and other important tasks [37] are maintained as the amount of wind power

increases. This situation makes it necessary to find solutions with respect to main-

taining the dynamic stability and reliable operation of a power system with large

amounts of wind power. However, detailed analyses are increasingly important for

determining the correct solutions.

In recent years, a lot of research work has been done to determine the effects

of replacing the output of a conventional generator by wind power [38], [39], [40].

A modelling and control for off-shore wind farms in order to improve short-term

voltage is discussed in [41]. The results of a systematic study of the effects of several

design and operational parameters on the transient stability of a FSWT are pre-

sented in [42]. The effects of wind power on oscillations is investigated by gradually

replacing the power generated by the synchronous generators in the system with

power from either constant or variable-speed WTs, while observing the movement

of the eigenvalues through the complex plane [39].
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Several system operators are publishing severe requirements for the connection

of new wind farms in order to ensure their proper behaviour after network faults.

The dynamic behaviour of a wind generator, which was a subject of study in the

early 80s [43] and in recent years [23], must be adapted to the new requirements.

New studies must be performed in order to evaluate the behaviour of wind farms

after severe faults and to improve their design in efficient and economical ways.

1.1.2 Overview of control for fixed-speed wind generators using

STATCOM controllers

The output of a wind power plant and its total load vary continuously throughout

the day. Reactive power compensation is required to maintain normal voltage levels

in a power system as reactive power imbalances can seriously affect it. In the past,

there was no requirement under the grid-code for a wind farm to remain connected

to the grid during a fault or voltage disturbance. The protection of wind farms

has been focussed mainly on turbine protection without considering the impact this

might have on a power system. This implies that a WT is disconnected from the

grid as soon as a violation of voltage or frequency operating limits is exceeded.

Worldwide, the new grid connection requirements have identified three areas to be

considered in the operation of wind farms: voltage and reactive power control; FRT

capability; and frequency range of operation [44]. These requirements can be fulfilled

by reactive power compensation devices such as FACTS devices.

Recently, various voltage-source or current-source inverter-based FACTS devices

have been used for flexible power-flow control, secure loading, damping of power sys-

tem oscillation and even for stabilising a wind generator. In this thesis, we propose a

novel STATCOM controller to stabilise a grid-connected wind turbine generator sys-

tem (WTGS). A STATCOM can also contribute to the LVRT requirement because

it can operate at full capacity even at lower voltages.

The problems of voltage stability and power smoothing in wind generation sys-

tems have been extensively studied. The application of STATCOMs to WTGSs

with induction generators have been described in various studies, demonstrating

improved steady-state reactive power and voltage control [27], [45]. A comprehen-

sive study has been undertaken to investigate how STATCOMs can be used with

FSWTs, which use IGs, to improve both the steady-state and dynamic impacts of a

wind farm on a network [46]. A study of the control of a self-excited IG is discussed

in [47] in which the authors use a state-space linear model. In [47], the nonlinear
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model of the wind generator is linearised around an operating point. The voltage

and frequency control are investigated by varying the effective rotor resistance of

a self-excited slip-ring IG in [48]. However, the controller [47] cannot stabilise the

system under severe large disturbances. This motivates the use of advanced con-

trol techniques that consider nonlinear interactions and ensure stability for large

disturbances.

1.2 Motivation for Current Research

From the above discussion, we can summarise the issues relating to analyses of

voltage stability and power system controller design for improving voltage stability

as follows:

• Dynamic voltage instability analyses are required to determine the causes of

instability and to gain a deeper insight into the mechanisms of the voltage

instability phenomenon due to the changing nature of modern power systems,

the increased use of dynamic loads and the integration of large-scale WTs.

• The impact of large-scale wind generator and FACTS device penetration re-

quire a thorough evaluation before they can be integrated into the existing

power systems.

• As voltage instability is closely related to load behaviour, it is essential to

include the dynamics of loads in an excitation controller design in order to

augment voltage stability.

• Currently, available transmission and generation facilities are highly utilised,

with large amounts of power interchanges taking place through tie-lines and

geographical regions. It is expected that this trend will continue in the future

and result in more stringent operational requirements for the maintenance of

reliable services and adequate system dynamic performances.

• Wind generator dynamics have considerable effects on the voltage and tran-

sient stabilities of power systems as well as on their transfer limits. It is

necessary to include the dynamics of WTs in order to accurately determine

the dynamic ATC and provide reliable operation.

• Most interconnection standards today require wind farms to have the ability

to withstand severe faults, usually called the FRT capability or, in some cases,

the LVRT capability. Dynamic volt-ampere-reactive (VAr) systems, such as
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STATCOMs with an appropriate controller, help meet wind farm intercon-

nection standards and also provide dynamic voltage regulation, power factor

correction and the LVRT capability for an entire wind farm.

• The conventional converter model of a STATCOM is a multi-input multi-

output nonlinear model, and the difficulty of controlling its converters is mainly

due to its nonlinear behaviour. Most of the existing works on enhancing the

transfer limit use the local FACTS controller design based on linear models or

use the PI control to deal with the nonlinearities. These types of controllers

lack robustness and work well only in the presence of small disturbances.

• Linear control theory has been widely used to design robust power system

controllers. However, the nonlinearity of power system devices should be taken

into account to ensure stability under large disturbances.

• The robust controller design using a structured uncertainty description makes

the controllers less conservative than controllers designed using unstructured

uncertainty descriptions.

• The simultaneous control of a STATCOM and the pitch angle of a WT provide

both active and reactive power-controlling abilities and, thus, can be effectively

used to enhance the LVRT capability of IGs in wind farms.

• It is expected that integrating a STATCOM with the supercapacitor technol-

ogy in FACTS will result in a FACTS/ESS that is capable of extremely fast

responses and is less costly per kW/kVA than any other FACTS/ESS based

on traditional storage/power electronics technologies.

• The successful development and demonstration of a STATCOM/ESS for typ-

ical, emerging and challenging system applications, by integrating advanced

semiconductor device technology, VSC (voltage-source converter) technology

and control technology, will result in significant cost reductions, improved

reliability, flexibility and modularity, and an increased application of power

electronics–based controllers.

• Decentralised control of large power systems, which are driven to the point of

nonlinearity, presents new challenges due to the complex interactions among

their subsystems.
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1.3 Contributions of This Research

In this thesis, firstly dynamic voltage instability problems which are likely to oc-

cur in future power systems are presented and then the novel robust controllers

are synthesised for the enhancement of stability. This research work is aimed at

providing deeper insights into the mechanisms of different types of dynamic voltage

instability caused by the dynamics of power system devices and large disturbances.

This dissertation also intends to improve the present power system control design

methodology. The proposed controller design is focussed on improving the voltage

stability, transient stability and LVRT capability of induction generators and the

robustness provided by the power system controller. The major contributions of the

thesis in this direction are:

Analysis:

• developing comprehensive explanations of dynamic voltage instability prob-

lems and the mechanisms of voltage collapse problems in multi-machine power

systems, with induction machines and on-load tap changers (OLTCs), to pro-

vide more insight into voltage instability problems;

• analysing and mitigating the impacts of renewable energy sources on power

systems;

• investigating the changing nature of systems and their dynamic behaviours to

identify critical issues that limit the large-scale integration of wind generators

and FACTS devices into existing power systems;

• conducting case studies to determine the effects of wind generator penetration

into power systems based on a dynamic ATC;

• studying the effects of STATCOM ratings and wind farm integration on the

FRT capability of FSIGs analytically using the power-voltage and torque-slip

relationships as well as through simulations.

Control Design:

• modelling and excitation control design to enhance large disturbance voltage

stability in power systems with significant IM loads;

• designing decentralised robust output-feedback controllers for STATCOMs in

the presence of uncertainty and interconnection effects resulting in the increase

of dynamic ATCs for power systems with FSWGs;
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• presenting a novel robust controller for a STATCOM to enhance the FRT

capability of FSIGs;

• presenting a procedure for designing simultaneous robust multivariable con-

trollers for a STATCOM and for the pitch angle of a FSIG with the objective

of enhancing the LVRT capability of wind farms;

• designing a new voltage controller to augment the LVRT capability of FSWTs

which produces a less conservative result and reduces the calculation burden

and controller dimensions;

• proposing a systematic procedure for designing decentralised multi-variable

controllers for large interconnected power systems using a minimax output-

feedback control design method and formulating the controller design proce-

dure as an optimisation problem involving rank-constrained LMIs;

• focusing on cost-effective integration of emerging technologies such as a STAT-

COM/ESS system for challenging system applications, and developing reliable,

stable and effective models and controllers to utilise STATCOM/ESS concept

for the specific system enhancement objectives.

The proposed power system control methodologies are validated through simu-

lations. Controllers are designed for test-case power systems and simulations are

carried out under large disturbances, such as symmetrical and unsymmetrical three-

phase faults, outages of key transmission lines, large variations of load, etc.

1.4 Thesis Outline

Based on the above objectives, the outline of this dissertation is as follows:

Chapter 1 is intended to provide the background to this dissertation including

contribution. An outline of which is given at the end of this chapter. The motivation

behind this dissertation is also discussed.

Chapter 2 introduces the concepts of voltage instability and the distinctions

between voltage and angle instability. The driving force and main causes of voltage

instability are analysed. Different methods and devices used to enhance voltage

stability are also explained. The steady-state and dynamic modelling of the power

system devices under consideration have been discussed.

Chapter 3 briefly reviews the conventional linearisation and modal analysis

technique. The analytical tools that are commonly used in small-signal stability

analyses are presented. The proposed linearisation technique using the mean-value
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theorem with Cauchy’s remainder is introduced and compared with the conventional

linearisation technique.

Chapter 4 concentrates on the possible mechanisms of voltage instability due

to large disturbances in both the short- and long-term. The detailed case studies

introduced in this chapter are used to illustrate some of the key instability mech-

anisms caused by the dynamics of induction machines and OLTCs. A comparison

of the dynamic analysis and static voltage instability analysis is also presented. In

addition the impact of wind power and FACTS devices on power system dynamics

are presented. The strengths and limitations of previous works, the advantages of

this research and different case studies and discussions are followed by a summary.

Chapter 5 presents a robust excitation control design algorithm for a syn-

chronous generator with dynamic induction motor loads for enhancing dynamic

voltage stability. The power system model, with dynamic induction motors, test

cases, control tasks, uncertainty modelling and bounding, is followed by the min-

imax control approach and control design algorithm. Controller performances are

evaluated through simulations and discussions, and conclusions are provided. Fi-

nally, the closed loop performances of the designed controller and a conventional

exciter control are compared.

Chapter 6 provides the design of a decentralised robust STATCOM controller

using the minimax LQ control synthesis technique which results in the augmenta-

tion of the ATC of a transmission line. Firstly, a method for determining the ATC

is presented. Then, a short description of the output-feedback LQ decentralised

control approach is given. Different case studies on the impacts of wind generators

on the ATC of transmission are analysed and, finally, the performance of the de-

signed controller is validated and compared with that of a conventional STATCOM

controller.

Chapter 7 deals with different robust control techniques for the augmentation

of the LVRT capability of WTs in different operating conditions. This is the longest

chapter of the thesis and contains four distinct control methods for enhancing LVRT

capabilities of systems with wind turbines. This chapter is divided into four main

parts which present: firstly, a robust controller for a STATCOM to enhance the FRT

capability of FSIGs; secondly, a designed simultaneous pitch angle and STATCOM

control with its performance compared with only a STATCOM controller; thirdly,

STATCOM controller design, including the structured uncertainty representation;
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and, fourthly, a systematic procedure for the design of decentralised multi-variable

controllers for large interconnected power systems.

Also, previously developed control techniques and algorithms used for the volt-

age regulation and reactive power control of wind farms are reviewed. The basic

ideas behind the critical clearing time (CCT), critical speed (CS) and critical volt-

age are given, followed by linearisation and uncertainty modelling, a control design

algorithm and simulation cases and their results.

Chapter 8 provides the thesis summary, conclusions and recommendations for

areas of future research.

Chapter 9 contains the appendices.



Chapter 2

Power System Voltage Stability and

Models of Devices

2.1 Introduction

Power system stability has been recognised as an important problem for secure sys-

tem operation since the beginning of last century. Many major blackouts caused by

power system instability have illustrated the importance of this phenomenon [49], [50].

Angle stability had been the primary concern of the utilities for many decades. How-

ever, in the last two decades power systems have operated under much more stressed

conditions than they usually had in the past. There is a number of factors respon-

sible for this: continuing growth in interconnections; the use of new technologies;

large-scale power transmissions over long transmission lines; environmental pres-

sures on transmission expansion; increased electricity consumption in heavy load

areas (where it is not feasible or economical to install new generating plants); new

system loading patterns due to the opening up of the electricity market; growing

use of induction machines; and large penetration of wind generators and local unco-

ordinated controls in systems. Under these stressed conditions a power system can

exhibit a new type of unstable behaviour, namely, voltage instability.

In recent years, voltage instability has become a major research area in the field

of power systems after a number of voltage instability incidents were experienced

around the world [51], [52]. In Japan, a large-scale power failure occurred in the

Tokyo metropolitan area in 1987 (about an 8-GW loss) because of voltage instabil-

ity [53]. In Tokyo, the capacitance of 275-kV underground cables created adverse

effects on voltage-stability characteristics, making voltage stability one of the most

important issues regarding system security. It has even been suggested that part of

the problems that led to the recent North American blackout of August 2003 might

be linked to short-term voltage instability [54]. In recent years, voltage instabil-

ity has been responsible for several network collapses and blackouts [9] and is now

receiving special attention in many systems.

17
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Figure 2.1. Classification of power system stability

This chapter will provide a comprehensive overview of voltage stability prob-

lems and methods of effectively addressing them in the design and operation of

electrical power systems. This includes the basic concepts, physical aspects of the

phenomenon, methods of analysis, examples of major power grid blackouts due to

voltage instability and methods of preventing voltage instability. This chapter ad-

dresses issues of power system voltage stability and identifies different categories

of voltage stability behaviour that are important in power system stability analy-

ses. In addition, the modelling of power system devices under consideration will be

discussed.

2.2 Power System Stability and Voltage Stability

Power system stability is the ability of an electrical power system, for given initial

operating conditions, to regain a state of operating equilibrium after being subjected

to a physical disturbance, with most system variables bounded so that practically

the entire system remains intact. Figure 2.1 gives the overall picture of the power

system stability problem, identifying its categories and subcategories.

The concept of voltage stability addresses a large variety of different phenomena

depending on which part of the power system is being analysed; for instance, it can
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be a fast phenomenon if induction motors, air conditioning loads or high-voltage DC

transmission (HVDC) links are involved or a slow phenomenon if, for example, a

mechanical tap changer is involved. Today, it is well accepted that voltage instability

is a dynamic process since it is related to dynamic loads [55], [56].

Voltage stability refers to the ability of a power system to maintain steady volt-

ages at all buses in the system and maintain or restore equilibrium between load

demand and load supply from its given initial operating conditions after it has been

subjected to a disturbance. Instability may result in a progressive voltage falls or

rises at some buses. A possible outcome of voltage instability is the loss of load

in an area, and possible tripping of transmission lines and other elements by their

protective systems which can lead to cascading outages.

Voltage collapse is more complex than voltage instability and is the process by

which the sequence of events accompanying voltage instability lead to a blackout or

abnormally low voltages in a significant part of a power system. The main symptoms

of voltage collapse are: low voltage profiles; heavy reactive power flows; inadequate

reactive support; and heavily loaded systems. The collapse is often precipitated by

low-probability single or multiple contingencies. When a power system is subjected

to a sudden increase of reactive power demand following a system contingency, the

additional demand is met by the reactive power reserves of generators and compen-

sators. Generally, there are sufficient reserves and the system settles to a stable

voltage level. However, it is possible, due to a combination of events and system

conditions, that the lack of additional reactive power may lead to voltage collapse,

thereby causing a total or partial breakdown of the system.

2.2.1 Voltage and angle instability

Power system instability is essentially a single problem; however, the various forms

of instability that a power system may undergo cannot be properly understood and

effectively dealt with by treating it as such. Because of the high dimensionality

and complexity of stability problems, it helps to simplify models in order to anal-

yse specific types of problems using an appropriate degree of detail of the system

representation and appropriate analytical techniques.

There is no clear distinction between voltage and angle instability problems but,

in some circumstances, one form of instability predominates over the other. Dis-

tinguishing between the two types is important for understanding their underlying
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causes in order to develop appropriate design and operating procedures but, al-

though this is effective, the overall stability of the system should be kept in mind.

Solutions for one problem should not be at the expense of another. It is essential to

look at all aspects of the stability phenomena and at each aspect from more than

one viewpoint.

However, there are many cases, in which, one form of instability predominates.

An IEEE report [7] points out the extreme situations of: (i) a remote synchronous

generator connected by transmission lines to a large system– angle stability domi-

nates (one machine to an infinite-bus problem); and (ii) a synchronous generator or

large system connected by long transmission lines to an asynchronous load– volt-

age stability dominates. Figures 2.2 and 2.3 show these extremes. Details of the

relationship between voltage and angle stability are given in [57].

Figure 2.2. Pure angle stability Figure 2.3. Pure voltage stability

Voltage stability is concerned with load areas and load characteristics. For rotor

angle stability, we are often concerned with integrating remote power plants to a

large system over long transmission lines. Basically, voltage stability is load stability

and rotor angle stability is generator stability. In a large interconnected system,

voltage collapse of a load area is possible without the loss of synchronism of any

generator. Transient voltage stability is usually closely associated with transient

rotor angle stability but longer-term voltage stability is less linked with rotor angle

stability. It can be said that if voltage collapses at a point in a transmission system

remote from the load, it is an angle instability problem. If it collapses in a load

area, it is mainly a voltage instability problem.

2.2.2 Wind power generation and power system stability

In most countries, the amount of wind power generation integrated into large-scale

electrical power systems is only a small part of the total power system load. However,

the amount of electricity generated by wind turbines (WTs) is continuously increas-

ing. Therefore, wind power penetration in electrical power systems will increase in
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future and will start to replace the output of conventional synchronous generators.

As a result, it may also begin to influence overall power system behaviour. WTs

use generators, such as squirrel-cage induction generators (IGs) or generators that

are grid-coupled via power electronic converters. The interactions of these generator

types with the power system are different from that of a conventional synchronous

generator. As a consequence, WTs affect the dynamic behaviour of a power system

in a way that might be different from that of synchronous generators. Therefore,

the impact of wind power on the dynamics of power systems should be studied thor-

oughly in order to identify potential problems and to develop measures to mitigate

those problems.

In grid impact studies of wind power integration, voltage stability is the main

problem that will affect the operation and security of wind farms and power grids [58].

Voltage stability deterioration is mainly due to the large amount of reactive power

absorbed by the WTs during their continuous operation and system contingencies.

The various WT types presently in use behave differently during grid disturbances.

Induction generators consume reactive power and behave similarly to induction mo-

tors for the duration of system contingency and will deteriorate the local grid voltage

stability. Also, variable-speed wind turbines (VSWTs) equipped with doubly-fed

induction generators (DFIGs) are becoming more widely used for their advanced

reactive power and voltage control capability. DFIGs make use of power electronic

converters and are, thus, able to regulate their own reactive power so as to operate at

a given power factor or to control grid voltage. But, because of the limited capacity

of a pulse-width modulation (PWM) converter [59], the voltage control capability

of a DFIG cannot match with that of a synchronous generator. When the voltage

control requirement is beyond the capability of a DFIG, the voltage stability of the

grid is also affected.

When dealing with power system stability and wind power generation these

questions may be raised, How does wind power generation contribute to power

system stability? What are the factors that limit the integration of WTs into existing

power systems? How many additional wind generators can be integrated by using

static and dynamic compensations? Some cases of system stability problems related

to wind power generation are presented in this thesis.
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2.2.3 Voltage instability and time frame of interest

The time-frame of interest for voltage stability problems may vary from a few seconds

to tens of minutes. Therefore, voltage stability may be either a short- or long-term

phenomenon. Short-term voltage stability involves the dynamics of fast-acting load

components such as induction motors, electronically controlled loads and HVDC

converters. The study period of interest here is in the order of several seconds, and

any analysis requires solutions of the appropriate system differential equations; this

is similar to the analysis of rotor angle stability. Dynamic modelling of loads is often

essential. In contrast to angle stability, short-circuits near loads are important.

Long-term voltage stability involves slower-acting equipment, such as tap-changing

transformers, thermostatically controlled loads and generator current limiters. Here,

the study period of interest may extend to several or many minutes, and long-term

simulations are required for the analysis of a system’s dynamic performance [60].

Stability is usually determined by the resulting outage of equipment, rather than

the severity of the initial disturbance. Instability is due to the loss of long-term

equilibrium (e.g., when loads try to restore their power beyond the capability of

the transmission network and connected generation), the post-disturbance steady-

state operating point being small-disturbance unstable, and/or a lack of attraction

toward the stable post-disturbance equilibrium (e.g., when a remedial action is ap-

plied too late) [18], [61]. The disturbance could also be a sustained load build-up

(e.g., motoring load increase).

Large-disturbance voltage stability refers to a system’s ability to maintain steady

voltages following large disturbances, such as system faults, loss of generation or cir-

cuit contingencies. This ability is determined by the system and load characteristics,

and the interactions of both continuous and discrete controls and protections. De-

termination of large-disturbance voltage stability requires the examination of the

nonlinear response of the power system over a period of time sufficient to capture

the performance and interactions of such devices as motors, underload transformer

tap changers and generator field-current limiters. The study period of interest may

extend from a few seconds to tens of minutes.

Small-disturbance voltage stability refers to a system’s ability to maintain steady

voltages when subjected to small perturbations, such as incremental changes in

system load. This form of stability is influenced by the characteristics of loads,

continuous controls and discrete controls at a given instant of time. This concept
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is useful for determining, at any instant, how the system voltages will respond

to small system changes. With appropriate assumptions, system equations can

be linearised for analysis, thereby allowing the computation of valuable sensitivity

information which is useful for identifying the factors influencing stability. However,

this linearisation cannot account for nonlinear effects, such as tap-changer controls

(deadbands, discrete tap steps, and time delays). Therefore, a combination of linear

and nonlinear analyses can be used in a complementary manner [55] to study voltage

stability.

2.3 Voltage Stability

The practical importance of voltage stability analysis is that it helps in designing and

selecting countermeasures which will avoid voltage collapse and enhance stability.

Voltage stability analysis has gained increasingly importance in recent years due to:

• generation being centralised in fewer, larger power plants which means fewer

voltage-controlled buses, and longer electrical distances between generation

and load;

• the integration of large-scale induction generators;

• the extensive use of shunt capacitor compensation;

• voltage instability caused by line and generator outages;

• many incidents having occurred throughout the world (France, Belgium, Swe-

den, Japan, USA, etc) [51], [52]; and

• the operation of a system being closer to its limits.

2.3.1 Voltage stability and nonlinearity

Historically, power systems were designed and operated conservatively. It was com-

paratively easy to match load growth with new generation and transmission equip-

ment. So, systems were operated in regions where behaviour was fairly linear. Only

occasionally would systems be forced to extremes where nonlinearities could begin

to have significant effects. However, the recent trend is for power systems to be

operated closer to their limits. Also, as the electricity industry moves towards an

open-access market, operating strategies will become much less predictable. Hence,

the reliance on fairly linear behaviour which was adequate in the past, must give

way to an acceptance that nonlinearities are going to play an increasingly important

role in power system operation.
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One important aspect of the voltage stability problem, making its understand-

ing and solution more difficult, is that the phenomena involved are truly nonlinear.

As the stress on a system increases, this nonlinearity becomes more and more pro-

nounced. The nonlinearity of loads and generator dynamics are important factors

when determining voltage instability. Therefore, it is essential that the nonlinear

behaviour of power system devices should be taken into account when designing

controllers and analysing dynamic behaviours.

2.3.2 Main causes of voltage instability

The driving force for voltage instability is usually the loads; in response to a dis-

turbance, power consumed by the loads tends to be restored by the action of motor

slip adjustment, distribution voltage regulators, tap-changing transformers and ther-

mostats. Restored loads increase the stress on a high-voltage network by increasing

the reactive power consumption and causing further voltage reduction. A run-down

situation causing voltage instability occurs when load dynamics attempt to restore

power consumption beyond the capability of the transmission network and the con-

nected generation [18], [61], [1], [62].

A major factor contributing to voltage instability is the voltage drop that occurs

when both active and reactive power flow through the inductive reactances of a

transmission network; this limits the capabilities of the transmission network, in

terms of power transfer and voltage support, which are further limited when some of

the generators hit their field, or armature current, time-overload capability limits. It

is worth noting that, in almost all voltage instability incidents, one or several crucial

generators were operating with a limited reactive capability [61]. Voltage stability

is threatened when a disturbance increases the reactive power demand beyond the

sustainable capacity of the available reactive power resources.

While the most common form of voltage instability is progressive drops in bus

voltages, the risk of over-voltage instability also exists and has been experienced in

at least one system [63]. This is caused by the capacitive behaviour of a network

(EHV transmission lines operating below surge impedance loading) as well as by

underexcitation limiters preventing generators and/or synchronous compensators

from absorbing the excess reactive power. In this case, instability is associated

with the inability of the combined generation and transmission systems to operate

below some load level. In their attempt to restore this load power, transformer tap

changers may cause long-term voltage instability.
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Voltage stability problems may also be experienced at the terminals of HVDC

links used for either long-distance or back-to-back applications [64]. They are usu-

ally associated with HVDC links connected to weak AC systems and may occur

at rectifier or inverter stations, and are associated with the unfavourable reactive

power load characteristics of converters. A HVDC link’s control strategies have a

very significant influence on such problems, since the active and reactive powers at

the AC/DC junction are determined by the controls. If the resulting loading on an

AC transmission stresses it beyond its capability, voltage instability occurs. Such a

phenomenon is relatively fast with the time frame of interest being in the order of one

second or less. Voltage instability may also be associated with converter transformer

tap-changer controls which is a considerably slower phenomenon. Recent develop-

ments in HVDC technology (voltage-source converters and capacitor-commutated

converters) have significantly increased the limits for the stable operation of HVDC

links in weak systems compared with the limits for line-commutated converters.

One form of the voltage stability problem, that results in uncontrolled over-

voltages, is the self-excitation of synchronous machines. This can arise if the capac-

itive load of a synchronous machine is too large. Examples of excessive capacitive

loads that can initiate self-excitation are open-ended high-voltage lines, and shunt

capacitors and filter banks from HVDC stations. The over-voltages that result when

a generator load changes to a capacitive load are characterised by an instantaneous

rise at the instant of change followed by a more gradual rise. This latter rise de-

pends on the relationship between the capacitive load component and the machine

reactance, together with the excitation system of the synchronous machine. The

negative field current capability of an exciter is a feature that has a positive influ-

ence on its limits for self-excitation. A voltage collapse may be aggravated by the

excessive use of shunt capacitor compensation, due to the inability of the system to

meet its reactive demands, or large sudden disturbances, such as the loss of either

a generating unit or a heavily loaded line, or cascading events or poor coordination

between various control and protective systems.

2.4 Methods for Improving Voltage Stability

The control of voltage levels is accomplished by controlling the production, absorp-

tion and flow of reactive power at all levels in a system. In order to function properly,
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it is essential that the voltage is kept close to the nominal value throughout the en-

tire power system. Traditionally, this has been achieved differently for transmission

networks and distribution grids. In transmission networks, a large-scale centralised

power plant keeps the node voltages within an allowed deviation from their nominal

values and the number of dedicated voltage control devices is limited.

In contrast, distribution grids incorporate dedicated equipment for voltage con-

trol and the generators connected to the distribution grid are hardly, if at all, in-

volved in controlling the node voltages. The most frequently used voltage control

devices in distribution grids are tap-changer transformers that change their turns

ratio but switched capacitors and reactors are also applied. However, a number of re-

cent developments challenge this traditional approach. One of these is the increased

use of WTs for generating electricity. When large-scale wind farms are connected to

the grids, it will be difficult to maintain node voltages using the traditional reactive

power control devices. In these cases, some dedicated equipment, such as flexible

AC transmission system (FACTS) devices will have to be used as well. FACTS

devices offer fast and reliable control over the three AC transmission system param-

eters, i.e., voltage, line impedance and phase angle, and make it possible to control

voltage stability dynamically.

2.4.1 Voltage stability and exciter control

Generator’s automatic voltage regulators (AVRs) are the most important means of

voltage control in a power system. A synchronous machine is capable of generating

and supplying reactive power within its capability limits to regulate system voltage.

For this reason, it is an extremely valuable part of the solution to the collapse-

mitigation problem.

The performance requirements of excitation systems are determined by consid-

erations of the synchronous generator as well as the power system. The basic re-

quirement is that the excitation system supplies and automatically adjusts the field

current of the synchronous generator in order to maintain the terminal voltage as

the output varies within the continuous capability of the generator. An excitation

system must be able to respond to transient disturbances by field forcing consistent

with the generator’s instantaneous and short-term capabilities, which in this regard,

are limited by several factors: rotor insulation failure due to high field voltage; ro-

tor heating due to high field current; stator heating due to high armature current
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loading; core end heating during underexcited operation; and heating due to excess

flux (volts/Hz).

To ensure the best utilisation of an excitation system, it should be capable of

meeting a system’s needs by taking full advantage of the generator’s short-term

capabilities without exceeding their limits. From the power system viewpoint, an

excitation system should contribute effective control of the voltage and enhance

system stability. It should be capable of responding rapidly to a disturbance so as

to enhance transient stability and modulate the generator field so as to maintain

small-signal stability.

Historically, the role of an excitation system for enhancing power system per-

formance has been continually growing. Early excitation systems were controlled

manually to maintain the desired generator terminal voltage and reactive power

loading. When the voltage control was first automated, it was very slow, basically

filling the role of an alert operator [1]. Many research works have been undertaken in

the area of voltage control using efficient excitation control. Modern excitation sys-

tems are capable of providing practically instantaneous responses with high ceiling

voltages. The combination of a high field-forcing capability and the use of auxil-

iary stabilising signals contributes to the substantial enhancement of overall system

dynamic performance.

2.4.2 Voltage stability and FACTS devices

During the past two decades, the increase in electrical energy demand has presented

higher requirements for the power industry. In recent years, the increases in peak

load demands and power transfers between utilities have elevated concerns about

system voltage security. Voltage instability is mainly associated with a reactive

power imbalance. Improving a system’s reactive power-handling capacity via FACTS

devices is a remedy for the prevention of voltage instability and, hence, voltage

collapse.

With the rapid development of power electronics, FACTS devices have been pro-

posed and implemented in power systems. They can be utilised to control power flow

and enhance system stability. Particularly with the deregulation of the electricity

market, there is an increasing interest in using FACTS devices for the operation and

control of power systems with new loading and power flow conditions. A better util-

isation of existing power systems so as to increase their capacities and controllability

by installing FACTS devices becomes imperative.
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In the present situation, there are two main aspects that should be considered

when using FACTS devices: the flexible power system operation according to their

power flow control capability; and improvements in the transient and steady-state

stability of power systems. FACTS devices are the right equipment to meet these

challenges and different types are used in different power systems.

The most commonly used devices in present power grids are shunt capacitors and

mechanically-controlled circuit breakers (MCCBs). Within limits, static reactive

sources, such as shunt capacitors, can assist in voltage support. However, unless

they are converted to pseudo-dynamic sources by being mechanically switched, they

are not able to help support voltages during emergencies, when more reactive power

support is required. In fact, shunt capacitors suffer from a serious drawback of

providing less reactive support at the very time that more support is needed, that

is, during a voltage depression volt-ampere-reactive (VAr) output being proportional

to the square of the applied voltage.

Their long switching periods and discrete operation make it difficult for MC-

CBs to handle the frequently changing loads smoothly and damp out the transient

oscillations quickly. In order to compensate for these drawbacks, large operational

margins and redundancies are maintained in order to protect the system from dy-

namic variation and recover from faults. However, this not only increases the cost

and lowers the efficiency, but also increases the complexity of a system and augments

the difficulty of its operation and control. Severe black-outs in power grids which

have happened recently worldwide have revealed that conventional transmission sys-

tems are unable to manage the control requirements of complicated interconnections

and variable power flows.

More smoothly controlled, and faster, reactive support than mechanically switched

capacitors can be provided by true dynamic sources of reactive power such as static

VAr compensators (SVCs), static synchronous compensators (STATCOMs), syn-

chronous condensers and generators. The application of SVCs and STATCOMs,

in the context of voltage stability, has been discussed in recent literature [65]. The

main differences between these two devices are that the SVC becomes a shunt capac-

itor when it reaches the limit of its control and all capacitance is fully switched in,

and its reactive power output decreases as the square of the voltage when the max-

imum range of control is reached. The main advantage of the STATCOM over the

thyristor type SVC is that the compensating current does not depend on the voltage
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level of the connecting point and thus the compensating current is not lowered as

the voltage drops [66]. STATCOMs help to meet the wind farm interconnection

standards and also provide dynamic voltage regulation, power factor correction and

a low-voltage ride-through capability for an entire wind farm.

2.5 Modelling of Power System Devices

Power systems are large interconnected systems consisting of generation units, trans-

mission grids, distribution systems and consumption units. The stability of a power

system is dependent on several components, such as conventional generators and

their exciters, wind generators, dynamic loads and FACTS devices. Therefore, an

understanding of the characteristics of these devices and the modelling of their per-

formances are of fundamental importance for stability studies and control design.

There are numerous dynamics associated with a power system which may affect its

large-signal stability and cause other kinds of stability problems. The large-signal

stability technique analyses a system’s stability by studying detailed simulations of

its dynamics.

Modern power systems are characterised by complex dynamic behaviours which

are due to their size and complexity. As the size of a power system increases, its dy-

namic processes become more challenging for analysis as well as for an understanding

of its underlying physical phenomena. Power systems, even in their simplest form,

exhibit nonlinear and time-varying behaviours. Moreover, there is a wide variety

of equipment in today’s power systems, namely: (i) synchronous generators and

wind generators; (ii) loads; (iii) reactive-power control devices, such as capacitor

banks and shunt reactors; (iv) power-electronically switched devices, such as SVCs,

and currently developed FACTS devices, such as STATCOMs; (v) series capacitors,

thyristor-controlled series capacitors (TCSCs), among others. Though the kinds of

equipment found in today’s power systems are well-established and quite uniform

in design, their precise modelling plays an important role in analysis and simulation

studies of a whole system.

Different approaches to system modelling lead to different analytical results and

accuracy. Improper models may result in over-estimated stability margins which can

be disastrous for system operation and control. On the contrary, redundant models

will greatly increase computation costs and could be impractical for industrial ap-

plication. To study the problem of modelling, all the components of a power system
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should be considered for their performance. Based on the requirements of stability

study, different modelling schemes can be used for the same device; for example,

three kinds of models of a system or device are necessary in order to study a power

system’s long term, midterm and transient stabilities.

Traditional system modelling has been based on generators and their controls

as well as the transmission system components. Only recently load modelling has

received more and more attention for stability analysis purposes. Test systems

considered in this dissertation consist of conventional generators, wind generators,

generator control systems including excitation control, automatic voltage regulators

(AVRs), power system stabilisers (PSSs), transmission lines, transformers, reactive

power compensation devices, newly developed FACTS devices and loads of different

kinds. Each piece of equipment has its own dynamic properties that may need to

be modelled for a stability study.

The dynamic behaviours of these devices are described through a set of nonlinear

differential equations while the power flow in the network is represented by a set

of algebraic equations. This gives rise to a set of differential-algebraic equations

(DAEs) describing the behaviour of a power system. After suitable representations

of these elements, one can arrive at a network model of a system in terms of its

admittance matrix. Generally because of a large number of nodes in the system,

this matrix will be large but can be reduced by adopting suitable assumptions.

Different types of models have been reported in the literature for each type of power

system component depending upon its specific applications [1]. In this chapter, the

relevant equations governing the dynamic behaviours of the specific types of models

used in this dissertation are described.

2.6 Modelling of Synchronous Generators

A synchronous machine is one of the most important power system components.

It can generate active and reactive power independently and has an important role

in voltage control. The synchronising torques between generators act to keep large

power systems together and make all generator rotors rotate synchronously. This

rotational speed is what determines the mains frequency which is kept very close to

the nominal value of 50 or 60 Hz.

Generally, the well-established Park’s model for a synchronous machine is used

in system analysis. However, some modifications of it can be employed to simplify
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it for stability analysis. Depending on the nature of the study, several models of a

synchronous generator, having different levels of complexity, can be utilised [1]. In

the simplest case, a synchronous generator is represented by a second-order differ-

ential equation, while studying fast transients in a generator’s windings requires the

use of a more detailed model, e.g., a sub-transient 6th-order model. Throughout

this thesis, sub-transient and third-order transient generator models are used.

The IEEE recommended practice regarding the d–q axis orientation of a syn-

chronous generator is followed here [1]. This results in a negative d-axis component

of stator current for an overexcited synchronous generator delivering power to the

system. The differential equations, governing the sub-transient dynamic behaviour

of generators in a multi-machine interconnected system, are given by [32]:
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= − 1

T ′
qok

[

E ′
dk

+ (Xqk −X ′
qk
){Iqk −

X ′
qk
−X ′′

qk

(X ′
qk
−Xlsk)

2
(−ψ2qk

+(X ′
qk
−Xlsk)Iqk − E ′

dk
)}
]

, (2.4)

ψ̇1dk =
1

T ′′
dok

[

−ψ1dk + E ′
qk
+ (Xdk −Xlsk)Idk

]

, (2.5)

ψ̇2qk = − 1

T ′′
qok

[

ψ2qk + E ′
dk

− (Xqk −Xlsk)Iqk
]

, (2.6)

for k = 1, , 2, . . . ,m, where m is the total number of generators, Kak the AVR gain,

Vtik the terminal voltage, Vsk the auxiliary input signal to the exciter, δk the power

angle of the generator, ωk the rotor speed with respect to a synchronous reference,

E ′
qk

the transient emf due to field flux linkage, E ′
dk

the transient emf due to flux

linkage in the d-axis damper coil, ψ1dk the sub-transient emf due to flux linkage in the

d-axis damper, ψ2qk the sub-transient emf due to flux linkage in the q-axis damper,
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ωs the absolute value of the synchronous speed in radians per second, Hk the inertia

constant of the generator, Dk the damping constant of the generator, T ′
dok

and T ′′
dok

the direct-axis open-circuit transient and sub-transient time constants, T ′
qok

and T ′′
qok

the q-axes open-circuit transient and sub-transient time constants, Idk and Iqk the d-

and q-axes components of the stator current, Xlsk the armature leakage reactance,

Xdk , X
′
dk

and X ′′
dk

the synchronous, transient and sub-transient reactances along the

d-axis, Xqk , X
′
qk

and X ′′
qk

the synchronous, transient and sub-transient reactances

along the q-axis, respectively.

For stability analysis, the stator transients are assumed to be much faster com-

pared to the swing dynamics [32]. Hence, the stator quantities are assumed to be

related to the terminal bus quantities through algebraic equations rather than state

equations. The stator algebraic equation is given by:

Vi cos(δi − θi)−
X ′′
di
−Xlsi

X ′
di
−Xlsi

E ′
qi
−
X ′
di
−X ′′

di

X ′
di
−Xlsi

ψ1di +RsiIqi −X ′′
di
Idi = 0, (2.7)

Vi sin(δi − θi) +
X ′′
qi
−Xlsi

X ′
qi
−Xlsi

E ′
di
−
X ′
qi
−X ′′

qi

X ′
qi
−Xlsi

ψ2qi −RsiIdi −X ′′
qi
Idi = 0, (2.8)

where Vi is the generator terminal voltage. Under typical assumptions, the single-

axis synchronous generator can be modelled by the following set of nonlinear differ-

ential equations [67]:

δ̇k = ωkωs − ωs, (2.9)

ω̇k =
1

2Hk

[

Pmk
− E ′

qk
Iqi −Dkω

]

, (2.10)

Ė ′
qk

=
1

T ′
d0k

[

Efdk − E ′
qk
− (Xdk −X ′

dk
)Idk

]

, (2.11)

where Efdi is the equivalent emf in the exciter coil. The mechanical input power,

Pmi
, to the generator is assumed to be constant.

2.6.1 Modelling of excitation systems

Control of the excitation system of a synchronous machine has a very strong in-

fluence on its performance, voltage regulation and stability [68]. Not only is the

operation of a single machine affected by its excitation but, also, the behaviour of

the whole system is dependent on the excitation system of separate generators; for
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example, inter-area oscillations are directly connected to the excitations of separate

generators [69]. In general, the whole excitation control system includes:

• a PSS;

• an excitation system stabiliser;

• an AVR; and

• a terminal voltage transducer and load compensator.

There are different types of excitation systems commercially available in the

power industry. However, one of the most commonly encountered models is the

so-called IEEE Type ST1A excitation system. Other excitation system models for

large-scale power system stability studies can be found in [70]. The main equations

describing IEEE Type ST1A excitation are listed below:

V̇trk =
1

Trk
[−Vtrk + Vtk ] , (2.12)

Efdk = Kak(Vrefk − Vtrk), (2.13)

where Vtrk is the measured voltage state variable after the sensor lag block, Vtk the

measured terminal voltage, Kak the AVR gain and Trk the sensor time constant. In

this dissertation, a robust excitation system is designed later and its performance is

compared with that of the above excitation system.

2.6.2 Power system stabilisers

The AVR plays an important role in keeping a generator synchronised with other

generators in the grid. To achieve this, it should be fast-acting. Using high AVR

gain to increase the action time often leads to unstable and oscillatory responses. To

increase the damping of a lightly damped mode, the AVR uses a signal proportional

to the rotor speed, although generator power and frequency may also be used [71].

The dynamic compensator used to modify the input signal to an AVR is commonly

known as a PSS. Most generators have a PSS to improve stability and damp out

oscillations.

Synchronous machines connected to a grid employ PSSs to enhance the damping

of rotor oscillations. A typical PSS uses the change in speed, ∆ω, as the feedback

variable and its output, Vs, is mixed with the reference voltage, Vref, to produce the

excitation signal. The block diagram in Fig. 2.4 shows the excitation system with

an AVR and a PSS [1]. The amount of damping provided by a PSS depends on
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Figure 2.4. PSS with AVR block diagram

the value of the gain block, KSTAB. The phase compensation block introduces the

phase lead necessary to compensate for the phase lag that is introduced between

the exciter input and the generator electrical torque. The wash-out block serves as

a high-pass filter, with the time constant, TW , being high enough to allow signals

associated with oscillations in ωr to pass unchanged and block slowly varying speed

changes. It allows the PSS to respond only to fast changes in speed.

2.6.3 Over-excitation limiters

An over-excitation limiter (OXL) can take two forms: (i) a device that limits the

thermal duty of the rotor field circuit on a continuous current basis; and (ii) a device

that limits the effects of stator or transformer core iron saturation due to excessive

generator terminal voltage, under-frequency, or the combination of both. An OXL

to protect the rotor from thermal overload, is an important controller in system

voltage stability. It is usually disabled in the transient time-frame to allow the

excitation system to force several times the rated voltage across the rotor winding

and more than the rated continuous current to help retain transient stability.

After a few seconds, the limiter is activated in an inverse time function–the higher

the rotor current, the sooner the limiter is activated. This brings the continuous

rotor current down to, or just below, the rated level to ensure the rotor is not

overheated by excessive current. The limiter acts without regard to the actual rotor
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Figure 2.5. Over-excitation limiter operating principle

temperature. Even if the rotor is very cool before the over-excitation event, the time

characteristic of the limiter is not changed. The over-excitation operating principle

is shown in Fig. 2.5.

Note:

• below EFD1, the device is inactive;

• above EFD3, the time to operate is constant and equal to TIME3; and

• if EFD goes below EFD1 at any time before the device has timed-out, the

timer resets.

2.7 Load Modelling

In recent years, the interest in load modelling has been continually increasing, and

the power system load has become a new area for research into power system stabil-

ity. Several studies, [18], [72], have shown the critical effect of load representation in

voltage stability studies and, therefore, the need to find more accurate load models

than those traditionally used. Given a power system topology, the behaviour of

a system following a disturbance, or the possibility of voltage collapse occurring,

depends to a great extent on how the load is represented.

Loads can be classified into different groups that are generally represented as an

aggregated model. The main classifications are in static and dynamic models. As

a static load model is not dependent on time, it describes the relationship of the

active and reactive power at any time to the voltage and/or frequency at the same
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instant of time. The characteristics of load with respect to frequency are not critical

for the phenomena of voltage stability but those with respect to voltage are. On the

other hand, a dynamic load model expresses this active/reactive power relationship

at any instant of time as a function of the voltage and/or frequency at a past instant

of time, usually including the present moment. Static load models have been used

for a long time for both purposes, that is, to represent static load components, such

as resistive and lighting loads, and also to approximate dynamic components. This

approximation may be sufficient in some of the cases but for the fact that load

representation has critical effects in voltage stability studies. This situation may

become worse due to the traditional static load models being replaced with dynamic

ones.

The modelling of load is complicated because a typical load bus represented in a

stability analysis is composed of a large number of devices, such as fluorescent and

incandescent lamps, refrigerators, heaters, compressors, motors and furnaces, etc.

The exact composition of load is difficult to estimate. Also, its composition changes

depending on many factors, including time, weather conditions and the state of

the economy. An example of the composite load model representation used in this

dissertation is shown in Fig. 2.6.

Figure 2.6. Example of mixed load

Common static load models for active and reactive power are expressed in poly-

nomial or exponential forms and can include, if necessary, a frequency dependence



Section 2.7 Load Modelling 37

term. In this thesis, we use the exponential form to represent static load as:

P (V ) = P0(
V

V0
)a (2.14)

Q(V ) = Q0(
V

V0
)b (2.15)

where P and Q are active and reactive components of load, respectively, when the

bus voltage magnitude is V. The subscript 0 identifies the values of the respective

variables at the initial operating condition. The parameters of this model are the

exponents a and b. With these exponents equal to 0, 1 or 2, the model represents

the constant power, constant current or constant impedance characteristics of load

components, respectively.

2.7.1 Modelling of induction motors

A large amount of power consumption is by induction motors (IMs) in residential,

commercial and industrial areas, commonly for the compressor loads of air condi-

tioning and refrigeration in residential and commercial areas [1]. These loads require

nearly constant torque at all speeds and are the most demanding from a stability

viewpoint. On the other hand, pumps, fans and compressors account for more

than half of industrial motor use. Typically, motors consume 60% to 70% of the

total power system energy and their dynamics are important for voltage stability

and long-term stability studies. Therefore, the dynamics attributed to motors are

usually the most significant aspects of the dynamic characteristics of system loads.

For representation in power system stability studies, the transients in stator

voltage relations can be neglected [18], which corresponds to ignoring the DC com-

ponents in stator transient currents, thereby permitting representation of only the

fundamental frequency components. The transient model of a squirrel-cage induc-

tion motor is described by the following DAEs written in a synchronously-rotating

reference frame [18]:

(vdsi + jvqsi) = (Rsi + jX ′
i)(idsi + jiqsi) + j(e′qri − je′dri), (2.16)

ṡ =
1

2Hmi

[Te − TL] , (2.17)

T ′
doi
ė′qri = −e′qri + (Xi −X ′

i)idsi − T ′
dosωse

′
dr, (2.18)

T ′
doė

′
dri

= −e′dri − (Xi −X ′
i)iqri + T ′

doi
sωse

′
qri
, (2.19)
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where for i = 1, . . . , p, p is the number of induction motor,X ′
i = Xsi+Xmi

Xri/(Xmi
+

Xri) the transient reactance, Xi = Xsi+Xmi
the rotor open-circuit reactance, T ′

doi
=

(Lri + Lmi
)/Rri the transient open-circuit time constant, Tei = e′qriiqsi + e′driidsi the

electrical torque, si the slip, e′dri the direct-axis transient emf, e′qri the quadrature-

axis transient emf, TLi
the load torque, Xsi the stator reactance, Xmi

the magnetis-

ing reactance, Hmi
the inertia constant of the motor, idsi and iqsi the d- and q-axis

components of the stator current, respectively.

There are two ways to obtain aggregation in load models. One is to survey the

customer loads in a detailed load model, including the relevant parts of the network,

and carry out system reduction. Then, a simple load model can be chosen so that

it has similar load characteristics to the detailed load model. Another approach is

to choose a load model structure and identify its parameters from measurements.

2.7.2 Modelling of on-load tap changers

Load tap-changing transformers do not correspond to a load component but, seen

from a transmission system viewpoint, they may be considered as part of the load.

After a disturbance, they restore the sub-transmission and distribution voltages to

their pre-disturbance values, but they also affect the status of the voltage-sensitive

loads. The restoration of the voltage and, consequently, the increase in these loads

may lead the system to voltage instability and collapse. The restoration process

takes several minutes. A tap changer is governed by its step size, time constant,

reference voltage and deadband. In this model, a tap changing takes place (after

some built-in time delay) if the load voltage, Vrms, falls beyond a voltage range of

[V ref −D − ǫ, V ref +D + ǫ]. The dynamic model of an OLTC is given by:

nk+1 = nk + d× (Vref − V ), (2.20)

where nk+1 and nk are the turns-ratios before and after a tap change, respectively,

and ǫ, D and d are the hysteresis band, deadband and step size of the tap, respec-

tively.

2.8 Modelling of Wind Generators

The generation of electricity using wind power has received considerable attention

world-wide in recent years. With the increasing penetration of wind-derived power

in interconnected power systems, it has become necessary into model complete wind
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energy systems in order to study their impact, and also wind plant controls. Wind

energy conversion systems comprise mechanical and electrical equipment and their

controls. Modelling these systems for power system stability studies requires careful

analysis of the equipment and controls to determine the characteristics that are

important in the time frame and bandwidth of such studies.

The response of a wind farm or, alternatively, a model of a wind farm, is very

dependent on the type of equipment used. The four concepts of operation of cur-

rently used grid-connected wind turbines (WTs) are: constant speed; limited vari-

able speed; variable-speed with partial-scale frequency converter; and variable-speed

with full-scale frequency converter [15]. At the moment, the majority of installed

WTs are of the fixed-speed types, with SCIGs, known as the ‘Danish concept’ while,

from a market perspective, the dominating technology WTs with doubly-fed induc-

tion generators (DFIGs). This thesis, however, focusses on the fixed-speed wind

turbine (FSWT) technology.

FSWTs dominated the first ten years of WT development during the 1990. Op-

eration at constant speed means that, regardless of the wind speed, the WT’s rotor

speed is fixed and is determined by the frequency of the grid, the gear ratio and the

generator design. Usually, a FSWT is equipped with a SCIG connected to the grid,

and a soft starter and capacitor bank for reducing the reactive power consumption.

It is designed to achieve maximum efficiency at a particular wind speed. Although

wound rotor synchronous generators have also been applied, at present, the most

common generator is the induction generator (IG).

The schematic structure of a FSWT with a SCIG is depicted in Fig. 2.7. It is the

simplest type of WT technology and has a turbine that converts the kinetic energy of

wind into mechanical energy. The generator then transforms the mechanical energy

into electrical energy and then delivers the energy directly to the grid. It needs to be

noted that the rotational speed of the generator, depending on the number of poles,

is relatively high (in the order of 1000–1500 rpm for a 50 Hz system frequency).

Such a rotational speed is too high for the turbine in terms of turbine efficiency and

mechanical stress. For this reason, a gear box is used to transform the rotational

speed. The fixed-speed induction generator (FSIG) technology operates by drawing

reactive power from the external grid via the stator to flux the rotor circuits. This

results in the unit demonstrating a low full-load power factor. Switched capacitor

banks or power electronically-controlled reactive power compensation devices (SVCs
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Figure 2.7. System structure of wind turbine with directly connected squirrel-cage in-
duction generator (source [73])

or STATCOMs) are installed to compensate for the reactive power consumed in order

to reduce the intake of reactive power from the grid, hence reducing transmission

losses and, in some instances, improving grid stability. The main concern for utilising

a FSIG in wind generation is its absorption of excessive reactive power from the

power system to magnetise the generator rotor circuit during voltage sag conditions

arising from switching-in or system short-circuit fault events. These effects are more

pronounced in a weak power system where reactive power reserves are scarce.

The schematic diagram of a variable-speed wind turbine (VSWT) is shown in

Fig. 2.8. In this concept, a gear-box is also used. These types of WTs have back-

to-back voltage-source converters (VSCs) for feeding the rotor windings and a pitch

angle control to limit the power extracted in high wind speed conditions. No com-

pensation capacitors are used.

A power collection and transmission system is required in a wind farm to connect

the WTs arrays with the other components of the farm and to transmit the gener-

ated power to either distribution or transmission networks depending on the farm’s

capacity and voltage level [75]. The most common configuration is one in which each

turbine unit has a transformer connected to it. However, in some configurations, two

or three turbine units are connected together to one transformer. The output power

of the transforms is carried by medium-voltage underground cables to overhead or

underground collection lines that transmit the power to the wind farm sub-station.

Here, the primary transformer steps up the voltage to the required voltage level of

the grid.
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Figure 2.8. Schematic diagram of variable-speed doubly-fed induction generator
(source [74])

Wind power has evolved rapidly over the last two decades with regard to the

WT power ratings and, consequently, the rotor diameters of WTs. In the past

few years, a different type of development has taken place: instead of a continuous

increase in WT rated power, the WT manufacturers have focussed on developing

WTs that are more reliable, grid code-compliant and suitable for different instal-

lation environments–onshore and offshore. Recently, the commercial offer from the

wind industry with the majority of WTs has been rated at around 2 to 3 MW.

As wind farms become a larger part of the total generation of power systems

worldwide, issues related to integration, stability effects and voltage impacts be-

come increasingly important. Adequate load flow and dynamic simulation models

(encompassing all significant air-dynamical, mechanical and electrical factors) are

necessary to evaluate the impact of wind farms on power systems.

2.8.1 Load flow representation

Usually, a wind farm comprises a large number of individual turbine units that are

interconnected in a radial or parallel arrangement. When studying the impact of

a wind farm on a system, it is reasonable to construct an equivalent of the wind

farm with a reduced number of aggregated units connected to the network. Such

a lumped representation is advantageous since it saves the user time and effort in

modelling the wind farm. The program available from Siemens PTI allows the user

to model a wind farm in PSS/E by merging groups of individual identical units into
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one or more equivalent machines. These equivalent machines are placed, along with

their step-up transformers, at collector buses designated by the user.

The real power output of a WT unit is a function of the wind speed felt by the

turbine blades and the site-dependent air density which is related by a so-called

power curve. The program mentioned above has the capability to either calculate

the MW output based on a given wind speed or, as is more reasonable for system

studies, to allow the user to directly dispatch the individual or equivalent units.

The reactive power injection or consumption of a WT unit is determined by its

dispatch and the AC voltage or power factor control. Based on its control strategy,

the program calculates the reactive output and determines the amount of additional

shunt capacitors required to be added to provide the desired power factor. In general,

the wind farm is represented as a PQ bus in a load-flow study.

The following equations are used to estimate the reactive power output from

induction generator [76]:

K1 = Xr +Xm, x
2 + xB + C = 0, (2.21)

where x = rr
s
, A = P (r2s +K2

3)−V 2rs, B = 2P (rsK2 +K3K4)−V 2(K2+K1+K3),

C = P (K2
2 +K2

4) − V 2K1K4, K2 = −XsK1 −XrXm, K3 = Xs +Xm, K4 = rsK1,

and P = V 2(xT1+K1T2)
T3

. Then, the reactive power of the IG is given by

Qg = −V
2(K1T1 − x1T2)

T3
, (2.22)

where T1 = xRs −XsK1 −XrXm, T2 = x(Xm +Xs) + rsK1, T3 = T 2
1 + T 2

2 .

2.8.2 Dynamic model of wind generators

This dissertation uses a model of the induction generator written in appropriate d-q

reference frame to facilitate investigation of control strategies. Fig. 2.9 depicts the

general structure of a model of a constant-speed wind turbine.The most important

components of a constant speed wind turbine are rotor, drive train and the generator,

combined with a wind speed model.

2.8.3 Rotor model

WTs are the main components of wind farms. They are usually mounted on towers

to capture the most kinetic energy. Because the wind speed increases with height,
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Figure 2.9. General structure of constant-speed wind turbine model

taller towers enable turbines to capture more energy and generate more electricity.

The three bladed rotor, consisting of the blades and a hub, is the most important

and most visible part of a WT. It is through the rotor that the energy of the wind

is transformed into mechanical energy that turns the main shaft of a WT.

The rotor of a WT, with radius Ri, converts energy from the wind to the rotor

shaft, rotating at the speed of ωmi
. The power from the wind depends on the wind

speed, Vwi
, the air density, ρi, and the swept area, Awti . From the available power

in the swept area, the power on the rotor is given based on the power coefficient,

cpi(λi, θi), which depends on the pitch angle of the blade, θi, and the ratio between

the speed of the blade tip and the wind speed, denoted as the tip-speed ratio,

λi =
ωmi

Ri

Vwi

. The aerodynamic torque applied to the rotor for the ith turbine by the

effective wind speed passing through the rotor is given as [15]:

Taei =
ρi

2ωmi

Awticpi(λi, θi)V
3
wi
, (2.23)

where cpi is approximated by the following relationship [77]:

cpi = (0.44− 0.0167θi) sin

[

π(λi − 3)

15− 0.3θi

]

− 0.00184(λi − 3)θi,

where i = 1, · · · , n and n is the number of WTs.

A controller equipped with a WT starts up the machine at wind speeds of about

8 to 16 miles per hour (mph) and shuts it off at about 55 mph. Turbines do not

operate at wind speeds above about 55 mph because they might be damaged. The

radius of a 2 MW wind turbine is about 80m, the typical value of air density is 1.225

kg/m3, cp is in the range of 0.52–0.55, towers range from 60 to 90 metres (200 to

300 feet) tall and the blades rotate at 10–22 revolutions per minute.

Equation 2.23 shows that aerodynamic efficiency is influenced by variation in

the blade’s pitch angle. Regulating the rotor blades provides an effective means

of regulating or limiting the turbine power during high wind speeds or abnormal
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conditions. A pitch control turbine performs power reduction by rotating each blade

about its axis in the direction of the angle of attack. In comparison with the passive

stall, the pitch control provides greater energy capture at the rated wind speed and

above. The aerodynamic braking facility of the pitch control can reduce extreme

loads on a turbine and also limit its power input so as to control possible over-speed

of the machine if the loading of the turbine-generator system is lost, for instance,

because of a power system fault. On a pitch-controlled WT, electronic controllers

check the power output of the turbine several times per second. When the power

output becomes too high, a message is sent to the blade-pitch mechanism which

immediately turns the rotor blades slightly in an attempt to restore this output to

an acceptable value. In this work, the pitch-rate limit is set to the typical value of

12 deg s−1.

2.8.4 Shaft model

A two-mass drive train model of a WT generator system (WTGS) is used in this

dissertation as drive train modelling can satisfactorily reproduce the dynamic charac-

teristics of a WTGS because that the low-speed shaft of a WT is relatively soft [40].

Therefore, although, it is essential to incorporate a shaft representation into the

constant-speed wind turbine model, only a low-speed shaft is included. The gearbox

and high-speed shaft are assumed to be infinitely stiff. The resonance frequencies

associated with gearboxes and high-speed shafts usually lie outside the frequency

bandwidth of interest [78]. Therefore, we use a two-mass representation of the drive

train.

The drive train attached to the WT converts the aerodynamic torque, Taei , on

the rotor into the torque on the low-speed shaft, which is scaled down through the

gear-box to the torque on the high-speed shaft. The first mass term stands for the

blades, hub and low-speed shaft and the second the high-speed shaft with inertia

constants, Hmi
and HGi

, respectively. The shafts are interconnected by a gear

ratio, Ngi , combined with torsion stiffness, Ksi , and torsion damping, Dmi
and DGi

,

resulting in the torsion angle, γi. The normal grid frequency is f . The dynamics of

the shaft are represented as in [15]:

ω̇mi
=

1

2Hmi

[Taei −Ksiγi −Dmi
ωmi

] , (2.24)

ω̇Gi
=

1

2HGi

[Ksiγi − Tei −DGi
ωGi

] , (2.25)
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γ̇i = 2πf(ωmi
− 1

Ngi

ωGi
). (2.26)

The generator receives the mechanical power from the gear-box through the stiff

shaft. The relationship between the mechanical torque and the torsional angle is

given by:

Tmi = Ksiγi. (2.27)

The gear-box connects the low-speed shaft to the high-speed shaft and increases

the rotational speeds from about 30 to 60 rotations per minute (rpm) to about 1000–

1800 rpm, which is the rotational speed required by most generators to produce

electricity.

2.8.5 Induction generator model

An IG can be represented in different ways, depending on the level of detail which

is characterised mainly by the number of phenomena, such as stator and rotor

flux dynamics, magnetic saturation, skin effects and mechanical dynamics included.

Although, a very detailed model which includes all these dynamics is a possibility,

it may not be beneficial for stability studies because it increases the complexity of

the model and requires time-consuming simulations. More importantly, not all of

these dynamics are shown to have significant influence in stability studies.

A comprehensive discussion on the comparison of different IG models can be

found in [15]. Accordingly, as the inclusion of iron losses in a model is a complicated

task, its influence for stability studies is neglected. The main flux saturation is only

of importance when the flux level is higher than the nominal level. Hence, this effect

can be neglected for most operating conditions. The skin effect should only be taken

into account for a large-slip operating condition which is not the case for a FSWT.

Another constraint of including dynamics in a model is the availability of relevant

data. Typically, saturation and skin effect data are not provided by manufacturers.

Therefore, in general, it is impractical to use them in WT applications. For the

representation of FSIG models in power system stability studies [79], the stator flux

transients can be neglected in the voltage relations.

All of these arguments lead to the conclusion that rotor dynamics are only the

major factors required to be considered in an IG model for a voltage stability analy-

sis. Representation of the third-order model of an IG offers a compatibility with the

network model and provides more efficient simulation time. The main drawbacks of
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the third-order model is its inability to predict peak transient current and, to some

extent, its less accurate estimation of speed. However, at a relatively high inertia,

the third-order model is sufficiently accurate.

The transient model of a SCIG is described by the following DAEs [15], [76]:

ṡi =
1

2HGi

[Tmi
− Tei ] , (2.28)

Ė ′
qri

= − 1

T ′
oi

[

E ′
qri

− (Xi −X ′
i)idsi

]

− siωsE
′
dri
, (2.29)

Ė ′
dri

= − 1

T ′
oi

[

E ′
dri

+ (Xi −X ′
i)iqsi

]

+ siωsE
′
qri
, (2.30)

Vdsi = Rsiidsi −X ′
iiqsi + E ′

dri
, (2.31)

Vqsi = Rsiidsi +X ′
iiqsi + E ′

qri
, (2.32)

vti =
√

V 2
dsi

+ V 2
qsi
, (2.33)

where X ′
i = Xsi+Xmi

Xri/(Xmi
+Xri) is the transient reactance, Xi = Xsi+Xmi

the

rotor open-circuit reactance, T ′
oi
= (Lri + Lmi

)/Rri the transient open-circuit time

constant, vti the terminal voltage of the IG, si the slip, E
′
dri

the direct-axis transient

voltages, E ′
qri

the quadrature-axis transient voltages, Vdsi the d-axis stator voltage,

Vqsi the q-axis stator voltage, Tmi
the mechanical torque, Tei = Edriidsi + Eqriiqsi ,

the electrical torque, Xsi the stator reactance, Xri is the rotor reactance, Xmi
the

magnetising reactance, Rsi the stator resistance, Rri the rotor resistance, HGi
the

inertia constant of the IG, and idsi and iqsi the d- and q-axis components of the

stator current, given by:

Idi =
n
∑

j=1

[

E ′
drj(Gij cos δji − Bij sin δji) + E ′

qrj(Gij sin δji + Bij cos δji)
]

, (2.34)

Iqi =
n
∑

j=1

[

E ′
drj(Gijsinδji + Bijcosδji) + E ′

qrj(Gijcosδji − Bijsinδji)
]

. (2.35)

The equations that describe a SCIG are identical to those of the DFIG except

that the rotor is short-circuited. The converter for VSWTs [15] used in this thesis

consists of two VCSs connected back-to-back. This enables variable-speed operation

of the WTs by using a decoupling control scheme which controls the active and reac-

tive components of the current separately. The modelling of IGs for power-flow and
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dynamic analyses is discussed in [15], [76]. A general model for the representation

of VSWTs in simulations of power system dynamics is presented in [80].

2.8.6 Aggregated model of wind turbine

The development of aggregated models of wind farms is also an important issue be-

cause, as the sizes and numbers of turbines on wind farms increase, representing wind

farms as individual turbines increases complexity and leads to a time-consuming

simulation which is not beneficial for stability studies of large power systems.

For the aggregation of WTs, the models of several identical WTs (even in the

incoming wind) are combined in a single turbine model with a higher rating. The

parameters are obtained by preserving the electrical and mechanical parameters of

each unit, and by increasing the nominal power to the equivalent of the involved

turbines in the aggregation process [81].

This aggregated model reduces computation and simulation times in comparison

with those of a detailed model with different representations of tens or hundreds of

turbines and their interconnections. However, the aggregated model requires spe-

cific care in choosing what to aggregate in order to be as close to reality as possible.

In addition, this type of modelling is very difficult for WTs without a parallel dis-

tribution (i.e., in the form of an array which is the most common distribution for

offshore, but not for onshore, wind farms).

2.9 Modelling of FACTS Devices

In general, FACTS devices can be utilised to increase the transmission capacity,

the stability margin and dynamic behaviour and serve to ensure improved power

quality. Their main capabilities are reactive power compensation, voltage control

and power-flow control. Due to their controllable power electronics, FACTS devices

always provide fast controllability in comparison with that of conventional devices,

such as switched compensation or phase shifting transformers. Different control

options provide high flexibility and lead to multi-functional devices.

Several kinds of FACTS devices have been developed and there are several years

of documented evidence of their use in practice and research. Some of them, such as

the thyristor based SVC, are widely applied technology; others, like the VSC-based

STATCOMs or the VSC high voltage DC (HVDC) are being used in a growing

number of installations worldwide. The most versatile FACTS devices, such as the

unified power-flow controller (UFPC) are still confined primarily to research and
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development applications. In this dissertation, we mainly use a STATCOM and, in

few cases, SVC and thyristor-controlled switched capacitors (TCSCs).

2.9.1 STATCOM model

The concept of the STATCOM was proposed by Gyugyi in 1976 [82]. A STATCOM

is a shunt FACTS device which is mostly employed for controlling the voltage at the

point of connection to the network, as shown in Fig 2.10. In general, a STATCOM

system consists of three main parts: a VSC; a coupling reactor or a step-up trans-

former; and a controller. The magnitude and phase of VSC’s output voltage, Vi,

can be regulated through the turn-on/turn-off of the VSC switches so that the VSC

output current, I, can be controlled. Here, I is equal to the sum of Vi minus the

voltage at an AC point of common coupling (PCC), Vs, divided by the impedance of

the coupling reactor, Xs. In other words, the capacitive or inductive output currents

of a STATCOM can be achieved through regulating the magnitude of Vi to be larger

or smaller than the magnitude of Vs. Meanwhile, the phase of Vi is almost in phase

with Vs but has a small phase-shift angle to compensate for the converter’s internal

loss, thereby keeping the system stable. Therefore, I can be controlled inherently

and independently of Vs.

Figure 2.10. Schematic diagram of VSC-based STATCOM

By controlling the magnitude and angle of its output voltage, i.e., Vi∠α, the

STATCOM is able to control its active and reactive exchanges with the power sys-

tem and, therefore, control the voltage at the PCC. The real and reactive power
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expressions are given by:

P =
ViVs
X

sin(α− θ),

Q =
Vi(Vi − Vs cos(α− θ))

X
.

The direction of the reactive power flow can now be determined by the magnitude

of the inverter output voltage. For values of Vi larger than Vs, a STATCOM is in

the capacitive mode and injects reactive power into the network while, for Vi values

smaller than Vs, it is in the inductive mode and absorbs reactive power from the

network. In a typical STATCOM with a capacitor as the DC link, the values of the

active and reactive power depend on one another. However, a STATCOM connected

to a battery energy storage system (STATCOM/BESS) is capable of controlling the

values of both the active and reactive power independently [83].

For the purposes of stability studies, the STATCOM shown in Fig. 2.11 can be

modelled as an AC voltage source with controllable magnitude and phase [84]. The

dynamics of this voltage source are governed by the charging and discharging of a

large (nonideal) capacitor. The capacitor, Cl, and its resistance, RCl
, are shown

in Fig. 2.11. The DC voltage across the capacitor is inverted and connected to

an external bus via a short transmission line and a transformer bus. Details of

various inverter schemes and how a controllable phase and magnitude are achieved

are described in [82]. The phase-locked loop (PLL) block in Fig. 2.11 indicates that

the phase shift of the inverter wave is adjusted with reference to the external bus

voltage.

For the stability analysis we include the transformer and the transmission line

(represented by Rl and Ll in Fig. 2.11) in the reduced impedance matrix. This

directly interconnects the controllable inverter output with the rest of the system.

The capacitor voltage can be adjusted by controlling the phase-angle difference

between the line voltage, Vl, and the VSC voltage, El, (El = klvdcl∠αl). If the

phase angle of the line voltage is taken as a reference, the phase angle of the VSC

voltage is the same as the firing angle, αl, of the VSC. Thus, if the firing angles are

slightly advanced, the DC voltage, vdcl , decreases and the reactive power flows into

the STATCOM. Conversely, if the firing angles are slightly delayed, the DC voltage

increases and the STATCOM supplies reactive power to the bus. By controlling the

firing angle of the VSC, the reactive power can be generated from, or absorbed, by
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klvdcl∠θl + φl

converter

Rl

Ll

Vl∠θl
· · ·

+
vdcl− Cl RCl

PLL

θl

+
φl

kL

Figure 2.11. Schematic diagram of STATCOM
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the STATCOM and, thus, voltage regulation can be achieved. The dynamics for lth

STATCOM can be described by the following equation:

v̇dcl(t) = − Psl
Clvdcl

− vdcl
RCl

Cl
, (2.36)

for l = 1, . . . ,m where m is the number of STATCOMs, vdcl the capacitor voltage,

Cl the DC capacitor, RCl
the internal resistance of the capacitor, αl the bus angle of

the STATCOM in the reduced network, and Psl the power supplied by the system

to the STATCOM to charge the capacitor which is given by:

Psl = |El|2Gll +
m
∑

p=1

p 6=l

|El||Ep| [Blp sinαpl +Gpl cosαlp] ,

+
n
∑

j=1

j 6=l

|El||E ′
j| [Blj sin(δj − αl) +Glj cos(δj − αl)] , (2.37)

where Glp and Blp are the real and imaginary parts of the equivalent transfer

impedances between the terminal buses of STATCOMs l and p and Glj and Blj

are between the terminal buses of STATCOM l and IG j. The term E ′
j denotes

both E ′
drj and E

′
qrj and sinαpl = sin(αp − αl).

klvdcl∠αl

converter

· · ·

+
vdcl− Cl RCl

αl+

α0l

∆αl

kl

Figure 2.12. STATCOM (equivalent)



Section 2.9 Modelling of FACTS Devices 52

The terminal voltage of STATCOMs is measured using a transducer with firs-

order dynamic:

v̇tml
= −vtml

Tml

+Kml
vtl , (2.38)

where vtml
is the sensor output, vtl the voltage at the connection point of STATCOM,

Kml
the constant and Tml

the time constant of the voltage transducer. For the linear

analysis we can assume that we know the equilibrium condition α0 and control only

∆α as shown in Fig. 2.12.

+

−

|E0
i |

KMac

sTMac
+ 1

|Ei|

controller
k

Figure 2.13. Modulation index (k) control

+

−

v0dci

KMac

sTMac
+ 1

vdci

controller
αi

+

−
α0

∆αi

Figure 2.14. Firing angle (α) control

The indirect conventional controllers for k and α are shown in Figs. 2.13 and 2.14.

This gives an idea of the controller structure used by the industry. In this research,

we will control ∆k and ∆α for the STATCOM in Fig. 2.12 directly instead of using

conventional controllers.
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2.9.2 SVC modelling

By providing dynamic reactive power, SVC can be used for the purpose of regulating

the system voltage, compensating the voltage at a reasonable level, improving the

power flow capacity of a transmission line, enhancing the damping of low frequency

oscillations as well as inhibiting the sub-synchronous oscillations. SVC is also ca-

pable of inhibiting the variation of busbar voltage caused by the fluctuating load,

which is favourable for the recovery of transient voltage and the improvement of

stabilisation of the system voltage.

For industrial users, it can effectively control the reactive power, improve the

power factor, reduce the voltage influence and harmonic interference caused by the

nonlinear load, balance the three-phase load, improve the power quality, productive

efficiency and the product quality, and reduce the energy consumption. It is widely

used in industry of machine, electric power, metallurgy, electrified railway, mine and

wind power generation. The overall performance indicators are given below:

• SVC dynamic capacity: 0–400 MVAr;

• control-target bus rated voltage: 6–500 kV;

• total dynamic response time: (reactive power output): <15 ms; and

• SVC biggest loss:<0.8%.

The SVC circuit contains the voltage measuring and voltage regulator circuits,

outputs of which are fed into the thyristor firing control circuit. Normally, the

susceptance of the SVC (B) is varied to maintain the mid-bus voltage, Vm, within

its pre-specified tolerance. The supplementary stabilising signal is added to the

output of the voltage regulator. The variation of the susceptance (B) can be related

through the differential equation:

△Ḃl = [−△Bl +Bl0 +KclVsl ] /Tcl , (2.39)

for l = 1, . . . ,m, where m is the number of SVC, Kcl and Tcl the gain and time

constants of the SVC’s firing angle control circuit, respectively, and Vsl the extra

stabilising signal.

2.9.3 Thyristor controlled series capacitor

After the introduction of TCSC in the late 1980s, they have been implemented in

several locations around the world. As a controllable series compensation device

and with flexible control possibilities, the TCSC has been found to be effective,
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especially in damping electromechanical and sub-synchronous oscillations. With a

properly designed control system, a TCSC can be effectively utilised for enhancing

both small signal and transient stabilities of a power system. Therefore, a good

understanding of the interaction phenomena between a TCSC and its surrounding

network will be necessary in order to design optimal control structures and, at the

same time, prevent undesired interactions.

Figure 2.15. One-line diagram of single-phase TCSC

The single-line diagram of a TCSC is shown in Fig. 2.15. The operation of a

TCSC involves discrete actions and is periodic in nature, whereby one of its anti-

parallel thyristors of the TCSC is turned on during a portion of a half-cycle of the

power frequency and is turned-off during the remainder of the cycle. The other

anti-parallel thyristor repeats the conduction/non-conduction process during the

next half cycle and vice versa. The duration and timing of thyristor conductions

are based on the triggering logic and are controlled by the synchronisation system

and the higher-level control loops. When a thyristor conducts, a circulating current

flows in both the inductor and the capacitor which can either increase or decrease

the voltage across the capacitor.

2.9.4 Energy storage device

The energy storage system (ESS), as an enabling infrastructure technology, pro-

vides ride-through over outages, improves profitability in high-energy applications,

increases system reliability and dynamic stability, improves power quality and en-

hances transmission capacity of the transmission grid in a high power applica-

tion [82]. For a high power application, the use of short-term (cycles to seconds)

energy storage integrated with a power electronics-based controller, well known as

a FACTS controller, could offer the following three distinct advantages:
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• provide system damping, while maintaining constant voltage following a dis-

turbance;

• provide additional damping in situations where the dynamic reactive power

provided by traditional FACTS controllers with similar ratings is inadequate

(Alternatively, it could provide the same amount of damping at less cost.

The damping of oscillation, by repeatedly interchanging small amounts of real

power with the system, would be an excellent ESS application); and

• provide energy to maintain the speed of locally connected induction motors

during a power system disturbance (This may prevent a voltage collapse in

areas where there is a large concentration of induction motors that would

otherwise stall).

While the superconductive magnetic energy storage (SMES) technology over-

comes many barriers from a technology perspective, and has been commercially

available in some specific sizes, the cost and relative complexity of the overall SMES

system still makes it an expensive choice for a short-term ESS [85].

Recent advances in supercapacitor (SCAP) technology with an asymmetrical

design have brought much excitement to the industry with the hope of a new and

better short-term energy storage solution [86]. SCAP, as one type of electrochem-

ical capacitor, stores electrical energy in the electrical double layer using relatively

inexpensive materials, provides energy density thousands of times larger than that

of conventional electrolytic capacitors, and has miscellaneous advantages over other

high-power energy storage devices: high power density, low cost, reliable and long

life cycle, fast and deep charge/discharge capability, wide range of operational tem-

peratures, maintenance-free operation and storage, and environmental safety. These

characteristics make SCAP a desirable energy storage element for short-term high-

power ESS applications [87].

2.9.5 Network power-flow model

The power balance equations pertaining to generator buses are given by:

Vi cos(δi − θi)Iqi − Vi sin(δi − θi)Idi − Spi = 0, (2.40)

−Vi sin(δi − θi)Iqi − Vi cos(δi − θi)Idi − Sqi = 0, (2.41)
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where,

Spi =
n
∑

k=1

ViVk [Gik cos(θi − θk) + Bik sin(θi − θk)] , (2.42)

Sqi =
n
∑

k=1

ViVk [Gik sin(θi − θk)− Bik cos(θi − θk)] , (2.43)

for i = 1, 2, . . . ,m.

The power balance equations for non-generator buses are given by:

PLi
(Vi) +

n
∑

k=1

ViVk [Gik cos(θi − θk) + Bik sin(θi − θk)] = 0, (2.44)

QLi
(Vi) +

n
∑

k=1

ViVk [Gik sin(θi − θk)− Bik cos(θi − θk)] = 0, (2.45)

for i = m+1,m+2, . . . , n, where , n is the total number of buses in the system and

Yik = Gik + jBik the element of the ith row and kth column of the bus admittance

matrix Y .

2.9.6 Power system modelling

Power system modelling requires the modelling of all system components including,

generators, transmission lines, transformers, loads and other control devices/systems,

as discussed above. A complete power system modelling approach involves forming

the overall system equations in the form of DAEs as:

ẋ = f(x, z, p), (2.46)

0 = g(x, z, p), (2.47)

where x is the vector of state variables, z the vector of algebraic variables and p the

vector of system parameters. The differential equation set includes the dynamics

of generators, excitation systems, load dynamics, and the algebraic equation set

includes load flow equations and other algebraic relationship among the system

components.

In power system modelling studies, the parameter values are chosen as either

fixed values or within a certain range because the measurement of actual system

parameters is very difficult. In particular, the load parameter values are difficult to
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obtain due to the large number of load components, the inaccessibility of certain

customer loads, load compensation variations and the uncertainties of many load

component characteristics.

2.10 Power System Stability Analysis

Consider the system described by:

ẋ = f(t, x), (2.48)

where x(t) is the state vector and f(t, x) is sufficiently differentiable with its domain

including the origin. The system described above is said to be autonomous if f(t, x)

is independent of t and non-autonomous otherwise.

A typical scenario for a power system stability analysis involves three distinct

steps.

1 The system initially operates in a pre-disturbance equilibrium set Xn; in that

set, various driving terms affecting system variables are balanced (either in-

stantaneously, or over a time interval).

2 Next, an event-type disturbance characterised by a specific fault scenario (e.g.,

short-circuit somewhere in the transmission network followed by a line discon-

nection, including the duration of the event’s fault-clearing time) or norm-type

disturbances (described by their size in terms of various norms of signals, e.g.,

load variations), acts on the system.

3 After an event-type disturbance, the system dynamics are studied with respect

to a known post-disturbance equilibrium set, Xp (which may be distinct from

Xn). The system initial condition belongs to a starting set, χp, according

to which one wants to characterise the system motion with respect to Xp ,

i.e., if the system trajectory will remain inside the technically viable set, Ωp

(which includes Xp). Moreover, a detected instability (during which system

motion crosses the boundary of the technically viable set, ∂Ωp, e.g., causing

line tripping or a partial load shedding) may lead to a new stability study for

a new system with new starting and viable sets, and possibly with different

modelling assumptions (or several such studies if a system becomes partitioned

into several disconnected parts).
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In general, the stability analysis of power systems is non-local as the various equilib-

rium sets may become involved. In the case of event-type disturbances, the pertur-

bations of interest are specified deterministically moreover, it is assumed that all Xp

associated with the given Xn and the disturbance are properly determined. In the

case of norm-type perturbations, the uncertainty structure is different–the pertur-

bation is characterised by size and the same equilibrium set typically characterises

the system before and after the disturbance.

2.11 Chapter Summary

The basic ideas about voltage instability and importance of voltage instability anal-

ysis are explained from a fundamental as well as practical point of view in this

chapter. The main focus of the chapter is to provide underlying causes of voltage

instability , and the identification of different categories of stability behaviours that

are important in power system stability analysis. The methods of improving voltage

stability are also outlined.

In addition, this chapter discusses the dynamic modelling of a large power system.

To provide a reliable model for implementation in a standard simulation tool, several

factors must be taken into account. The first important process is to clearly define

the purpose of the study. Each type of power system study requires a particular

frequency bandwidth and a simulation time-frame depending on how fast the system

dynamics need to be investigated. Subsequently, the nature of the system being

modelled must be carefully understood and the simulation tool used to simulate the

models must be appropriately utilised.

Linear feedback control in power systems has a long history in terms of research

and diverse applications. Linear controllers are preferred over nonlinear controllers

because they impose lower requirements on practical implementation. However, as

power system components are nonlinear in order to design a linear controller, linear

models of a nonlinear system are needed. Different linearisation and modal analysis

techniques will be discussed in the next chapter.
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Linearisation and Modal Analysis

3.1 Introduction

Many important components of a power system, such as conventional generators,

wind generators, dynamic loads and FACTS devices, have nonlinear dynamics. The

theory of nonlinear systems can be used to analyse these nonlinearities; however,

its application is restricted to small and simple systems [32]. The concept of energy

functions has been applied as a powerful tool to assess system security, stability

limits and regions of attraction for the post-fault equilibrium state [88]. Suitable

energy-like functions have been constructed and examined to see whether their values

diminish with time in the post-disturbance period. Construction of the energy

function is easy as long as the classical generator model is considered with a constant

impedance load [32]. In the presence of large-order model complexities, such as

excitation control, wind turbines, dynamic load, FACTS devices and a network

with transfer conductances, suitable energy functions are difficult to obtain.

However, the theory of linear system analysis provides useful insights into the

operating behaviour of an interconnected power system although the dynamic be-

haviour of the system must be assumed to be linear for such tools to be applicable.

A better understanding of the nature of system dynamics helps to plan the control

strategies necessary for the secure operation of the system. The linearisation tech-

nique is used throughout this dissertation to gain an idea of the control problems

which are at the heart of controller design. This chapter provides a general coverage

of the conventional and proposed linearisation techniques and modal analysis used

in this research.

3.2 Conventional Linearisation

The nature of power systems is essentially nonlinear. To study the behaviour of

a power system in a neighbourhood of an equilibrium point, it is a common as-

sumption that the power system is a linear, time-invariant system [71], that is, the

59
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initial nonlinear system is approximated by a linear one. In many cases of practical

importance, this assumption works quite well and yields numerous advantages.

Multi-machine power system dynamic behaviour is usually expressed as a set of

nonlinear differential algebraic equations (DAEs). The algebraic equations result

from the network power balance and generator stator current equations. The ini-

tial operating state of the algebraic variables, such as bus voltages and angles, are

obtained through a standard power-flow solution. The initial values of the dynamic

variables are obtained by solving the differential equations through the simple sub-

stitution of algebraic variables into the set of differential equations. The set of DAEs

is then linearised around the equilibrium point.

A complete power system modelling approach involves forming the overall system

equations in the form of DAEs, as:

˙̄x = f ′(x̄, u, z), (3.1)

0 = g(x̄, u, z), (3.2)

y = h′(x̄, u, z), (3.3)

where f ′ and g are the vectors of differential and algebraic equations, respectively,

and h′ a vector of the output equations. The inputs are normally reference values,

such as speed and voltage at individual units, and can be the voltage, reactance and

power flow as set in FACTS devices. The output can be unit power output, bus

frequency, bus voltage, line power or current, etc. The notations x̄ ∈ Rn, z ∈ Rm,

u ∈ Rp, and y ∈ Rq denote the vector of the state and algebraic variables, and the

inputs and outputs, respectively. In power systems, the algebraic equation (3.2) is

used to eliminate the variable z. By representing z = g−1(x̄, u), the overall power

system model can be rewritten as:

ẋ = f(x, u), (3.4)

y = h(x, u), (3.5)

where

f(x, u) = f ′(x̄, u, g−1(x̄, u)). (3.6)
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Setting Eq. (3.4) equal to the zero vector, we get:

ẋ = f(x, u) = 0, (3.7)

the system is said to be at rest or at an equilibrium point since all variables are

constant and do not vary with time. Let x0 be the state vector and u0 the input

vector corresponding to the system at rest, so that:

f(x0, u0) = 0. (3.8)

Let assume x be a point which is different from x0 by △x:

x = x0 +△x, (3.9)

u = u0 +△u, (3.10)

in (3.7). The prefix △ in Eqs. (3.9) and (3.10) denotes a small deviation. The new

state (and every state) must satisfy Eq. (3.7). Hence:

ẋ = f(x+△x, u+△u). (3.11)

By time-differentiating both sides of equation (3.9) we get

ẋ = ẋ0 +△ẋ. (3.12)

From Eqs. (3.12) and (3.7), we get:

ẋ0 +△ẋ = f(x+△x, u+△u). (3.13)

For small deviations, the non-linear function, f(x, u), in equation (3.13) can be

expressed in terms of a Taylor expansion. A Taylor expansion for a general scalar

function, f(x), as a function of one variable, x, in a close interval around x0 is

defined in [89] as:

f(x) = f(x0) +
f ′(x0)

1!
(x− x0) +

f ′′(x0)

2!
(x− x0)

2 + · · ·+ fn(x0)

n!
(x− x0)

n. (3.14)
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If we omit the second and higher orders of expression (3.14), we get:

f(x) = f(x0) + f ′(x0)(x− x0). (3.15)

The closer the interval we choose around x0 as shown in Fig. 3.1, the better the

linear approximation in (3.15).

Figure 3.1. An approximation of f(x) at (x, f(x))

So, we can write for ith order system, i = 1, 2, · · · , n:

ẋi0 +△ẋi = fi(x+△x, u+△u), (3.16)

= fi(x0, u0)) +
∂fi
∂x1

△x1 + · · ·+ ∂fi
∂xn

△xn +
∂fi
∂u1

△u1 + · · ·+ ∂fi
∂un

△un.

(3.17)

Since xi0 = fi(x0, u0)) = 0, we get:

△ẋi = fi(x+△x, u+△u), (3.18)

=
∂fi
∂x1

∣

∣

∣

∣

x=x0
u=u0

△x1 + · · ·+ ∂fi
∂xn

∣

∣

∣

∣

x=x0
u=u0

△xn +
∂fi
∂u1

∣

∣

∣

∣

x=x0
u=u0

△u1 + · · ·+ ∂fi
∂un

∣

∣

∣

∣

x=x0
u=u0

△un,

(3.19)
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Similarly, for output signal yj, we can write:

△yj =
∂gj
∂x1

∣

∣

∣

∣

x=x0
u=u0

△x1 + · · ·+ ∂gj
∂xn

∣

∣

∣

∣

x=x0
u=u0

△xn +
∂gj
∂u1

∣

∣

∣

∣

x=x0
u=u0

△u1 + · · ·+ ∂gj
∂un

∣

∣

∣

∣

x=x0
u=u0

△un.

(3.20)

Finally, in matrix form, we can rewrite:

△ẋ = A△x+ B△u, (3.21)

△y = C△x+D△u, (3.22)

where

A =









∂f1
∂x1

. . . ∂f1
∂xn

... . . .
...

∂fn
∂xn

. . . ∂fn
∂xn









∣

∣

∣

∣

∣

∣

∣

∣

x=x0
u=u0

, B =









∂f1
∂u1

. . . ∂f1
∂un

... . . .
...

∂fn
∂un

. . . ∂fn
∂un









∣

∣

∣

∣

∣

∣

∣

∣

x=x0
u=u0

, (3.23)

C =









∂g1
∂x1

. . . ∂g1
∂xn

... . . .
...

∂gn
∂xn

. . . ∂gn
∂xn









∣

∣

∣

∣

∣

∣

∣

∣

x=x0
u=u0

, D =









∂g1
∂u1

. . . ∂g1
∂un

... . . .
...

∂gn
∂un

. . . ∂gn
∂un









∣

∣

∣

∣

∣

∣

∣

∣

x=x0
u=u0

, (3.24)

where △x is the state vector of dimension n, △u the input vector of dimension r,

△y the output vector of dimension m, A the state matrix of size n×n, B the input

matrix of size n×r, C the output matrix of size m×n and D the feedforward matrix

of size m× r.

3.2.1 Linearisation by perturbation

In many situations in which the partial derivatives are difficult or inconvenient to

calculate, perturbation analysis can be used to obtain a linearised model. The

(i, j)th element of matrix A in (3.21) can be obtained numerically as:

aij =
fi(x0 + ǫj, u0)− fi(x0, u0)

ǫ
, (3.25)

where ǫj is a vector the same size as x with all its elements zero except that its

jth element is a small number, ǫ. The (i, j)th element of matrix B can be obtained
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numerically as:

bij =
fi(x0, u0 + ǫj)− fi(x0, u0)

ǫ
, (3.26)

where ǫj is a vector the same size as u with all its elements zero except for its jth

element.

3.3 Proposed Linearisation

The method of conventional linearisation described above has been widely used to

design controllers for power system stability. However, it has some serious limitations

which cannot be ignored. As the operating point of a system drifts away from the

selected equilibrium point, the state equations obtained by an approximate linearised

method will lose their precision for describing the original nonlinear system. It would

not be surprising if the controllers, well-designed according to the mathematical

model obtained through conventional linearisation, are only able to improve the

system’s stability under small disturbances, but reveal their inability to do so under

large disturbances. Therefore, it would be desirable to have a robust controller

that could ensure stability of the system for a wider operating region, comprising

operating conditions that could be much more distant from the equilibrium point

than the ones given by the conventional linearisation method.

In a typical robust control design the nominal system is considered with un-

modelled dynamics in a feedback arrangement and its size is used in robust control

design. In the technique developed in this research, the nonlinear system dynamics

are expanded using Taylor series expansion. In addition to the linear term, Cauchy

remainder is used which includes all the other terms. The Cauchy remainder term

is an existence result and does not specify the point in the interval at which the

system Jacobian needs to be evaluated. This term can also be linear but it has to

be evaluated not at the system equilibrium point but on a point lying on the seg-

ment joining the equilibrium point and the current operating point. Clearly we do

not know which point is this and it is not computationally feasible to evaluate that

point at each integration step. Instead we obtain the largest value of φ(t), shown in

Fig. 3.2, over a region of interest (how to choose this region is the strength of our

method) and use that in the design of the controller.
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In this thesis, a robust linear control method is used to design stabilising control

for large disturbances in power systems. To do so, the range of the validity of

linearised models needs to be quantified. This can be done by the use of the Cauchy

remainder formula for the Taylor series [90]. In this dissertation, in the design of

the linear controller, the Cauchy remainder is incorporated as an uncertain term,

thus, quantifying the deviations from the equilibrium point. Next, the mean-value

theorem and linearisation process are described.

3.3.1 Mean-value theorem

Assume that f : Rn → R is continuously differentiable at each point, x, of an open

set, S ∈ Rn. Let x and y be two points of S such that the line segment is L(x, y) ∈ S.

Then, there exists a point, z, of L(x, y) such that [89]:

f(y)− f(x) =

(

∂f

∂x

)′∣
∣

∣

∣

x=z

(y − x). (3.27)

Theorem 1 First, recall the Taylor series with a remainder. Let f = f(x) be de-

fined for x ∈ Rn. Then i) if f(x) is continuously differentiable in the vicinity of

x0;

f(x) = f(x0) +

(

∂f

∂x

)′∣
∣

∣

∣

x=ξ∗
(x− x0). (3.28)

(ii) if f(x) has continuously iterated second partial derivatives in the vicinity of

x0;

f(x) = f(x0) +

(

∂f

∂x
(0)

)′
(x− x0) +

1

2
(x− x0)

′
(

∂2f

∂x2

)∣

∣

∣

∣

x=ξ∗
(x− x0); (3.29)

for some ξ∗ ∈ Rn such that ‖ ξ∗ − x0 ‖<‖ x− x0 ‖; here, ∂2f
∂x2

=
[

∂2f
∂xi∂xj

]

is the

Hessian of f .

Proof: Introduce the function g(t) = f(tx + (1 − t)x0), t ∈ [0, 1]. This function

has as many continuous derivatives in t as the number of continuous iterated partial

derivatives of f . We will apply Taylor’s theorem by stating that, if g(t) is k times

continuously differentiable, then:

g(t) = g(0) +
k
∑

s=1

gs(0)

k!
tk +Rk(t), (3.30)
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Rk(t) =

∫ t

0

(t− τ)k

k!
g(k+1)(τ)dτ =

g(k+1)(λ)

(k + 1)!
tk+1, (3.31)

for some λ ∈ [0, t] and Rk(t) is the remainder. The first (integral) expression is

called the Cauchy remainder and the second the Lagrange remainder.

Note that:

g′(t) =

(

∂f

∂x
(tx+ (1− t)x0)

)′
(x− x0), (3.32)

g′′(t) =
n
∑

i=1

n
∑

j=1

∂2f

∂xi∂xj
(tx+ (1− t)x0)(xi − xi0)(xj − xj0), (3.33)

= (x− x0)
′∂

2f

∂x2i
(tx+ (1− t)x0)(xi − xi0). (3.34)

(i) Let k = 0, t = 1 and define ξ(λ) = λx + (1− λ)x0 for each λ ∈ [0, 1]. Then,

for some λ∗ ∈ [0, 1], we have:

f(x) = g(1), (3.35)

= g(0) + g′(λ∗)t, (essentially, we apply the mean value theorem) (3.36)

= f(x0) +

(

∂f

∂x
(0)

)′
(x− x0) +

1

2
(x− x0)

′
(

∂2f

∂x2

)∣

∣

∣

∣

x=ξ∗
(x− x0), (3.37)

where ξ∗ = ξ(λ∗). Note that ‖ξ∗−x0‖ = ‖λ∗(x−x0)‖ ≤ |λ∗|.‖x−x0‖ ≤ ‖x−x0‖, are
required. (ii) In the same fashion, let k = 1, t = 1 and define ξ(λ) = λx+ (1− λ)x0

for each λ ∈ [0, 1]. Then, for some λ∗ ∈ [0, 1], we have:

f(x) = g(1), (3.38)

= g(0) + g′(0) +
1

2
g′′(λ∗)t Taylor’s formula for k=1,t=1, (3.39)

= f(x0) +

(

∂f

∂x
(0)

)′
(x− x0) +

1

2
(x− x0)

′
(

∂2f

∂x2

)∣

∣

∣

∣

x=ξ∗
(x− x0). (3.40)
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3.3.2 Reformulation technique

Let (x0, u0) be an arbitrary point in the control space; using the mean-value theorem,

the test system dynamics can be rewritten as [89]:

ẋ = f(x0, u0) + L(x− x0) +M(u− u0), (3.41)

where

L =

[

∂f1
∂x

∣

∣

∣

∣

x=x∗1

u=u∗1

, . . . ,
∂fn
∂x

∣

∣

∣

∣

x=x∗n

u=u∗n

]T

, and M =

[

∂f1
∂u

∣

∣

∣

∣

x=x∗1

u=u∗1

, . . . ,
∂fn
∂u

∣

∣

∣

∣

x=x∗n

u=u∗n

]T

.

Here, (x∗p, u∗p) and p = 1, . . . , n, denote points lying on the line segment

connecting points (x, u) and (x0, u0), f = [f1, . . . , fn]
T denotes the vector function

on the right-hand side of the differential equations used to represent the dynamics

of a test system. Equation (3.41) is an exact reformulation of the system equations.

The nonlinearity of the system is captured through the nonlinear dependencies x∗p =

φ(x, u, x0, u0) and u
∗p = ψ(x, u, x0, u0), p = 1, . . . , n. It should be noted that the

exact form of the functions φ and ψ are not available and, therefore, instead of the

exact expressions for L andM in (3.41), their bounds are used in the control design.

Letting (x0, u0) be the equilibrium point about which the trajectory is to be

stabilised and defining ∆x , x−x0 and ∆u , u−u0, it is possible to rewrite (3.41)

as:

∆ẋ = ẋ− ẋ0,

= L(x− x0) +M(u− u0),

=

[

∂f1
∂x

∣

∣

∣

∣

x=x0
u=u0

, · · · , ∂fn
∂x

∣

∣

∣

∣

x=x0
u=u0

]T

△x+





[

∂f1
∂x

∣

∣

∣

∣

x=x∗1

u=u∗1

, · · · , ∂fn
∂x

∣

∣

∣

∣

x=x∗n

u=u∗n

]T

−
[

∂f1
∂x

∣

∣

∣

∣

x=x0
u=u0

, · · · , ∂fn
∂x

| x=x0
u=u0

]T


∆x+

[

∂f1
∂u

∣

∣

∣

∣

x=x0
u=u0

, · · · , ∂fn
∂u

∣

∣

∣

∣

x=x0
u=u0

]T

△u,

+





[

∂f1
∂u

∣

∣

∣

∣

x=x∗1

u=u∗1

, · · · , ∂fn
∂u

∣

∣

∣

∣

x=x∗n

u=u∗n

]T

−
[

∂f1
∂u

∣

∣

∣

∣

x=x0
u=u0

, · · · , ∂fn
∂u

| x=x0
u=u0

]T


∆x

= A△x+ (L− A)△x+ B1△u+ (M −B1)△u, (3.42)
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Nominal System
+

w(t)

y(t)

Controller

u(t)

ξ(t)

φ(t)

ζ(t)

Figure 3.2. Block diagram of uncertain system

where A = ∂f
∂x

∣

∣

x=x0
u=u0

, B1 = ∂f
∂u

∣

∣

x=x0
u=u0

, and △x is the state vector. Since x∗p and

p = 1, . . . ,m are not known, it is difficult to obtain the exact value of (L− A), but

it is possible to obtain a bound on ‖(L− A)‖.
In most systems (L−A)△x term does not depend on all the state variables but

only on a subset, ξ, of the state vector, △x. System (3.42) is shown as a block

diagram in Fig. 3.2. We introduce a signal ξ such that

(L− A)△x+ (M −B1)△u = B2ξ, (3.43)

and

ξ = φ̃(C̃1△x) + ψ̃(D̃1△u), φ = (1/
√

β)
[

φ̃ ψ̃
]

, (3.44)

where ξ(t) is known as the uncertainty input and φ̃(t) is a uncertain gain matrix.

In a typical robust control design the block φ(t) in Fig. 3.2 contains unmodelled

dynamics and the size of the block φ(t) is used in control design. If the maximum

value of φ(t) is evaluated over the entire region than the value is so large that

the performance of the designed controller is limited. In this research the φ(t) is

evaluated over the region of interest which is estimated from detailed simulations.

There are several choice for B2 and C̃1 such that the equality in (3.43) is satisfied.

In general, x∗p, p = 1, . . . ,m, are not known beforehand, it is difficult to obtain the

exact value of (L − A), but it is possible to obtain a bound on φ̃ and ψ̃ over the

operating range and parameter β is chosen to ensure,

‖φ‖2 ≤ 1, (3.45)
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where β is the scaling parameter. From this, we have

‖ξ(t)‖2 ≤ β‖
(

C̃1△x+ D̃1△u
)

‖2. (3.46)

and we recover the norm bound constraints [91],

‖ξ(t)‖2 ≤‖ζ(t)‖2. (3.47)

The expressions for obtaining φ̃ and ψ̃ can be determined for any power system

model.

The system can now be rewritten as:

△ẋ = A△x+B1△u+B2ξ. (3.48)

For systems satisfying the above condition (3.47), the minimax LQG controller en-

sures that the nonlinear power system is stable for all instances of linearisation

errors. The output matrix, C2, depends on the measured output of a power system.

Finally the value of β is chosen such that the uncertainty, φ(t), shown in Fig. 3.2

satisfies:

‖φ‖2 ≤ 1. (3.49)

From this, we have:

‖ξ‖2 ≤ β‖C̃1△x‖2, (3.50)

and we recover the following IQC (integral quadratic constraint) [92]:

‖ξ‖2 ≤‖ζ‖2. (3.51)

To facilitate control design, the power system model is summarised as:

△ẋ(t) = A△x(t) + B1△u(t) + B2ξ(t), (3.52)

y(t) = C2△x(t) +D2ξ(t) +D2w(t), (3.53)

ζ(t) = C1△x(t), (3.54)

where ζ is known as the uncertainty output, y(t) the measured output and C2 the

output matrix.
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Figure 3.3. Single wind farm infinite bus system

Figure 3.4. Block diagram of a wind turbine

Equations (3.52)to(3.54) provide a new representation of the power system model

with one part being linear and another having higher-order terms. The new formu-

lation presented in this section is used with the robust control theory to design a

voltage controller for the nonlinear power system.

3.3.3 Application of the proposed technique to a simple system

A single-line diagram of a single wind farm infinite bus system is shown in Fig. 3.3

and parameters for this system is given in Table 3.1. A simple block diagram of a

wind turbine is shown in Fig. 3.4.

A wind farm and a STATCOM connected to an infinite bus, shown in Fig. 3.3,

can be represented with the following equations [15, 76]:

ω̇m = (1/2Hm) [Taei −Ksγ −Dmωm] , (3.55)

ω̇G = (1/2HG) [Ksγ − Te −DGωG] , (3.56)

γ̇ = 2πf(ωm − (1/Ng)ωG) (3.57)

ṡ = (1/2HG) [Tm − Te] , (3.58)
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Table 3.1. Machines and grid parameters of single wind farm infinite bus system

Asynchronous Machines
Power: 2 MW Rs = 0.0121 pu
Voltage: 690 V Xs = 0.0742 pu
Frequency, f = 50 Hz Xm = 2.7626 pu
Self Damping, 0.008 pu Rr = 0.008 pu
Rated Slip: 0.02 Xr = 0.1761 pu
Two Mass Model STATCOM
Hm = 2.6s, HG = 0.22s Capacity: 10 MVA
Dm = 3 pu, Ks = 141 pu RC = 0.01 pu
Gearbox ratio: 23.75 C = 300 µF
Grid and Line Turbine Parameters
xg = 0.1126 pu Hub height: 30m
rg = 0.01126 pu Rotor diameter: 23.2m
x13 = 0.75 pu Rated speed: 42 r.p.m.
r13 = 0.075 pu
Shunt Compensator Load
Capacitor: 25 MVAr No load

Ė ′
qr = −(1/T ′

o)
[

E ′
qr − (X −X ′)ids

]

− sωsE
′
dr, (3.59)

Ė ′
dr = −(1/T ′

o) [E
′
dr + (X −X ′)iqs] + sωsE

′
qr, (3.60)

v̇dc(t) = −Ps/Cvdc − vdc/(RCC), (3.61)

Vds = Rsids −X ′iqs + E ′
dr, (3.62)

Vqs = Rsiqs +X ′ids + E ′
qr, (3.63)

Vt =
√

V 2
ds + V 2

qs, (3.64)

whereX ′ = Xs+XmXr/(Xm+Xr) is the transient reactance, X = Xs+Xm the rotor

open-circuit reactance, T ′
o = (Lr+Lm)/Rr the transient open-circuit time constant,

Vt the terminal voltage of the IG, s the slip, E ′
dr the direct-axis transient voltages, E

′
qr

the quadrature-axis transient voltages, Vds the d-axis stator voltage, Vqs the q-axis

stator voltage, Tm the mechanical torque, Te = Edrids +Eqriqs the electrical torque,

Xs the stator reactance, Xr the rotor reactance, Xm the magnetizing reactance, Rs

the stator resistance, Rr the rotor resistance, HG the inertia constant of the IG,

ids and iqs the d- and q-axis components of the stator current, respectively, vdc the

capacitor voltage, C the DC capacitor, RC the internal resistance of the capacitor

and Ps the power supplied by the system to the STATCOM to charge the capacitor,
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given by

Ps =|E|2G22 + |E||V∞| [B23 sinα +G23 cosα] + |E||E ′
dr| [B21 sin(δ − α)

+G21 cos(δ − α)] + |E||E ′
qr| [B21 cos(δ − α)−G21 sin(δ − α)] (3.65)

The d- and q-axes stator current are given by:

ids = E ′
drG11 + E ′

qrB11 − V∞(G13 sin δ + B13 cos δ) + kvdc [G12 sin(α− δ) + B13 cos(α− δ)] ,

iqs = E ′
drB11 + E ′

qrG11 + V∞(G13 cos δ + B13 sin δ) + kvdc [G12 cos(α− δ)− B13 sin(α− δ)] .

The above system (3.55)-(3.61) can be rewritten in a compact form as follows:

ẋ = A1x+ f1(ζ) + B1u (3.66)

where A1x is the linear part and f1(ζ) the nonlinear part.

For this test system:

A1 =





























0 0 0 0 0 0 0

0 −1−B11(X−X′)
T ′

o

G11(X−X′)
T ′

o
0 0 0 0

0 −B11(X−X′)
T ′

o
−1+G11(X−X′)

T ′

o
0 0 0 0

0 0 0 − Dm

2Hm
0 − Ks

2Hm
0

0 0 0 0 −DG 0 0

0 0 0 0 2πf − 1
NG

0

0 0 0 0 0 0 − 1
RcC





























(3.67)

x = [s, E ′
qr, E

′
dr, ωm, ωG, γ, vdc]; ζ is a subset of the state-vector x; and the vector

f1(ζ) includes all the nonlinear terms in equations (3.55)-(3.61). The system (3.66)

in terms of the block diagram is shown in Fig. 3.5. This representation can be used

to either design nonlinear controllers [93], [94] or treat f1(ζ) as modelling uncertainty

and design linear robust controllers [95], [96].

In many linear control methods a nonlinear system is first linearised about an

equilibrium point and this model is then used for controller design [28], [97]. In

the approach presented in this thesis we quantify the region of the validity of the

linear controller and also significantly reduce the conservativeness of the controllers

designed using the formulation in (3.66).
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u B1 Σ
1

s x

A1

ζ

f1(ζ)

Figure 3.5. Linear system with feed-
back nonlinearity

u B1 Σ Σ
1

s x

A

ζ

φ(ζ)

B2

Figure 3.6. Linearised system with
Cauchy residue

The first step in the design of robust controller using the proposed method is

to linearise the system in the regions given by x0 and x̄. The desired equilibrium

point is x0 and x̄ is a vector made up of the end-points of the region of interest.

The region defined by x0 and x̄ is a “polytope” region Ω with the centre at x0 and

corner points given by x̄. The mean-value theorem is used to obtain the following

linear model [89]:

∆ẋ = L∆x+ B1∆u (3.68)

where L and B1 are the state and control Jacobian matrices evaluated at a point in

the region Ω.

The linearised system (3.68) is rewritten in the following form [98]:

△ẋ = A△x+ (L− A)△x+ B1△u (3.69)

where A is the Jacobian matrix evaluated at the equilibrium point x0. The idea

behind writing the system in the form (3.69) is to be able to use linear robust

control methods where △ẋ = A△x+B1△u is the system model and (L−A) is the

modelling uncertainty. The system (3.69) in terms of the block diagram is shown in

Fig. 3.6, where

(L− A)△x = B2φ(ζ). (3.70)

The system can now be written as

△ẋ = A△x+ B1△u+ B2φ(ζ). (3.71)

For the wind farm system, with parameters in Table 3.1, the state Jacobian matrix

around the desired equilibrium point s0 = 0.10 pu, E
′

dr0
= 0.925 pu, E

′

qr0
= 0.96 pu,
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ωm0
= 1.1 pu, ωG0

= 1.1 pu, γ0 = 8.5◦, vdc0 = 1 pu, is

A =



























0 4.950 329.5 0 0 0 −0.4491

−4.978 −19.72 89.96 0 0 0 6.595

−3.381 −0.01185 −0.7888 0 0 0 −0.3736

0 0 0.000 −18.92 4.947 −27.15 0

0 0 −4.975 −19.71 −89.95 6.596 0

0 0 0.000 −3.382 377 −0.04 0

0 −7.171 −1.016 −7.172 0 0 −39.82



























. (3.72)

Based on the simulation of various fault conditions we determine the region of op-

eration Ω in which the controller needs to be effective. The region Ω is given by

the corner points
[

s̄, Ē ′
dr, Ē

′
qr, ω̄m, ω̄G, γ̄, v̄dc

]T
and

[

s,E′
dr,E

′
qr, ωm, ωG, γ, vdc

]T
which

have the following values:

s̄ = s0 + 0.225 pu, s = s0 − 0.225 pu, Ē ′
dr = E ′

dr0
+ 0.242 pu, E′

dr = E ′
dr0

− 0.242 pu,

Ē ′
qr = E ′

qr0
+ 0.225 pu, E′

qr = E ′
qr0

− 0.225 pu, ω̄m = ωm0
+ 0.395 pu, ωm = ωm0

−
0.395 pu, ω̄G = ωG0

+ 0.328 pu, ωG = ωG0
− 0.328 pu, γ̄ = γ0 + 25◦, γ = γ0 − 25◦,

v̄dc = vdc0 + 0.334 pu and vdc = vdc0 − 0.334 pu.

The bounds on the unmodelled nonlinear parts in representation (3.66) and (3.69),

over the region Ω are:

‖f1(ζ)‖2 ≤ 1.75‖ζ‖2, (3.73)

‖φ(ζ)‖2 ≤ 0.69‖ζ‖2. (3.74)

From the above two bounds it is clearly seen that the size of φ(ζ) is about one-third

of the size of f1(ζ) and this is one of the reasons for obtaining high performance

controllers using the formulation in this work. Also using this linearisation method

it is certain that the designed controller has a validity over the entire region of

interest Ω.

There do exist control design methods where the A matrix is evaluated at differ-

ent operating points, e.g., for different load conditions, and the difference between

the A matrices, commonly called ∆A, is used to design robust controllers [99], [100],

[101]. The matrix ∆A is evaluated from end-point A matrices. The above bound for

φ(ζ) is obtained at a point interior to the region, i.e., s∗ = 0.175 pu, E
′∗
dr = 0.825 pu,
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E
′∗
qr = 0.765 pu, ω∗

m = 1.28 pu, ω∗
G = 1.325 pu, γ∗ = 17.5◦, v∗dc = 0.725 pu. This

clearly indicates that one has to be very careful when using the usual ∆A for the

purposes of the design of robust controllers.

3.4 Modal Analysis for Power Systems

In this section some basics of modal analysis, which are necessary to understand

the controller design methods, are introduced. By linearising the nonlinear power

system model, about an operating point, the total linearised system model can be

represented by:

△ẋ = A△x+ B△u, (3.75)

△y = C△x+D△u, (3.76)

where △x the state vector of length equal to the number of states n, △y the

output vector of length m, △u the input vector of length r, A the n by n state

matrix, B the control or input matrix with dimensions n by the number of inputs

r, C the output matrix of size m by n and D the feed forward matrix of dimensions

m by r.

By taking the Laplace transform of the above equations, we obtain:

s△x(s)−△x(0) = A△x(s) + B△u(s), (3.77)

△y(s) = C△x(s) +D△u(s). (3.78)

A formal solution of the state equations results in:

△y(s) = C(sI − A)−1 [△x(0) + B△u(s)] +D△u(s), (3.79)

where I represents the identity matrix. The equation

det(sI − A) = 0, (3.80)

is referred to as the characteristic equation of matrix A and the values of s which

satisfy the characteristic equation are the eigenvalues of matrix A. The natural
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modes of the system response are related to the eigenvalues. Analysis of the eigen-

properties of A provides valuable information regarding the stability characteristics

of the system [1].

Because power systems are physical systems, A is a n by n matrix and has n

solutions of the eigenvalues as:

λ = λ1, λ2 . . . , λn. (3.81)

For any eigenvalue, λi, the n-column vector, φi, which satisfies (3.82), is called the

right eigenvector of A associated with the eigenvalue λi [1] as:

Aφi = λiφi. (3.82)

Similarly, the n-row vector, ψi, which satisfies:

ψiA = λiψi, (3.83)

is called the left eigenvector associated with the eigenvalue λi.

Physically, the right eigenvector describes how each mode of oscillation is dis-

tributed among the systems states and is called the mode shape. The left eigenvec-

tor, together with the input coefficient matrix and the disturbance determines the

amplitude of the mode in the time-domain solution for a particular case [1].

In order to express the eigenproperties of A succinctly, the modal matrices are

also introduced:

Φ = [φ1, φ2, . . . , φn] , (3.84)

Ψ = [ψ1, ψ2, . . . , ψn] . (3.85)

If we define a transformed vector, z, as x = Φz (since ΦΨ = I, we have z = Ψx)

then, for (u = 0):

ż = Φ−1AΦz = Λz. (3.86)
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This means zi(t) = eλitz(0) = eλiψix(0) and, finally:

x(t) =
n
∑

i=1

φiψix(0)e
λit. (3.87)

• The ith element of z(t) is called the ith mode of the system corresponding to

the eigenvalue λi.

• The ith right eigenvector, φi, is the mode shape corresponding to the eigenvalue

λi.

• The jth element of the left eigenvector, ψi, ψij, gives the contribution of the

jth state in the ith mode.

• For a complex eigenvalue, λi = ai + jbi and its eigenvector, φi = Ui + jVi, we

have:

AUi = aiUi − biVi, (3.88)

AVi = aiVi + biUi. (3.89)

3.4.1 Eigenvalue sensitivity

Eigenvalue sensitivity is applied to determine the sensitivity of the eigenvalues to

changes in the elements of the state matrix A. The sensitivity of the eigenvalue λi

to the element akj of the state matrix is equal to the product of the left eigenvector

element, ψik, and the right eigenvector element, φji:

Aφi = λiφi, (3.90)

∂A

∂akj
φi + A

∂φi
∂akj

=
∂λi
∂akj

φi + λi
∂φi
∂akj

, (3.91)

ψi
∂A

∂akj
φi =

∂λi
∂akj

, (3.92)

∂λi
∂akj

= ψikφji. (3.93)

A third equation is possible since we know that φiψi = I and ψi(A − λi) = 0 and,

finally, only the (k, j)th element of A depends on akj.

From the above sensitivity formula, let’s see what happens if we change the

(k, k)th element of the A matrix, i.e., provide a feedback in the state equation for
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ẋk from the state variable, xk:

∂λi
∂akk

= ψikφki = Pki. (3.94)

This tells us the best way to change the ith mode is to apply a control to the state

variable, k, such that pki is the largest participating factor.

3.4.2 Participation matrix

The participation matrix, P , which combines the right and left eigenvectors as a

measure of the association between the state variables and the modes, denotes the

eigenvalue sensitivity with respect to the diagonal element of the state matrix.

The dynamics of the xj =
∑n

i=1 φiψix(0)e
λit state are made up of the dynamics

of various modes and we see that φji gives the participation of mode zi in state xj.

We have zi =
∑n

i=1 ψijxj, which means that φjiψij is the participation of mode i in

state xj and vice versa. The participation matrix, P , is made up of elements

Pki = φkiψki = Pki, (3.95)

• pki is the participation factor of the ith state in the kth mode and vice versa.

• the states of a system are not unique; they can be scaled and eigenvectors may

also be scaled by an arbitrary constant.

• The participation factors are scale independent.

• The participation factors are useful in the placement of exciters and STAT-

COMs.

3.4.3 Residues

The transfer function of a system with poles at p1, · · · , pn can be written as:

Gs =
R1

(s− p1)
+

R2

(s− p2)
+ · · ·+ Rn

(s− pn)
, (3.96)

where Ri, i = 1, . . . , n, are the system residues. Let us see what is the relationship

between Ri and the modal matrices.

Let the state-space representation of the same system be:

△ẋ = A△x+ B△u, (3.97)
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△y = C△x+D△u. (3.98)

Define x = φz, giving ż = φ−1Aφz + φ−1Bu and y = Cφz.

Gs = Cφ(sI − A)−1φ−1B =
n
∑

i=1

CψiφiB

s− pi
→ Ri = CψiφiB. (3.99)

Residues give the sensitivity of the corresponding eigenvalue to feedback of the

transfer function output to its input. They are useful in finding the feedback signal

which exerts the largest influence on the researched mode.

3.4.4 Bus participation factors, eigenvalues and voltage stability

The bus participation factors give the areas associated with each mode (eigenvalue)

of the system and the relative participation of a bus to a particular mode. This

analysis is carried out at the maximum power transfer level to find voltage weak

points and areas susceptible to voltage instability based on the load flow equations

rather than the dynamic equations. In order to assess the voltage stability margin

and voltage weak points, modal analysis is performed.

The modal analysis involves the computation of the eigenvalues of a reduced

system steady-state Jacobian matrix (JR) which retains the Q-V relationship in the

network. It should be noted that (JR) represents the linearised relationship between

the incremental changes in bus voltage magnitude and bus reactive power injection,

and does not represent a dynamic system. A positive eigenvalue indicates that the

modal voltage and modal reactive power are in the same direction and, thus, the

system is voltage-stable. On the other hand, a negative eigenvalue indicates that

the modal voltage and modal reactive power are in opposite direction and, thus, the

system is voltage-unstable.

The linearised steady-state power voltage equations are given by [102]:

[

△P
△Q

]

=

[

JPΘ JPV

JQΘ JQV

][

△Θ

△V

]

. (3.100)

Let△P = 0, then△Q = JR△V and△V = J−1
R △Q where JR =

[

JQV − JQΘJ
−1
PΘJPV

]

.

Let

JR = ζΛη, (3.101)
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where ζ and η are the right left eigenvector, respectively, and Λ = diag{λ1, · · · , λn}
the eigenvalues of JR so:

J−1
R = ζΛ−1η. (3.102)

From (3.102) we have

△V = ζΛ−1η△Q, (3.103)

or

△V =
∑

i

ζiηi
λi

△Q, (3.104)

where ζi is the ith column right eigenvector and ηi the i
th row left eigenvector

of JR and, from the basic definition of left and right eigenvectors, ζi and ηi are

orthogonal.

In this analysis, we wish to find the sensitivity to voltage of a change in reactive

power consumption. Let a change in reactive power be such that:

△Qmi = Kiζi, (3.105)

where the normalising constant, Ki is given by:

K2
i

∑

j

ζ2ji = 1, (3.106)

where ζji is the j
th element of the eigenvector ζi. The corresponding ith modal

voltage variation is:

△Vmi =
1

λi
△Qmi. (3.107)

The smaller the smallest eigenvalue λi the more sensitive is the voltage to changes

in reactive power.
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Next, in (3.104), let △Q = ηk where ηk has all its elements as zero except for

the kth which is 1. Then:

△V =
∑

i

ηikζi
λi

, (3.108)

with ηik is the kth element of the eigenvector ηi. The V–Q sensitivity of bus k:

∂△Vk
∂△Qk

=
∑

i

ζkiηik
λi

,

=
∑

i

pki
λi
, (3.109)

where pki = ζkiηik are the bus participation factors.

Branch and generator participation factors are calculated for a given reactive

power injection △Qmi. Then △Vmi = J−1
R △Qmi and △Qmi = −J−1

PΘJPV△Vmi. This
information can be used to calculate the reactive power flowing over all the transmis-

sion lines and supplied by the generators. The Branch and generator participation

factors comprise the ratio of the individual reactive power transmitted or generated

divided by the maximum taken over the entire system [102].

3.5 Chapter Summary

Techniques for conventional and proposed linearisation and modal analysis tech-

niques are presented. Inspection of the eigenvalues of the state matrix provides

sufficient information regarding the small-disturbance voltage stability of a power

system in some neighbourhood of a given operating point. This will be used through-

out this dissertation to obtain an idea of the critical modes and participation factors

required to design the proposed controllers.

Before designing a controller, it is essential to gain a clear idea as to how voltage

instability occurs in a power system. The next chapter will present a number of

possible voltage collapse mechanisms to provide a deeper insight into the dynamic

mechanisms of the voltage instability phenomenon.



Chapter 4

Dynamic Voltage Instability Analysis

with Wind Generators and FACTS

Devices

4.1 Introduction

Power systems are complex systems that evolve in response to economic growth

and continuously increasing power demands. With growing population and the

industrialisation of the developing world, more energy is required to satisfy basic

needs and to attain improved standards of human welfare [103]. The structure of the

modern power system is becoming highly complex in order to make energy available

economically with reduced carbon emissions and the use of renewable energy.

Deregulation of the electricity industry throughout the world aims at creating

competitive markets to trade electricity; this generates a host of new technical chal-

lenges for market participants and power system researchers. In addition, in the

era of a deregulated electricity industry, the policy of open access to transmission

systems which helps to create competitive electricity markets also leads to a huge

increase in energy transactions over grids and possible congestion in transmission

systems. Expansion of the power transfer capability of transmission systems has

been a major problem over the past two decades [104].

The challenges of providing reliable and efficient supplies of electricity to residen-

tial and commercial users in the digital age are great. Regulatory uncertainty, cost,

and lengthy delays in transmission line construction are just a few of the reasons

for the serious deficiencies in power transmission capacities currently prevailing in

many countries [105]. Solving these issues requires innovative thinking. Increasing

numbers of electricity stake-holders now recognise that low environmental impact

technologies, such as flexible AC transmission system (FACTS) devices and DC

links, are appropriate for enhancing reliability and upgrading transmission capacity

on a long-term and cost-effective basis [105].

82
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In recent years, power demand has increased substantially while the expansion of

power transmission lines has been severely limited due to inadequate resources and

environmental restrictions. As a consequence, some transmission lines are heavily

loaded and system stability becomes a power transfer-limiting factor. FACTS con-

trollers have been used to solve various power system steady-state control problems,

therefore, enhancing power system stability in addition to their main function of

power-flow control [106].

Dynamic reactive devices, such as thyristor-controlled series capacitors (TC-

SCs), mechanically switched capacitors (MSCs), static VAr (volt-ampere-reactive)

compensators (SVCs) and static synchronous compensators (STATCOMs) do not

require extensive amounts of land nor are they especially visible when compared

with major new EHV (extra-high voltage) transmission lines [107]. These charac-

teristics make them much more acceptable to government agencies and the public

and, thus, to transmission system operators who are responsible for providing reli-

able electricity delivery services.

In many cases, these dynamic reactive devices have become less expensive to

build than the equivalent number of new transmission lines that may otherwise

be necessary. Employed in moderation, such devices are useful additions to the

set of tools that system planners and operators should use to relieve voltage or

VAr problems and provide flexibility. However, if used to excess, such devices will

likely increase the risk of uncontrolled system collapse and significantly increase the

complexity of system design and operation. This complexity may introduce new

failure modes into the system and reduce its overall reliability in unexpected ways.

Following the issuance of the renewable energy regulations in recent years to

give impetus to the development of renewable energy by governments in Denmark,

Germany, USA, China, Ireland, Australia and India, a large number of wind farms

are currently interconnected into transmission networks at the 220kV voltage level

with higher installed capacities than those of connected wind generators. Being

connected to a higher voltage level, their impact is becoming more widespread. The

European Wind Energy Association (EWEA) projects that there will be 230 GW

and 300 GW of total installed wind power capacity in Europe in 2020 and 2030, re-

spectively. This will result in wind power generation of the same order of magnitude

as the contributions from conventional technologies developed over the past century.

An overview of the historical development of wind energy technology and the current
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world-wide status of grid-connected, as well as stand-alone, wind power generation

is given in [108]. The present and progressive scale of integration has brought to a

head serious concern about the impact of such a scale of wind penetration on the

future safety, stability, reliability and security of the electricity systems.

On-going changes in the electricity industry, such as the utilisation of a large

variety of controllers for optimising system operation and an excessive number of

FACTS devices and induction generators, are resulting in new features of power

systems which are characterised by complex interconnections [109]. Moreover, with

the process of deregulation of power supply utilities, power networks are understood

to be channels for the transfer of electricity from points of production to points

of consumption via long transmission lines and depend on a competitive system

based on time-varying prices. Recently, voltage instability has dominated over other

instability problems in such stressed power systems [21].

The problem of voltage instability, with voltage collapse as its final consequence,

is an emerging phenomenon in the planning and operation of modern power systems.

Increasing utilisation of an existing power system may cause its operating point

to move closer to its voltage stability boundaries making it subject to the risk of

voltage collapse. This possibility, together with several electricity-based incidents

having happened around the world, has provided a major impetus for analysing

the problem, with increased interest being shown in the modelling of generation,

transmission and distribution/load equipment of electrical power systems.

Dynamic operating modes in interconnected power systems are initiated when-

ever abrupt changes occur to otherwise steady operating conditions. They arise

from momentary imbalances in system operation which can project a system, or

individual items of a plant within unplanned operating regions. Continued and safe

operation is then momentarily at risk. The nature of the risk is one of operating

instability. There are two approaches to the study of the voltage instability problem,

namely, static and dynamic. The static approach, using power-flow analysis and sen-

sitivity studies, has been extensively studied over the past two decades whereas the

dynamic approach, in which power system components are modelled by appropriate

dynamic equations, is still an active area of research.

The problem of calculating a power system’s critical loading conditions and de-

termining its maximal loadability using static load conditions has been studied for
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a long time. For a general power system, assessing its static voltage stability in-

volves the determination of its load ability limit under pre- and post-disturbance

conditions, the identification of its weak buses from the P-V curves and the de-

termination of the number of corrective measures required at some of the weak

buses [1], [51], [110], [111]. The use of static voltage stability indices, based on a

singular value decomposition of the power flow Jacobian matrix and matrices de-

rived from the Jacobian matrix, is discussed in [112]. The number of corrective

measures and their application times for a specified system following a large distur-

bance cannot be obtained using static analysis. Therefore, dynamic analysis is used

to obtain the critical control application times for the corrective measures.

Voltage collapse and blackout can occur in an electrical power system when load

powers vary so greatly that the system looses stability in a saddle node bifurca-

tion [113]. Many researchers have dealt with the problem of voltage collapse as a

loss of equilibria or have noted the singularity of the Jacobian at the onset of this

phenomenon. In these approaches, the problem is characterised as a quasi-static

bifurcation occurring in response to a slowly varying increase or decrease in the

voltage dependent load. The authors in [114] analyse the voltage stability problem

using the synchronous motor as load and investigate the eigenvalues of the linearised

system matrix for the dynamic voltage stability. Also, a new iterative and direct

method has been proposed for computing load powers at which bifurcation occurs

and which are locally closest to the current operating load powers [113]. Dynamic

voltage instability is analysed in [115] and [116] as a quasi-bifurcation using an in-

duction motor (IM) load. The authors in [117] suggest using the Hopf bifurcation

method to determine the oscillatory voltage instability. It is shown that, as the re-

active power load is increased slowly from a small value, the eigenvalues, which were

originally in the left-half s-plane, move to the right-half s-plane and then return to

the left-half s-plane.

However, in many voltage incidents [118], instability has occurred following large

disturbances, such as short-circuits, line outages or generator tripping, which cannot

be analysed accurately using the bifurcation theory. Time-domain analysis is used

mainly to investigate the instability mechanisms induced by abrupt, large variations

in the structure and parameters of a system. Some research has been conducted in

the area of voltage instability caused by large disturbances. The dynamics of voltage

collapse using generator excitation limits, load dynamics and on-load tap-changers
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(OLTCs) are explained in [119]. The modelling of generator dynamics is neglected

in [119] on the assumption that generators do not lose synchronism; but, rather,

that the subsequent voltage decreases to a low level over a considerably long period.

However, this is not always true.

Dynamic voltage stability using a slightly modified transient stability program

is investigated in [120]. The general structure of the system model used is similar

to that for transient stability analysis. The authors in [121] analyse the dynamic

phenomena of voltage collapse using IM models. Different voltage stability scenarios

for short-term voltage instability caused by synchronous and induction machines are

presented [122]. The existing papers, [120], [121], [122] on dynamic voltage instability

analysis focus mainly on voltage instability caused by the loss of post-disturbance

equilibrium and use static loads in a long-term voltage analysis.

Voltage instability is also highly influenced due to the integration of induction

generators into grids. There are several technical constraints, including steady-state

or dynamic stability, that may limit wind power integration into a power system. A

majority of large wind farms, including proposed large wind projects, are geograph-

ically far away from load centres and connected into relatively weak transmission

networks [26]. The presence of wind farms in such weak transmission networks raises

serious concerns about system security and stability. Concerns regarding power sys-

tem utilities are shifting focus from power quality issues to stability problems caused

by wind power integration. In the grid impact studies of wind power integration,

the voltage stability issue is a key problem because a large proportion of existing

wind farms are based on fixed-speed wind turbines (FSWTs) equipped with simple

squirrel-cage induction generators (SCIGs) [123]. The impact of wind turbines in

the voltage profile of distribution systems is discussed in [124].

SCIGs consume reactive power and behave similarly to IMs during a system

contingency and deteriorate the local grid voltage stability [98]. Presently, variable-

speed wind turbines (VSWTs) equipped with doubly-fed induction generators (DFIGs)

are becoming more widely used due to their advanced reactive power and voltage

control capability. DFIGs make use of power electronic converters and are, thus,

able to regulate their own reactive power in order to operate at a given power factor

or to control grid voltage. However, because of the limited capacity of the PWM

(pulse-width modulation) converter, the voltage control capability of a DFIG cannot
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match that of a synchronous generator. When the voltage control requirement is

beyond the capability of a DFIG, the voltage stability of a grid is also affected.

The application of FACTS devices to confront some major operating problems

in voltage regulation, power-flow control, transient stability and the damping of

power oscillations have been investigated widely in recent years [106], [125], [126].

The objective of the current research is to investigate the applications, benefits and

locations of FACTS devices and to meet new challenges, such as the increasing pene-

tration of renewable energy sources, in particular wind generation, growing demands,

limited resources and competitive electricity markets. However, the standard power

system FACTS controllers are local non-coordinated linear controllers [127]. Each

of them controls some local quantity of power to achieve local optimal performance,

but without taking account of the entire system performance. Furthermore, pos-

sible interactions between these local controllers might lead to adverse effects and

cause inappropriate control efforts by the different controllers. As the density of

FACTS devices has increased rapidly, it is necessary to take into account interac-

tions amongst controllers in future power systems [127].

Recently, a lot of work has been done on analysing the effects of the large-scale

integration of wind generators on dynamic stability. The effect of wind power on

oscillations and damping has been investigated by gradually replacing the power

generated by synchronous generators in a system by power from either constant or

variable-speed wind generators [39], [128]. Only the impact on electromechanical

modes are investigated in [39] despite the voltage modes also being influenced by

the penetration of wind generators. The limits for voltage stability at different wind

power integration levels and grid alternatives are illustrated in [123] for situations

both with and without extra stabilising controls in the system and for different

characteristics of wind turbine generators. Detailed dynamic load modelling and

fault analysis are not treated in [123]. However, load characteristics are closely

related to voltage instability [17], [56].

The issues of interconnecting large wind parks to an electrical power network are

discussed and possible solutions to anticipated problems using AC and DC trans-

mission technologies and FACTS devices with energy storage are presented in [129].

The impact of grid-connected large DFIG-based wind farms on power system tran-

sient stability is studied in detail, including on a full generator model, as there is

a lack of this generator model in the most common transient simulation software
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packages [130]. It is shown in [130] that power system transient stability can be

improved to some extent when the specified synchronous generator is replaced by a

wind farm of the DFIG type. The effect of short-circuiting the rotor when the fault

current exceeds the converter rating is not considered in this paper [130]. However,

during large disturbances, DFIGs behave as conventional squirrel-cage induction

generators (SCIGs) with an increased rotor resistance [131].

The challenge of accommodating increasingly larger amounts of wind energy

in a system and its impact on system operation is discussed in [132] while those

regarding the incorporation of dispersed power generation, and particularly large

offshore wind power, into the Danish power system are presented in [133]. The latter

article focuses mainly on investigations into short-term voltage stability as one of

the main concerns has been to evaluate the response of a power grid to a short-

circuit fault in the transmission system. Technical issues relating to the integration

of large wind power into weak grids with long transmission lines, together with the

most significant challenges for wind generation facilities, including voltage control,

reactive power management, dynamic power-swing stability and behaviour following

disturbances in a power grid, are addressed in [134]. It is shown in [134] that the

decoupled characteristics of variable wind power plants with grids ensure stability

performances that can exceed those of conventional synchronous generations with

the same ratings and installed at the same locations.

Although much work has been done, the following issues have not yet been

addressed in detail:

(i) the effects of importing a higher level of power from remote generation with

high a penetration of FACTS devices;

(ii) the effects of a high penetration of DFIGs on voltage stability during transients

when they behave as SCIGs;

(iii) the effects of integrating FACTS devices into power systems with different

structures;

(iv) the critical interactions between FACTS devices; and

(v) the effects of the integration of FSWTs and FACTS devices with substantial

amounts of dynamic load.

Large wind generation facilities are evolving to look more and more like conventional

generating plants in terms of their abilities to interact with a transmission network,

other generating units and FACTS devices in a way that does not compromise
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performance or system reliability. But many challenges and new breakthroughs are

needed before their use becomes a reality.

The high penetration of wind power is foreseen in many countries and regions

globally. FACTS devices will mainly be used to integrate the large-scale wind energy

into power systems. The dynamics of power systems will likely to be dominated by

the dynamics of wind turbines and FACTS devices in the near future. Therefore,

the impacts of wind power and FACTS devices on power system stability and relia-

bility need to be thoroughly analysed before they are integrated into existing power

system networks. This chapter will analyse the changing nature of systems and

their dynamic behaviours to identify future issues that need to be either resolved

or to have limits defined to a degree that can be tolerated. The following cases are

considered in this chapter:

(i) the possible effects of higher FACTS density on the dynamic performance of

a distributed power system;

(ii) the critical interactions amongst FACTS devices;

(iii) whether there is a level of wind generation capacity and FACTS devices above

which a system’s dynamic behaviour is unstable and has poor controllability.

For voltage stability analysis, special attention should be paid to the instabil-

ity mechanism of a power system caused by: (i) the loss of post-disturbance stable

equilibrium, i.e., a post-fault system has no stable equilibrium point; (ii) the lack

of attraction of short and long-term dynamics towards a stable post-disturbance

equilibrium which occurs due to slow fault clearing or delayed corrective action in

restoring a stable equilibrium, but not soon enough for the system to be attracted

by the stable post-control equilibrium; and (iii) the loss of short-term equilibrium

caused by the long-term dynamics, i.e., the slow degradation due to long-term in-

stability leads to a sudden transition in the form of a collapse. Although different

approaches have been proposed and employed for voltage collapse analysis to date,

the literature dealing with the latter two mechanisms of voltage instability in large

interconnected power systems is scarce.

The objective of this chapter is to conduct different case studies to allow the

capture of all possible forms of the instability mechanism caused by the dynamics

of the different devices comprising a benchmark power system, such as loads, gener-

ators, wind turbines equipped with induction generators, automatic voltage regula-

tors (AVRs), power system stabilisers (PSSs), over-excitation limiters (OXLs) and
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Figure 4.1. Study system with large IM

OLTCs, with high accuracy using an accurate time-domain technique. In this chap-

ter, long-term voltage analyses will be carried out using both static and dynamic

loads and comparisons of them will be presented. An understanding of dynamic

voltage instability should enable the development of appropriate analytical tools to

study this phenomenon and provide corrective control strategies.

4.2 Power System Model

Fig. 4.1 shows the test system which will be used to analyse voltage instability

caused by the dynamics of different power system devices. The numerical values of

the parameters are given in Appendix-I. Bus 2 represents a distribution feeder. The

power consumed at this bus may correspond to a large number of individual loads

fed through medium-voltage (MV) distribution lines, shunt capacitors, etc. Bus 3

receives its power from the transmission system through a transformer equipped

with an automatic load tap changer (LTC). The objective of this device is to adjust

the turns ratio of the transformer (in discrete steps) so as to keep the distribution

voltage within some deadband, [V0 + ǫ, V0 − ǫ] in spite of voltage fluctuations in the

transmission system [135].

Most of the load power is provided by a remote system (bus 3) through a rather

long transmission. The remainder is supplied locally by the generator at bus 1.

This generator is equipped with an AVR in order to keep the voltage at bus 1

(almost) constant, and an OXL, whose role is to prevent the rotor (or field) current

from exceeding a specified thermal limit in case the AVR imposes a sustained over-

excitation [136]. The limiter used in this research allows excitation overload as an
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inverse function of time [119]. The generator also contains a PSS whose primary

objective is to introduce, via the AVR, a component of electrical torque in the

synchronous machine rotor that is proportional to the deviation of the actual speed

from the synchronous speed. When the rotor oscillates, this torque acts as a damping

torque to counter the oscillations.

The remote system is characterised by its short-circuit level at bus 3 and is

represented by its Thevenin equivalent. Basically, there are two kinds of load models:

static and dynamic. In this case the load is made up of: (i) one part represented

by an exponential load; (ii) another by an equivalent IM including rotor dynamics;

and (iii) a shunt capacitor for compensation purposes.

Voltage collapse studies and their related tools are typically based on the follow-

ing general mathematical description of a system consisting of a set of differential

algebraic equations (DAEs):

ẋ = f(x, y, z),

ż = h(x, y, z), (4.1)

0 = g(x, y, z),

where x ∈ Rm represents the short-term state variables corresponding to the fast

dynamic states of generators, IM loads, FACTS devices and HVDC (high voltage

DC) controllers, etc, y ∈ Rn corresponds to the algebraic variables usually associ-

ated with transmission systems and steady-state element models, such as voltage

magnitudes and phases at nodes, and some generating sources and loads in the net-

work, and z ∈ Rk represents the long-term dynamic state variables of slow-acting

devices, such as OLTCs , OXLs and secondary voltage controls (if any), etc. The

differential equations represent the dynamic behaviour of a system, while algebraic

equations represent the interaction of its dynamic elements.

4.3 Voltage Instability Analysis Techniques

As previously mentioned, voltage instability can be analysed by both static and dy-

namic approaches. Static analysis is computationally more efficient as it involves the

solutions of algebraic equations [18]. However, voltage instability studies performed

using the traditional static method cannot capture the dynamics of the fast-recovery

load components such as IMs. P–V or modal analysis can be used to identify the
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weak buses with regard to voltage stability in a system. Although many static ap-

proaches to voltage stability analysis have been proposed [51], [110], [111], none has

clearly demonstrated results consistent with those of time-domain studies. Time-

domain simulations, in which appropriate modelling is included, capture the events,

and their chronology, leading to voltage instability. Of all the analysis methods

available, this approach still provides the most accurate replication of the actual

dynamics of voltage instability.

4.3.1 Static aspect of voltage instability

Determination of the maximum amount of power that a system can supply to a

load will make it possible to define its voltage stability margins and how they can

be affected by, for example, the connection and disconnection of load, or as a result of

dynamic events. The P–V or nose curves correspond to the graphical representation

of the power-voltage function at a load bus [18], as shown in Fig. 4.2.
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Figure 4.2. Example of P–V curves

The P–V curves are characterised by a parabolic shape which describes how

a specific power can be transmitted at two different voltage levels, high and low.

The desired working points are those at high voltage in order to minimise power

transmission losses due to high currents at low voltages. The vertex of the parabola
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determines the maximum power that can be transmitted by the system and is often

called the point of maximum loadability or point of collapse.

4.4 Dynamic Voltage Instability

System dynamics in a voltage collapse time frame depend on three factors: the

temporary overload capabilities of the dynamic sources of reactive power; the timings

of control devices, such as OLTCs; and the dynamic responses of loads to voltage

changes. Of these factors, it is usually the load characteristics that are the most

difficult to determine.

In a large-scale integrated power system, the mechanisms that might lead to

voltage instability are, to a certain extent, interlinked with the rotor angle stability

properties of the system, thus making the analysis of the instability phenomenon

quite complicated. Nevertheless, in the literature, it is customary to distinguish

between the voltage and rotor angle stability phenomena. To facilitate the un-

derstanding of the various aspects of voltage instability mechanisms, the general

and broad concept of voltage stability is subdivided into two subcategories, namely,

short- and long-term voltage instability.

To test if the proposed model can serve as a benchmark for various voltage

instability scenarios, several analyses are performed. They involve: (a) outage of

one transmission line; (b) changes in the mix between static and dynamic loads; (c)

analyses with a nominal transformer and an OLTC; (d) analyses with and without

the AVR and PSS dynamics being taken into account; and (e) sudden changes in

load.

4.4.1 Scenario I: Short-term voltage instability

In the case of short-term voltage instability, the driving force of the instability is the

tendency of the dynamic load to restore consumed power in the time-frame of seconds

after a voltage drop caused by a contingency. A typical load component of this type

is the IM. In this scenario, the OLTC is considered as a nominal transformer and

the OXL is switched off. The proposed power system model is simulated first with

only a constant impedance load and then with combinations of constant impedance

and IM loads.

Fig. 4.3 shows the effect of tripping only one circuit with: (a) a constant impedance;

and (b) 50% constant and 50% IM loads. It is clear from Fig. 4.3 that the system
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reaches a new stable equilibrium at a reduced voltage in case (a) but that equilib-

rium disappears when a 50% IM load is incorporated in case (b). The instability

occurs due to the dynamics of the IM. When the motor is subjected to a voltage

dip, it demands reactive power at a certain rate to maintain the voltage, as shown

in Fig. 4.4.
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Figure 4.3. Load voltages with static and dynamic loads due to outage of one of lines
3–4 (Solid line static load and dashed line 50% static and 50% dynamic load)

When the voltage reaches a critical value, the IM will absorb less active power

and much more reactive power which makes the voltage of the originally weak power

system drop continuously owing to the lack of reactive power and, with such a vicious

cycle, the system voltage finally collapses.

If the reactive power demand is not met, the deficit of power results in a decline

in voltage and the motor stalls. This can be seen in Fig. 4.5 in which the motor’s me-

chanical and electrical torque curves do not intersect after the disturbance, thereby

leaving the system without a post-disturbance equilibrium.

Short-term voltage instability can also occur when there is a delay in fault clear-

ing. The motor’s mechanical and electrical torque curves intersect in this case but,

at fault clearing, the motor slip value exceeds that of the unstable equilibrium. Next,

a three-phase short-circuit fault is considered at bus 3. Fig. 4.6 shows the effect of

fault-clearing time on voltage stability.
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Figure 4.4. Reactive power drawn by IM load due to outage of one of lines 3–4
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Figure 4.5. Torque response of IM due to outage of one of lines 3–4 (Solid line constant
mechanical torque and dashed line electrical torque)



Section 4.4 Dynamic Voltage Instability 96

0.5 1 1.5 2 2.5 3 3.5 4
0

0.2

0.4

0.6

0.8

1

Time (s)

V
ol

ta
ge

 (
pu

)

Figure 4.6. Motor terminal voltage after three-phase fault at one of lines 3–4 (Solid line
fault cleared after 0.2 s and dashed line after 0.3 s)

0 0.5 1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5

0

0.2

0.4

0.6

0.8

1

Time (s)

M
ot

or
 s

lip

Figure 4.7. Slip response of IM for three-phase fault at one of lines 3–4 (Solid line fault
cleared after 0.2 s and dashed line after 0.3 s)
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If the fault is cleared rapidly, the system is attracted by the equilibrium but,

for a delayed clearance, the stability will be lost because the motor will decelerate

beyond the stable region and will be unable to reaccelerate even after the fault is

cleared. The slip response of the IM, as shown in Fig. 4.7, proves its instability.

From the above analysis, it is clear that short-term voltage instability occurs

mainly due to the loss of post-disturbance equilibrium and the lack of attraction

towards the stable post-disturbance equilibrium of the short-term dynamics. It can

be concluded that, after the IM becomes unstable, the voltage will become unstable,

or even collapse, if we try to maintain the operation of the induction motor at a

low-voltage without taking any corrective measures in time. However, if the IM is

removed in time after becoming unstable, the voltage stability of the whole system

and the operation voltage may improve.

4.4.2 Scenario II: Long- term voltage instability

In the long-term voltage analysis, it is assumed that the system has survived the

short-term period following the initial disturbance. From then on the system is

driven by the long-term dynamics captured by the z variables in (4.1). The contin-

gency in this scenario is the outage of one transmission line, and the local generator

is equipped with an AVR, a PSS and an OXL. The outage of one transmission line

results in an increased reactive loss on the transmission line and, thus, largely re-

duces the transmission capability. As a consequence, system voltages drop. To keep

the terminal voltage magnitude constant, the AVR of the local generator boosts its

field current to increase the reactive power output. With the increase in reactive

power, the system becomes transient stable.

Fig. 4.8 depicts the effects of the OLTC on voltage stability with and without

AVR dynamics, where the OXL is not activated and load is modelled as constant

impedance. The initial fast transient caused by the disturbance dies out, showing

that the short-term dynamics are stable. Thus, a short-term equilibrium is estab-

lished, with V2 settling down to 0.96 pu. After this point, the mechanism driving

the system response is the OLTC which tries to restore the load-side voltage by

lowering its tap ratio, n.

The operation of the OLTC starts after an initial time delay of 40 s. After

several tap changes, it succeeds in bringing the voltage back into the dead-band. The

required reactive power is supplied by the local generator. It can be concluded that

a disturbance to initially stable operating conditions initiates a dynamic transition
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Figure 4.8. Load voltage with OLTC effect for outage of one of lines 3–4 (solid line with
AVR dynamics and dashed line without AVR)

from an initial state towards a final state. In the transient period immediately

subsequent to the disturbance, a restoring action is released by the deviation from

steady operation. When stability is maintained, the restoring action returns the

operation to a steady equilibrium condition. Without the dynamics of the AVR, the

OLTC is unable to restore the voltage to its pre-contingency value, as can be seen

from Fig. 4.8.

The effect of the OXL on voltage stability is shown in Fig. 4.9. At about t=120 s,

the generator OXL is activated and causes the voltage to drop with the subsequent

change of tap. If the system voltage goes to a very low level, the system may become

unstable. The instability occurs due to the field current limitation of the local

generator. It is clear that the initial departure from planned operation is counter-

balanced by the inherent recovery capabilities of the stable operating conditions.

But, as these must have upper limits, circumstances may arise in which the stable

operating conditions are exceeded, thereby leading to unstable operating modes.

The time available for taking a corrective measure aimed at restoring a long-term

equilibrium is limited by the attraction considered. Fig. 4.10 shows the effects of

delayed corrective actions; the system becomes stable if the load is shed after 1 s of

generator tripping and the equilibrium condition is lost if it is delayed 0.1 s more.
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Figure 4.9. Load voltage with both OLTC and OXL effects for outage of one of lines 3–4

From the above scenarios, it can be concluded that long-term voltage instability

occurs due to the attempt to recover loads to their pre-disturbance value through

OLTC action or delayed corrective action, which restores a stable equilibrium but not

soon enough for the system to be attracted by the stable post-control equilibrium.
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Figure 4.10. Load voltage due to local generator tripping (Solid line load shedding
applied at 1 s after generator tripping and dashed line at 1.1 s)
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4.4.3 Scenario III: Short-term voltage instability caused by long-term

dynamics

We now consider the case in which the evolution of long-term variables, usually after

a long-term instability, leads to a short-term instability; the long-term instability

is the cause and the short-term instability the ultimate result. The system’s initial

conditions are modified by increasing the local generator’s active production to fully

rated turbine power. At first, the load is considered of the constant impedance type

and the contingency the outage of one transmission line. Fig. 4.11 shows the response

of the transmission-side voltage V4 as a function of time. This time, the generator

field current becomes limited at about t=100 s. As the OLTC keeps reducing the

tap ratio, the generator eventually loses synchronism at about t=220 s, as shown in

Fig. 4.11.
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Figure 4.11. Voltage and angle responses of local generator for outage of one of lines 3–4
(Solid line angle and dashed line voltage )

In the second case, the dynamic IM load is included and the same fault is applied.

The transmission-side voltage response is shown in Fig. 4.12 where 33.33% of the load

is from the IM. The local active generation is reduced below 50% of the rated turbine

power. The circuit tripping causes a more severe generator over-excitation problem

due to the increased reactive consumption of the IM at the lower voltage. The

increased overload forces the OXL to act faster. The loss of short-term equilibrium
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takes on the form of the motor stalling, as shown in Fig. 4.12. Therefore, the short-

term instability caused by long-term dynamics may result in both the motor stalling

and the generator losing synchronism.
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Figure 4.12. OLTC response with IM load for outage of one of lines 3–4 (Solid line
voltage and dashed line slip response)

4.4.4 Comparison of static and dynamic analyses

To compare the dynamic and static analyses, two cases are considered. In the first

case, the load is modelled as a constant impedance and dynamic IM load, and in the

second case it is only constant impedance load. The local generator is equipped with

an AVR and a PSS. The contingency in the first case is the sudden change in load

and, in the second, the outage of one transmission line. The responses of the load

voltage, using both static and dynamic analyses with a sudden 5% change in load

power, are shown in Fig. 4.13 and Fig. 4.14, respectively. From the static analysis, it

can be seen that the final steady voltage reduces somewhat but the system is stable.

A different scenario is obtained from the dynamic analysis in which the system is

unstable due to the dynamics of the load.

The responses of load voltage from static and dynamic simulations, due to the

outage of one transmission line, are shown in Fig. 4.15 and Fig. 4.16, respectively.

The outage is stable for the dynamic simulation and unstable for the V–Q analysis

using conventional power-flow models. Because there is no operating point for the
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Figure 4.13. P–V relationship at load bus due to change in load power
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Figure 4.14. Load voltage, from dynamic analysis, due to change in load power
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Figure 4.15. Q–V relationship at load bus with one transmission line off (Solid line QV
relation and dashed line shunt capacitor characteristic)
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Figure 4.16. Load voltage, from dynamic analysis, due to outage of one transmission
line
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unstable V–Q curve cases, results at the end of the stable dynamic simulation cannot

be compared with those of the power-flow analysis.

The difference between the results in both cases occurs because the dynamics of

the generator, AVR, PSS and IM load are neglected in static analysis. We can judge

the acceptability of the dynamic simulations by the post-fault voltage levels, the

remaining reactive power reserves at the generating plants and the time available

for operation. Dynamic simulation results provide more information for judging

acceptability.

4.5 Voltage Instability Caused by Fixed-Speed Wind

Turbines

FSWTs are often used for wind power generation because of their simple construc-

tion and low maintenance cost. In FSWTs, regardless of the wind speed, the rotor

speed is fixed and determined by the grid frequency, the gear box ratio and the

generator design [15]. FSWTs are equipped with an induction generator that is di-

rectly connected to the grid with a soft-starter and have a shunt capacitor bank for

reducing reactive power compensation. In FSWTs, fluctuations in the wind speed

are transmitted as fluctuations in the mechanical torque and then in the electrical

output power to the grid [15]. As the penetration of wind power in an electrical

power system increases, the behaviour of a WT under faults, voltage dips and wind

speed variations becomes more important. Thus, it is essential to investigate the

transient stability, dynamic behaviour and voltage stability of FSWTs.

Voltage drops or rises with induction generators depend on the amount of power

generated by the turbine. During a short-circuit fault close to the terminals of an

induction machine, the short-circuit current rises because of the machine’s contribu-

tion and the generator terminal voltage drops. Due to this voltage dip, the output

electrical power and the electromagnetic torque suffer significant reductions. Only a

small amount of electrical power can be fed into the grid. As the mechanical power

remains constant the machine will speed up.

After clearance of the fault, the voltage at the machine terminal recovers. Before

any energy can be transferred between the rotor and the stator (thus, between the

mechanical and electrical sides of the machine) the air-gap field has to build up.

Building up this magnetic field requires a high reactive current. As this current

leads to a voltage drop at the machine terminal, neither the voltage nor the electrical
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torque fully recover. If the electrical torque during recovery remains lower than the

mechanical torque, the machine will keep on accelerating until it loses synchronism.

The result for the power system is a voltage collapse situation unless the protection

removes the generators, they will gradually pull down the rest of the system.

The analyses are intended to examine the response of wind turbine models sub-

jected to a number of disturbances. Two different cases are presented.

• (i) A fault in the grid that causes short-term voltage stability phenomena.

• (ii) Long-term voltage stability phenomena initiated by a loss of line followed

by a slow-acting OLTC.

4.5.1 Short-term voltage instability

The short-term voltage stability for a grid connected to a wind farm has to be

analysed by taking into account the behaviour of IGs which require a large amount

of reactive power immediately after a fault in the grid has been cleared. This

mechanism may lead to a voltage stability problem with the risk of voltage collapse

as a final consequence. In this case 50% of the local generator output is replaced by

the output of FSWTs.

Figures 4.17 and 4.18 show the wind generator terminal voltage, and the active

and reactive power for a three-phase fault at one of the long transmission lines.

The fault is cleared after 0.3 s. From the simulation results, it is clear that the

voltage collapses due to the high reactive power drawn from the system by the wind

generator.

4.5.2 Long-term voltage instability

Long-term voltage stability is simulated by incorporating the slow action of the

OLTC. To initiate the long-term voltage stability phenomena, one of the transmis-

sion lines is tripped. The OLTC acts by adjusting the tap changer, with a certain

time delay, to maintain the voltage at the load bus (bus 3) within a predefined

range. This results in a higher current flowing through the transmission line. As

a consequence, a further voltage drop is encountered at bus 2. A sharp transient

occurs at the instance of the line disconnection.

Thirty seconds after the disturbance, the tap changer starts to restore the voltage

level at the load side, as shown in Fig. 4.19. For every tap step, the voltage at the load

side increases and therefore the load power increases. This also leads to a current

increase at the load side of the transformer. This increased current is amplified
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Figure 4.17. Unstable case: wind generator terminal voltage
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Figure 4.18. Unstable case: wind generator active and reactive power (Solid line active
power in MW and dashed line reactive power in MVAr
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Figure 4.19. Unstable case: OLTC primary and secondary voltage (Solid line primary
and dashed line secondary)
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Figure 4.20. Unstable case: wind generator terminal voltage
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on the primary side by the transformer and, as a result, gives an increased voltage

drop on the primary side. The field current limiter is activated at 80 s, as shown

in Fig. 4.20. The generator’s reactive power production will be reduced when the

current limiters are activated. When the generator reaches its field current limit, its

terminal voltage drops. In addition, the tap changer continues to restore the load

voltage which result in a current increase and an additional voltage drop on the

primary side. As a consequence, voltage is collapsed.

4.6 Dynamic Behaviour of Systems with Large-Scale

Wind Generators

A 16-machine, 69-bus system is considered in this section [32]. The single line dia-

gram of the system is shown in Fig. 4.21 and its parameters are given in Appendix-

X. This is the reduced order equivalent of the interconnected New England (NETS)

and the New York power system (NYPS). There are five geographical regions, of

which NETS and NYPS are represented by a group of generators whereas imports

from each of the other three neighbouring areas 3, 4 and 5, are approximated by

generator equivalent models. The generators, loads and imports from other neigh-

bouring areas are representative of operating conditions in the early 1970s. The

total load on the system is PL = 17620.65 MW, QL = 1971.76 MVAr and genera-

tion PG = 18408.00 MW. The line loss in the system is 152.2 MW. Generators G1

and G9 are the equivalent representations of the NETS generators whilst machines

G10 to G13 represent those of the NYPS. Generators G14 to G16 are the dynamic

equivalents of the three neighbouring areas connected to the NYPS. There are three

major transmission corridors between the NETS and the NYPS connecting buses

60–61, 53–54 and 27–53. All these corridors have double-circuit tie-lines. In steady-

state, the tie-line power exchange between the NETS and the NYPS is 700 MW in

total. The NYPS is required to import 1500 MW from area 5.

All the generators of the test system (G1 to G16) are represented by a sub-

transient model [32]. The mechanical input power to the generators is assumed to be

constant during the disturbance. The generators G1 to G8 are equipped with slow

excitation systems (IEEE-DC1A) whilst G9 is equipped with a fast-acting static

excitation system (IEEE-ST1A) [32] which has a PSS to provide supplementary

damping control for the local modes. The rest of the generators are under manual

excitation control [32]. The load is modelled as (i) 20% large IM load [56], (ii)
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Figure 4.21. 16 machine 69 bus test System

25% small IM load [56], and (iii) 55% static load. The active components of static

loads were represented by constant current models and the reactive components by

constant impedance models, as recommended in [137] for dynamic simulations.

In this section, FSWTs and DFIGs are considered for analysis. The modelling of

IGs for power flow and dynamic analysis is discussed in [15], [76]. A general model for

representation of VSWTs in power system dynamics simulations is presented in [80].

Among different FACTS devices, an SVC [32], a TCSC [32] and a STATCM [98]

are used in this section.

4.6.1 Case studies

A number of cases are considered to get a deeper insight into these complex issues.

4.6.2 Load area fed by high import

A large amount of compensation is needed within the load area of this test system.

This is due to the high demand for reactive power by the loads, the need for a lot of
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Figure 4.22. P–V relationship at bus 49

reactive power by the feeding lines and the lack of generation units within the load

area which could deliver reactive power as a by-product. A large amount of reactive

compensation results in a P-V curve that is flat to a certain point from there it falls

very steeply whereas in a moderately compensated system this P-V curve has a slow

gradient and it curves towards the critical point. The effect is that the voltages are

on a good level for a long time and nobody can see a problem. However, in reality

the security margin of voltage instability is very small and a small event can pull

the system down.

The P-V curve for bus 49 in area NYPS which is highly compensated (750 MVAr)

and the load (P=1350 MW and Q=29 MVAr) is supplied from the NETS, as shown

in Fig. 4.22. The system is operated with an 864 MW load at bus 49 and the

voltage remains constant for this loaded condition. A three-phase fault is applied at

the middle of one of the lines 60–61 and the resulting voltage at bus 49 is shown in

Fig. 4.23 in which it is clear that, although the system is highly compensated and

operated at a constant voltage, instability occurs due to the small security margin.
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Figure 4.23. Voltage at bus 49 for three-phase fault at middle of one of lines 60–61

4.6.3 Lots of DFIG type wind farms and a few synchronous generators

Statically, DFIGs often do not deliver as much reactive power as do synchronous

generators and, dynamically, they cannot produce the same short-circuit current.

The post-fault voltage support provided by the feeding reactive power is normally

worse for a DFIG than for a synchronous machine. Although, recent work shows that

an improvement in the area of voltage support may be possible. Due to the inferior

behaviour of DFIGs compared to the synchronous generators, a system dominated

by them behaves worse than one with synchronous generation. Normally, the effect

is that more reactive compensation is needed in such a system. During deep voltage

sags, a synchronous generator feeds in more reactive current than does a DFIG-

based wind farm and, thus, provides a stronger support to the grid voltage. Also,

DFIGs consume reactive power when they behave as SCIGs during transients and

can reduce the voltage stability limit.

Fig. 4.24 shows the reactive power supplies from a synchronous generator (G10)

and a DFIG of the same capacity during a three phase fault at the middle of one of

the lines 60–61. Voltage transients for a power system with only synchronous gener-

ators (SGs) and one with a combination of 60% DFIGs and 40% synchronous gener-

ators for the same fault are shown in Fig. 4.25. The synchronous generators supply



Section 4.6 Dynamic Behaviour of Systems with Large-Scale Wind Generators 112

1 1.5 2 2.5 3
−1

0

1

2

3

4

5

6

Time (s)

R
ea

ct
iv

e 
po

w
er

  (
M

V
A

R
 X

10
0)

 

 

Figure 4.24. Reactive Power for three-phase fault at middle of one of lines 60–61 (Solid
line generator and dashed line DFIG)

1 1.5 2 2.5 3
0

0.2

0.4

0.6

0.8

1

Time (s)

V
ol

ta
ge

  (
pu

)

 

 

Figure 4.25. Voltage at bus 49 for three-phase fault at middle of one of lines 60–61 (Solid
line Synchronous generator, and dashed line 60% DFIGs and 40% SGs)
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more reactive power and, thus, provide better performances in contrast to DFIG

when recovering post-fault voltage. In some countries the grid-codes are so rigid

that the DFIGs must be combined with static synchronous compensators (STAT-

COMs) in order to achieve similar behaviour to that of synchronous generators.

In these cases, wind generation can be considered to be equivalent to conventional

power generation.

4.6.4 Interactions amongst different FACTS devices

Interactions amongst the FACTS devices in a multi-machine system can adversely

influence the damping properties of individual FACTS devices. In some critical

cases, it may even amplify power swings or increase voltage deviations. Due to

local, uncoordinated control strategies used in many power systems, destabilising

interactions amongst FACTS controls are possible. This problem may occur espe-

cially after the clearance of a critical fault, if shunt and series connected devices, e.g.,

SVC or STATCOM and TCSC, are applied in the same area. Interactions amongst

FACTS controls can adversely influence the rotor damping of generators and for

weakly interconnected system conditions it can even cause dynamic instability and

restrict the operating power range of the generators. The following two case studies

are conducted: (i) a STATCOM at bus 31; and (ii) a STATCOM at bus 31, an MSC

at bus 53 and a TCSC at the middle of the line 30–31. Fig. 4.26 shows the rotor angle

for both the cases with three-phase fault at the middle of one of the lines 60–61. It

is clear that the addition of TCSC and MSC nearest to STATCOM increases the ro-

tor angle oscillations. To improve overall system dynamic performance, interactions

amongst FACTS controls must be minimised or prevented.

4.6.5 A few bulk transmission lines with series compensations

Series compensation can be optimised so that the electrical length of the lines can be

reduced. If the compensation is equipped with thyristor control, it can even be used

for the damping of power swings. Case studies are carried out for: (i) a base case

power flow (200 MW) through one of the lines 60–61; and (ii) an extra power flow

with a TCSC of 380 MW (almost double) through the same line. Fig. 4.27 shows

the power flow through the line 60–61(2) for both cases which raise no concerns

regarding that configuration. The series compensation makes a stable transmission

possible.
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Figure 4.26. Rotor angle G10 for three-phase fault at middle of one of lines 60–61 (Solid
line STATCOM and dashed line STATCOM+TCSC+MSC)
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Figure 4.27. Power flow (lines 60–61(2)) for outage of one of transmission lines 60–61
(Solid line base case power flow and dashed line extra power flow with TCSC)
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Figure 4.28. Voltages at buses 60 and 61 for three-phase fault at middle of one of lines
60–61 (Solid line bus 60 and dashed line 61)

4.6.6 Longitudinal system with shunt compensation at middle

If the distances are not too great, line reactive power requirement can be met by

compensation at the middle of the system which minimises the distances from the

compensation device to the nodes of the system. For this case, a STATCOM is

placed at the middle of one the of lines 60–61. Fig. 4.28 shows the voltage profiles

at buses 60 and 61 for a three-phase fault at one of the lines for 150 ms. From

Fig. 4.28, it is evident that the post-fault voltage remains in good condition at both

buses.

4.6.7 Comparison of different compensation devices

A possible way of assessing the ‘quality’ of a compensation device concerning voltage

stability may be that the reactive power output of several devices are not compared

at the rated voltage of the devices but at the minimum voltage that is accepted in

the grid. It could be the voltage at which power plants trip due to under-voltage

(or other under-voltage criteria).

An SVC has constant impedance and its reactive power output decreases in

proportion to the square of the voltage. It is an active fast reacting device, if it is

not yet at its limit before the fault, it can improve the voltage recovery after fault
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Figure 4.29. Voltage at bus 60 for three-phase fault at middle of one of lines 60–61 (Solid
line STATCOM and dashed line SVC)

by activating the reserve. A STATCOM is a constant current source and its reactive

power output decreases linearly with the voltage. It is also an active fast reacting

device with limited energy storage. Because it can inject a constant current, it can

better improve the voltage recovery after fault. Fig. 4.29 shows the bus voltage with

a STATCOM and a SVC for a three phase fault in the middle of line 60–61.

It is clear that during low voltage the STATCOM provides better response and

the lower voltage with the STATCOM is much higher than that of the SVC.

4.6.8 Classical generation close to load centres

When generators are close to the load centre, only a small amount of compensation

is required because the reactive power needed by the lines is relatively low and

the consumption of reactive power by the loads can be covered by the generators.

A synchronous generator offers dynamic compensation of high quality, i.e., in the

case of a decreasing voltage at the connecting point, it does not reduce its output of

reactive power. The job of additional compensation is to deliver a base compensation

in order to create an adequate security margin for the generator action.

A study is conducted by increasing by 10% load in the NYPS (New York) which,

in the first case, is supplied from local generation. In the last case, the extra load



Section 4.6 Dynamic Behaviour of Systems with Large-Scale Wind Generators 117

1 1.5 2 2.5 3 3.5 4
0

0.2

0.4

0.6

0.8

1

Time (s)

Lo
ad

 v
ol

ta
ge

 (
pu

)

 

 

Figure 4.30. Voltage at bus 49 for three-phase fault at middle of one of lines 60–61 (Solid
line classical local generator and dashed line far FSWT)

is supplied from a remote area wind turbines (New England). Fig. 4.30 shows the

voltage at bus 49 for a three phase fault at the middle of one of the lines 60-61.

Voltage is not recovered for the last case due to high transmission losses in the

connecting long lines and the different behaviours of wind turbines compared with

those of synchronous generators.

4.6.9 Effects of integration of large-scale FSWTs

A grid-connected wind turbine generation system consists of both mechanical and

electrical systems which are connected to the distribution system to form part of

the existing utility network. The analyses described in this section show that, for

an interconnected power system, stability is likely to be affected by various factors

contributed to by the constituent distribution system and the wind turbine’s me-

chanical and electrical properties. Modal analysis is conducted on the test system by

replacing the synchronous generator by fixed speed wind turbines. Fig. 4.31 shows

the monotonic mode under different FSWT integration levels. Fig. 4.32 shows the

damping and frequency of the mechanical modes as a function of the shaft stiffness.

From the participation factors, we find that the instability is caused mainly by shaft

stiffness and the operating slip.
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Figure 4.31. Monotonic mode as function of FSWT integration
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Figure 4.33. PCC voltage for three-phase fault at middle of one of lines 60–61 (Solid
line with LVRT and dashed line without LVRT)

It is essential that wind generators have the fault ride-through capability. If this

is not enforced, the generators trip, based on a certain under-voltage criteria (e.g.

80%). This means that, in the case of a fault, many units trip and there is a great

imbalance in the system. If this amount exceeds the primary control reserve, the

system can collapse. This scenario is analysed by replacing G3 with a wind farm.

Fig. 4.33 shows the voltage at bus 3 having a wind farm (i) with a low-voltage-ride-

through (LVRT) capability, and (ii) without a LVRT capability. From Fig. 4.33, it

is clear that the wind farm without a LVRT capability may cause instability which

is also visible in Fig. 4.34. In order to obtain an optimal integration of wind energy

in a system, large wind farms must be able to withstand network disturbances.

4.6.10 Integration of FSWTs by using STATCOMs

In the case of renewable energy, FACTS devices are especially advantageous when

integrated with wind generators. As wind farms become a larger part of total power

generation and as their penetration levels increase, issues related to integration,

such as transient stability and voltage control are becoming increasingly important.

For wind generation applications, FACTS can be implemented for voltage control
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Figure 4.34. Angle response for three-phase fault at middle of one of lines 60–61

in the form of shunt-connected static VAr compensators (SVCs) or STATCOMs

configurations.

FSWTs and STATCOMs are integrated into the system repeatedly to find a

certain level at which the system becomes unstable. The upper limits for certain

amounts of compensation (STATCOM and shunt capacitor) are shown in Table 4.1.

It is found that a 100 MVA STATCOM with a 500 MVAr capacitor is required to

integrate a 24.5% level of FSWTs in different areas of the test system. For identi-

fying the nature of instability during transients at the upper limit, the method of

eigenvalue tracking is used [122]. In this method, the system is repeatedly linearised

at selected time instants during the simulation and the system eigenvalues are com-

puted at each snapshot. With a fixed compensation level, the system becomes

unstable after the integration of a certain level of FSWTs. Online linearisation and

eigenvalue tracking show that, after fault clearing, the monotonic mode shown in

Fig. 4.35 is correlated to generator slip and the mechanical state is the first to be-

come unstable. The conclusions, drawn from Fig. 4.35, are an indication of potential

instability.

From the above analyses, the following conclusions can be drawn:
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Table 4.1. FSWT integration and STATCOM

FSWT (MW) 4500 6300 7325 8120 8600

STATCOM (MVAr) 100 200 300 400 500

Capacitor (MVAr) 500 1000 1500 2000 2500
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Figure 4.35. Evolution of critical eigenvalue in unstable case

• accurate dynamic load modelling is crucial for both short- and long-term dy-

namic voltage instability analyses;

• although both static and dynamic compensations enhance the security level,

high compensation reduces the security limits under certain operating condi-

tions and, because of the local, uncoordinated control strategies used in many

power systems, destabilising interactions amongst FACTS controls are possi-

ble,

• although interactions among local shunt FACTS controls can adversely influ-

ence the rotor damping of generators, series compensations, such as TCSCs

do not have adverse effects on power flow;

• new transmission lines may be needed where wind generation is situated at a

substantial distance from existing networks; and
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• the modes related to operating slip and shaft stiffness are critical as they may

limit the large-scale integration of wind generation.

4.7 Chapter Summary

In this chapter, different aspects of the voltage instability problem through both

static (P–V and Q–V) and dynamic analyses are discussed. We explore the effects

of including dynamics of a conventional generator, a wind generator, an AVR, a PSS,

an OXL, an IM, an OLTC and FACTS devices on the voltage stability characteristics

of a power system using a time domain analysis during low-voltage transients. In

particular, in this chapter, the mechanism of the voltage collapse phenomenon is

analysed from the physical rather than the mathematical point of view, and some

meaningful physical interpretations are given.

The effect of load representation on voltage stability is studied. Under the same

conditions in a system, load representation affects the location of the operating

point in the P-V curves, leading the system either closer to or further away from the

collapse point. Since load behaviour is critical for the stability of a system, more

accurate models are necessary. As the traditional static models are not sufficient to

represent load dynamics, dynamic load models are introduced.

For the IM load, after large disturbances take place, the IM can still maintain

voltage stability if the disturbances are removed in time. Otherwise, the system

voltage will become unstable or even collapse. The IM at a given operating state,

and subject to a given disturbance, undergoes voltage collapse if post-disturbance

equilibrium voltages are below acceptable limits. IM instability may develop into

voltage instability or even voltage collapse unless effective control measures are taken

against it.

Voltage stability can be enhanced by the use of an exciter or compensating

devices, among which the exciter is the cheapest is effective in a distributed power

system where the load is not far away from the generator. Of the different control

methods, the robust control technique has been gaining more attention recently and

can ensure stability against uncertainty. A novel robust exciter control technique

will be given in the next chapter.



Chapter 5

Control for Voltage Stability with

Dynamic Loads

5.1 Introduction

During the last few decades, power systems have been operated under increasingly

stressed conditions. This is due to transmission expansion, increased electricity

consumption and new loading patterns due to deregulation of the power market.

Under these stressed conditions, slow voltage drops or even voltage collapses have

become a serious operating concern and, therefore, the dynamic analysis and con-

trol design of power systems in terms of voltage stability issues have become more

critical [51], [1], [62]. The trend has been towards the imposition of severe voltage

stability requirements for power systems due to increases in load from air condi-

tioners, refrigerators, heaters, etc., which have voltage characteristics that approach

constant power. The expansion of 275 kV cable systems in urban areas, and the

emergence of long-distance power transmission systems with concentrated large-scale

power sources, also play significant roles in causing voltage instability.

The assessment of voltage stability in power systems has recently gained in-

creasing attention because voltage instability has been responsible for several major

network collapses [18]. In contrast to the traditional machine instability problem,

which deals with the rotor dynamics, voltage instability is closely related to the load

behaviour [138]. Different studies have shown the importance of load representa-

tion in voltage stability analyses [18], [19]. Currently, although static load models

are commonly used in the power industry to model dynamic behaviours of reactive

loads, they do not adequately do so [139]. Induction machines play a crucial role

in voltage dynamics [61], [56]. Motor behaviour has been a major contributing

factor in a number of documented voltage instability problems and collapses [140].

The problem of voltage instability is likely to increase because of the growing use

of dynamic motor loads for air conditioning, heat pumps, refrigeration, etc. [141].

123
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Therefore, dynamic load models are needed in order to analyse voltage instability

and to design controllers for enhancing stability.

The active power consumption of an induction motor (IM) remains constant

even after a voltage drop [61]. Moreover, if the disturbance is such that the electri-

cal torque cannot balance the mechanical load, the motor can decelerate, absorbing

higher reactive current, thus inducing a further voltage drop and occasionally a

voltage collapse. Induction machines are usually shunt-capacitor compensated to

improve their power factor. However, the reactive support provided by shunt capac-

itors varies with the square of the voltage, and consequently, during a voltage drop

it is greatly reduced. Therefore, in order to avoid induction machine instability,

dynamic and fast reactive compensations may become necessary.

The control of voltage levels is accomplished by controlling the production, ab-

sorption and flow of reactive power at all levels in a power system. There are two

basic approaches to controlling voltage. One is to adjust the voltage at the gener-

ating plants by the use of excitation controllers. However, when the transmission

lines are long and the generators are far away from major load centres, this method

is not effective in improving voltage at the load end [138]. Still there are many situ-

ations in which excitation controllers can be used to stabilise the voltage in modern

distributed power systems.

High-gain voltage regulators are often used but they deteriorate the small-signal

stability of a system by reducing damping of the electromechanical modes of os-

cillation [1]. In this case, power system stabilisers (PSSs), supplementary to the

main excitation control loop, are required to restore the small-signal stability. An-

other approach is to use flexible AC transmission system (FACTS) devices which

act directly over the power flowing across the transmission lines. However, these

devices are quite expensive [142] and, therefore, where possible, the use of generator

excitation control for enhancement of voltage stability is much more desirable.

A power system is highly nonlinear and a mathematical model obtained via lin-

earisation may only satisfy the security requirement under small disturbances. Small

disturbance voltage stability can be effectively studied with steady-state approaches

that use linearisation of the system dynamic equation at a given operating point.

However, large-disturbance voltage stability is closely related to the nonlinear be-

haviour of power systems [1] and controller designed using a linear model cannot

ensure stability during severe disturbances. Therefore, it would be desirable to have
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a robust controller that could ensure the stability of a system for a wider operat-

ing region under operating conditions which could be much more distant from the

equilibrium point. With this motivation, a detailed investigation into the need to

include higher-order terms for small signal (modal) analysis in power systems was

recently conducted by an IEEE Task Force [143]. It is shown in [144] that the ad-

dition of higher-order terms accurately predict system behaviour for large system

perturbations.

Conventional excitation controllers are usually designed based on approximately

linearised models dependent on a given operating condition and, therefore, may

not work properly when the operating conditions change [145]. A linear optimal

excitation controller based on the linear quadratic regulator (LQR ) theory has been

developed to improve power system stability [146]. It is more effective, with better

damping for the enhancement of power system stability, under small disturbances

than with a conventional excitation controller. But this approach is often difficult to

implement since not all the state variables are directly measurable. To overcome this

difficulty, an output feedback linear quadratic Gaussian (LQG) excitation control

scheme is proposed in [147].

The LQG controller is more realistic because it is designed using only the mea-

surable outputs and the state variables estimated from them. It is known that it

provides good robustness in terms of gain margin and phase margin [148]. However,

LQR and LQG controllers are unable to provide robustness against uncertainties

in the operating conditions [149]. Robust LQG controllers to damp power system

oscillations for thyristor-controlled series capacitors (TCSCs) are proposed in [95]

and [150] in which loop transfer recovery (LTR) method is used to design them. Ro-

bust excitation control for large uncertain power systems using the H∞ method is

proposed in [151]. Controllers in [150] and [151], designed using linearised models,

are only able to damp the oscillations due to electromechanical modes.

Feedback linearisation schemes are also widely used in power system robust con-

trol designs to linearise nonlinear power system models. A feedback linearising

controller (FBLC) is used in the design of a controller for a synchronous generator

connected to an infinite bus in [152]. The direct feedback linearisation (DFBL) the-

ory is easier to understand for power engineers but, so far, its application has been

limited to single-input single-output systems. Another type of FBLC to damp elec-

tromechanical oscillations in power systems is proposed in [153], but this is achieved
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at the expense of reducing the voltage regulation ability of the excitation system.

In [154], it is indicated that the implementation of an exciter control based on

the FBLC theory requires a fixed and known equilibrium point of the power system

which is usually not well-defined in practice. Furthermore, the controllers designed

using a FBLC require information about the power system topology and the states

must be measurable. In practice, it is very difficult to measure all the states of a

power system. In addition, feedback linearisation schemes need exact plant param-

eters to cancel the inherent system nonlinearities. Although many developments

have been proposed in the area of feedback linearisation theory, it has not yet been

applied to a system with dynamic loads.

A great deal of attention has been given to the control of power systems us-

ing recently developed nonlinear control design tools to improve transient stabil-

ity [155], [156], [157]. Rather than using a linearised model, as in the design of

the usual PSS, nonlinear models are used and nonlinear feedback linearisation tech-

niques are employed to linearise them which has the advantage that they are not

dependent on the operating conditions as linearised models. Using nonlinear con-

trollers, power system transient stability can be improved significantly. However,

nonlinear controllers usually have a more complicated structure and are harder to

implement in practice.

Although voltage instability has only recently come to be considered a dominant

problem, power oscillations of small magnitudes and low frequencies have been per-

sisting for a long time. In some cases, this presented a limitation on the amount

of transmitted power. Disturbances in a power system may not only cause it to

lose synchronism but also result in short-term voltage dips and sags. This requires

the control system to have the ability to suppress potential instability and poorly

damped power angle oscillations that can be detrimental to system stability and to

be able to compensate for the voltage dips and sags which can damage both utility

and customer equipment. To improve overall system performance, many research

studies have been conducted on the coordination between PSSs and automatic volt-

age regulator (AVR) controllers.

A coordinated AVR and PSS controller is presented in [158] for a single ma-

chine infinite bus system (SIMB) which allows a coordinated direct trade-off be-

tween voltage regulation and damping enhancements. A robust linear controller

has been proposed to solve the problem of coordinating the control of generator
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terminal voltage and electrical power variations [159]. A unified approach for AVR

and PSS design, based on predictive control in the s-domain, is presented in [160].

Although power systems exhibit highly nonlinear behaviour, most of the existing

excitation controllers are designed by classical control techniques in the frequency

domain, involving linearisation around a nominal operating point. Then, a con-

troller is designed over the linearised nominal model and a posteriori verification of

controller performance is performed in the closed loop nonlinear model of the sys-

tem, under various operating conditions. However, this controller cannot stabilise

the system under severe large disturbances which motivates the use of advanced

control techniques that consider nonlinear interactions and ensure stability for large

disturbances.

Since transient stability and voltage regulation are ascribed to different model

descriptions, some recent proposed scenarios [161], [162] apply a switching strategy

of two different kinds of controller to cover the different behaviours of system opera-

tion during transient and post-transient periods. The performance of these schemes

depends essentially upon the selection of the switching time. Moreover, using differ-

ent control surfaces through a highly nonlinear structure increases the complexity

of designed controllers.

The design of linear controllers to enhance the dynamic stability of intercon-

nected nonlinear power systems under different operating conditions is still a chal-

lenging task [163]. In this dissertation, we consider the problem of designing a linear

controller, for a nonlinear power system model, in such a way that it performs ac-

ceptably over a wider operating region than do other conventional linear controllers.

The nonlinearities are dealt with by explicitly including information about the sys-

tem nonlinearities in the design formulation, using the Cauchy remainder of the

Taylor series expansion. Such an approach has not yet been applied to power sys-

tems. The minimax LQG method [92] is used to design a robust excitation controller

to stabilise the system against large disturbances using dynamic loads. Within the

minimax optimal control design framework, robustness is achieved via optimisation

of the worst-case quadratic performance of the underlying uncertain system. This

helps to achieve an acceptable trade-off between the system’s control performance

and robustness.

In this chapter, a voltage controller is designed first to stabilise voltage mode

where instability is caused by induction motors. Secondly, both voltage controller
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and PSS are designed for a test system where instability occurs due to electrome-

chanical and voltage modes. The organisation of the rest of this chapter is as follows:

Section 5.2 provides a short description of the background to power system stability

and exciter control; Section 5.3 discusses the mathematical modelling of the power

system devices under consideration. Section 5.4 presents the test system and control

task; Section 5.5 describes the linearisation technique and the technique to obtain

a bound for uncertainties; Section 5.6 contains the essential details of the minimax

LQG controller design technique as applied to our problem; Section 5.7 outlines the

designed control algorithm and performance of the controller; Section 5.8 includes

the PSS design technique and performance evaluation of the voltage controller and

the PSS; and Section 5.9 presents the conclusions.

5.2 Power System Stability and Exciter Control

Power system stability involves (a) voltage stability in which a constant voltage can

be restored and maintained even when changes in load occur and (b) power stability

in which the power perturbation that arises between generators is quickly suppressed

and a constant power can be maintained. It is necessary to guarantee both types of

stability taking the most severe operating conditions into consideration.

Approaches to improving power system stability include the method of improv-

ing the main circuits by increasing the system voltage, constructing additional power

transmission lines, installing series capacitors and static VAr (volt-ampere-reactive)

compensators (SVCs), etc., and the method of generator exciter control. Although

the main circuit improvement approach is a fundamental measure, the scale of recon-

struction is very large. The control approach, on the other hand, makes it possible

to extract the maximum capability from the generator by improving the control

algorithm.

The generally used means of stabilising voltage against increases in load is to

install a power capacitor or synchronous phase modifier at the load termination.

However, local synchronous generators in modern distributed power systems can be

used to control the dynamic load voltage. Synchronous generators can generate or

absorb reactive power depending on the excitation. When over-excited they supply

reactive power, and when under-excited they absorb reactive power. Synchronous

generators are normally equipped with AVRs which continually adjust the excitation

so as to control the armature current.
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The excitation control of generators is one of the most effective and economical

techniques for improving dynamic voltage performance and the voltage stability of

power systems. Early in the 1950s, a number of scholars emphasised the impor-

tance regulating of synchronous generator’s magnetic field to improve power system

stability [164]. Since then, a great deal of attention has been paid to research in

this field which covers two areas: melioration of the main excitation system and

improvement of the excitation control strategy [165], [166].

The advances in excitation control systems over the last 20 years have been influ-

enced by developments in solid-state electronics. Developments in analog-integrated

circuitry have made it possible to easily implement complex control strategies. In

recent times, static excitation technology has also seen great advances. Since the

static exciter with a thyristor-controlled self-shunt excitation has the advantages of

a simple structure, high reliability and low cost, it is adopted by many large power

systems around the world. The design principle and approach of the robust excita-

tion control, including dynamic loads, to be discussed in this chapter will be aimed

mainly at this type of excitation.

Although the problem of excitation control has been approached using classic

control and linear control techniques with good results, it is only locally valid. Due

to the nonlinearities of various components of power systems and the inherent char-

acteristics of changing loads, the operating points of a power system may change

during a daily cycle. As a result, a conventional excitation control design around an

operating point may not work under large disturbances.

5.3 Power System Model

Power system operation can be modelled at several different levels of complexity,

depending on the intended application of the model. In this design, a benchmark

power system model, with a large IM, is considered due to its suitability for voltage

stability analysis [61].

The actual transient behaviour of a synchronous generator in a real power sys-

tem is very complex and difficult to accurately model unless some simplifications are

made [167]. It is pointed out in [167] that the classical third-order single-axis gen-

erator dynamic model can be reliably used when designing an excitation controller

as the dynamic phenomena with much smaller time constants (e.g., the effects of
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the damper windings) or much larger ones (e.g., the governor dynamics) can be ne-

glected. The transmission network is considered as a passive circuit and modelled by

a set of algebraic constraints representing interconnections among the dynamic mod-

els of generators and IMs. Under typical assumptions, the synchronous generator

can be modelled by the following set of nonlinear differential equations [67]:

δ̇ = ωωs − ωs, (5.1)

ω̇ =
1

2H

[

Pm − E ′
qIq −Dω

]

, (5.2)

Ė ′
q =

1

T ′
d0

[

Efd − E ′
q − (Xd −X ′

d)Id
]

, (5.3)

where Efd is the equivalent emf in the exciter coil, δ the power angle of the generator,

ω the rotor speed with respect to a synchronous reference, E ′
q the transient emf due

to field flux linkage, ωs the absolute value of the synchronous speed in radians per

second, H the inertia constant of the generator, D the damping constant of the

generator, T ′
do the direct-axis open-circuit transient time constant of the generator,

Xd the synchronous reactance, X ′
d the transient reactance, Id and Iq the direct and

quadrature axis components of stator current, respectively. The mechanical input

power Pm to the generator is assumed to be constant.

The excitation system is a high-gain static system and the terminal voltage is

measured using a transducer with first-order dynamics:

Efd = KaVc,

V̇tr =
1

Tr
[−Vtr + Vt] , (5.4)

where Vtr and Tr are the output and time constant of the voltage transducer, re-

spectively, Ka the gain of the exciter amplifier, Vt = [(E ′
q −X ′

dId)
2 + (X ′

dIq)
2]

1

2 the

generator terminal voltage and Vc the input to the exciter (output of the designed

controller).

The output-feedback controller shown in Fig. 5.1 is represented as:

˙̂xc = Acx̂c(t) + BcVtr, Vc = Ccx̂c(t),

where Ac, Bc and Cc are the appropriate matrices of the controller in (5.25)-(5.26).
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−
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Figure 5.1. Excitation control scheme

The transient model of an IM is described by the following algebraic-differential

equations written in a synchronously-rotating reference frame [18]:

ṡ =
1

2Hm

[Te − TL] ,

T ′
domė

′
qm = −e′qm + (X −X ′)idm − T ′

domSωse
′
dm,

T ′
domė

′
dm = −e′dm − (X −X ′)iqm + T ′

domSωse
′
qm,

(vds + jvqs) = (Rs + jX ′)(idm + jiqm) + j(e′qm − je′dm),

where X ′ = Xs +XmXr/ (Xm +Xr) is the transient reactance, X = Xs +Xm the

rotor open-circuit reactance, T ′
dom = (Lr + Lm) /Rr the transient open-circuit time

constant, Te = e′qmiqm + e′dmidm the electrical torque, s the slip, e′dm the direct-axis

transient voltage, e′qm the quadrature-axis transient voltages, TL the load torque, Xs

the stator reactance, Xm the magnetizing reactance, Rs the stator resistance, Hm

the inertia constant of the motor, vds the d-axis stator voltage, vqs the q-axis stator

voltage, idm and iqm the d- and q-axis components of stator current, respectively.

However, these equations represent the induction machine in its own direct and

quadrature axes, which are different from the d- and q- axes of the generator. A

transformation is used to represent both dynamic elements with respect to the same

reference frame, as given in Appendix-II. Then, the modified third-order induction

machine model can be rewritten as:

(Vd + jVq) = −(Rs + jX ′)(Idm + jIqm) + jE ′
qm,

ṡ =
1

2Hm

[Tm − E ′
mIqm] , (5.5)
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Ė ′
m = − 1

T ′
dom

[E ′
m + (X −X ′)Idm] , (5.6)

δ̇m = sωs − ωs −
X −X ′

T ′
domE

′
m

Iqm. (5.7)

To complete the model, the d- and q-axis components of the currents for both

the generator and motor are given by the following network interface equations:

Id = −
(

E ′
qB11 − V∞(G13 sin δ −B13 cos δ)− E ′

m(G12 sin(δm − δ)−B12 cos(δm − δ))
)

,

(5.8)

Iq = E ′
qG11 + V∞(G13 cos δ +B13 sin δ) + E ′

m(G12 cos(δm − δ)− B12 sin(δm − δ)),

(5.9)

Idm = −
(

E ′
mB22 − V∞(G23 sin δm − B23 cos δm)− E ′

q(G21 sin(δ − δm)−B21 cos(δ − δm))
)

,

(5.10)

Iqm = E ′
mG22 + V∞(G23 cosm+B23 sin δm) + E ′

q(G21 cos(δ − δm)−B23 sin(δ − δm)).

(5.11)

where parameters Gij and Bij are the real and imaginary parts of the equivalent

transfer impedances of the reduced network between the ith and jth buses, respec-

tively. The complete model is given by equations (5.1) to (5.7) with the direct and

quadrature axes currents given by equations (5.8)–(5.11).

5.4 Test System and Control Task

The test system used in this chapter is made up of a long transmission line connecting

an infinite bus to a bus with a synchronous machine and a load (PL = 1500 MW,

QL = 150 MVAr) [61]. Most of this load power is supplied by the remote system

(P = 1200 MW, Q = 185 MVAr) through a long double-circuit transmission line,

while the remaining power (approximately P = 300 MW,Q = 225 MVAr) is supplied

by the local generator at bus 1. The nominal transmission voltage is 380 kV and the

length of the transmission line between buses 3 and 4 is 534 km (twice the length of

the same line given in [61]).

The single-line diagram of the test system is shown in Fig. 5.2 and the numerical

values of the parameters are given in Appendix-I. Bus 2 represents a distribution

feeder. The power consumed at this bus may correspond to a large number of indi-

vidual loads fed through medium-voltage (MV) distribution lines, shunt capacitors,
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Figure 5.2. Test system with large IM

etc. The load at bus 2 is made up of three parts: (i) a constant impedance load; (ii)

an equivalent IM; and (iii) a 250 MVAr shunt capacitor for compensation purposes.

The load selection is such that 50% is static and 50% dynamic (IM). With these load

values, the operating point for the test system is: δ0 = 19.788◦, ω0 = 1 pu, E ′
q0 =

1.1672 pu, s0 = 0.05 pu, E ′
m0 = 0.758 pu, δm0 = 22.38◦, Vtr0 = 1 pu.

PSSs are designed to damp electromechanical oscillations due to large generator

inertia and low damping. The objective in PSS design is to increase damping of the

electromechanical mode by adding an auxiliary signal to the AVR. PSSs are designed

to have very low gains in the frequency range outside of a narrow band centred

around the resonant mode frequency. This necessitates the design of controllers to

maintain system stability for other unstable or lightly damped modes.

The control problem considered in this case is different from the problem con-

sidered in the design of a PSS [1]. The control objective here is to stabilise unstable

voltage modes which lead to voltage instability during large disturbances. The test

system in this section, with a 50% dynamic load, has two unstable modes corre-

sponding to the two positive eigenvalues at 3.6507 and 0.36118. The participation

vectors corresponding to these two modes are given in Table 5.1 [1]. The partic-

ipation vectors indicate that the states △E ′
q and △E ′

m make the most significant

contributions in these unstable modes. These modes cannot be damped by a PSS.

A controller based on an approximate linearised model might fail to stabilise

the system during recovery from large disturbances. To deal with this problem, we
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Table 5.1. Participation factors

States △E ′
q △E ′

m △s △Vo △ω △δ △δm
Part. factor for Mode 1 1.0 0.846 0.313 0.277 0.148 0.108 0.021
Part. factor for Mode 2 1.0 0.701 0.081 0.058 0.047 0.008 0.001

propose a robust stabilisation approach to the design of an excitation controller,

with the objective of stabilising the response after relatively large disturbances.

Using participation vector and eigenvector analyses, we show that such a system

becomes unstable due to the voltage mode. In this design, the controlled variable

and controller input-output are selected by the residue method which ensures that

the voltage mode is stabilised by the designed controller.

The block diagram of the proposed controller is given in Fig. 5.1 and, unlike for

the PSS, the terminal voltage is used as the feedback signal. A coordinated PSS

and voltage stability controller can be designed as suggested by the auxiliary input,

Vs in Fig. 5.1, but the focus of this work is the design of a robust voltage stability

controller for large disturbances.

5.5 Linearisation and Uncertainty Modelling

The test system nonlinear model (5.1) to (5.7) is represented, using mean-value

theorem as explained in Section 3.3.2, as the following form:

∆ẋ = A△x+ (L− A)△x+B1△u, (5.12)

whereA = ∂f
∂x

∣

∣

x=x0
u=u0

, B1 =
∂f
∂u

∣

∣

x=x0
u=u0

, and△x =
[

△δ,△E ′
q,△ω,△Vtr,△δm,△E ′

m,△s
]T
.

Equations (5.1) to (5.7) is linear with respect to the control vector.

The system (5.12) in terms of the block diagram is shown in Fig. 5.3, where

(L− A)△x = B2ξ, and ξ = φ̃(C̃1△x), (5.13)

and ξ(t) is known as the uncertainty input.

There are several choice for B2 and C̃1 such that the equality in (5.13) is satisfied.

Noting the nonlinearities in this system are only due to δ, E ′
q, δm and E ′

m, we choose

B2 = diag

(

0,
Xd −X ′

d

T ′
do

,
1

2H
,
1

Tr
,
X −X ′

T ′
dom

,
1

2Hm

,
X −X ′

T ′
dom

)

, (5.14)
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Figure 5.3. Block diagram of robust control scheme

C̃1 =













1 0 0 0 0 0 0

0 1 0 0 0 0 0

0 0 0 0 1 0 0

0 0 0 0 0 1 0













. (5.15)

The expressions for obtaining φ̃ are given in Appendix-III.

To facilitate control design, the power system model is summarised as:

△ẋ(t) = A△x(t) + B1△u(t) + B2ξ(t), (5.16)

y(t) = C2△x(t) +D2ξ(t) +D2w(t), (5.17)

ζ(t) = C1△x(t). (5.18)

where ζ is known as the uncertainty output and y(t) is the measured output. The

output matrix, C2, is defined as:

C2 =
[

0 0 0 1 0 0 0
]

. (5.19)

Equations (5.16) to (5.18) provide a new representation of the power system model

with a linear part, and another part with higher-order terms. The new formulation

presented in this section is used with the minimax LQG control theory to design a

voltage controller for the nonlinear power system.

5.6 Minimax LQG Control

In this chapter, we use a simplified version of the main results in [168] and [169] con-

cerning the minimax LQG control problem. A complete description of this method
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can be found in [92]. In this case, the minimax LQG method is applied to uncertain

systems of the form shown in Fig. 5.3.

In association with the uncertain system (5.16) to (5.18), we consider a cost

functional, J , of the form

J = lim
T→∞

1

2T
E

∫ T

0

(x(t)TR△x(t) + u(t)TG△u(t))dt, (5.20)

where R ≥ 0, G > 0, R ∈ Rn×n, G ∈ Rm×m and E is the expectation.

The quadratic cost (5.20) is particularly suited to the design of an excitation

controller for a power system. Every generator has an over-excitation limiter which

limits the field voltage based on the time integral of the voltage. This means that one

can apply large voltages as long as they are for short durations. Thus, the quadratic

cost optimisation is much more suitable in this situation than are H∞-norm based

designs.

The minimax optimal control finds the controller which minimises J over all ad-

missible uncertainties. The cost function, J , satisfies the following relationship [92]:

sup
‖ξ‖2≤‖ζ‖2

J(u∗) ≤ inf
τ
Vτ (5.21)

where Vτ is given by:

Vτ =
1

2
tr[Y∞Rτ + (Y∞C

T
2 + B2D

T
2 )(D2D

T
2 )

−1(C2Y∞ +D2B
T
2 )X∞(I − 1

τ
Y∞X∞)−1],

(5.22)

where τ is a free parameter and the matrices X∞ and Y∞ are the solution to the

following pair of parameter-dependent algebraic Riccati equations [92]:

(A−B2D
T
2 (D2D

T
2 )

−1C2)Y∞ + Y∞(A−B2D
T
2 (D2D

T
2 )

−1C2)
T−

Y∞(CT
2 (D2D

T
2 )

−1C2 −
1

τ
Rτ )Y∞ + B2(I −DT

2 (D2D
T
2 )

−1D2)B
T
2 = 0, (5.23)

and

X∞(A− B1G
−1
τ γTτ + (A−B1G

−1
τ γTτ )X∞+

(Rτ − γτG
−1
τ γTτ )−X∞(B1G

−1
τ BT

1 − 1

τ
B2B

T
2 )X∞ = 0. (5.24)
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The solutions are required to satisfy the following conditions: Y∞ > 0, X∞ > 0,

the spectral radius of the matrix, X∞Y∞ is ρ(X∞Y∞) < τ , Rτ − γTτ G
−1
τ γτ ≥ 0,

Rτ = R + τCT
1 C1, Gτ = G+ τDT

1D1 and γτ = τCT
1 D1.

To obtain the minimax LQG controller, the parameter τ > 0 is chosen to min-

imise Vτ . A line search is carried out to find the value of τ > 0 which attains the

minimum value of the cost function, Vτ . This line search involves solving the Riccati

equations (5.23) and (5.24) for different values of τ and finding the value which gives

the smallest Vτ .

The minimax LQG optimal controller is given by the equations:

˙̂xc = (A−B1G
−1
τ γTτ )x̂c − ((B1G

−1
τ BT

1 − 1

τ
B2B

T
2 )X∞)x̂c + (I − 1

τ
Y∞X∞)−1

(Y∞C
T
2 + B2D

T
2 )× (D2D

T
2 )

−1

(

y − (C2 +
1

τ
D2B

T
2 X∞)x̂c

)

, (5.25)

u = −G−1
τ (BT

1 X∞ + γTτ )x̂c. (5.26)

In the next section, we design a minimax LQG controller for the test power system

and evaluate its performance.

5.7 Controller Design and Performance Evaluation

Prior to the controller design, we carry out several large disturbance simulations to

gain an idea of the region of interest. The maximum value of ‖φ(t)‖ is obtained

over this region and not globally. If the maximum value of ‖φ(t)‖ is evaluated over

the entire uncertainty region, the calculation burden will be very high and lead to

a conservative controller. This method of evaluating the maximum value of ‖φ(t)‖
is different from the global maximum method used in [98]. The controller is then

designed as follows,

Step 1 From the simulations of the faulted system, obtain the range of variations of

all state variables and form a volume, Ω, with corner points given by (x0p−xfp)
and (x0p +xfp), p = 1, . . . , 7, where 2xfp is the largest variation of the pth state

variable about its equilibrium value, x0p . Formally x ∈ Ω if |x − x0p | ≤
|xfp − x0p |.

Step 2 Obtain

α∗ = max
x∗p∈Ω

{

α : ||φ(t)||2 < 1
}

.
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The process to obtain α∗ involves obtaining the maximum value of ||φ̃(t)|| over
the volume Ω.

Step 3 Check if there exists a feasible controller with α = α∗, i.e., if there is a scalar

τ such that there is a feasible solution to the coupled Riccati equations (5.23)

and (5.24).

Step 4 If we obtain a feasible controller in the above step, either enlarge the vol-

ume, Ω, i.e., increase the operating region of the controller or if we have arrived

at the largest possible volume, perform an optimal search over the scalar pa-

rameter, τ , to get the infimum of Vτ . If there is no feasible solution with the

chosen α = α∗, reduce the volume, Ω, and go to Step 2.

The term x(t)′Rx(t), in the cost function (5.20), corresponds to the norm-squared

value of the nominal system output and u′Gu is treated as a design parameter

affecting controller gain. Although a certain amount of trial-and-error is needed, it is

determined that the value of G = 10−4 and the matrix R = diag(1, 3, 1, 1, 1, 2, 1)

in the cost function (5.20) ensure the satisfactory performance of the controller. It

can be seen that the state variable representing the transient emf is given higher

weight compared with those of other state variables since we want a quick controller

response to compensate for the reactive power mismatch. Furthermore, the theory

requires that D2D
′
2 > 0 [168], so we choose D2 = 10−6 [1, 1, 1, 1].

The process described above enables the selection of the largest range for which

a feasible controller is obtained. For the given power system model, we obtain the

optimum value of the parameter τ=3.42 and α∗=0.64, for the polytope region Ω

whose corner points
[

δ̄, ω̄, Ē ′
q, V̄tr, δ̄m, s̄, Ē

′
m

]

and
[

δ, ω,E′
q,Vtr, δm, s,E

′
m

]

are given

by: δ̄ = δ0 + 42.38◦, δ = δ0 − 42.38◦, ω̄ = ω0 + 0.345 pu, ω = ω0 − 0.345 pu,

Ē ′
q = Eq0+0.25 pu, E′

q = Eq0−0.25 pu, V̄tr = Vtr0+0.275 pu, Vtr = Vtr0−0.275 pu,

δ̄m = δm0 + 41.19◦, δm = δm0 − 41.19◦, s̄ = s0 + 0.225 pu, s = s0 − 0.225 pu,

Ē ′
m = Em0 + 0.25 pu and E′

m = Em0 − 0.25 pu.

The output-feedback controller is:

ẋc = Acxc(t) + Bcy(t), u(t) = Ccxc(t), (5.27)
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where

Ac =


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, (5.28)

Bc =




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
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(5.29)

The eigenvalues of the closed loop system are shown in Table 5.2. The dominant

mode for the closed loop system is −1.189±1.8794 and the damping ratio is 0.12971.

From the eigenvalues, it is clear that the closed loop system is well-damped. The

performance of the designed robust excitation controller is tested by simulating

responses to three contingencies on the test system which are: (I) the outage of one

transmission line; (II) a three-phase short-circuit at one of the transmission lines

between bus 3 and bus 4; and (III) sudden changes in load power. The simulation

sampling time is 2.5 ms for all cases.

Table 5.2. Closed loop eigenvalues

−2.946± i6.14 −4.846± i5.46 −1.189± i3.16 −27.470

5.7.1 Contingency I: Outage of one transmission line

A transmission line outage increases line impedance and weakens interconnections.

Due to the increase in line reactance, extra reactive power is needed in order to

maintain the voltage at the load bus. The AVR responds to this condition by

increasing the generator field voltage which has a beneficial effect on voltage stability.
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Figure 5.4. Generator angle–outage of one line (Solid line designed controller and dashed
line IEEE ST1A exciter)

The effectiveness of this type of control depends on the ability of the excitation

system to quickly increase the field voltage to meet the required reactive power.

Here, a transmission line outage simulation is performed by opening the line at

1 s and reclosing it after five cycles. Figs. 5.4 and 5.5 show the generator angle and

terminal voltage response, respectively, with the designed excitation controller and

an IEEE ST1A exciter. The simulation is repeated for the same contingency with

a 25% dynamic load for which the terminal voltage of the generator is shown in

Fig. 5.6. From the responses, it can be concluded that the designed controller can

stabilise the voltage as well as the angle of the generator within 2 s of this large

disturbance. Although the excitation controller is designed with the load being 50%

dynamic and 50% static, it also performs well if the composition of the total load

includes less than a 50% dynamic load.

5.7.2 Contingency II: Three-phase short-circuit

One of the most severe disturbances, perhaps leading to voltage collapse, is a three-

phase fault on one of the key transmission circuits. From the power system view-

point, the excitation system should contribute to the effective control of voltage
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Figure 5.5. Generator terminal voltage (50% dynamic load)–outage of one line (Solid
line designed controller and dashed line IEEE ST1A exciter)
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Figure 5.6. Generator terminal voltage (25% dynamic load)–outage of one line (Solid
line designed controller and dashed line IEEE ST1A exciter)
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Figure 5.7. Generator angle–three-phase fault (Solid line designed controller and dashed
line IEEE ST1A exciter)

and the enhancement of system stability. The excitation system should be capable

of responding rapidly to a disturbance by modulating the generator field so as to

enhance voltage stability.

Here, a simulation is performed for a three-phase fault on one of the transmission

lines. The fault is cleared by auto-reclosing the circuit breaker after 0.15 s. Figs. 5.7

and 5.8 show the angle and terminal voltage responses of the local generator, re-

spectively, from which it can be seen that the proposed controller stabilises voltage

within five cycles of a fault occurrence and damps out the power angle oscillations.

5.7.3 Contingency III: Sudden change in load

The load characteristics and dynamics indicate the dependency between the load and

the voltage, and the close coupling of the load dynamics with the voltage stability

phenomenon. The stable operation of a power system depends on its ability to

continuously match the electrical output of generating units to the electrical load

on the system. As loads vary, the reactive power requirements of the transmission

system also vary. In practice, a power system experiences continuous changes in load
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Figure 5.8. Generator terminal voltage–three-phase fault (Solid line designed controller
and dashed line IEEE ST1A exciter)

demand which can cause voltage instability unless an appropriate control action is

taken.

The performance of the designed controller is also evaluated for a less severe fault,

such as a sudden change in load. At 1 s, the load is increased by 5% and the transient

responses of the local generator and the load voltage due to this change are shown

in Figs. 5.9 and 5.10, respectively, in which it is clear that both the controllers can

stabilise the system against a less severe disturbance but that the proposed controller

performs better in terms of settling time, damping and oscillations.

The simulation is repeated for a comparatively severe disturbance, i.e., a 25%

change in load. In this case, although the designed controller requires more set-

tling time to stabilise the system, it still provides good performance. On the other

hand, the IEEE ST1A cannot stabilise the system so the voltage collapses and the

generator goes out of synchronism.

From the above analyses, it is clear that the proposed controller ensures a wider

stable operating region and stabilises the system against large disturbances with

improved settling time, damped oscillations, and a smaller steady-state error. The
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Figure 5.9. Generator angle–change in load power (For 5% and 25% change in load, solid
and dotted line designed controller, and the dashed and dashdot line IEEE ST1A exciter)
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Figure 5.10. Load voltage–change in load power ( For 5% and 25% change in load, solid
and dotted line designed controller, and the dashed and dashdot line IEEE ST1A exciter)
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conventional controller can stabilise the power system against less severe distur-

bances but fails to do so when large disturbances occur.

5.8 Voltage Controller and PSS Design

In modern power systems, improved transient and dynamic voltage stabilities are

very important considerations for providing the reliable and efficient operation of

transmission systems. The use of PSSs has become increasingly important for pro-

viding improved stabilisation of a system. The PSS has been designed to add damp-

ing to the generator rotor oscillations; however, the voltage modes cannot be sta-

bilised using a PSS [17]. Generators equipped with a PSS and an AVR can enhance

the voltage as well as the transient stability of a power system. The North Amer-

ican Reliability Council and the Western Electric Coordinating Council rule that

machines rated at more than 35 MVA, or a group of machines equal to or more

than 75 MVA and connected to the transmission grid through one transformer must

operate in voltage-regulating mode and be equipped with a PSS to improve the

transient stability of the system [170].

Although the existing classical controllers have good dynamic performances for

a wide range of operating conditions and disturbances, real electrical power systems

have been experiencing a dramatic change in recent years. Therefore, a great deal

of attention has been paid to the application of advanced control techniques in

power systems as being one of the most promising application areas [171]. In this

section, the voltage controller and PSS are designed sequentially provided that the

performance of one is not degraded by the other. The designed controllers improve

both the damping of electromechanical oscillations and voltage stability.

5.8.1 Test system and PSS design

A one-line diagram of the 10 machine New England system [172] is shown in Fig 5.11

and its parameters are given in Appendix-XI. This system is modified by adding a

large IM at the terminal of each generator and is used as a test system in this

section. Generator 1 represents the aggregation of a large number of generators.

The generation and total load in this system are 6193.41 MW and 6150.5 MW,

respectively. The load is modelled as (i) 50% IM load, (ii) 5% transformer exciting

current, (iii) 10% constant power and (iv) 35% constant impedance load.

The test system with a 50% dynamic load has two critical modes corresponding

to the eigenvalues at −0.0091± j3.1 and 0.45. These values and the most significant
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Figure 5.11. 10 machine 39 bus test system.

Table 5.3. Critical modes and participation factors

Modes Participation factors
−0.0091± j3.1 △ω2 = 1 △δ2 = 0.99 △ω3 = 0.26

0.45 △E ′
q4 = 1 △E ′

qr4
= 0.78 △E ′

dr4
= 0.71

normalised participation vectors are shown in Table 5.3. The mode −0.0091j ± 3.1

is an electromechanical mode with a damping ratio of 0.0029. The other mode,

with an eigenvalue of 0.45, is a monotonic mode associated with the rotor electrical

dynamics of the generators and IMs. This monotonic mode is introduced due to

the replacement of constant impedance loads with IMs. In this section, attention is

directed to the design of robust control for these critical modes. In this case, a PSS

is designed for G2 and an AVR for G4 using the locally measured signal.

The voltage controller and PSS are shown in Fig. 5.12. In this chapter the PSS,

shown in Fig. 5.13, is designed using the standard technique [1] whereby the change

in speed, ∆ω, is the feedback variable. The PSS is designed subsequent to the design

of the voltage controller. The PSS parameters are Tw = 5, KSTAB = 0.43, T1 = 0.25,

T2 = 0.02, T3 = 0.0.252 and T4 = 0.039.
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Figure 5.12. Block diagram of excitation controller

Figure 5.13. PSS block diagram

5.8.2 Performance analysis of voltage controller and PSS

As mentioned earlier, the voltage controller and PSS are designed sequentially; first,

the voltage controller and then the PSS, including the voltage controller. The ob-

jective of the PSS design is to damp the electromechanical oscillations in the power

system. However, this should not be done at the expense of reducing the voltage

regulation ability of the excitation system. Using simulation results given below, we

show that the PSS does not have an adverse effect on the voltage controller.

A simulation is carried out by applying a symmetrical three-phase to ground

short-circuit fault on the line 16–19. The fault is cleared after 150 ms. Figs. 5.14

and 5.15 show the terminal voltages and real power outputs of generator G4 for both

the voltage controller plus PSS and only the voltage controller. Fig. 5.14 shows that

the PSS improves the voltage response; this is due to the improved damping of the

electromechanical modes, as is also visible from Fig. 5.15.

The responses of the terminal voltage and reactive power output of generator

G2, when a two-line to ground fault (2LG) occurs on the line 5–6 from phase-B and

phase-C to ground, are shown in Figs. 5.16 and 5.17, respectively. It can be seen

that the performance of the voltage controller is not greatly affected by the PSS

in terms of stabilising the voltage and the producing reactive power output of the
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Figure 5.14. Terminal voltage (G4) for three-phase fault on bus 2–3 (Solid line voltage
controller+PSS and dashed line voltage controller only).
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Figure 5.15. Real power output (G4) for three-phase fault on bus 2–3 (Solid line voltage
controller+PSS and dashed line voltage controller only).
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Figure 5.16. Terminal Voltage (G2) for unsymmetrical fault on bus 5–6 (Solid line voltage
controller+PSS and dashed line voltage controller only).

generator. From these figures, it is clear that the designed controllers also stabilise

the generators under unsymmetrical faults.

In the preceding part of this section, the voltage controller is designed first and

then the PSS–called Design A. This order of controller design is compared with

the design in which the PSS is designed first and then the voltage controller–called

Design B. The closed-loop dominant modes are Design A −0.51± 0.326 and Design

B −0.0091 ± 3.04. The closed-loop behaviour is also compared for a 20% increase

in load at bus 20. The terminal voltages and real power outputs at generator G4

are shown in Figs. 5.18 and 5.19, respectively. For Design B, the terminal voltage

dips to approximately 0.75 pu and the real power oscillates for well over 20 s with a

peak of 670 MW. The response of Design A is well-damped and both the terminal

voltage and real power stay within narrow and acceptable ranges. This result can be

explained by the fact that, in Design B, the voltage controller changes the required

phase lead to be provided by the PSS.

The performances of the designed controllers are also compared with those of the

conventional IEEE AC1A exciter and the IEEEST stabiliser. Here, a simulation is

performed for a severe symmetrical three-phase fault at bus 20. The fault is cleared
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Figure 5.17. Reactive power output (G2) for unsymmetrical fault on bus 5–6 (Solid line
voltage controller+PSS and dashed line voltage controller only).
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Figure 5.18. Terminal voltage (G4) for 20% change in load at bus 20 (Solid line controllers
with Design A and dashed line Design B).



Section 5.8 Voltage Controller and PSS Design 151

0 5 10 15 20
2.5

3

3.5

4

4.5

5

5.5

6

6.5

7

Time (s)

R
ea

l P
ow

er
 (

M
W

 X
 1

00
)

Figure 5.19. Real power output (G4) for 20% change in load at bus 20 (Solid line
controllers with Design A and dashed line Design B).
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Figure 5.20. Terminal voltage (G4) for three-phase fault (Solid line designed controllers
and dashed line AC1A exciter and IEEEST stabiliser).
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Figure 5.21. Angle response (G2) for three-phase fault (Solid line designed controllers
and dashed line AC1A exciter and IEEEST stabiliser).

after 0.15 s. Figs. 5.20 and 5.21 show the terminal voltages and angles response of

generators G4 and G2, respectively, in which we can see that the proposed controller

stabilises voltage within a few cycles of the fault occurrence and damps out the power

angle oscillations. It is clear that the proposed controller has better performance in

terms of settling time, damping, overshoot and oscillations.

5.9 Chapter Summary

In this chapter, an algorithm to design a robust output-feedback excitation con-

troller is proposed. An advantage of this approach over the existing linearisation

scheme is the treatment of the nonlinear dynamic load model in a rigorous frame-

work for excitation control design. The design method is tested on two different

study systems. Linear analyses and nonlinear simulations demonstrate the robust-

ness and efficiency of the designed controllers. The performance of the proposed

robust excitation controller is compared with that of a standard IEEE exciter and

the simulation results confirm the improved efficacy of the former.

The reformulation used in this design explicitly accounts for the effect of non-

linearities in system dynamics which enables us to more accurately represent the
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system and also provides guaranteed performance and stability characteristics over

a pre-specified region around the equilibrium point. It is demonstrated by simula-

tion results that the proposed controller is very effective under different operating

conditions, fault locations and varying load conditions in damping both small and

large disturbances in the systems studied. In certain circumstances, both the voltage

controller and PSS are needed to stabilise the system.

In deregulated power systems, a total transfer capability analysis is presently a

critical issue, in either the operating or planning, because of the increased area in-

terchanges among utilities and the integration of large-scale wind power into power

systems. FACTS devices, with an appropriate controller, can be an alternative for a

reducing flows in heavily loaded lines, thereby, resulting in an increased transfer ca-

pability, low system loss, improved network stability, reduced cost of production and

finalised contractual requirements through controlling the power flows in a network.

The effects of the wind power integration on transfer limit, and a robust static syn-

chronous compensator (STATCOM) controller to enhance the transfer capability,

will be provided in the next chapter.



Chapter 6

Control for Dynamic Transfer Capability

Enhancement

6.1 Introduction

A power system’s transfer capability indicates by how much inter-area power transfer

can be increased without compromising system security. The accurate identification

of this capability provides vital information for both the planning and operation

of the bulk power market. Planners need to know the system bottlenecks, and

system operators must not implement transfers which exceed the calculated transfer

capability. Repeated estimates of transfer capabilities are needed to ensure that the

combined effects of power transfers do not cause an undue risk of system overload,

equipment damage and blackouts [173]. However, an overly conservative estimate

of the transfer capability unnecessarily limits the power transfers and is a costly

and inefficient use of a network. Power transfers are increasing in both number

and variety as deregulation proceeds. Indeed, they are necessary for a competitive

electric power market. There is a very strong economic incentive to improve the

accuracy and effectiveness of transfer capability computations for use by system

operators, planners and power marketers.

With growing consumer demands and geographically separated energy sources,

large power exchanges over long transmission lines play a vital role in the secure and

economic operation of modern power systems. As a power system becomes more

stressed with increasing loads, the need to transfer power over long transmission

lines increases. Deregulation of the power supply has introduced new power-flow

patterns to bulk transmission systems. The net result is that power systems operate

much closer to their transfer limits and operate for longer times than was previ-

ously necessary. With political, economical and environmental restrictions on the

development of new transmission and generation facilities, it is critical to utilise

the total capability of existing transmission lines while also maintaining adequate

system reliability.

154
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The generation of electricity using wind power sources has received considerable

attention in recent years. It has been reported that targets have been set to generate

ten to fifteen percent of the world’s electricity from wind power by 2020 [108]. Wind

farms are generally erected in remote areas and it is difficult to control their voltages

at these distant places by the use of synchronous generators located at substantial

distances from them. As more and more attention is being paid to the increased use

of wind farms, a number of complex issues need to be investigated in more detail.

Voltage control assessments and reactive power compensations play an increas-

ingly important roles during planning and development for determining secure trans-

fer limits for large-scale wind power plants in areas distant from the main power

transmission system. It is important to consider the dynamics of wind farms in

order to accurately determine the transfer capability. The integration of large-scale

wind generators into power systems have crucial effects on the existing transfer

capability of a transmission line [174].

Power system stability issues and thermal constraints limit transmission capac-

ity. To meet the increasing load demand and satisfy the stability and reliability

criteria, either existing transmission and generation facilities must be utilised more

efficiently, or new facilities added to the systems. Given the constraints, such as

lack of investment and difficulties in getting new transmission line rights-of way, the

later is often difficult. The former can be achieved by using flexible AC transmission

system (FACTS) controllers, as seen in well-developed power systems throughout

the world. The obvious and most effective way to increase a transmission capability

(beyond its thermal rating) is to build a new transmission line. However, this is an

expensive solution.

The risk of voltage collapse determines the transfer limits in many bulk trans-

mission systems. If voltage limits and voltage stability are the determining factors

for the transfer capability, additional sources of reactive power can be installed at

critical locations in order to smooth the voltage profile and to increase the reserves

against the loss of voltage stability. FACTS devices with suitable controllers allow

increased utilisation of an existing network closer to its thermal loading capacity

and avoid the need to construct new transmission lines. Among different FACTS

devices, static synchronous compensators (STATCOMs) is being increasingly used

for enhancing dynamic voltage stability. They have the potential to significantly

increase the transient stability margin as well as the voltage stability of a system.
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The transfer capabilities of inter-tie transmission lines establish how much power

can be exchanged between the areas without compromising system viability, voltage

security or dynamic security [175]. In heavily loaded systems, the voltage stability

limit dominates, and voltage instability is observed following a large disturbance in

a heavily stressed power system with interconnections separated by long distances.

Recently, more attention has been paid to maintaining a healthy voltage profile

and design controller for voltage stability. Sufficient attention has not been paid to

voltage stability in the determination of the available transmission capability (ATC)

compared with that to angle stability.

To determine the ATC, methods considering thermal and static power-flow anal-

yses have been widely used. In the literature, approaches for the determination

of the steady-state limit, taking into account the system limitations linked to the

steady-state conditions such as maximum loadability, bus voltage and transmission

current limits, have been presented [176]. A technique based on determining volt-

age stability limits directly associated with voltage collapse conditions (saddle node

bifurcation) is proposed in [177].

An algorithm is presented in [178] to evaluate the first-order effects of network

uncertainties, such as load forecast error and simultaneous transfers, on the calcu-

lated transfer capability. The dynamics of power system devices are not considered

in these papers [177], [178]. Recently, the effects of wind power (WT) integration

on the total transfer capability have been investigated using an optimal power-flow

technique [179]. This technique does not consider wind farm dynamics and the

wind turbine is modelled as a PQ bus. The behaviour of a WT, during and after

disturbances, is different from that of a conventional generator. During a fault, a

fixed-speed induction generators (FSIG) draws a large amount of reactive power

from the system which demonstrates the need to consider the dynamics of wind

farms when calculating the dynamic ATC.

Other research directions aim to utilise FACTS devices to enhance the transfer

capability of certain lines. If voltage limits and voltage stability are the determin-

ing factors for the transfer capability, additional sources of reactive power can be

installed at critical location in order to smooth the voltage profile and increase the

reserves against the loss of voltage stability. FACTS devices with suitable controllers

allow increased utilisation of the existing network, closer to its thermal loading ca-

pacity, and avoid the need to construct new transmission lines. Optimal placement
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of FACTS controllers has been studied to maximise the available transfer limit using

second order sensitivity analysis [180]. This approach utilises standard voltage col-

lapse techniques and a variety of static system limits. An optimal power-flow based

ATC enhancement model has been formulated to achieve the maximum power trans-

fer for a specified interface with FACTS control, and in which voltage limits and

line thermal limits are considered [181].

The impact of FACTS devices on the ATC and its enhancement has been studied

using a genetic algorithm to optimise the best location for a static VAr (volt-ampere

reactive) compensator (SVC) [182]. In [183], the effects of FACTS devices on the

total transfer capability, considering thermal, voltage and transient stability limits

of the system, are discussed. Fuzzy control based active and reactive power control

of the super-conducting magnetic energy storage (SMES) unit, as well as control of

transmission line impedance by the static synchronous series capacitor (SSSC) have

been studied to increase the maximum loadability of transmission lines which may be

constrained by the transient stability limit [184]. Most of the existing works on the

enhancement of the transfer limit use local FACTS controllers which are designed

based on linear models. However, conventional generators and wind generators are

highly nonlinear and are coupled with each other.

Modern nonlinear large-scale power systems need increasingly sophisticated con-

trollers which require information from the overall network. This implies high trans-

mission costs especially when large distributed systems are used. On the other hand

a decentralised controller is effective and cheap since it does not require information

exchange between generator units and is based on local measurements. Because the

plant structure and parameter uncertainties always exist, it is also very important

to design controllers that are robust in terms of modelling uncertainties. An output-

feedback robust decentralised switching control has recently been proposed [101]. In

it the operating range is divided into several intervals; one controller is designed for

each interval and the controllers are switched depending on the operating point. In

real power systems, it is difficult to implement the switching controllers as unwanted

transients may arise due to the switching.

A decentralised nonlinear controller for a large-scale power system based on the

input-output feedback linearisation (FBL) methodology, is proposed in [185]. The

controller designed using FBL requires the information about the power system’s

topology and the states must be measurable. In practice, it is very difficult to
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measure all states of a power system. In addition, feedback linearisation schemes

need exact plant parameters to cancel the inherent system nonlinearities which, for

the stability analysis, is an involved task.

Wind generator dynamics have considerable effects on both the voltage and tran-

sient stabilities of a power system as well as on its transfer limits. Literature dealing

with the impacts of wind generator dynamics on the ATC is scarce. Section 6.4 de-

scribes the method used in this chapter to determine the dynamic ATC and also

to analyse the important effects of wind power penetration on it. Among differ-

ent FACTS devices, STATCOM is being increasingly used for enhancing dynamic

voltage stability. STATCOMs with a suitable control strategy have the potential to

significantly increase the transient stability margin as well as voltage stability of the

system.

The main contribution in this chapter is to present a method for designing a de-

centralised robust STATCOM controller which enhances dynamic voltage stability

as well as transient stability and, thereby, increases the ATC. For controller design,

we use the decentralised minimax linear quadratic (LQ) output-feedback control de-

sign technique. Within the minimax optimal control design framework, robustness

is achieved via optimisation of the worst-case quadratic performance of the under-

lying uncertain system [92]. This method achieves an acceptable trade-off between

the system’s control performance and robustness. The control design in this chapter

is tested by simulations under various types of disturbances on a test system. For

comparison purposes, the performance of a proportional-integral (PI)-based STAT-

COM controller is also evaluated [186]. The comparison shows the superiority of

the designed control method over the conventional PI-based STATCOM controller.

The organisation of the rest of this chapter is: Section 6.2 provides the mathemat-

ical modelling of the power system devices under consideration and discusses the test

system; Section 6.3 describes the purposes of determining the ATC and the factors

limiting it; Section 6.4 presents an algorithm for determining the ATC; Section 6.6

summarises the application of the decentralised robust control design technique and

presents an algorithm for designing the controller; Section 6.5 describes different

case studies; Section 6.7 discusses the performance of the controller; and Section 6.8

provides a summary of this chapter.
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Figure 6.1. 3 machine 2 area test system (G-synchronous generator, WT-wind generator,
S-STATCOM and L-load)

6.2 Power System Model

The two area test system shown in Fig. 6.1 consists of 11 buses and 3 generators [1].

It has an area fed by a remote generator G2 with a nominal capacity of 2200 MVA

through five 500 kV parallel lines. Generator (G1) models an infinite bus represent-

ing a large-inertia interconnected system.

Area 2 contains a 1600 MVA local synchronous generator (G3) and two aggregate

loads, one industrial served directly via the off-nominal constant ratio transformer

(T4) and the other a commercial-residential load on bus 11. All the load, PL=6655

MW and QL=2021 MVAr, for this test system is in area 2 and is connected to the

transmission network through two transformers (T5 and T6) and a 115 kV transmis-

sion line between buses 9 and 10.

The industrial load is represented by two equivalent industrial induction motors

(IMs) with different parameters: a large one (IM1) of 3375 MVA and a small one

(IM2) of 500 MVA. The 3000-MW commercial-residential load is half resistive of

constant admittance and half motor. The 2440-MVA single-motor equivalent (IM3)

is an aggregate of motors heavily dominated by an air-conditioning load. The test

system parameters are given in Appendix-IV.

In the simulation, the synchronous generators are modelled through a sixth-order
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model representing the field winding with one damper winding in the rotor direct-

axis and two in the quadrature-axis. The IMs are described through their third-

order model, including their rotor mechanical and electrical transients. The motor

mechanical load includes both constant and quadratic torque components. Since

the time-frame of interest extends to a few seconds, the response of the synchronous

generators’ prime movers can be neglected. As a result, the mechanical input torque

of the generators is considered to be constant during the simulation. The terminal

voltage of the local generator is controlled by a fast acting static automatic voltage

regulator (AVR) of type IEEE ST1A, equipped with a proportional, summed-type

over-excitation limiter (OXL) with a transient field current limitation block. At the

initial operation point, the remote generator and the infinite bus deliver about 5000

MW to the load area. Shunt compensation in area 2 is provided by capacitors C1

and C2. For stability analysis we include the transformer and the transmission line

in the reduced admittance matrix.

The system described above is modified by adding two wind farms and a STAT-

COM at each wind farm as shown in Fig. 6.1 and used as a test system. The effect

of wind generation on the ATC is analysed by varying the mix of conventional and

wind generation. The control design is demonstrated for 5% of the total generation

provided by the wind generators in the two wind farms.

The aim of this chapter is to design STATCOM controllers to minimise variations

in the induction generator (IG) slips and thereby improve the ATC. The controllers

are designed for STATCOMs, SM1
and SM2

, shown in Fig. 6.1. For each STATCOM

controller, the measured variable is its output voltage and the control inputs are

the modulation index (ki) and the firing angle (αi). In this case ki is fixed and αi

is used as the control variable. Increases in the dynamic ATC, between the two

areas separated by transmission lines between bus 6 and bus 7, due to the designed

controller are demonstrated in this chapter.

The ATC is determined using the full nonlinear model of the test system and the

controllers are designed using its linearised model of it. As mentioned previously,

owing to the nature of the control problem, decentralised controllers are designed

for each STATCOM and an excitation controller is implemented for generator G3.
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6.3 Purpose of Transfer Capability Computations

The term ‘transfer capability’ refers to the amount of electric power that can be

passed through a transmission network from one place to another. This concept is

useful for several reasons,

• A system which can accommodate large inter-area transfers is generally more

robust and flexible than a system with a limited ability to do so. Thus, the

transfer capability can be used as a rough indicator of relative system security.

• The transfer capability is also useful for comparing the relative merits of

planned transmission improvements. A transmission expansion that increases

the transfer capability between two areas of a grid might be more beneficial

for increasing both reliability and economic efficiency than an alternative im-

provement that provides a lesser increase in the transfer capability.

• Along similar lines the transfer capability can be used as a surrogate for more

specific circuit modelling to capture the gross effects of multi-area commerce

and provide an indication of the amount of inexpensive power likely to be

available to provide generation to deficient and/or high-cost regions.

• Transfer capability computations facilitate energy markets by providing a

quantitative basis for assessing transmission reservations.

6.3.1 Factors limiting transfer capability

The ability of interconnected transmission networks to reliably transfer electrical

power may be limited by the physical and electrical characteristics of the systems

including any one or more of the following:

6.3.2 Thermal limit

Thermal limits are due to the thermal capabilities of power system equipment. As a

power transfer increases, the current magnitude increases which is a key to thermal

damage; for example, in a power plant, the sustained operation of units beyond

their maximum operating limits may result in thermal damage to the stator or rotor

windings of the unit. Both active and reactive powers play roles in the current

magnitude. Out in the system, transmission lines and associated equipment must

also be operated within thermal limits. A sustained excessive current flow on an

overhead line causes the conductors to sag, thus decreasing the ground clearance

and reducing safety margins. Extreme levels of current flow will eventually damage

the metallic structure of the conductors cause permanent sag. Unlike overhead lines,
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underground cables and transformers must depend on insulation other than air to

dissipate their generated heat. These types of equipment are tightly restricted in

the amount of current they can safely carry as sustained over-loading will result in

a reduction in their services lives due to the resultant damage to their insulation.

Although most power system equipment can be safely overloaded, the important

aspect is by how much and for how long.

6.3.3 Voltage Limit

Both utility and customer equipment are designed to operate at a certain rated or

nominal supply voltage. A large prolonged deviation from this nominal voltage,

can adversely affect the performance of, as well as cause serious damage to, system

equipment. Current flowing through transmission lines may produce an unaccept-

ably large voltage drop at the receiving end of a system. This is primarily due to

the large reactive power loss which occurs as the current flows through the system.

If the reactive power produced by generators and other sources is not sufficient to

supply a system’s demand, the voltage will fall outside the acceptable limits, that

is, typically 6% or more around the nominal value. A system often requires reactive

support to help prevent low-voltage problems. The amount of available reactive

support often determines the power transfer limits. A system may be restricted to a

lower level of active power transfer than desired because the system does not posses

the required reactive power reserves to sufficiently support the voltage.

6.3.4 Stability Limit

A transmission network must be capable of surviving disturbances through tran-

sient and dynamic time-periods (from milliseconds to several minutes, respectively)

following a disturbance. All generators connected to an AC interconnected transmis-

sion system operate in synchronism with each other at the same frequency (nomi-

nally 50 or 60Hz). Immediately following a system disturbance, the generators begin

to oscillate relative to each other, causing fluctuations in system frequency, line load-

ings and system voltages. For a system to be stable, the oscillations must diminish

as the electrical system attains a new stable operating point, which if not quickly

established, will likely cause the generators to lose synchronism with one another

and all, or a portion, of the interconnected electrical system may become unstable.

Generator instability may damage equipment and cause uncontrolled, widespread

interruption of electrical supply to customers.
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6.4 Algorithm for Dynamic ATC Assessment

The practical computations of the transfer capability are evolving. The compu-

tations presently being implemented are usually oversimplified and in many cases

do not take sufficient account of effects such as interactions between power trans-

fers, loop flows, nonlinearities, operating policies and voltage collapse blackouts. A

number of methods for computing the ATC have been reported in the literature.

Continuation power flow (CPF) methods [178] repeat a full-scale AC load-flow so-

lution for each increment of the load above the base case value at the sink bus until

a line in the system is overloaded. Although accurate, these methods are not real-

time compatible for large systems. As an alternative, there exist DC load flow based

methods [187] which are a bit faster than their AC counterparts but they model only

real power flow in the lines and assume the network to be without loss.

Methods based on power transfer or outage distribution factors [188] can only

cater to the scenarios that are too close to the base case from which these factors are

derived. The reported [189] artificial neural network (ANN) method requires a large

input vector so that it has to oversimplify determination of the ATC by limiting it

to a special case of power transfer to a single area from all of the remaining areas.

This method is unable to track down the bus-to-bus transactions which is the true

spirit of deregulation.

In this research, the following procedure is used to analyse the ATC and verify

the performance of the designed controller [190]:

(i) select the base case and solve the power flow;

(ii) make step increases in generation and load, and solve the power-flow problem

according to the modified system conditions;

(iii) conduct a stability analysis to check the security limit for large disturbances

using the complete nonlinear model;

(iv) if the security limit is acceptable, go to (ii), otherwise go to (v); and

(v) the highest feasible increment denotes how much power can additionally be

transmitted for the given base scenario.

6.5 Case Studies

The ATC is calculated by increasing the load in Area 2 and the generation in Area

1. For a security assessment, we apply a three-phase fault at one of the transmission

lines between bus 6 and bus 7. The fault is cleared after a five cycles by opening
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the line and the line is restored after a further five cycles. In the load-flow analysis,

the acceptable voltage range considered in this case is 0.9–1.1 pu. The dynamic

ATC with a conventional generator, evaluated using the method in Section 6.4 for

the three-phase fault contingency, is 690 MW. Different cases have been conducted

in the following section for determining the effects of power system devices on the

ATC.

6.5.1 Case I: Generator reactive power limit

Generators have reactive power output limits. After a limit is reached, a generator

will not be able to regulate its bus voltage. It is degraded from a PV bus into a PQ

bus. The change in load voltage at bus 11 with increasing transfer from area 1 to

area 2 is shown in Fig. 6.2. The ATC is determined for (i) imposing an upper limit

of the reactive power supply and (ii) without forcing the upper limit. The ATC

reduces from 690 MW to 678.5 MW due to the restriction of the reactive power

supply from G3. The voltage collapses when the generator exceeds its maximum

reactive power capability, as shown in Fig. 6.2.
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Figure 6.2. Steady-state transfer capability

6.5.2 Case II: Effects of dynamic load

The active power consumption of an induction motor (IM) remains constant even

after a voltage drop [61]. Moreover, if the disturbance is such that the electrical
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torque cannot balance the mechanical load, the motor can decelerate, absorbing

higher reactive current, thus inducing a further voltage drop and occasionally a

voltage collapse.

Firstly, the ATC is calculated considering only constant impedance load. The

stability analysis is carried out with the same load but a 25% induction motor is

added. The power flow through one of the lines with a constant impedance load

and a combination of static and dynamic load is shown in Fig. 6.3; from which, it

is clear that the dynamic ATC is reduced when the induction motor load is added.

The dynamic load reduces the ATC by 5.3%.
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Figure 6.3. Power flow through one of lines 6–7 for three-phase fault at middle of one of
lines 6–7 (Dashed line static load and solid line dynamic load)

6.5.3 Case III: Effects of fault clearing time

Fault conditions such as fault location and fault duration time are major factors in

determining the system stability and thus affects the ATC. A fault condition varies

greatly based on the nature of fault and protection device/scheme applied and it

significantly affects the transfer capability. The dynamic ATC for a fault clearing

time (FCT) of 0.15 s is 694 MW. However, the increase in fault clearing time to 0.3 s,

reduces the ATC by 0.75%. A three-phase fault is applied on one of the transmission

line at 5 s and cleared after 0.15 s and 0.3 s respectively. Fig. 6.4 shows the power

flow with same load conditions but different fault clearing time. From Fig. 6.4, it
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is clear that for the same ATC, the system becomes stable if fault is cleared after

0.15 s but with fault clearing time 0.3 s, it becomes unstable.
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Figure 6.4. Real power flow through one of lines 6–7 for three-phase fault at middle of
one of lines 6–7 (Solid line FCT=0.3 s and dashed line FCT=0.15 s)

6.5.4 Case IV: Effects of static and dynamic compensations

Shunt capacitors have the problem of poor voltage regulation and, beyond a certain

level of compensation; a stable operating point is unattainable. Furthermore, the

reactive power delivered by a shunt capacitor is proportional to the square of the

terminal voltage, during low-voltage conditions the VAr support drops, thus com-

pounding the problem. Fig. 6.5 shows the power flows through line 6-7(2) with a

shunt capacitor and a STATCOM with a dynamic load. The transfer capability

with a static synchronous compensator (STATCOM) is the same for both static and

dynamic loads but, with shunt compensation, the ATC reduces by 6.01% when a

dynamic load is added.

6.5.5 Case V: Comparisons of dynamic compensating devices

Since the ATC values are always ultimately limited by heavily loaded circuits and/or

nodes with relatively low voltages, the use of the FACTS devices has a potential

impact on the ATC. As FACTS technology can control the circuit reactance, voltage

magnitude and phase angle, it enables line loading to increase flexibly and, in some
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Figure 6.5. Power flow through one of the lines 6–7 for three-phase fault at middle of
one of lines 6–7 (Solid line STATCOM and dashed line shunt capacitance)

cases, all the way up to the thermal limits. In this section, we compare the transfer

capability enhancement by using the same capacity (100MVA) of STATCOM, super-

magnetic energy storage (SMES) unit and switched shunt, as shown in Fig. 6.6.

The results show that the SMES, which is able to act with active and reactive

simultaneous control, is more effective than both the STATCOM and the switched

shunt. The power flow through one of the lines of 6–7 with switched capacitance is

1257 MW. The STATCOM increases the power flow by 5.85% and the SMES unit

by 9.38%.

6.5.6 Effects of wind generator integration on ATC

To show the effects of the wind turbines on the ATC, a portion of the generation

provided by G1 and G2 is replaced by the wind farms. In the first case, 5% of the

conventional power in Area 1 is replaced by fixed-speed wind turbines (FSWTs).

The ATC is reduced to 569 MW compared with 690 MW for conventional generation

only.

In the second case, we use variable-speed wind turbines (VSWTs) instead of

FSWTs. A VSWTs with a doubly-fed induction generator (DFIG) uses constant

terminal voltage or unity power factor operation depending on the operating con-

ditions. For the same penetration level and VSWTs with terminal voltage control,
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Figure 6.6. Power Flow through one of the lines 6–7 for three-phase fault at middle of
one of lines 6–7 (Dotted line SMES unit, dashed line STATCOM and solid line switched
capacitance)

the ATC is 689 MW. The ATC is 720 MW with the VSWT operated in the power

factor control mode (0.95 lagging). It is clear that, with VSWTs in voltage control

mode, the ATC changes only slightly whereas the FSWT reduces it by 17.53%. The

VSWT operating at a lagging power factor of 0.95 increases the ATC by 4.34%.

The variation of the ATC with the varying amount of penetration of FSWTs is

shown in Fig. 6.7. The numerical values are given in Table 6.1. It can be seen in

Fig. 6.7 that, initially, the ATC decreases gradually but after a 7.5% penetration, it

decreases sharply. This sudden drop is due to the non-convergence of power-flow and

it underscores the importance of a thorough analysis before replacing conventional

generation with wind power.

Table 6.1. Effects of FSIG on ATC

FSIG integration in % 0 2.5 5 7.5 10

ATC in MW 690 643.5 607 545 90

6.5.7 Compensations to restore ATC with FSIG

Wind generators are generally connected to power capacitors to improve the power
factor. The amount of compensations (both static and dynamic) required to restore
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Figure 6.7. Change in ATC due to FSIG integration

the deficiency in ATC due to FSWT integration is shown in Fig. 6.8. Numerical
values are shown in Table 6.2.

Table 6.2. Compensations to restore ATC

FSIG integration in % 0 2.5 5 7.5 10

STATCOM in MVA 0 12.5 25 44 81

Capacitor in MVAr 0 60 100 160 300

For a 5% wind power integration, 2×50 MVAr capacitors are required to restore

the ATC to 690 MW. Two 12.5 MVAr capacity STATCOMs can replace the 2 ×
50 MVAr static capacitors and provide a superior dynamic response. The cost of

capacitors is $10 to $20 per kVAr and that of STATCOMs $55 to $70 per kVAr

for systems with a capacity of 100 MVAr or more [191]. The use of STATCOMs

does not reduce the cost but they significantly enhance dynamic performance. The

reactive power delivered by the shunt capacitor is proportional to the square of

the terminal voltage which means that, during low-voltage conditions, VAr support

drops, thus compounding the problem. The STATCOM provides extra reactive

power support dynamically with a continuous change of output for voltage recovery

when the voltage becomes low.
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Figure 6.8. Compensations to restore the ATC (Solid line capacitor and dashed line
STATCOM)

6.6 Decentralised Robust Control

This section presents all the equations required to design decentralised STATCOM

controllers. The controller is designed using decentralised output-feedback control

synthesis method [101], [192]. The power system model used in this section is

described by the following form where a large-scale system (S) is comprised of N

subsystems (Si, i = 1, 2, . . . N) so:

Si : ẋi(t) = Aixi(t) +Biui(t) + Eiξi(t) + Liri(t), (6.1)

zi(t) = Cixi(t) +Diξi(t), (6.2)

ζi = Hixi(t) +Giui(t), (6.3)

yi = Cyixi(t) +Dyiξi(t), (6.4)

where xi ∈ Rni is the state vector, ui ∈ Rmi the control input, ξi ∈ Rpi the pertur-

bation, ζi ∈ Rhi the uncertainty output, zi ∈ Rqi the controlled output, yi ∈ Rgi

the measured output and the input (ri) describes the effects of the other subsys-

tems S1, . . . , Si−1, Si+1, . . . , SN on subsystem Si. The structure of system S is shown

in Fig. 6.9.
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Figure 6.9. Block diagram of uncertain system

The system model (6.1)-(6.4) reflects the nature of a generic interconnected un-

certain system in which each subsystem is affected by uncertainties that have two

sources. Local uncertainties in a large-scale system arise from the presence of uncer-

tain dynamics in each subsystem. Such dynamics are only driven by the uncertainty

output (ζi) of the subsystem (Si). A second source of uncertainties arises from in-

teractions between the subsystems of the large scale system. Indeed, the partition

of a complex uncertain system into a collection of subsystems (Si) results in the

uncertainty in the original system being distributed amongst the subsystems. This

provides the motivation for treating the interconnections as uncertain perturbations.

The matrices Di, Gi and Dyi are chosen in such a way that the following assump-

tions hold [101]:

• Assumptions 1: For all i = 1, . . . , N , DT
i Di +GT

i Gi > 0, DyiD
T
yi
> 0.

• Assumptions 2: The pair (Ai, C
T
i Ci), i = 1, . . . , N , is observable.

• Assumptions 3: The pair (Ai, Bi), i = 1, . . . , N , is stabilisable.

We also define ξi = △iζi and ri =
∑

j 6=i △̃ijζj, where △i and △̃ij are uncertain gain

matrices. The uncertainty and interconnections satisfy the following conditions:

‖ξi(t)‖2 ≤‖ζi(t)‖2 and ‖ri(t)‖2 ≤
∑

j 6=i
‖ζj(t)‖2. (6.5)
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The minimax output-feedback controller designed in this section minimises the

following cost subject to the above (6.5) bounds on the local uncertainty and inter-

connections:
∫ ∞

0

N
∑

i=1

‖zi(t)‖2dt. (6.6)

In this case we consider norm bounded constraints, as in (6.5), instead of the

more general IQCs (integral quadratic constraints). This means that the designed

controllers are suboptimal for norm bounded constraints. As described in [101], the

control algorithm finds the infimum of the following function over the set T :

inf
ui, i=1,...,N

sup
Ξ,Π

∫ ∞

0

N
∑

i=1

‖zi(t)‖2dt ≤ inf
T

N
∑

i=1

xTi0
[

Xi + τiMi + θiM̄i

]

xi0, (6.7)

where [x10, . . . , xN0]
T is the initial condition vector, Ξ a set of all admissible un-

certainties, Π a set of admissible interconnection inputs, a set of vectors T =

{{τi θi}Ni=1 ∈ R2N}, and Mi > 0 and M̄i > 0 are two positive definite symmet-

rical matrices which satisfy the following conditions:

E

∫ tl

0

(

‖ζi(t)‖2 − ‖ξi(t)‖2
)

dt > −x′i0Mixi0, (6.8)

E

∫ tl

0

(

N
∑

n=1,n6=i
‖ζn(t)‖2 − ‖ri(t)‖2

)

dt > −x′i0M̄ixi0, (6.9)

where E is the expectation operator, {tl}∞l=1, tl → +∞ a sequence, andMi =M ′
i > 0,

M̄i = M̄ ′
i > 0. Equations (6.8) and (6.9) allow for the effects of the non-zero

initial conditions of the uncertain dynamics in the local uncertainty channels and

interconnections to be taken into account. The terms on the right hand sides of

IQCs (6.8) and (6.9) correspond to the bounds on these uncertainties. These bounds

can be written in quadratic forms as: x′i0Mixi0 and x′i0M̄ixi0 [92].

The matrices Xi and Yi are the solutions to the following pair of parameter-

dependent coupled generalised algebraic Riccati equations [192]:

ATi Yi + YiAi + YiB̄2iB̄
T
2i
Yi −

[

CT
yi
W−1
i Cyi − C̄T

i C̄i
]

= 0, (6.10)

ATi Xi +XiAi + C̄T
iC̄i −Xi

[

BiR
−1
i BT

i − B̄2iB̄
T
2i

]

Xi = 0, (6.11)
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where Ri = D̄T
i D̄i, Wi = D̄yiD̄

T
yi
, θ̄i =

∑N
n=1,n 6=i θn,

C̄i =

[

Ci

(τi + θ̄i)
1/2Hi

]

, D̄i =

[

Di

(τi + θ̄i)
1/2Gi

]

,

B̄2i =
[

τ
−1/2
i Ei θ

−1/2
i Li

]

, D̄yi =
[

τ
−1/2
i Dyi 0

]

.

Then the controller is designed with the equations [101]:

ẋci = {Ai −
[

BiR
−1BT

i − B̄2iB̄
T
2i

]

Xi}xci
+ [Yi −Xi]

−1CT
yi
W−1
i [yi(t)− Cyixci(t)] , (6.12)

ui = −R−1
i BT

i Xixci . (6.13)

The solutions are required to satisfy the following conditions: τi > 0, θi > 0, Xi ≥ 0,

Yi ≥ 0 and Yi > Xi.

6.6.1 Controller design for test system

The problem considered here is the design of a robust LQ output-feedback decen-

tralised STATCOM controller which works in the presence of interconnection ef-

fects. To demonstrate the control design process the controllers are designed for

two 12.5 MVAr STATCOMs connected to the two wind farms and an excitation

controller for generator G3. The STATCOMs (SM1
, SM2

) and the wind generators

(WT1, WT2) are shown in Fig. 6.1. The two wind farms are equipped with FSIGs

which supply 5% of the total load and each is represented by an aggregated wind

generator model [193].

Modal analysis is performed on the interconnected system to obtain an idea of

the dominant modes which need to be controlled [1]. The dominant mode for the test

system is −0.098 ± 3.463 with damping ratio 0.028. The normalised significantly

contributing participation vector for the dominant mode is shown in Table 6.3.

From the participation vector, it is clear that, as both the wind farms contribute

significantly to the dominant mode, controllers should be designed for both the wind

generators. This emphasises the need to design decentralised controllers.

Table 6.3. Participation factors

States △s1 △E′
qr1 △s2 △E′

qr2 △ω3 △δ3
Participation factor 0.96 1.0 0.94 0.97 0.89 0.32
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The test system considered in this chapter is divided into three subsystems: (1)

Wind Farm 1 and STATCOM 1; (2) Wind Farm 2 and STATCOM 2; and (3) G1,

G2, and G3. STATCOM controllers are designed for subsystems 1 and 2, and an

excitation controller for subsystem 3 which is implemented on generator G3. All the

generators and exciters are represented by an aggregated equivalent seventh-order

model [194].

The first step in designing controllers for the STATCOMs is to determine the

matrices and define the variables in problem formulation (6.1)-(6.4). To obtain the

subsystem matrices in (6.1)-(6.4), the complete system is first linearised about the

desired equilibrium point. For each subsystem the state variables are divided into

two parts. One part consists of the states of the devices in the subsystem, called xi

and the other part consists of the rest of the states, called ri. The matrices Ai and

Li are appropriately chosen from the complete linearised model equations.

Subsystems 1 and 2:

The uncertainty output (ζi) and the perturbation input (ξi) are chosen such that

ζi = [∆si,∆Edri ,∆Eqri ,∆vdci ]
T and ξi = ζi.

Owing to this choice of uncertainty output and perturbation input, the inequalities

in (6.5) are satisfied. The state vector for the wind farm subsystems is (i = 1, 2):

xi = [∆ωwti ,∆ωmi
,∆γi,∆si,∆Edri ,∆Eqri ,∆vdci ,∆vtmi

]T .

The uncertainty term, represented by Eiξi, is obtained by increasing the load

by 10%, finding the new equilibrium point, linearising the system about that point,

and taking the difference between the subsystem A-matrices for the nominal load

and the increased load [195]. This difference in the A-matrices is Ei.

For the subsystems with wind generators (i = 1, 2):

Ci =
[

0 0 0 1 0 0 0 0
]

, Cyi =
[

0 0 0 0 0 0 0 1
]

, Hi =













0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0













. (6.14)
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The above choice of matrices means that the controlled output is the variation in the

induction generator slip and the measured output is the change in the STATCOM

terminal voltage. The control input is the firing angle αi of the STATCOMs.

Matrices Di, Gi, and Dyi for the subsystems with wind generators are chosen as:

Di = 10−4
[

1 1
]

, Gi = 10−6













1 1

1 1

1 1

1 1













, Dyi = 10−4
[

0 0 0 1 1 1 1 0
]

,

xi0 =
[

0.1 . . . 0.1
]T

. (6.15)

Subsystem 3:

The uncertainty output (ζ3) and the perturbation input (ξ3) are chosen such that

ζ3 =
[

∆E ′
q,∆E

′
d,∆ψ1d,∆ψ2q

]T
and ξ3 = ζ3.

The matrices for subsystem 3 with all the generators are:

C3 =
[

1 0 0 0 0 0 0
]

, Cy3 =
[

0 1 0 0 0 0 0
]

, H3 =













0 0 1 0 0 0 0

0 0 0 1 0 0 0

0 0 0 0 1 0 0

0 0 0 0 0 1 0













. (6.16)

This choice means that the controlled variable is the generator angle deviation and

the measured variable is the speed deviation from the synchronous speed. The other

matrices in this subsystem model representation are:

D3 = 10−6, G3 = 10−6
[

0 0 0 1
]T

, Dy3 = 10−4
[

0 0 1 1 1 1 0
]

, (6.17)

x30 = [0.1, . . . , 0.1]T .

The matricesMi and M̄i can be chosen to be arbitrary positive definite matrices;

we select them as identity matrices.

The algorithm for designing the proposed controller can be summarised as fol-

lows,
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• Step 1: For a given equilibrium point, obtain the matrices in (6.1)–(6.4)

according to the procedure outlined in Section 6.6;

• Step 2: Solve the optimisation problem (6.7). This is done by using a line

search technique for positive values of τi and θi. The Matlab function fmincon

can be used to conduct the line search with a proper initialisation. In the

design presented in this chapter the line search is initialised with τi = 0.0015

and θi = 0.000015. For this case, the function fmincon converges without

any perceptible delay. To be certain that the solution is not numerically ill-

conditioned, it is ensured that the solutions to the Eqs. (6.10)–(6.11) give

positive definite Xi and Yi for the values of τi and θi, i = 1, . . . , N at which

the infimum is achieved in (6.7);

• Step 3: Substitute the optimising values of τi and θi into the Riccati Eqs. (6.10),

(6.11) and obtain Xi and Yi;

• Step 4: The designed controllers are given by Eqs. (6.12)–(6.13).

For the test system considered in this chapter, the optimum value of the objective

function is obtained for τ1 = 0.0645, τ2 = 0.0468, τ3 = 0.0167, θ1 = 0.0005, θ2 =

0.0045, and θ3 = 0.0001. The optimal minimax value of the performance cost for

the test system is 0.2156 with a 5% wind generator integration and 2 × 12.5 MVA

STATCOMs.

6.7 Controller Performance Evaluation

For a 5% wind energy penetration and 2×12.5 MVA STATCOM controllers designed

in this section, the dominant mode for the closed-loop system is −0.424± 0.47831

with a damping ratio of 0.66291. From this it is clear that the closed-loop system

is well-damped. In contrast, the critical mode for the open-loop system with 2 ×
50 MVAr capacitors is −0.1578± 2.6 and the damping ratio is only 0.061.

The performance of the designed robust decentralised STATCOM controller is

tested by simulating responses to two contingencies on the test system: (a) the

outage of one transmission line; and (b) a three-phase short-circuit at the middle of

one of the transmission lines between bus 6 and bus 7.

6.7.1 Outage of one transmission line

The simulation is performed with the line opened at 1 s and subsequently reclosed

after 0.15 s. Fig. 6.10 shows the load voltage at bus 11, due to the outage of one of

the transmission lines between buses 6 and 7, with (i) 2× 50 MVAr static capacitor
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Figure 6.10. Load voltage for outage of one of lines 6–7 (Solid line designed STATCOM
control and dashed line capacitor bank)

banks and (ii) the designed controllers for 2× 12.5 MVA STATCOMs. The steady-

state values for load voltage at bus 11 for conditions (i) and (ii) are 1.066 pu and

1.00 pu, respectively. From Fig. 6.10, it can be seen that STATCOM controllers

provide better dynamic performances as compared with those of the 2 × 50 MVAr

capacitor banks in terms of both damping and overshoot and settling times. This

behaviour is explained by the low damping (0.061) of the open-loop system with

fixed capacitor compensation. For a total of 90 MVAr and less fixed capacitor

compensation, the system is not able to recover to its pre-fault voltage.

6.7.2 Three-phase short-circuit

In this simulation a symmetrical three-phase fault is applied at the middle of one of

the transmission lines between buses 6 and 7. The fault is cleared after five cycles.

Fig. 6.11 depicts variations of the PCC (point of common coupling) voltage at bus 4.

The power transferred through lines 4–6 is shown in Figs. 6.12 and 6.13 from which,

it can be concluded that more power can be transmitted through the transmission

line with the designed STATCOM controllers during a transient. The reactive power

drawn by wind generators and supplied by a STATCOM is shown in Fig. 6.14. It

can be seen that the total reactive power output of STATCOMs is in phase of the

reactive power consumed by the wind generators.
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Figure 6.11. PCC voltage for three-phase fault at middle of one of lines 6–7 (Solid line
designed STATCOM control and dashed line capacitor bank)
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Figure 6.12. Real power flow through one of lines 4–6 for three-phase fault at middle of
one of lines 6–7 (Solid line designed STATCOM control and dashed line capacitor bank)
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Figure 6.13. Reactive power flow through one of lines 4–6 for three-phase fault at middle
of one of lines 6–7 (Solid line designed STATCOM control and dashed line capacitor bank)
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Figure 6.14. Reactive power for three-phase fault on middle of one of lines 6–7 (Solid
line reactive power output by the designed STATCOM (SM1

) controller and dashed line
reactive power drawn by wind generator (WF1) )
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Figure 6.15. Load voltage at bus 11 for three-phase fault at middle of one of lines 6–7
(Solid line designed STATCOM control and dashed line PI-based STATCOM)

6.7.3 Comparison of designed and PI-based STATCOM controllers

To evaluate the designed controller performance the dynamic ATC is calculated

with 5% of FSIGs using a PI-based STATCOM controller and the proposed ro-

bust STATCOM controller. The maximum ATC with the PI-based STATCOM is

687 MW whereas, with the proposed robust STATCOM controller, it is 698 MW,

i.e., the ATC is increased by 1.6% using this robust control algorithm.

To test the dynamic performance, a simulation is performed with the increased

ATC (698 MW) by applying the same three-phase fault as in the previous simulation.

Figs. 6.15 and 6.16 show the load voltage at bus 11 and the speed of a wind gen-

erator (WF1) with the proposed STATCOM controller and a PI-based STATCOM

controller. With the PI-based controller, the speed continues to increase due to the

imbalance between the mechanical power extracted from the wind and the electrical

power delivered to the grid even after the fault is cleared. When a disturbance or

fault occurs, the voltages at the terminals of the WT drop significantly causing the

electromagnetic torque and electrical power output of the generator to be greatly

reduced. However, given that the mechanical input torque is almost constant when

typical non-permanent faults occur in a wind farm, this leads to an acceleration

of the machine rotor. Furthermore, the voltages gradually decrease and the wind
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Figure 6.16. Speed of wind generator (WF1) for three-phase fault at middle of one
of lines 6–7 (Solid line designed STATCOM control response and dashed line PI-based
STATCOM)

generators have to be disconnected from the grid to protect them and avoid voltage

collapse.

The reference input for each PI-based STATCOM controller in this case has a

reactive power (Qref=12.5 MVAr). For this reference reactive power, the load-flow

converges for two different values of the load voltage at bus 11, 1.0 pu and 0.6

pu. In this simulation, the post fault voltage with the PI-based STATCOM settles

to the lower 0.6 pu voltage equilibrium point. The designed controller provides a

satisfactory dynamic response for this contingency. From this, we conclude that

the proposed controller performs better than the conventional PI-based controller

in terms of both the transfer capability and dynamic performance of the system.

6.8 Chapter Summary

In this chapter, the impacts of wind farms dynamic on the ATC of a heavily stressed

transmission line is investigated. As the penetration level of FSIGs increases, the

ATC substantially decreases. The amounts of both static and dynamic compensa-

tion required for different levels of wind power integration are determined in order

to obtain the same ATC as that of conventional generators. The STATCOM with

reduced capacitors provides better performance in terms of the ATC than does a
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capacitor bank alone. The controller is robust in the presence of parameter inter-

connection effects and uncertainty. The performance of the proposed STATCOM

controller is compared with a conventional PI controller based STATCOM. The

dynamic voltage stability, as well as transient stability, is improved and, thereby,

the ATC increases significantly when the designed robust STATCOM controller is

applied instead of a conventional PI-based STATCOM.

Today, the focus regarding interactions between an electrical network and wind

energy installation has shifted since the loss of such a considerable part of power pro-

duction (as wind energy constitute in some regions) due to network disturbances can

no longer be accepted. Accordingly, the important issue is to avoid a disconnection

of a wind energy installation during a network disturbance. The fault ride-through

capabilities of FSIGs with STATCOMs will be investigated and a suitable control

technique for enhancing them will be outlined in the next chapter.



Chapter 7

Control for Fault Ride-Through

Capability Augmentation

7.1 Introduction

Traditionally, wind power generation has been treated as a distributed small gen-

eration or negative load [196]. Wind turbines (WTs) have been allowed to be dis-

connected when a fault is encountered. Such a perspective does not require wind

turbines to participate in voltage and frequency control and their disconnection is

considered insignificant in terms of loss of production. However, the penetration

of wind power in some countries such as Denmark (18.5%), Spain (7.8%) and Ger-

many (4.3%) is high [197]. These figures are for equivalent annual production of wind

power over total electricity demand of above, the maximum penetration during peak

hours can be 4-5 times these figures [198].

Globally, wind power development is experiencing dramatic growth. According

to the global wind energy council (GWEC) 15,197 MW WTs were installed in 2006,

an increase of 32% over 2005 [199]. The total global wind energy capacity had

increased to 74,223 MW by the end of 2006, from 59,091 MW in 2005. The European

wind energy association (EWEA) has set a target of satisfying 23% of Europe’s

electricity need using wind by 2030 [199]. The exponential growth of the wind

industry reflects the increasing demand for clean, safe and domestic energy, and can

be attributed to government policies associated with environmental concerns, and

research and development of innovative cost-reducing technologies.

Wind energy has emerged as the fastest growing source of renewable energy and

is expected to see continued strong growth in the immediate future. As the total

base of installed wind capacity grows with the installation of additional WTs and

new wind farms, compliance with interconnection criteria becomes increasingly im-

portant. Wind power generation is required to provide a certain reliability of supply

and a certain level of stability. Motivated by the above issues, many grid operators

have started to introduce new grid-codes which treat wind power generation in a

183
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special manner. Most interconnection standards today require wind farms to have

the ability to withstand severe faults, usually called the fault ride-through (FRT)

capability or, in some cases, the low-voltage ride-through (LVRT) capability.

WTs and generators are complex systems, with large flexible structures working

under very turbulent and unpredictable environmental conditions, and connected to

an electrical grid with a highly variable power demand. The efficiency and reliability

of a wind generator depends heavily on the applied control strategy. A number of

problems, e.g., highly nonlinear behaviour, large model uncertainty due to the inter-

actions of aerodynamics, mechanical and electrical subsystems, stability problems,

the need to maximise wind energy conversion, load reduction strategies, mechanical-

fatigue minimisation problems, reliability issues, availability aspects, and costs per

kWh reduction strategies, make the design of high-performance control systems

mandatory.

Presently, thirty percent of the installed wind power is produced by squirrel-

cage induction generators (SCIGs) which are directly connected to the grid and

operate at an almost fixed-speed [25]. They are preferred as wind generators for

their low cost, low maintenance, and due to their rugged brushless construction

and asynchronous operation. A directly connected induction generator (IG) is not

able to contribute to power system regulation and control in the same way as can a

conventional field-excited synchronous generator as it needs reactive power support

to be connected to stiff grids. However, WTs are usually connected at weak nodes

or at distribution levels at which the network was not originally designed to transfer

power into the grid [26]. This increases the need for dynamic reactive power support

to ride-through severe faults.

When a disturbance or fault occurs, the voltage at the terminals of a WT drops

significantly, causing the electromagnetic torque and electrical power output of the

generator to be greatly reduced. However, the mechanical input torque is almost

constant during typical non-permanent faults which causes the machine to acceler-

ate. As the slip of the IG increases, the reactive power absorbed from the connecting

power system increases. Therefore, unless the WT is prevented from over-speeding,

the post-fault voltage on the network is not likely to return to its pre-fault value.

Normally, after the fault is cleared, a large amount of reactive-power is drawn by

the generators. If this is not available, the machine will speed out of control and
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become disconnected from the power system. While the loss of power from a small-

capacity wind farm may be acceptable, large wind farms are subject to grid-code

requirements and must be able to ride-through these types of transient disturbances.

If the post-fault voltage level is restored, the magnetic field of the generators is re-

established and the electromagnetic torque is restored. Therefore, a quick recovery

of voltage and the re-establishment of the electromagnetic torque are crucial [200].

The over-speeding of a generator may also be limited by controlling the input me-

chanical torque. Turbines equipped with a pitching system have the advantage of

actively controlling the input mechanical torque by pitch control. For fixed-speed

induction generators (FSIGs) with short-circuited rotors, there are no active control

methods available to control the reactive power in order to help voltage recovery.

Therefore, a fast reactive power control device, such as a static synchronous com-

pensator (STATCOM), can help in both voltage recovery and the re-establishment

of the magnetic field and torque of the machine.

Most of the work on STATCOM control for enhancing the LVRT of FSIGs con-

centrates on the control of the STATCOM output current and DC bus voltage regu-

lation for a given reference reactive current using a modelling strategy similar to that

used for the field-oriented control of three-phase AC machines (see [22], [66], [201]

and [202]). In most cases, there are two main control objectives for the converters.

One is to regulate the DC terms (DC voltage for a voltage-source converter and DC

current for a current-source converter) to constant values [65]. The other objective

is to control the AC-side reactive power (or power factor). Two loops are designed

separately, one for each control objective, and the interaction between them is not

usually considered [65]. Decoupled control of the AC- and DC-side voltages of a

STATCOM is difficult to achieve in practice due to the inherent coupling between

the d- and q-axis variables through the load.

The conventional converter model of a STATCOM is a multi-input multi-output

nonlinear model, and the difficulty of controlling it is mainly due to its nonlinear

behaviour. There are several ways of dealing with nonlinearities. A simple way is to

use two separate proportional-integral (PI) controllers to control the DC-term and

the reactive power [203], [204]. However, in these cases, the response time is usually

slow, and it is difficult to find appropriate PI parameters in a systematic way [98].

Another method is to linearise the system around an operating point and then

design a linear controller [205]. The two main problems with this method are: a)
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the controller is not effective for large disturbances; and b) the design is dependent

on the operating point. This motivates the use of advanced control techniques

that consider nonlinear interactions and ensure stability for large disturbances, thus

keeping the wind farm connected to the main grid under both fault and post-fault

conditions.

A robust linear control algorithm is proposed in [206] to handle the nonlinearity

of a WT over a range of wind velocities. This range is divided into several intervals,

one controller is designed for each range and the appropriate controller is switched

depending on the operating point. In practical power systems, it is difficult to im-

plement switching controllers as unwanted transients may arise due to the switching.

Only the nonlinearity due to the input wind velocity is considered in this paper [206].

The authors in [207] propose a proportional-integral-derivative (PID) pitch angle

controller for a fixed-speed active-stall wind turbine. The controller is designed

using the root-locus method and only the nonlinearities of the system are taken into

account to determine its second-order transfer function (using step response test)

which represent the system more accurately than a linear representation. The actual

transfer function of the wind turbines is of higher order than considered in [207],

also this method cannot capture the nonlinearity accurately. Due to the nonlinear

nature of the wind turbine, step response tests have to be conducted in different

operating regions, leading to different transfer functions around their respective

operating points. The design and implementation of a single linear controller for

different transfer functions is a complex task. In this method, it is easy to deal with

nonlinearities, but only those due to small disturbances can be captured. To fully

capture the nonlinearity, a method using mean-value theorem is proposed in this

thesis and an excitation controller is designed in which the unstructured uncertainty

representation is presented [17]. This representation is simple but conservative.

Since STATCOMs are only able to provide reactive power control, their applica-

tion is limited to reactive power support. To overcome this problem, STATCOMs

with battery energy storage systems (STATCOM/BESS) have emerged as more

promising devices for power system applications given that they are able to provide

both real and reactive power control [33], [208]. However, as the BESS is based on

chemical processes, it has some limitations such as, a slow response time and short

service life. Another alternative proposed in this thesis is to simultaneously control
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the STATCOM (reactive power) and the pitch angle of the wind turbine (real power)

to enhance the LVRT capability of induction generators in wind farms.

Several control methods for controlling the pitch angle have been reported, e.g.,

the classical PID control [77], [209], gain-scheduling control [210], robust control [211]

and other nonlinear controllers [212]. However, most strategies are based on a linear

WT model around a specific operating point [213]. An LQG method for designing

pitch control is discussed in [214]. It is known that an LQG controller provides good

robustness in terms of gain margins and phase margins. However, it is unable to

provide robustness against uncertainties in the operating conditions [215].

Robust control in power systems deals with the application of new techniques in

linear system theory to enhance their voltage and transient stabilities. The authors

in [216] propose an H∞ pitch angle control design using a linear matrix inequality

(LMI) approach to reduce the fluctuating power of wind generators. In [217], a

robust coordinated control method is proposed to smooth fluctuations in the gener-

ated power via pitch angle and battery charge-discharge control. An H∞ controller

is used with an LMI approach to achieve system robustness [217]; however, the non-

linearities of WTs have not been considered for the design of these linear controllers.

To overcome the limitations of linear controllers, a nonlinear control technique for

STATCOMs has been proposed to improve the power quality and LVRT capabil-

ity of wind turbines [218]. Nonlinear controllers usually have more complicated

structures and are harder to implement in practice than linear controllers. From

an industrial point of view, it is preferable to use simple linear robust controllers

in WTs; however, for robust performance, the nonlinearities need to be taken into

account when the controllers are designed.

Although simultaneous control of a STATCOM and the pitch angle of the wind

turbine can provide both active and reactive-power controlling abilities, the response

of pitch angle controller is slow. To overcome this problem, STATCOM with energy

storage system (STATCOM/ESS) can be used to supply the reactive power, increase

the capability to damp electromechanical oscillations, and enhance the low voltage

ride-through (LVRT) capability of fixed-speed wind turbines. Although a STAT-

COM/ESS has great potential to fulfill the requirements of grid-code to connect

wind turbines, considerable advances in the control of this system are still needed

for its practical implementation.
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The design of linear optimal control (LOC) for large interconnected systems

requires information transfer from the remote areas which are inherently dependent

on centralised processing and long-distance wide-band communications. Although

many valuable contributions have been made, a centralised solution to the LOC

problem will lead to a very complicated actuator structure which is too expensive

and difficult to implement.

As a result, during the last decade, interest has shifted towards the implemen-

tation of decentralised controllers [219]. The aim is to use only locally measurable

output variables instead of full-state feedback and try to approach the performance

of LOC with global state feedback [220]. To design decentralised controllers for

large systems, reducing the dimension of the system models to a manageable size

is necessary in order to reduce the bandwidth. Many researchers have worked on

the decomposition of interconnected power systems into several subsystems, as well

as dynamic equivalencing methods [221]. Some of these decomposition methods are

mathematical in nature and may not have a physical meaning; however, in most

cases, couplings between the subsystems in an interconnected power system are

omitted or extremely simplified [221].

In recent years, the design of decentralised controllers for interconnected large

power systems has been widely investigated and intensively studied with most at-

tention being on guaranteeing the connective stability of the overall system despite

the interconnection terms [222], [223]. Results concerning the robust decentralised

stabilisation of interconnected power systems based on approaches which explicitly

take into account the interaction terms have been reported in [36], [219]. In the

work of [224], an interesting decentralised turbine/governor controller scheme for

power systems is presented. However, the local state feedback controllers designed

through this approach need the complete state information which may not be fea-

sible. Furthermore, the nonlinear terms are not explicitly included in the controller

design.

Recently a control method for limiting the torque and enhancing the LVRT ca-

pability of grid-connected cage induction machines during the recovery process after

grid faults by using a STATCOM is proposed in [225]. The authors in [226] pro-

pose a novel damping control algorithm for a STATCOM in a series compensated

wind park for mitigating sub-synchronous resonance (SSR) and damping power sys-

tem oscillations. An efficient control strategy to improve the LVRT capability in



Section 7.1 Introduction 189

doubly-fed induction generators is proposed in [227]. These control techniques are

mainly aimed to maximise the output power, increase the reactive current during

low-voltage and reduce the peak rotor fault current. However, the nonlinearity and

their interactions among wind farms are not considered in these papers. However,

it is essential to consider the nonlinearities and interconnection effects in order to

design controllers for multi-machine power systems, and also quantify the deviation

of the operating point from the equilibrium point for which the system maintains

closed-loop stability.

During faults and in post-fault operation the system state can be significantly far

from the desired equilibrium point. In most situations the post-fault uncontrolled

system has unstable post-fault trajectory. The difficulty in providing the LVRT

capability is due to the nonlinearities in the power system model [228]. Linear

controllers have a limited range of operation which normally does not include post-

fault voltage conditions [228]. A solution to the LVRT problem is to design a globally

stabilising controllers [161]. Unfortunately these controllers often need a full-state

feedback and are not robust to modelling uncertainties. The next option is to use

a linear controller which is robust to the change in the linear model with changing

operating conditions–a necessary outcome of the underlying nonlinear model. As

mentioned above, robust controllers do exist for power systems but few of them have

been able to systematically provide robustness against such large deviations as is

required for LVRT.

In this research a method is presented which can be used to design a linear

controller that is robust to accommodate post-fault low-voltage conditions. Based

on this design method, the synthesis for the following robust controllers are presented

to enhance the FRT capability of FSIGs in this chapter:

(a) STATCOM controller with unstructured uncertainty representation;

(b) Simultaneous STATCOM and pitch angle control;

(c) STATCOM controller with structured uncertainty representation; and

(d) Decentralised STATCOM/ESS controller.

In addition, the effects of STATCOM rating and wind farm integration on the FRT

capability of FSIGs are studied analytically using the power-voltage and torque-slip

relationships and also using detailed simulations.

The organisation of this chapter is: Section 7.2 discusses the current grid-codes

requirements for wind farms; Section 7.3 provides the fault ride-through scheme for
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induction generators; a basic idea about critical clearing time and critical speed

is given in Section 7.4; Section 7.5 describes the robust STATCOM control de-

sign technique and also contains simulation studies for validating its performance;

design and performance analysis of simultaneous STATCOM and pitch angle con-

trols are provided in Section 7.6; Section 7.7 contains STATCOM control technique

with structured uncertainty representation; a systematic procedure to design decen-

tralised STATCOM/ESS controller is included in Section 7.8. Section 7.9 presents

the summary of this chapter.

7.2 Grid-code Requirements for Wind Farm Connections

Large-capacity wind farms have created several challenges for transmission network

operators. The intermittent nature of the wind causes power quality and stability

problems. Unpredictable power penetration affects the reliability and stability of

a power grid. Therefore, the grid-code rules being imposed on large wind farms

stipulate that they are operated as conventional power plants.

The operating procedures and principles governing the relationship between the

transmission system operator and the users of the transmission system, (e.g., gen-

erators, suppliers or non-embedded customers) are set out in the grid-code. With

reference to the grid connection of wind farms, there are a number of issues specified

by this proposed grid-code, i.e., FRT, frequency range, frequency control, reactive

power range capability and voltage control.

7.2.1 Fault ride-through

Under the grid-code proposals of some countries, a wind farm, whether connected

directly to the transmission system or to the distribution system, is required to

remain connected and feed power into the system for any solid single- or multi-

phase short-circuit fault occurring on the high-voltage (HV) transmission system.

The period of zero voltage on the HV system for this requirement is limited to

140 ms. In addition to continuing to operate in a stable manner, the mechanical

power to a WT should not be deliberately reduced during this period.

7.2.2 Frequency–power variations

Grid-codes require that wind farms should be able to operate continuously at any

system frequency between 47.5 Hz and 52 Hz for at least 20 s. Additionally, wind

farms should meet the following power-frequency characteristics:
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• from 49.5 Hz to 50.4 Hz: power output should not vary with changes in system

frequency;

• from 49.5 Hz to 47.0 Hz: as the frequency reduces the power output should

not reduce more than proportionately; and

• from 50.4 Hz to 52.0 Hz: power output should be reduced by at least 2% for

each 0.1 Hz increase in system frequencies.

7.2.3 Frequency control

The grid-code proposals require that wind farms should have the capabilities to

provide frequency response and respond to a 0.5 Hz change in system frequency by

changing the output by 10% of the wind farm capability within 10 seconds.

7.2.4 Reactive power range capability

The latest grid-code proposals require that over the normal active power operating

range of the wind farm, a reactive power capability of 0.95 power factor lagging to

0.95 power factor leading (based on full output power) should be available at the

connection point. These limits reduce the impact of fluctuating wind power on the

grid voltage. A wider range of power factor would be required for a remote area

when low power is generated by the wind farm.

7.2.5 Voltage control

The grid-code proposals will require each wind farm to be capable of controlling

voltage at the point of its connection to the public electricity system. During a

transmission system voltage dip, (i) a wind farm shall be required to provide active

power in proportion to its retained voltage and maximise the reactive current to

the transmission system without exceeding the WT generator limit and (ii) it will

have to provide at least 90% of its maximum available active power as quickly as

the technology allows and, in any event, within 1 second of the transmission system

voltage recovering to its normal operating range.

7.3 Fault Ride-Through Schemes for Wind Turbines

Each type of WT has specific vulnerabilities when subjected to grid faults. In order

to fulfil the requirements imposed by grid utilities, it must be equipped with the

ability to ride-through in the case of faults in the grid. The phenomena that occur in

an IG without a FRT capability during a grid fault are described first. Later, how a

STATCOM connected with a wind turbine can help to meet grid-codes is presented.
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Figure 7.1. Voltage limit criteria according to grid-code

Typical FRT requirements demand that a wind farm remains connected to the grid

for voltage levels as low as 5% of the nominal voltage (for up to 250 ms) [229] as

shown in Fig. 7.1.

The sequence of events during grid faults can be described as follows: when

a fault occurs in the grid, the terminal voltage drops rapidly; the magnitude of

the voltage drop is dependent on the fault distance from the generator; and due

to a reduced terminal voltage, the machine loses electric torque, which leads to a

rotor acceleration. Meanwhile, the mechanical torque applied to the rotor can be

considered constant during this event. If the electrical torque at this point is higher

than the mechanical torque, the generator will eventually be back to its normal

operating point. However, when the electrical torque is lower than the mechanical

torque, the speed will continuously increase which could result in electrical torque

reduction leading to an unstable situation.

In the case of the two-mass model of a drive train, the situation is even worse.

This is because, in the instance of voltage recovery, although the generator speed is

able to recover to the normal operating point, the turbine speed does not decrease

instantaneously because some of the energy in the mechanical shaft is stored in the

twisted shaft instead of being directly utilised to decelerate the turbine speed. This

allows the turbine speed to continuously increase for a short time.

During the next period, the energy is released from the twisted shaft and creates
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the opposite effect. This charge and discharge of twisted shaft energy creates oscil-

lations in the generator and the turbine speed. In reality, the electrical torque also

suffers oscillations due to terminal voltage variation caused by active and reactive

power fluctuations. At the same time, the turbine torque also fluctuates slightly due

to a small variation in the power coefficient. All these factors interacting with each

other create composite oscillations. This clearly indicates that instability might not

occur only due to the fault but that there is also a considerably high mechanical

stress in the shaft.

For a wind park with induction generators, the main requirements for compensa-

tion devices are to compensate for any reactive power demand of the induction gener-

ators in steady-state to control reactive power exchange with the system, and to help

the recovery of wind parks after system disturbances to improve ride-through capa-

bility. The former can be fulfilled by a simple solution with conventional switched

shunt capacitors while the latter requires dynamic compensation devices with more

advanced control algorithms.

The STATCOM has to be equipped with a set of functions in order to help wind

parks to fulfill the grid-code requirements. These functions are listed below:

• Steady- state reactive power supply or absorption. This function can be ful-

filled by following a reactive power set-point, a set-point for a power factor at

the connection point of the wind park or by operating according to a linear

reactive power versus voltage characteristic (Q/V characteristic).

• The implementation of the latter case also fulfils the voltage control require-

ment often asked for in the grid-codes. The grid companies often require

certain flexibility to change the basic behaviour of the voltage control scheme.

A reduced set of changeable parameters has to be available, especially the

target voltage and the slope of the linear characteristic.

• Smoothly follow a set-point ramp. No steps occur, e.g., with solutions based

on switched passive components.

• The dynamic requirements of the grid-codes are met, e.g., a step in the set-

point is followed within less than 1s without notable overshoots or oscillations.

• During voltage dips (balanced or unbalanced), the STATCOM injects reactive

current in the order of nominal STATCOM current and therefore helps to

support the grid voltage.
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7.4 Critical Clearing Time (CCT) and Critical Voltage

The stability analysis of a power system may consider the determination of its CCT,

for a given fault, in order to find the maximum value of the fault clearing time for

which the post-fault system is stable. If the fault is cleared within this time, the

system will remain stable. However, if the fault is cleared after this time the power

system will lose its stability. The calculation of the CCT is very important from the

protection point of view.

Mathematically, a CCT is a complex function of pre-fault system conditions (op-

erating point, topology, system parameters), fault structure (type and location) and

post fault conditions that themselves depend on the protective relaying plan em-

ployed. In this research, the CCT is first estimated by using the following equations

and then the exact value is determined from simulations.

An approximate value of the CCT can be calculated from the following equation:

ṡ =
1

2H
[Tm − Te] . (7.1)

During a solid three-phase short-circuit at the generator terminals, Te = 0 and then

(7.1) can be written as:

ṡ =
1

2H
Tm. (7.2)

Integrating both sides

s =

∫ t

0

1

2H
Tm + s0. (7.3)

If sc is the critical speed (CS) of a machine, then the CCT can be given as:

tc =
1

Tm
2H(sc − s0). (7.4)

The critical speed is given by the intersection between the torque-speed curve for

the specified system and the mechanical torque [230].

The critical voltage can be obtained from the P-V curve [61], which determines

the maximum power that may be transferred between two parts of the system before

voltage collapse. The information it provides can help the analyst or transmission

planner determine how to strengthen the power system against the risk of voltage

collapse. The P–V curve is formed by varying system load or transfer and plotting

it against voltage. This curve can provide real power and voltage margins using the
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Figure 7.2. P–V relationship

knee of the curve as reference point. Fig. 7.2 is an example of a P–V curve where

the critical point is caused by a reactive power limit. On the lower voltage side of

the P–V curve (below critical voltage):

• increased load admittance reduces load power;

• adding a shunt capacitor reduces bus voltage;

• tap changers reduces voltage;

• stable for impedance load; and

• unstable for constant power load.

From the power-flow equations of an infinite-bus versus a single load connected

through a lossless transmission line, the relationship between voltage and power is

given by [61]:

V =

√

E2

2
−QX ±

√

E4

4
−X2P 2 −XE2Q, (7.5)

where the symbols carry their usual meanings. Equations (7.4) and (7.5) are solved

to estimate the CCT and critical voltage of IGs.
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7.5 Robust STATCOM Control with Unstructured

Uncertainty

In this section, a novel robust controller for a STATCOM is presented to enhance the

FRT capability of fixed-speed induction generators. The wind generator is a highly

nonlinear system, which is modelled in this work as a linear term plus a nonlinear

term, which is the Cauchy remainder term in the Taylor series expansion of the

equations used to model the wind farm. Bounds derived for this Cauchy remainder

term are used to define an uncertain linear model for which a robust control design is

performed. The controller resulting from this robust design provides an acceptable

performance over a wide range of conditions needed to operate the wind farm during

severe faults. The performance of the designed controller is demonstrated by large

disturbance simulations on a test system.

7.5.1 Test system

The test system shown in Fig. 7.3 consists of two main buses connected via two long

parallel transmission lines. WTs are connected to the first bus via transformers

and the other bus is directly connected to the grid. Each IG works at the rated

operating point and supplies 2 MW of active power. The data for this system is

given in Appendix-V. We use an aggregated model of a wind farm to design the

proposed controller. The assumption is reasonable when the power system under

consideration is large and the purpose is to observe the effect of penetration on

the external network rather than within the wind farm. The load is modelled as a

constant impedance load. The wind farm, rated at 50 MW, is normally not allowed

to operate under severe fault conditions and the addition of the STATCOM with

appropriate control is expected to increase the stability margin as well as the FRT

capability of the wind farm.

The dynamics of the test system is represented by the following equations:

ω̇m = (1/2Hm) [Taei −Ksγ −Dmωm] , (7.6)

ω̇G = (1/2HG) [Ksγ − Te −DGωG] , (7.7)

γ̇ = 2πf(ωm − (1/Ng)ωG) (7.8)

ṡ = (1/2HG) [Tm − Te] , (7.9)

Ė ′
qr = −(1/T ′

o)
[

E ′
qr − (X −X ′)ids

]

− sωsE
′
dr, (7.10)

Ė ′
dr = −(1/T ′

o) [E
′
dr + (X −X ′)iqs] + sωsE

′
qr, (7.11)
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Figure 7.3. Single wind farm infinite bus study system

v̇dc(t) = −Ps/(Cvdc)− vdc/(RCC), (7.12)

v̇tm = −vtm
Tm

+KmVt, (7.13)

where Ps is given by

Ps = |E|2G22 + |E||V∞| [B23 sinα +G23 cosα]

+ |E||E ′
dr| [B21 sin(δ − α) +G21 cos(δ − α)]

+ |E||E ′
qr| [B21 cos(δ − α)−G21 sin(δ − α)] (7.14)

where G23 and B23 are the real and imaginary parts of the equivalent transfer

impedances between the terminal buses of STATCOM and infinite bus, and G21

and B21 between terminal buses of STATCOM and wind farm, δ the rotor angle of

the wind generator, E = kvdc∠α, the STATCOM AC terminal voltage, α the bus

angle of the STATCOM in the reduced network, and k =
√

(3/8)m the constant

and m the modulation index. The other symbols carry their usual meanings given

in Chapter 2.

7.5.2 Linearisation and uncertainty modelling

Conventionally, a linear controller is designed based on the Taylor series around an

equilibrium point by retaining the linear term and neglecting the higher order terms.

In this work, to quantify the neglected higher order terms, we propose the use of
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u(t) = [k, α]T

ξ(t)

φ(t)

ζ(t)

Figure 7.4. Block diagram of uncertain system

a linearisation scheme which retains the contributions of the higher order-terms in

the form of the Cauchy remainder.

The nonlinear system (7.6)–(7.13) is reformulated using the technique proposed

in this thesis as follows:

∆ẋ = A△x+ (L− A)△x+ (M −B1)△u+ B1△u, (7.15)

where A = ∂f
∂x
| x=x0
u=u0

, B1 =
∂f
∂u
| x=x0
u=u0

, u = [k, α]T and

△x = [△ωm,△ωG,△γ,△s,△Edr,△Eqr,△vdc,△vtm]T .
The system (7.15) is of the form which allows for an application of the minimax

control design technique [91]. To apply this technique, we rewrite system (7.15) in

terms of the block diagram shown in Fig. 7.4. In this figure, we introduce a fictitious

signal ξ such that:

(L− A)△x+ (M − B1)△u = B2ξ(t), (7.16)

where

B2 = diag

(

0,
1

2HG

, 0,
1

2HG

,
Xs −X ′

s

T ′
0

,
Xs −X ′

s

T ′
0

,
1

C
,
1

Tm

)

, and

ζ =
√

β
(

C̃1△x+ D̃1△u
)

, φ = (1/
√

β)
[

φ̃ ψ̃
]

.
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The nonlinearities considered in this test system are only due to s, E ′
dr, E

′
qr and

vdc, with this matrices C̃1 and D̃1 are chosen as

C̃1 =













0 0 0 1 0 0 0 0

0 1 0 0 1 0 0 0

0 0 1 0 0 1 0 0

0 0 0 0 0 0 1 0













, D̃1 =













1 1

1 1

1 1

1 1













,

The expressions for obtaining φ̃ and ψ̃ are given in Appendix-VI. To apply this

reformulation, the following inequality needs to be satisfied

‖ξ(t)‖2 ≤‖ζ(t)‖2. (7.17)

To facilitate control design, the power system model is finally summarised as:

△ẋ(t) = A△x(t) +B1△u(t) + B2ξ(t), (7.18)

y(t) = C2△x(t) +D2ξ(t)), (7.19)

ζ(t) = C1△x(t) +D1u(t), (7.20)

Condition (7.17) will enable us to apply the minimax LQG control design methodol-

ogy to obtain a controller for the underlying nonlinear system. Robustness properties

of the minimax LQG controller ensure that this controller stabilises the nonlinear

system (7.18)–(7.20) for all instances of linearisation errors.

The output matrix C2 =
[

0, 0, 0, 0, 0, 0, 0, 1; 0, 0, 0, 0, 0, 0, 1, 0
]

. Equations (7.18)-

(7.20) provide a new representation of the power system model which contains both

the linear and higher-order terms. The new formulation presented in this section

is used with the minimax linear quadratic Gaussian (LQG) controller synthesis ap-

proach to design a STATCOM controller for nonlinear wind generators.

7.5.3 Minimax LQG STATCOM controller

This section presents the minimax LQG control algorithm. Minimax LQG method-

ology can be considered as a robust version of standard LQG controller design and

it combines the advantages of both LQG and H∞ control [92]. Within the minimax

optimal control design framework, robustness is achieved via optimisation of the

worst-case quadratic performance of the underlying uncertain system. This helps to

achieve an acceptable trade-off between control performance and robustness of the
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system. The minimax LQG method, described in [91], [92], for uncertain systems

of the form shown in Fig. 7.4, is applied to the following stochastic version of the

power system model (7.18)–(7.20):

△ẋ(t) = A△x(t) + B1△u(t) +B2ξ(t) + B2w(t), (7.21)

y(t) = C2△x(t) +D2ξ(t)), (7.22)

ζ(t) = C1△x(t) +D1△u(t), (7.23)

where w(t) is a unity Gaussian white noise. The underlying physical system (power

system) does not include noise-like inputs. The white noise term is a technical

addition to enable the design of a robust output feedback controller which computes

control inputs to drive the system to its equilibrium point in the presence of uncertain

disturbances in the system such as those due to the effect of nonlinearities. It is

suggested in [92, p. 342] that the optimal minimax LQG controller for the above

system (7.21)–(7.23) is also a quadratically stabilising robust controller for the

deterministic system (7.18)–(7.20) with norm bounded uncertainty subject to (7.17).

This motivates using the stochastic minimax LQG control design methodology to

design a robust controller for the problem in this research. As compared to the

standard LQG control this minimax LQG controller provides robustness due to

uncertainties which is important for the control design of wind generators.

In the minimax LQG problem for the stochastic system (7.21)–(7.23) the follow-

ing quadratic cost functional is considered

J = lim
T→∞

1

2T
E

∫ T

0

(△x(t)TR△x(t) +△u(t)TG△u(t))dt, (7.24)

where R ≥ 0 and G > 0, R ∈ Rn×n, G ∈ Rm×m and E is the expectation operator.

The work in [91] and [92] considers the minimisation of the maximum value of the

cost over all uncertainties, such as φ in Fig. 7.4, satisfying an integral quadratic

constraints (IQC) [92]. Uncertainties satisfy an IQC if they belong to the set φIQC
which consists of all φ such that for input signals ζ(t) and the output ξ(t) = φ(ζ(t))

there exists a constant d > 0 and a sequence of times {tl}, l = 1, 2, . . ., tl → ∞,

such that the following inequality holds for all l

E

∫ tl

0

‖ξ(t)‖2dt ≤ E

∫ tl

0

‖ζ(t)‖2dt+ d. (7.25)
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The uncertainty class considered in this paper is a subset of the class of IQC uncer-

tainties. This means that the optimum cost (infτ>0 Vτ ) is an upper bound on the

optimum cost for the norm-bounded uncertainty considered in this paper.

The optimum cost is the infimum of function Vτ obtained over all τ > 0. The

function Vτ is

Vτ =
1

2
tr[Y∞Rτ + (Y∞C

T
2 +B2D

T
2 )Γ

−1

× (C2Y∞ +D2B
T
2 )X∞(I − 1

τ
Y∞X∞)−1], (7.26)

where τ is a free parameter and the matrices X∞ and Y∞ are the solution to the

following pair of parameter-dependent algebraic Riccati equations [91]:

(A−B2D
T
2 Γ

−1C2)Y∞ + Y∞(A−B2D
T
2 Γ

−1C2)
T−

Y∞(CT
2 Γ

−1C2 −
1

τ
Rτ )Y∞ + B2(I −DT

2 Γ
−1D2)B

T
2 = 0, (7.27)

and

X∞(A−B1G
−1
τ γTτ + (A−B1G

−1
τ γTτ )X∞ + (Rτ−

γτG
−1
τ γTτ )−X∞(B1G

−1
τ BT

1 − 1

τ
B2B

T
2 )X∞ = 0. (7.28)

Solutions of the above two Riccati equations (7.27) and (7.28) are required to satisfy

the following conditions: Y∞ > 0, X∞ > 0, the spectral radius of the matrix X∞Y∞

is ρ(X∞Y∞) < τ , Rτ − γTτ G
−1
τ γτ ≥ 0, Rτ = R + τCT

1 C1, Gτ = G + τDT
1D1,

γτ = τCT
1 D1.

The minimax LQG optimal controller u∗, with the τ ∗ at which the infimum of

Vτ is reached, is given by [91]:

˙̂xc = (A−B1G
−1
τ∗ γ

T
τ∗)x̂c − ((B1G

−1
τ∗ B

T
1 − 1

τ ∗
B2B

T
2 )X∞)x̂c + (I − 1

τ ∗
Y∞X∞)−1

× (Y∞C
T
2 + B2D

T
2 )Γ

−1

(

y − (C2 +
1

τ ∗
D2B

T
2 X∞)x̂c

)

, (7.29)

u∗ = −G−1
τ∗ (B

T
1 X∞ + γTτ∗)x̂c. (7.30)
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The controller u∗ guarantees the following minimax property

sup
ζ∈φIQC

J(u∗, ζ) = inf
u

sup
ζ∈φIQC

J(u, ζ) = inf
τ
Vτ . (7.31)

To obtain the controller for the system considered in this section, the parameter,

τ , is chosen to minimise the quantity Vτ . A line search is carried out to find the value

of τ > 0 which attains the minimum value of the cost function Vτ . This line search

involves solving the Riccati equations (7.27) and (7.28) for different values of τ and

finding that value which gives the smallest Vτ in (7.26). This allows us to construct

a controller of the form in (7.30). In this section, this suboptimal controller for the

norm-bounded uncertainty is designed and implemented on the test system.

7.5.4 Case studies

The test system shown in Fig. 7.3 is used to analyse the effect of wind power inte-

gration and STATCOM rating on the FRT capability of WTs. The FRT capability

of a wind generator is expressed in this thesis as voltage and transient stability mar-

gins. The voltage stability margin is defined as the difference between the operating

voltage and the critical voltage. The transient stability margin is given as the dif-

ference between the speed after a specified fault duration and the critical speed of

the generator. The torque-speed characteristics for increasing wind generation are

given in Fig .7.5.

The CS and CCT for increasing wind generation, without compensation and

control, are given in Table 7.1. The power-voltage relationship for different wind

generation is shown in Fig. 7.6. It can be seen that as the number of wind genera-

tors increases, the corresponding CS and CCT and terminal voltage decrease. The

maximum difference between the estimated value obtained from (7.4) and that ob-

tained using the detailed simulation is 3.74% for the CS and 7.8% for the CCT. The

estimated speed is greater than the values obtained from the detailed simulations.

This error is caused by the transients at the time of reclosing, since some time is

needed to re-magnetise the IG before it is able to output the electrical torque given

by the steady-state torque-speed characteristics.

The CS for the different STATCOM MVA ratings for a 50 MW wind farm, with

PI controllers and terminal voltage feedback, are given in Table 7.2. It is observed

that the STATCOM increases significantly the CS and, thereby, the stability limit
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Table 7.1. Effect of growing wind power

Wind
Power
(MW)

Parameters Critical speed
and CCT from
calculation

Critical speed
and CCT from
simulation

2 ωcritical 1.47 1.415
CCT 0.45 0.485

10 ωcritical 1.42 0.137
CCT 0.40 0.423

20 ωcritical 1.37 1.298
CCT 0.35 0.382

30 ωcritical 1.345 1.298
CCT 0.325 0.344

40 ωcritical 1.31 1.295
CCT 0.29 0.318

50 ωcritical 1.285 1.274
CCT 0.265 0.281
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Figure 7.5. Torque versus speed curve of growing wind power
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Figure 7.6. P–V relationship at bus PCC

Table 7.2. Effect of STATCOM ratings

STATCOM

(MVA)

Error (s) Critical speed
and CCT from
calculation

Critical speed
and CCT from
simulation

0 ωcritical 1.285 1.174
CCT 0.265 0.281

10 ωcritical 1.35 1.28
CCT 0.315 0.33

25 ωcritical 1.40 1.31
CCT 0.38 0.396

40 ωcritical 1.44 1.38
CCT 0.42 0.437

as well as the FRT capability of the IG which result in a corresponding increase of

the CCT during a three-phase fault. From the data in Table 7.2, it can be concluded

that the system with a higher rating STATCOM can have longer ride-through times

for short-circuit faults.

The critical speed from simulations with 50 MW generation, a 25 MVAr capacitor

and a 10 MVA STATCOM is 1.35 pu. Fig. 7.7 shows the speed of the IG for a three-

phase fault at bus 2 with (a) a 50 MVAr shunt capacitor only and (b) combination of
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Figure 7.7. Effect of STATCOM on FRT capability (Solid line with STATCOM and
dashed line without STATCOM)

a 10 MVA STATCOM and 25 MVAr STATCOM from which it is clear that with the

addition of a STATCOM in the system, instability of the IG can be avoided because

the reactive power delivered by the shunt capacitor is proportional to the square of

the terminal voltage which means that during low voltage conditions, VAr (Volt-

Ampere Reactive) support drops, thus compounding the problem. The STATCOM

is expected to provide extra reactive power support dynamically, with a continuous

and fast change of output for voltage recovery when the voltage becomes low.

7.5.5 Control design algorithm and performance evaluation

First, we carry out several simulations to obtain an idea of the operating range

during transients by applying large disturbances. The controller is then designed

for stable operation in the region of interest. The basic steps are:

Step 1: From simulations of the faulted system, obtain the range of the variation of

all state variables and form a volume, Ω, with corner points given by (x0p−xfp)
and (x0p+xfp), p = 1, . . . , 7, where 2xfp is the largest variation of the pth state

variable about its equilibrium value, x0p ;
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Step 2: Obtain

β∗ = max
x∗p∈Ω

{

β : ||φ(t)||2 < 1
}

;

Step 3: Check if a feasible controller with β = β∗, exists, i.e., if there is a scalar τ

such that there is a feasible solution to the coupled Riccati equations (7.27)–

(7.28).

Step 4: If we obtain a feasible controller in the above step, either enlarge the vol-

ume, Ω, i.e., increase the volume of the region Ω, or if we have arrived at the

largest possible volume, perform an optimal search over the scalar parameter,

τ , to get the infimum of Vτ . If there is no feasible solution with the chosen

β = β∗, reduce the volume, Ω, and go to Step 2.

This process enables the selection of the largest range for which a feasible con-

troller is obtained. For the given power system model, we are able to obtain a feasible

controller with the value of β = 0.96. The controller is stabilising for all variation of

states in the polytope region Ω formed by end points
[

s̄, Ē ′
dr, Ē

′
qr, ω̄m, ω̄G, γ̄, v̄dc, v̄tm

]T

and
[

s,E′
dr,E

′
qr, ωm, ωG, γ, vdc, vtm

]T
with the values s̄ = s0+0.43 pu, s = s0−0.43 pu,

Ē ′
dr = E ′

dr0+0.29 pu, E′
dr = E ′

dr0−0.29 pu, Ē ′
qr = E ′

qr0+0.29 pu, E′
qr = E ′

qr0−0.29 pu,

ω̄m = ωm0
+0.32 pu, ωm = ωm0

− 0.32 pu, ω̄G = ωG0
+0.43 pu, ωG = ωG0

− 0.43 pu,

γ̄ = γ0 + 28◦, γ = γ0 − 28◦, v̄dc = vdc0 + 0.35 pu, vdc = vdc0 − 0.35 pu, v̄tm =

vtm0 + 0.225 pu, vtm = vtm0 − 0.225 pu, k̄ = k0 + 0.27 pu, k = k0 − 0.27 pu,

ᾱ = α0 + 35◦ and α = α0 − 35◦.

The performance of the proposed controller for a 10 MVA STATCOM is evalu-

ated for the sudden outage of one of the lines serving the wind farm. One of the lines

connecting buses 1 and 3 is taken out of service at 1 s and restored after 300 ms.

The generator speed and terminal voltage with the PI and proposed STATCOM

controller are shown in Figs. 7.8 and 7.9, respectively. It is clear that the proposed

controller can stabilise the voltage as well as the IG and performs better than the

PI control.

Simulations are performed for a severe symmetrical three-phase short-circuit at

one of the long transmission lines. Figs. 7.10 and 7.11 show the speed and terminal

voltage of the IG with the PI and the proposed controllers.

The three-phase fault is applied at 1 s and cleared at 1.35 s. The speed of

1.32 pu at the fault clearing is greater than the critical speed of 1.28 pu obtained

for the PI controller with numerical simulations. Thus, with PI controller, the

speed continues to increase even after the fault is cleared. Furthermore, the voltage
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Figure 7.8. Speed for outage of one of lines 1–3 (Solid line designed and dashed line PI
controller )
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Figure 7.9. PCC voltage for outage of one of lines 1–3 (Solid line designed and dashed
line PI controller )
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Figure 7.10. Speed for three-phase fault at one of lines 1–3 (Solid line designed and
dashed line PI controller )
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Figure 7.11. PCC voltage for three-phase fault at one of lines 1–3 (Solid line designed
and dashed line PI controller )
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gradually decreases and the wind generators have to be disconnected from the grid

to protect them and avoid voltage collapse. From Figs. 7.10 and 7.11, it can be seen

that the proposed controller performs better than the PI controller and results in a

higher CCT.

7.6 Simultaneous STATCOM and Pitch Angle Control

In this section, a procedure to design robust multi-variable controllers for a STAT-

COM and for the pitch angle of a fixed-speed induction generator is presented with

the objective of enhancing the LVRT capability of wind farms. The control problem

in this case prompts us to choose the minimax LQG design method for simultane-

ous STATCOM and pitch angle controls to augment the LVRT capability of wind

turbines. The control design in this section is tested by simulations under various

types of disturbances on a test system. The performances of two other controllers

are also tested: (a) a robust STATCOM controller designed according to previous

section; and (b) a PI-based STATCOM controller proposed in [201] and compared

with that of the controller proposed in this section.

The test system, shown in Fig. 7.3, is used to design the controller. Pitch control

performs power reduction by rotating each blade about its axis in the direction of

reducing the angle of attack. In comparison with the passive stall, the pitch control

provides an increased energy capture at rated wind speed and above. Constant-speed

wind turbines can be equipped with pitch drives which quickly increase the pitch

angle when an acceleration of the rotor is detected. This reduces the mechanical

power and consequently limits the rotor speed and the reactive power consumption

after the fault. Fig. 7.12 depicts the pitch angle controller. In this work the pitch

rate limit is set to 8 (deg/s), θmin = −5◦, θmax = 45◦, θ̇min = −10 (deg/s), θ̇max =

10 (deg/s) and time constant is 0.2 s.

Figure 7.12. Pitch angle control strategy.



Section 7.6 Simultaneous STATCOM and Pitch Angle Control 210

Figure 7.13. STATCOM control strategy.
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Figure 7.14. Bode plot (open loop linear system) of the transfer function from input
(firing angle) to terminal voltage (Solid line (-) nominal system, the dashed (–) line one
line outage, the dotted line (.) 10% increase in load and the dashdot line (-.) and 10%
decrease in load)

The STATCOM control strategy used in this section is shown in Fig. 7.13. The

pulse-width modulation (PWM) control technique is used because a PMW based

STATCOM offers faster response and capability for harmonic distribution [231]. In

this method, the compensation is achieved by measuring the rms voltage at PCC

and the DC capacitor voltage. The output voltage magnitude of the VSC relates

to the DC side voltage and is also a function of the control phase angle and the

modulation ratio of the PWM.
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Figure 7.15. Bode plot (open loop linear system) of the transfer function from input
(firing angle) to slip (Solid line (-) nominal system, the dashed (–) line one line outage,
the dotted line (.) 10% increase in load and the dashdot line (-.) 10% decrease in load)

Figs. 7.14 and 7.15 show the frequency response of the linearised open-loop sys-

tem for the following operating conditions: (i) nominal system; (ii) one transmission

line outage; (iii) 10% load increase; and and (iv) 10% load decrease. Bode plots in

Figs. 7.14 and 7.15 show the change in output terminal voltage and slip with respect

to the firing angle input, from the plots it is clear that the transfer function does not

change much over a wide range of operating conditions. The same is true for other

inputs (modulation index and pitch angle) to the system. Bode plots 7.14 and 7.15

also indicate that controllers designed based only on the linearised system will have

similar dynamics. It is only by considering the often neglected nonlinear terms that

we can guarantee controller performance over the desired operating region.

Fig. 7.16 shows PCC (point of common coupling) voltage response for one trans-

mission line outage. From the simulation result, it is clear that the nonlinearities

in the system affect the dynamic performance significantly and that the trajectory

widely deviates from the equilibrium point. The system nonlinearities can be cap-

tured by using the formulation presented in this research. A linear controller with

the proposed linearisation algorithm, which ensures stability for a pre-defined region
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Figure 7.16. PCC voltage for outage of one of lines 1–3

in the state-space is designed in this section.

Several simulations are carried out to gain an idea about the operating range dur-

ing transients by applying large disturbances. From simulations we estimated the op-

erating region Ω for severe faults with the corner points
[

s̄, Ē ′
dr, Ē

′
qr, ω̄m, ω̄G, γ̄, v̄dc, v̄tm

]T

and
[

s,E′
dr,E

′
qr, ωm, ωG, γ, vdc, vtm

]T
given by: s̄ = s0 + 0.115 pu, s = s0 − 0.115 pu,

Ē ′
dr = E ′

dr0 + 0.398 pu, E′
dr = E ′

dr0 − 0.398 pu, Ē ′
qr = E ′

qr0 + 0.374 pu, E′
qr =

E ′
qr0 − 0.374 pu, ω̄m = ωm0 + 0.336 pu, ωm = ωm0 − 0.336 pu, ω̄G = ωG0 + 0.483 pu,

ωG = ωG0 − 0.483 pu, γ̄ = γ0 + 25◦, γ = γ0 − 25◦, v̄dc = vdc0 + 0.216 pu,

vdc = vdc0 − 0.216 pu, v̄tm = vtm0 + 0.225 pu, vtm = vtm0 − 0.225 pu, θ̄ = θ0 + 17◦,

θ = θ0 − 17◦, m̄ = m0 + 0.475, m = m0 − 0.475, ᾱ = α0 + 28◦ and α = α0 − 28◦.

The controller in Fig. 7.17 is designed in the same way as described in the

previous section. For the given power system model, we are able to obtain a feasible

controller with the value of β = 0.975 for the region Ω with the corner points

of
[

s̄, Ē ′
dr, Ē

′
qr, ω̄m, ω̄G, γ̄, v̄dc, v̄tm

]T
and

[

s,E′
dr,E

′
qr, ωm, ωG, γ, vdc, vtm

]T
given by the

values s̄ = s0 + 0.265 pu, s = s0 − 0.265 pu, Ē ′
dr = E ′

dr0 + 0.42 pu, E′
dr = E ′

dr0 −
0.42 pu, Ē ′

qr = E ′
qr0 + 0.405 pu, E′

qr = E ′
qr0 − 0.405 pu, ω̄m = ωm0 + 0.436 pu,

ωm = ωm0 − 0.436 pu, ω̄G = ωG0 + 0.523 pu, ωG = ωG0 − 0.523 pu, γ̄ = γ0 + 40◦,

γ = γ0 − 40◦, v̄dc = vdc0 + 0.365 pu, vdc = vdc0 − 0.365 pu, v̄tm = vtm0 + 0.345 pu,
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Figure 7.17. Control block diagram.

vtm = vtm0 + 0.345 pu, θ̄ = θ0 + 350, θ = θ0 − 350, m̄ = m0 + 0.475, m = m0 − 0.475

ᾱ = α0 + 25◦ and α = α0 − 25◦. This range in variations of the state variables is

larger than that of noted earlier in this subsection for several large disturbances.

Although the designed controller is not global-stabilising, we can be confident that

it will stabilise the system for most contingencies.

7.6.1 Controller performance evaluation

The closed-loop eigenvalues of the test system are given in Table 7.3. The dominant

mode for the closed loop is −5.34 ± i21.86 and the damping is 0.244. From the

eigenvalues, it can be seen that the closed-loop system is well-damped. Feasible

low-frequency gains and suitable cut-off frequency of the designed controllers can be

seen from the Bode plots of the designed controllers shown in Figs. 7.18 to 7.21.

The performances of the following three controllers is compared with respect to

the CCT and CS: (a) a PI-based STATCOM controller (△θ = 0); (b) a single-input

robust STATCOM controller (△θ = 0); and (c) two-input two-output simultaneous

STATCOM and pitch controllers. The results of the comparisons are shown in Ta-

ble 7.4. The CCT and CS for the three-phase fault with a 10 MVA STATCOM are

0.35 s and 1.33 pu using the simultaneous STATCOM and pitch controllers, com-

pared with 0.33 s and 1.305 pu using the single input robust STATCOM controller

and 0.315 s and 1.28 pu using the PI-based STATCOM. It can be concluded that

an appropriate combination of the voltage control by reactive power and the speed

control by torque is an effective way of improving the stability and enhancing the

FRT capability of the relevant IG-based wind turbines.
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Figure 7.18. Bode plot of STATCOM controller–firing angle versus terminal voltage
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Figure 7.19. Bode plot of Pitch controller–pitch angle versus terminal voltage

Table 7.3. Closed-loop eigenvalues

−6.8± i27.2 −5.4± i21.9 −5.3 −15.2 −8.9 −5.0



Section 7.6 Simultaneous STATCOM and Pitch Angle Control 215

−15

−10

−5

0

5

10

15

M
ag

ni
tu

de
 (

dB
)

10
−1

10
0

10
1

10
2

−90

−45

0

P
ha

se
 (

de
g)

Bode Diagram

Frequency  (rad/sec)

Figure 7.20. Bode plot of STATCOM controller–slip versus firing angle
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Figure 7.21. Bode plot of pitch controller–slip versus pitch angle
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Table 7.4. Performance comparison: (a) proposed controller; (b) robust STATCOM; and
(c) PI-based STATCOM

STATCOM
(MVA)

(a) Proposed Controller (b) Robust SISO (c) PI Control

CS (pu) CCT (s) CS (pu) CCT (s) CS (pu) CCT (s)

10 1.33 0.35 1.305 0.33 1.28 0.315

25 1.43 0.418 1.35 0.405 1.31 0.396

40 1.47 0.458 1.45 0.43 1.38 0.415

The performance of the proposed controller for a 10 MVA STATCOM is eval-

uated for: (i) a sudden outage of one of the lines serving the wind farm; and (ii)

a three-phase fault at one of the parallel lines. The generator speeds and terminal

voltages with the PI-based STATCOM, the robust STATCOM controller and the

proposed STATCOM and pitch controllers, due to the outage of one of the transmis-

sion lines for 300 ms, are shown in Figs. 7.22 and 7.23. It is clear that the proposed

controller is able to stabilise the voltage as well as the IG speed with a fault clearing

time of 0.35 s. The tuned PI controller is not able to stabilise voltage and the wind

generator. In this case, the gain of the tuned (trial and error method) PI controller

is obtained as KP = 0.3 and KI = 10.25. The robust STATCOM controller is almost

as effective as the STATCOM and pitch controllers when restoring terminal voltage

but is less effective in preventing the wind generators from over-speeding.

Simulations are performed for a severe three-phase short-circuit at one of the long

transmission lines. The three-phase fault is applied at 1 s and cleared at 1.33 s. The

CCT for the three-phase fault is 0.35 s with the STATCOM and pitch controllers,

compared to 0.33 s with the robust STATCOM controller and 0.315 s with the PI

based STATCOM. Figs. 7.24 and 7.25 show the speeds and terminal voltages, re-

spectively, of the IG with the PI-based STATCOM, the robust STATCOM controller

and the proposed controller from which it can be seen that the proposed simulta-

neous STATCOM and pitch angle controllers perform better than the PI-based and

single-input robust STATCOM controller and results in a higher CCT.

As the power system stabilising pitch angle controller controls the active power

of the wind farm, the oscillations in the speed become damped which is especially

visible between the simulation times of 1.0 s and 6.0 s. It is clear that controlling

the voltage by only the robust STATCOM controller might not be enough to keep

the system stable. Sometimes, in order to stabilise the system quickly, it could be
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Figure 7.22. Speed for outage of one of lines 1–3 (Solid line simultaneous STATCOM
and pitch angle controllers, dashed line robust STATCOM and dashdot line PI based
STATCOM controller)
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Figure 7.23. PCC voltage for outage of one of lines 1–3 (Solid line simultaneous STAT-
COM and pitch angle controllers, dashed line robust STATCOM and dashdot line PI based
STATCOM controller)
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Figure 7.24. Speed for three-phase fault at one of lines 1–3 (Solid line simultaneous
STATCOM and pitch angle controllers, dashed line robust STATCOM and dashdot line
PI based STATCOM controller)
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neous STATCOM and pitch angle controllers, dashed line robust STATCOM and dashdot
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necessary to use the pitch angle control. The combined strategy of robust STAT-

COM and pitch angle control is more effective in recovering system operation and

such combined control makes the system ride-through the fault without having to

disconnect the generators from the system.

7.7 STATCOM Controller for Wind Farm with

Structured Uncertainty

The main feature of synthesis methods for unstructured uncertainties is that they

allow one to find closed-form solutions to control synthesis problems [232]. The

inherent limit of these approaches is that they may be quite conservative in practical

applications. Research on techniques and algorithms for problems with structured

uncertainties is quite recent [232]. A robust STATCOM controller with structured

uncertainties is designed and implemented on a test system in this section.

7.7.1 Test system and control task

The test system shown in Fig. 7.26 consists of eleven buses and three generators.

The parameters for the system are given in Appendix-IV. The total load for this

system is PL = 6655 MW and QL = 2021 MVAr and the generation is PG = 6871

MW, QG = 1738 MVAr. The generation in a remote area (generators G1 = 3981

MW, and G2 = 1736 MW) is connected to the main load through five transmission

lines. The remaining load (P=1154 MW) is supplied by the local generator, G3. The

load at bus 11 is modelled as 50% constant impedance and 50% constant current for

both active and reactive power and the load at bus 8 is modelled as constant MVA

for both active and reactive power.

We design a robust STATCOM controller for the modified test system where the

generators G2 = 0 MW, G3 = 0 MW, WT1 = 1736 MW, and WT2 = 1154 MW.

Generators G2 and G3 are disconnected from the system. The remaining power is

supplied from G1 which is considered in this case as an infinite bus. A STATCOM is

connected at bus 4 to meet the connection requirements for power system grids. The

wind generators are arranged in two parallel lines and we represent each of them by

an aggregated wind generator model [193]. To appreciate the nature of the control

task, we carry out the modal analysis for the open loop system. The dominant mode

for the test system is −0.105 ± j0.71. The participation vector for the dominant

mode is shown in Table 7.5. The participation vector indicates that the states E ′
qr1,

E ′
qr2, s1 and s2 have the most significant contribution to the dominant mode. The
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Figure 7.26. 3 machine 2 area study system with wind farms (G-synchronous generator,
WT-wind generator, S-STATCOM and L=load)

Table 7.5. Participation factors

States △s1 △E ′
dr1 △E ′

qr1 △s2 △E ′
dr2 △E ′

qr2

Participation factor 0.96 0.048 1.0 0.94 0.04 0.97

dominant mode is related to both reactive and active power mismatch. The reactive

power can be controlled by the designed STATCOM controller and a conventional

pitch controller is used to control real power. For the test system, the state vector

is x =
[

s1, E
′
dr1, E

′
qr1, s2, E

′
dr2, E

′
qr2, Vdc, Vtm

]T
.

Fig. 7.27 depicts the pitch angle controller. In this work the pitch rate limit is

set to 8 (deg/s), θmin = −5◦, θmax = 45◦, θ̇min = −10 (deg/s), θ̇max = 10 (deg/s) and

time constant is 0.2 s. In this case, the gain of the tuned (trial and error method)

PI controller is obtained as KP = 5 and KI =25.

Figure 7.27. Pitch angle control strategy.
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Figure 7.28. STATCOM control strategy.

7.7.2 STATCOM control strategy

STATCOM employment has to counteract the well known instability problems re-

lated to the induction generator operation conditions, by providing a controlled

reactive power, with the consequent stability margin improvement. The rationale of

the proposed control strategy is based upon the ability of the inverter to distribute

electrical power between the induction generator and load, guaranteeing the load

required voltage profile. More specifically, at steady state conditions, the inverter

does not exchange active power with the load, so that only the induction generator

supplies the active power amount required by the load and inverter losses.

The STATCOM control strategy used in this paper is shown in Fig. 7.28. In

this method, the compensation is achieved by measuring the rms voltage at PCC.

The output voltage (E) magnitude of the VSC relates to the DC side voltage and

is also a function of the phase angle and the modulation ratio of the PWM. In this

case k is fixed and α is used as the control variable. The inverter control consists of

regulating the voltage amplitude and the phase delay angle (α) between the emf E

and the inverter output voltage (vt).

7.7.3 Linearisation and uncertainty modelling

Linear controllers are designed based on the Taylor series approximation around

an equilibrium point. This linearisation technique limits the applicability of the

linear model to small deviations from the equilibrium point. In general, the range of

these small deviations is difficult to quantify. To quantify the neglected higher order
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Figure 7.29. Control strategy of structured uncertain system

terms, we propose the use of a linearisation scheme which retains the contributions

of the higher order terms in the form of the Cauchy remainder. In the design of the

linear controller, a bound on the Cauchy remainder is incorporated as an uncertain

term thus quantifying the deviations permitted in the linear model.

The test system dynamic is written in the compact form as:

∆ẋ = A△x+ (L− A)△x+ B1△u+ (M −B1)△u, (7.32)

where A = ∂f
∂x

∣

∣

x=x0
u=u0

and B1 =
∂f
∂u

∣

∣

x=x0
u=u0

.

We rewrite system (7.32) in terms of the block diagram shown in Fig. 7.29, where

(L− A)△x+ (M −B1)△u =
7
∑

k=0

B2kξk(t), (7.33)

where ξ1(t), . . . , ξk(t) are known as the uncertainty inputs. The matrices [B20, · · · , B27],
[

C̃10, · · · , C̃27

]

are calculated such that

(L− A)△x+ (M −B1)△u =
7
∑

k=0

B2kφ̃k(C̃1k△x) +
7
∑

k=0

B2kψ̃k(D̃1k△u) (7.34)

where ξk = φ̃kC̃1k△x+ ψ̃kD̃1k△u, k = 0, . . . , 7, and

B20 =
[

1
2Hm1

0 0 0 0 0 0 0
]T

, B21 =
[

0
T ′

01

X1−X′

1

0 0 0 0 0 0
]T

,
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B22 =
[

0 0
T ′

01

X1−X′

1

0 0 0 0 0
]T

, B23 =
[

0 0 0 1
2Hm2

0 0 0 0
]T

,

B24 =
[

0 0 0 0
T ′

02

X2−X′

2

0 0 0
]T

, B25 =
[

0 0 0 0 0
T ′

02

X2−X′

2

0 0
]T

,

B26 =
[

0 0 0 0 0 0 1
To1

0
]T

, B27 =
[

0 0 0 0 0 0 0 KmXs1

]T

,

(7.35)

The nonlinearities in this system are due to si, Edri , Eqri , and vdc, i = 1, 2, with

this the matrices C̃1k and D̃1k are chosen such that

C̃1k =



























1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0



























, D̃1k =
[

1 1 1 1 1 1 1
]T

,

(L− A)△x+ (M − B1)△u =
7
∑

k=0

B2kξk(t), k = 0, . . . , 7 (7.36)

where ξk = φ̃kC̃1k△x + ψ̃kD̃1k△u, and φk(t) = 1√
βk

[

φ̃k(t) ψ̃k(t)
]

, where βk are

scaling factors which affect the magnitude of the uncertain outputs ζk, k = 0, . . . , 7.

In general, x∗p, p = 1, . . . , 8, are not known beforehand, it is difficult to obtain

the exact value of (L−A) and (M −B1), but it is possible to obtain a bound on φ̃k

and ψ̃k over the operating range and parameter βk is chosen to ensure

‖φk(t)‖2 ≤ 1, k = 0, . . . , 7. (7.37)

From this, we have

‖ξk(t)‖2 ≤ βk‖
(

C̃1k△x+ D̃1k△u
)

‖2. (7.38)

and we recover the IQC (integral quadratic constraint) [92],

‖ξk(t)‖2 ≤‖ζk(t)‖2, k = 0, . . . , 7 (7.39)
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The expressions for obtaining φ̃k(t) and ψ̃k(t) are given in Appendix-VIII. The

system (7.32) can now be written as

△ẋ = A△x+ B1△u+
7
∑

k=0

B2kξk(t). (7.40)

To facilitate control design, the power system model is finally summarised as

△ẋ(t) = A△x(t) + B1△u(t) +
7
∑

k=0

B2kξk(t), (7.41)

y(t) = C2△x(t) +
7
∑

k=0

D2kξk(t)), (7.42)

ζk(t) = C1,k△x(t) +D1,ku(t), k = 0, . . . , 7 (7.43)

where ζk, k = 0, . . . , 7, are known as the uncertainty outputs and y(t) is the mea-

sured output.

The output matrix is defined as C2 =
[

0, 0, 0, 0, 0, 0, 0, 1
]

. We choose D20 = 0.01,

D21 = 0.01, D22 = 0.01, D23 = 0.1, D24 = 0.1, D25 = 0.01, D26 = 0.1 and

D27 = 0.005. Equations (7.41)–(7.43) provide a new representation of the power

system model which contains both the linear and higher-order terms. The new

formulation presented in this section is used to design a robust output feedback

STATCOM controller for a nonlinear power system.

7.7.4 STATCOM controller design

The control design problem considered in this section is of providing a stabilising

robust output-feedback control algorithm for a system containing structured uncer-

tainty described by a certain IQC [92], [233]. The output feedback control method

is applied to the uncertain systems of the form shown in Fig. 7.29.

It is shown in [233] that the linear robust control theory can be applied to (7.41)–

(7.43) subject to the following constraint:

∫ ti

0

‖ξk(t)‖2dt ≤
∫ ti

0

‖ζk(t)‖2dt, ∀i and ∀k = 0, . . . , 7. (7.44)

The necessary and sufficient condition for the absolute stabilisability of the uncertain

system (7.41)-(7.43) is given in terms of the existence of solutions to a pair of
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parameter dependent algebraic Riccati equations [92]. The Riccati equations under

consideration are defined as follows for the given constants τ1 > 0, . . . , τ7 > 0:

(A− B̃2D̃
T
2 Γ

−1
τ C2)Y + Y (A− B̃2D̃

T
2 Γ

−1
τ C2)

T + Y (CT
τ Cτ − CT

2 Γ
−1
τ C2)Y

+ B̃2(I − D̃T
2 Γ

−1
τ D̃2)B̃

T
2 = 0, (7.45)

X(A−B1G
−1
τ DT

τ Cτ ) + (A− B1G
−1
τ DT

τ Cτ )
TX + CT

τ (I −DτG
−1
τ DT

τ )Cτ

+X(B̃2B̃
T
2 −B1G

−1
τ BT

1 )X = 0, (7.46)

where

Cτ =













C10√
τ1C11

...
√
τ7C17













; Dτ =













D10√
τ1D11

...
√
τ7D17













; B̃2 =
[

B20
1√
τ1
B21 · · · √τ7B27

]

; Gτ = DT
τ Dτ ;

D̃2 =
[

D20
1√
τ1
D21 · · · √τ7D27

]

; Γτ = D̃2D̃T
2.

The original control problem is to stabilise the uncertain system via robust con-

trol. However, by introducing τ1, . . . , τk, the problem of absolutely stabilising an

uncertain system becomes equivalent to an output-feedback H∞ control problem,

the solution to which is well-known [234]. The solutions to the above Riccati equa-

tions should satisfy the following conditions to guarantee the closed-loop stability,

X > 0, Y > 0, and the spectral radius of the matrix, XY is ρ(XY ) < 1.

The uncertain system (7.41)-(7.43) is required to satisfy the following assump-

tions. Let the matrices B2, C1, D1, D2, G and Γ be defined by

B2 =
[

B20 · · · B27

]

; D2 =
[

D20 · · · D27

]

;

C1 =







C10

· · ·
C17






; D1 =







D10

· · ·
D17






; G =

7
∑

k=0

D′
1kD1k;

and Γ =
∑7

k=0D
′
2kD2k. With the above choice, the pair (A,B1) is stabilisable, G >

0, Γ > 0, the pair (A,C2) is detectable, the pair (A−B1G
−1D′

1C1, (I−D1G
−1D′

1)C1)

is observable, and the pair (A−B2D
′
2Γ

−1C2, B2(I−D2Γ
−1D′

2)) is controllable. The
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Table 7.6. Values of βk, k = 0, . . . , 7.

β0 β1 β2 β3 β4 β5 β6 β7
0.85 0.95 0.45 0.98 0.68 0.65 0.79 0.94

output-feedback controller is [233]:

ẋc = Acxc(t) + Bcy(t), u(t) = Ccxc(t), (7.47)

where Ac = A+ B1Cc −BcC2 + (B̃2 −BcD̃2)B̃
′
2X, (7.48)

Bc = (I − Y X)−1(Y C̃2 + B̃2D̃
′
2)Γ

−1
τ , (7.49)

Cc = −G−1
τ (B′

1X +D′
τCτ ). (7.50)

7.7.5 Controller design algorithm

Firstly, we carry out several simulations by applying large disturbances in order to

obtain an estimate of the operating region during LVRT transients. The controller

is designed in the following way to ensure stability in the operating range of interest:

(i) For a given equilibrium point, obtain the matrices for the system representa-

tion (7.41)–(7.43) according to the procedure outlined in Section 7.7.3.

(ii) Choose an operating range (x∗p − xp) p = 1, . . . , 8;

(iii) Determine the maximum value of βk, k = 0, . . . , 7, over all values of L and M

in this range;

(iv) Design a robust controller given by (7.47)–(7.50);

(v) If the controller is feasible, go to step (vi), otherwise stop; and

(vi) Increase the range (x∗p − xp) and go to step (ii).

The process described above enables the selection of the largest range for which

a feasible controller is obtained. The equilibrium point for this system is (si0 =

0.013, E ′
dri0 = 0.2186, E ′

qri0 = 0.9176, vdc0 = 1.3, vtm0 = 1) pu, i = 1, 2. For

the given power system model, we obtain the values of βk given in Table 7.6 for

the region Ω with the corner points of
[

s̄1, Ē
′
dr1
, Ē ′

qr1
, s̄2, Ē

′
dr2
, Ē ′

qr2
, , v̄dc, v̄tm

]T
and

[

s1,E
′
dr1
,E′

qr1
, s2,E

′
dr2
,E′

qr2
, vdc, v̄tm

]T
given by the values s̄i = si0 + 0.45 pu, si =

si0 − 0.45 pu, Ē ′
dri

= E ′
dri0

+ 0.27 pu, E′
dri

= E ′
dri0

− 0.27 pu, Ē ′
qri

= E ′
qri0

+ 0.28 pu,

E′
qri

= E ′
qri0

−0.28 pu, v̄dc = vdc0+0.35 pu, vdc = vdc0−0.35 pu, v̄tm = vtm0
+0.45 pu,

vtm = vtm0
− 0.45 pu, ᾱ = α0 + 25◦ and α = α0 − 25◦, i = 1, 2. For this problem,

τ1 = 0.0005, τ2 = 0.0106, τ3 = 0.0346, τ4 = τ5 = τ6 = τ7 = 0.0045.
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Figure 7.30. Bode plot of open-loop system

7.7.6 Controller performance evaluation

Figs. 7.30 and 7.31 show the open- and closed-loop frequency responses of the test

system. It can be seen from Fig. 7.30 that there is a resonance peak in the mag-

nitude response in the open-loop system and also a sharp drop in the phase angle.

The closed-loop system shown in Fig 7.31 has a higher damping ratio and smaller

overshoot.

7.7.7 Stability during low voltages

The performance of the proposed controller for a 150 MVA STATCOM is evaluated

for a three-phase fault at one of the parallel lines between bus 6 and bus 7. The

CCT and CS with the proposed control are 0.18 s and 0.215 pu, respectively. To

compare performances, we also determine CCT and CS with PI based STATCOM

which are 0.165 s and 0.19 pu.

Figures 7.32 and 7.33 show the speeds and terminal voltages of the IG with the

PI-based and proposed controllers, respectively. The fault is applied at 1 s and

cleared at 1.18 s. From Figs. 7.32 and 7.33, it is clear that the proposed controller

can stabilise the voltage and speed of the IG with a fault clearing time of 0.18 s.

The slip of 0.195 pu at the fault clearing is greater than the CS of 0.19 pu obtained
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Figure 7.31. Bode plot of closed-loop system
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Figure 7.32. Generator speed for three-phase fault at one of lines 6–7 (Solid line designed
and dashed line PI controller)
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Figure 7.33. Voltage at bus 4 for three-phase fault at one of lines 6–7 (Solid line designed
and dashed line PI controller)

for the PI-based controller using numerical simulations. As the slip at post-fault is

higher than the CS with the PI-based STATCOM, the speed continues to increase

and voltage gradually decreases even after the fault is cleared. As a consequence,

the system becomes unstable.

The designed controller guarantees stability if the system operating point, after

the fault is cleared, falls within the region for which the controller is designed.

We can conclude that the proposed controller performs better than the PI-based

controller and results in a higher CCT.

7.7.8 Turbine response to a change in wind speed

Initially the wind speed applied to each turbine is 8 m/s, then starting at 5 s for

wind speed is rammed to 9 m/s in 1 seconds and then returns to original value.

Then, at 10 s a temporary fault is applied at wind farm 1. As the asynchronous

machine operates in generator mode, its speed is slightly above the synchronous

speed (1.011 pu).

Figs. 7.34 show the response of wind speed. real power output of wind gener-

ator, speed of wind generator, pitch angle output of pitch controller and reactive

power output of the designed STATCOM controller. The generator speed shown in
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Figure 7.34. Wind speed
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Figure 7.35. Real power output of wind generator
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Figure 7.38. Reactive power output of designed STATCOM controller

Fig. 7.36 increases quickly due to the increased aerodynamic torque. The electrical

power increases too, until the pitch controller reacts by modifying the pitch angle as

shown in Fig. 7.35. Over that time frame the turbine speed will have increased from

1.0028 pu to 1.0047 pu. Initially, the pitch angle of the turbine blades is 7.95 degree.

When the output power exceed rated power, the pitch angle shown in Fig. 7.37 is

increased from 7.95 deg to 12 deg in order to bring output power back to its nominal

value. The designed STATCOM controller increases the reactive power supply to

keep the voltage constant which is visible from Fig. 7.38, while the speed controller

prevents the generator speed becoming too high. It can be concluded that the pro-

posed controller performs well in the case of change of input wind speed and severe

three-phase fault.

7.8 Decentralised STATCOM/ESS Controller

The design and implementation of a new control scheme for reactive power compen-

sation, voltage regulation, and transient stability enhancement for wind turbines

equipped with fixed-speed induction generators in large interconnected power sys-

tems is presented in this section. A systematic procedure is proposed to design
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Figure 7.39. 10 machine 39 bus study System

decentralised multi-variable controllers for large interconnected power systems us-

ing minimax output-feedback control design method and the controller design pro-

cedure is formulated as an optimisation problem involving rank-constrained linear

matrix inequalities (LMIs). In this section, it is shown that STATCOM with en-

ergy storage system (STATCOM/ESS), controlled via robust control technique, is

an effective device for improving the LVRT capability of fixed-speed wind turbines.

7.8.1 Test system and control task

A one-line diagram of the New England system [172] is shown in Fig 7.39 and its

parameters are given in Appendix-XI. This system is modified by replacing the four

conventional generators at buses 31–34 by four wind farms and used as the test

system in this section. The modified system network consists of six thermal power

plants and four wind farms. The conventional generation, the wind generation

and the total load in this system are 3760.48 MW, 2432.93 MW and 6150.5 MW,

respectively. We use an aggregated wind generator [193] and synchronous generator

models [194] for controller design.

Two 150 kVA 2-level VSC based STATCOM/ESS are connected to the system

at buses 32 and 34 through shunt coupling transformers at 110 kV to regulate their

respective terminal bus voltages at the point of common coupling (PCC). The most
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effective locations and best feedback signals for the STATCOM/ESS and PSSs are

found by the method of comparing the residues [235] which are the products of

modal controllability and observability gramians. The modal controllability indi-

cates the degree of influence of the given input to the mode in question. The modal

observability is a measure of the modal information contained in a feedback signal.

They are independent and hence can be computed separately. Buses 36 and 39 are

the best locations for the PSSs. The selection of the STATCOM/ESSs and PSSs

locations and the best feedback signal are made by comparison of the residues at all

locations.

The eigenvalue analysis of the original system (before replacing the conventional

generation by wind farms) shows that it has a dominant mode at −0.0131± j0.711

with a damping ratio of 0.019. The modified system has three critical modes and

their values with most significant normalised participation vectors are shown in Ta-

ble 7.7. The mode −0.062 ± j2.21 is an electromechanical mode with a damping

ratio of 0.028. The other two modes, with eigenvalues of 0.018 and 0.14, are mono-

tonic modes associated with both the rotor electrical dynamics of IGs. These two

monotonic modes are introduced due to the replacement of synchronous generation

with IGs. In this case, attention is directed to the design of robust control for these

unstable modes.

The test system considered in this case is divided into four subsystems based

on the coherent groups (generators swing together) of generating units: (i) wind

farms 1 and 3, (ii) wind farms 2 and 4, (iii) G6, G9, and G10 and (iv) G7, G8,

and G1. One STATCOM/ESS controller is a part of each subsystem 1 and 2

and PSSs are parts of subsystems 3 and 4. The PSSs are designed using the

standard process, as given in [236]. For subsystems 1 and 2, the state vector is

xi =
[

△ωmi
,△ωGi

△γi,△si,△E ′
dri
,△Eqri ,△vdci ,△vtmi

,△vsci
]

, i=1, 2. For STAT-

COM/ESS controllers, the control input ui = [△mi △αi]T , yi = [△vti △vdci ]T ,
and for (PSSs), ui = △Vsi and yi = △ωi, where Vsi is the PSS output signal and ωi

is the rotor speed of the synchronous generator. In STATCOM/ESS control design,

slip is the controlled variable because the sensitivity of the monotonic modes to the

slip frequency is high and a little increment of the generator speed can decrease the

damping of these modes.

For the stability analysis, the transformer and the transmission line is included

in the reduced admittance matrix. The nonlinear model of a WT used in this study
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Figure 7.40. Power circuit of STATCOM/ESS

Table 7.7. Critical modes and participation factors

Modes Participation factors
−0.062± j2.21 △δ6 = 1 △δ1 = 0.7738 △Edr1 = 0.74

0.018 △Vdc1 = 1 △Edr1 = 0.52 △s1 = 0.49
0.14 △Vdc2 = 1 △Edr2 = 0.93 △s2 = 0.29

includes a static model of the aerodynamics, a two mass model of the drive train,

an actuator model and a third order model of the induction generator [15]. Also, a

single-axis third-order generator model and an IEEE-ST1A type excitation system

are used [56].

The main components of a STATCOM/ESS, as shown in Fig. 7.40, are a normal

STATCOM and a supercapacitor-based energy storage system which is comprised

of a supercapacitor and a bi-directional DC-DC buck-boost converter to control

the charge and discharge of the supercapacitor modules. The switching losses are

represented by a resistance in parallel with the DC capacitor. The aim of this

module is to store energy in the supercapacitor and then deliver it to the grid via

the DC link when required. The DC-DC converter operates in the buck mode to

recharge the supercapacitor, whereas the boost mode transfers the stored energy

to the DC link [237]. A conventional controller is used to control the buck-boost

converter [237].

The STATCOM/ESS controller is depicted in Fig. 7.41. The controller converts

the commanded signals into PWM switching commands for the STATCOM/ESS to

regulate the modulation gain and firing angle. The firing angle αi mainly affects the

variation of the active power exchanged between the system and the STATCOM,

and the duty cycle ratio mi mainly regulates the magnitude of the STATCOM’s

output voltage and therefore the system voltage.
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Figure 7.41. STATCOM/ESS control strategy.

7.8.2 Problem formulation

The reformulation proposed in this research using Cauchy remainder allows us to

represent the nonlinear large scale power system S comprising n subsystems Si of

the following form:

Si : △ẋi = Ai△xi +Bi△ui + Eiξi + Liri, (7.51)

zi = Ci△xi +Di△ui, (7.52)

ζi = Hi△xi +Gi△ui, (7.53)

yi = Cyi△xi +Dyiξi, (7.54)

where △xi is the state vector, △ui is the control input, yi is the measured output,

zi is the controlled output, ξi is known as the uncertainty input, ζi is known as the un-

certainty output, and ri describes the effect of other subsystems S1, . . . , Si−1, Si+1, . . . , SN

on subsystem Si. The block diagram of the uncertain system is shown in Fig. 7.42.

The matrices in the system model (7.51)-(7.54), for the test system shown in

Fig 7.39, are given below:

Ei = diag

(

1

2Hmi

,
1

2HGi

, 0,
1

2HGi

,
Xi −X ′

i

T ′
oi

,
Xi −X ′

i

T ′
oi

,
1

Ci
, Tmi

, 0

)

, (7.55)
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Figure 7.42. Block diagram of the uncertain system.

Ai =
∂fi
∂xi

∣

∣

∣

∣

xi=xi0
ui=ui0

, Bi =
∂fi
∂ui

∣

∣

∣

∣

xi=xi0
ui=ui0

, Hi =
√

Γi













0 0 0 1 0 0 0 0 0

0 0 0 0 1 0 0 0 0

0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 1 0 0













, (7.56)

Li = diag

(

Ei, 0,
1

2H
i

,
Xdi −X ′

di

T ′
doi

)

, Gi =













1 1

1 1

1 1

1 1













. (7.57)

and ξi = φ̃iH̃i△xi + ψ̃iG̃i△ui, Ni△xj = Liri, where ri =
∑n

j=1

j 6=i
Ξ̃iζj.

The value of Γi is chosen such that

‖φi‖2 ≤ 1, and ‖Ξi‖2 ≤ 1. (7.58)

The reformulation satisfies the norm bound constraints [101]

‖ξi‖2 ≤‖ζi‖2, and ‖ri‖2 ≤
∑

j 6=i
‖ζj‖2. (7.59)

For this controller design, we consider

Ci = [0, 0, 0, 1, 0, 0, 0, 0, 0]T , Di = 10−4 [1, 1]T , (7.60)

Cyi = [0, 0, 0, 0, 0, 0, 0, 1, 0; 0, 0, 0, 0, 0, 0, 0, 0, 1]T , (7.61)
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Dyi = 10−4 [0, 0, 0, 1, 1, 1, 1, 0, 0; 0, 0, 0, 1, 1, 1, 1, 0, 0]T . (7.62)

7.8.3 Decentralised controller design using rank-constrained LMIs

In this section, a decentralised minimax output-feedback control has been designed

using LMIs [101], [238]. The robust control design methodology developed in [101]

makes use of integral quadratic constraints (IQC) to characterise the magnitude of

uncertain perturbations and interconnection between subsystems,

E

∫ tl

0

(

‖ζi(t)‖2 − ‖ξi(t)‖2
)

dt > −xTi0Mixi0, (7.63)

E

∫ tl

0

(

N
∑

n=1,n6=i
‖ζn(t)‖2 − ‖ri(t)‖2

)

dt > −xTi0M̄ixi0, (7.64)

where i = 1, 2, · · · , N , N is the number of subsystems, Mi = MT
i > 0, M̄i =

M̄T
i > 0, {tl}∞l=1, tl → +∞, is a sequence of time instants and E is the expectation

operator. It is immediate that the constraints (7.59) can be rewritten in the form

of (7.63) and (7.64) with arbitrarily chosen small xTi0Mixi0 and xTi0M̄ixi0.

This minimax linear quadratic technique minimises the following performance

cost over all permissible integral quadratic constraints (IQCs):

Jwc(u) ,

∫ ∞

0

N
∑

i=1

‖zi(t)‖2dt. (7.65)

In this design, we consider the norm bounded constraints, as in (7.59), instead of

the more general IQCs. This means that the designed controllers are suboptimal

for norm-bounded constraints. The control algorithm is to find the infimum of the

following function over the set T :

J(τ, θ) =
N
∑

i=1

xTi0
[

Xi + τiMi + θiM̄i

]

xi0, (7.66)

where T = {{τi θi} ∈ R2N , τi > 0, θi > 0}, Mi > 0 and M̄i > 0 are two sets of

symmetrical matrices, and matrices Xi and Yi are the solutions to the following pair
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of coupled generalised algebraic Riccati equations and algebraic Riccati inequali-

ties [101]:

ATi Xi +XiAi + C̄T
iC̄i −Xi

[

BiR
−1
i BT

i − B̄2iB̄
T
2i

]

Xi = 0, (7.67)

ATi Yi + YiAi + YiB̄2iB̄
T
2i
Yi −

[

CT
yi
W−1
i Cyi − C̄T

i C̄i
]

< 0, (7.68)

where Ri = D̄T
i D̄i, Wi = D̄yiD̄

T
yi
, θ̄i =

∑N
n=1,n6=i θn,

C̄i =

[

Ci

(τi + θ̄i)
1/2Hi

]

, D̄i =

[

Di

(τi + θ̄i)
1/2Gi

]

,

B̄2i =
[

τ
−1/2
i Ei θ

−1/2
i Li

]

, D̄yi =
[

τ
−1/2
i Dyi 0

]

. (7.69)

The controller u∗i with the τ ∗, θ∗ is given by [101]:

ẋci = {Ai −
[

BiR
−1BT

i − B̄2iB̄
T
2i

]

Xi}xci
+ [Yi −Xi]

−1CT
yi
W−1
i [yi − Cyixci ] , (7.70)

u∗i = −R−1
i BT

i Xixci . (7.71)

The solutions are required to satisfy the following conditions: τi > 0, θi > 0, Xi ≥ 0,

Yi ≥ 0 and Yi > Xi.

The controller u∗ guarantees the following minimax property

Jwc(u
∗) ≤ J(τ ∗, θ∗) = inf

T
J(τ, θ) (7.72)

The suboptimal control design used in this case involves solving the optimisation

problem given on the right-hand side of (7.72). Generally, it is difficult to provide

a systematic way to perform such optimisation. In this case, the idea is to replace

the problem infτ J(τ, θ) with an equivalent optimisation problem involving rank-

constrained LMIs [239]. From (7.68), we get

ATi Xi +XiAi + C̄T
iC̄i −Xi

[

BiR
−1
i BT

i − B̄2iB̄
T
2i

]

Xi < 0, (7.73)

and, by multiplying the left and right sides of (7.73) with X̃i = X−1
i , we get

X̃iA
T
i + AiX̃i + X̃iC̄T

iC̄iX̃i −
[

BiR
−1
i BT

i − B̄2iB̄
T
2i

]

< 0. (7.74)
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Introducing matrices, Fi of appropriate dimensions, without changing the feasibility

of (7.74), we add a quadratic term of Fi to the left-hand side of (7.74) as:

X̃iA
T
i + AiX̃i + X̃iC̄T

iC̄iX̃i −
[

BiR
−1
i BT

i − B̄2iB̄
T
2i

]

+
[

F T
i +BiR

−1
]

Ri

[

F T
i + BiR

−1
i

]T
< 0, (7.75)

which is equivalent to

X̃iA
T
i + AiX̃i + X̃iC̄T

iC̄iX̃i + B̄2iB̄
T
2i

+ F T
i RiFi + BiFi + F T

i B
T
i < 0. (7.76)

Using (7.69), the terms of (7.76) can be represented as:

B̄2iB̄
T
2i
= τ−1

i EiE
T
i + θ−1

i LiL
T
i ,

X̃iC̄T
iC̄iX̃i = X̃i

[

CT
i Ci + (τi + θ̄i)H

T
i Hi

]

X̃i,

F T
i RiFi = F T

i

[

DT
i Di + (τi + θ̄i)G

T
i Gi

]

Fi. (7.77)

Let τ̃i = τ−1
i , θ̃i = θ−1

i . By combining (7.76), (7.77) and applying the Schur

complement, we obtain the following LMIs with the variables X̃i, Fi, θ̃i, τ̃i:













Ni XiC
T
i F T

i D
T
i Qi

⋆ −I 0 0

⋆ ⋆ −I 0

⋆ ⋆ ⋆ −Θi













< 0, (7.78)

where

Ni = X̃iA
T
i + AiX̃i + τ̃iEiE

T
i + θ̃iLiL

T
i + BiFi + F T

i B
T
i

Qi =
[

F T
i G

T
i + X̃iH

T
i , · · · , F T

i G
T
i + X̃iH

T
i

]

(N entries)

Θi = diag
[

τ̃iI, θ̃1I, . . . , θ̃i−1I, θ̃i+1I, θ̃NI
]

. (7.79)
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Similarly, by substituting (7.69) into (7.67) and applying the Schur complement,

we obtain the LMIs with the variables Ỹi, Fi, θi, τi:







Mi YiEi YiLi

⋆ −τiI 0

⋆ ⋆ −θiI






< 0, (7.80)

where

Mi = ATi Yi + YiAi − τiC
T
yi

[

DyiD
T
yi

]−1
Cyi + CT

i Ci + (τi + θ̄i)H
T
i Hi.

The coupling condition Yi > Xi > 0 is equivalent to

[

X̃i I

I Yi

]

> 0. (7.81)

Now, we consider the performance of the upper bound on the right-hand side

of (7.72). It should be noted that minimising J(τ, θ) is equivalent to minimising

(λ1 + λ2 + . . .+ λn) subject to:

λi > xTi0
[

Xi + τiMi + θiM̄i

]

xi0. (7.82)

Using the Schur complement again, (7.82) is equivalent to the following LMIs:













λi Π xTi0M
1/2
i xTi0M̃

1/2
i

⋆ X̃i 0 0

⋆ ⋆ τ̃iI 0

⋆ ⋆ ⋆ θ̃iI













< 0, (7.83)

here Π =
[

π
1/2
1 xTi0, . . . , π

1/2
k xTi0

]

. Also, the conditions τ̃i > 0, τi > 0, τ̃iτi = 1, θ̃i > 0,

θi > 0, θ̃iθi = 1 are equivalent to the rank-constrained LMIs:

[

τ̃i I

I τi

]

≥ 0, rank

[

τ̃i I

I τi

]

≤ 1, (7.84)

[

θ̃i I

I θi

]

≥ 0, rank

[

θ̃i I

I θi

]

≤ 1. (7.85)
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We now consider the following linear cost optimisation problem in the variables

λi, X̃i, Yi, Fi, θ̃i, τ̃i and τi, θi [239]:

J∗
LMI , inf(λ1 + . . .+ λn), (7.86)

subject to (7.78), (7.80), (7.81), (7.83), (7.84) and (7.85).

Note that this problem is a problem of minimising a linear cost subject to rank

constrained LMIs. The numerical problem is solved by using the rank constrained

LMI solver LMIRank [240].

7.8.4 Controller design algorithm

The controller, in this section, is designed for severe faults so it can, in principle,

also ensure stability against other disturbances. From simulations we estimated the

operating region Ω formed by corner points
[

s̄i, Ē
′
dri
, Ē ′

qri
, ω̄mi

, ω̄Gi
, γ̄i, v̄dci , v̄tmi

, v̄sci
]T

and
[

si,E
′
dri
,E′

qri
, ωmi

, ωGi
, γ

i
, vdci , vtmi

, vsci

]T

centred at equilibrium point for severe

faults with the values s̄i− si = 2×0.225 pu, Ē ′
dri

−E′
dri

= 2×0.242 pu, Ē ′
qri

−E′
qri

=

2× 0.225 pu, ω̄mi
−ωmi

= 2× 0.395 pu, ω̄Gi
−ωGi

= 2× 0.337 pu, γ̄i− γ
i
= 2× 25◦,

v̄dci − vdci = 2 × 0.334 pu, v̄tmi
− vtmi

= 2 × 0.235 pu, v̄sci − vsci = 2 × 0.248 pu,

m̄i−mi = 2× 0.328 and ᾱi−αi = 2× 28◦, i = 1, 2. The design process is described

in the following steps:

(i) From simulations, select coherent groups of generating units and represent

them by equivalent models.

(ii) Perform modal analysis and determine the critical modes. Analyse the partic-

ipation vectors for the critical modes and identify the states related to them.

(iii) From the simulations of the faulted system (undergoing a large perturbation

during the LVRT transient), obtain the range in variations of all state variables

and form a volume, Ω, with corner points given by (x0p −xfp) and (x0p +xfp),

p = 1, . . . , 7, where 2xfp is the largest variation in the pth state variable about

its equilibrium value, x0p .

(iv) Obtain Γ∗
i = maxx∗pi ∈Ωi

{Γi : ||φi||2 < 1 |, |ψi||2 < 1}, as given in (7.58); the

process to obtain Γ∗
i involves obtaining the maximum value of ||φi|| and ||Ξi||

over the operating range of interest.

(v) Check if there exists a feasible controller with Γi = Γ∗
i , i.e., scalars τi and θi

exist such that there is a feasible solution to LMIs, as described in section 7.8.3.
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(vi) Compare the control region with the operating region required to provide the

LVRT capability

(vii) If we obtain a feasible controller in the above step, increase the range of the

operating region if step (vi) is not satisfied or, if we have arrived at the largest

possible range then perform an optimal search over the scalar parameters τi

and θi, to get the infimum in (7.86). If there is no feasible solution with the

chosen Γi = Γ∗
i , reduce the range and go to step (iv).

For the given system, we are able to obtain feasible controllers with values of

Γ1=0.968 and Γ2=0.976. The controller is stabilising for all variation of states in the

polytope region Ω formed by corner points
[

s̄i, Ē
′
dri
, Ē ′

qri
, ω̄mi

, ω̄Gi
, γ̄i, v̄dci , v̄tmi

, v̄sci
]T

and
[

si,E
′
dri
,E′

qri
, ωmi

, ωGi
, γ

i
, vdci , vtmi

, vsci

]T

with the following values:

s̄i = si0+0.243 pu , si = si0−0.243 pu, Ē ′
dri

= E ′
dri0

+0.347 pu, Ē ′
dri

= E ′
dri0

−0.347

pu, Ē ′
qri

= E ′
qri0

+ 0.315 pu, E′
qri

= E ′
qri0

− 0.315 pu, ω̄mi
= ωmi0

+ 0.428 pu,

ωmi
= ωmi0

−0.428 pu, ω̄Gi
= ωGi0

+0.437 pu, ωGi
= ωGi0

−0.437 pu, γ̄i = γi0+36◦,

γ̄i = γi0−36◦, v̄dci = vdci0 +0.365 pu, vdci = vdci0 −0.365 pu, v̄tmi
= vtmi0

+0.269 pu,

vtmi
= vtmi0

− 0.269 pu, v̄sci = vsci0 +0.275pu, m̄i = mi0 − 0.467, ᾱi = αi0 +23◦ and

αi = αi0 − 23◦, i = 1, 2. This range of the variation of the state variables is larger

than the range for several large disturbances as noted earlier in this subsection.

The above bound for φ(ζ) is obtained at a point interior to the region, i.e., s∗i =

0.185 pu, E
′∗
dri

= 0.85 pu, E
′∗
qri

= 0.825 pu, ω∗
mi

= 1.45 pu, ω∗
Gi

= 1.42 pu, γ∗i =

25.5◦, v∗dci = 0.86 pu, v∗sci = 0.845 pu, m∗
i = 0.425 pu and α∗

i = 22.5◦, i = 1, 2.

Although the designed controller is not globally stabilising but we know that it is

stabilising over a large operating region which covers most faulted system operation.

From the Bode plot of the designed ninth-order controller for subsystem 1, shown

in Fig. 7.43, it can be seen that the controller has a feasible low frequency gain and

suitable cut-off frequency. Bode plots for other controllers have similar characteris-

tics.

7.8.5 Controller performance evaluation

The FRT capability of a wind generator is expressed in this thesis as voltage and

transient stability margins. The voltage stability margin is defined as the difference

between the operating voltage and the critical voltage (Vcr). The transient stability

margin is given as the difference between the speed after a specified fault duration
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Figure 7.43. STATCOM/ESS controller for subsystem 1–Bode plot of transfer function
of modulation index versus terminal voltage

and the critical speed (CS) of the generator. The critical speed is given by the inter-

section between the torque-speed curve for the specified system and the mechanical

torque [230]. The critical voltage can be obtained from the P-V curves [61]. The

stability analysis of a power system may consider the determination of its critical

clearing time (CCT), for a given fault, in order to find the maximum value of the

CCT for which the system is still stable. In this research, the CCT is first estimated

by using the following equations and then exact value is determined from simula-

tions in which it is obtained by increasing the fault time interval until the system

loses its stability [241].

tc =
1

Tm
2Hm(sc − s0), (7.87)

where sc is the CS of a generator.

In this thesis, the controllers is designed using Matlab and then simulations

has been carried out with the nonlinear dynamic models. The performance of the

designed controller is tested for the following cases:



Section 7.8 Decentralised STATCOM/ESS Controller 245

Table 7.8. Performance comparison: (a) proposed controller; and (b) PI-based STAT-
COM/ESS

STATCOM/ESS
(MVA)

(a) Proposed Controller (b) PI Control

150 MVA/95F CS (pu) CCT (s) Vcr (pu) CS (pu)(s) CCT (s) Vcr (pu)

150 MVA/95F 1.35 (pu) 0.165 0.605 (pu) 1.315 0.140 (s) 0.625 (pu)

7.8.6 Enhancement of voltage and transient stability margins

A simulation study is performed to emulate the system in Fig 7.39 with the purpose

of evaluating the transient and voltage stability limits achievable with the proposed

and PI-based STATCOM/ESS controller. The CCT and CS, as shown in Table 7.8,

for a three-phase fault with 150 MVA STATCOMs and 95 F, 19 kJ supercapacitors

are 0.165 s and 1.35 pu with the designed controller, compared with 0.140 s and

1.315 pu with a properly tuned PI controller [237]. In this case, the gain of the

tuned (trial and error method) PI controller is obtained as KP=0.28 and KI=20.45.

It can be concluded that an appropriate combination of active and reactive power

control by STATCOM/ESS is an effective way of improving the stability and en-

hancing the fault ride-through capability of the relevant induction-generator-based

wind turbines.

In order to evaluate the performance of the designed controller, in the face of

system nonlinearity and operating conditions, detailed simulations are performed

for a symmetrical three-phase fault at bus 11 which is subsequently cleared after

150 ms. Figs. 7.44 and 7.45 show the speeds response and terminal voltages, respec-

tively, of the wind farm WF1 with the conventional PI controller and the proposed

STATCOM/ESS controller.

During the fault, the wind generator accelerates, since it is no longer able to

generate enough electromagnetic torque to balance the mechanical torque coming

from the wind which is obviously unaffected by the grid fault. When the fault is

cleared, the generator speed with the proposed control is about 1.15 pu whereas

that with the PI control is 1.6 pu. The reclosing time, speed and voltage using the

PI controller is greater that the corresponding CCT, CS and critical voltage. With

the PI controller it can be seen that the terminal voltage cannot be restored and

the induction generator continues to accelerate until the system loses stability.
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Figure 7.44. Speed response for three-phase fault at bus 11 (Solid line designed and
dashed line PI-based STATCOM/ESS controller)
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Figure 7.45. Terminal Voltage for three-phase fault at bus 11 (Solid line designed and
dashed line PI-based STATCOM/ESS controller)
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Figure 7.46. Control effort (m) for three-phase fault at bus 11 with designed controller

0 0.5 1 1.5 2 2.5 3 3.5 4
−30

−25

−20

−15

−10

−5

0

5

10

15

Time (s)

B
us

 a
ng

le
 (

de
g)

Figure 7.47. Control effort (α) for three-phase fault at bus 11 with designed controller
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Figure 7.48. Real power output for temporary outage of line 7–8 (Solid line designed
and dashed line PI-based STATCOM/ESS controller)

The robust response of the proposed robust STATCOM/ESS control during a

significant voltage sag allows the voltage at the PCC to be kept limited, thus re-

sulting in system stability. The applied control efforts for the designed WF1 STAT-

COM controller, for the three-phase fault, are shown in Fig. 7.46 and Fig. 7.47.

It also avoids a large increase in turbine speed, thereby reducing the likelihood of

the turbine exceeding the critical speed and thus increasing the fault ride-through

capability.

7.8.7 Real and reactive power output during low voltages

In this case, a severe condition for voltage recovery analysis is considered in which

the line between the buses 7 and 8 in Fig. 7.39 is opened. Fig. 7.48 illustrates the

real power output due to the outage of the line 7–8 for 150 ms from which it can

be seen that during faulted period the wind farm WF2, using the proposed control,

supplies 82% of its rated power, but with the PI control, it is 72%.

Fig. 7.49 shows the reactive power absorbed by the wind farm WF2 and the

reactive power output of the designed STATCOM/ESS controller at bus 32. It

can be seen that the reactive power output of the controller exactly matches the
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Figure 7.49. Reactive power output for temporary outage of line 7–8 (Solid line reactive
power absorption by WF2 and dashed line reactive power supply by designed STAT-
COM/ESS controller)

requirement of the wind farm WF2. From Fig. 7.48, it can be seen that the PI

controller causes oscillatory behaviours at the post fault. The designed controller

provides improved performance in terms of oscillations, settling time and damping.

7.8.8 Comparisons with standard LVRT requirements

Interconnection standards vary from country to country and among individual provinces

or states, depending on local grid characteristics and utility specific requirements.

Regarding the LVRT, Federal Energy Regulatory Commission requires wind farms

to remain in service during any three-phase fault resulting in transmission voltage

as low as zero volts, as measured at the high-voltage PCC to the grid, and that is

normally cleared without separating the wind farm from the transmission system.

Typical FRT requirements demand that a wind farm remains connected to the grid

for voltage levels as low as 5% of the nominal voltage (for up to 300 ms) [229].

Fig. 7.50 shows the terminal voltage of the wind farmWF2 with the the proposed

STATCOM/ESS controller with zero voltage for the duration of 300 ms from which it

is clear that the proposed control can meet the standard requirement of the LVRT

capability. The reason of providing stability during the LVRT transient is more
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Figure 7.50. Terminal voltage with zero-voltage for 300 ms
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Figure 7.51. Operating and control region (Ω) (Solid line control region (Ω) and dashed
line operating region during LVRT transient)

visible from Figs. 7.51(a) and 7.51(b) from which it is clear that control region

provided by the designed controller is greater that the area required for the LVRT.

The same is true for other state variables.
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Figure 7.52. PCC voltage (WF1) with 10% increase in load

7.8.9 Performance under different operating conditions

Although the controller is designed for rated operating conditions, the designed

controller performs well in different loading conditions. This is due to the wide

operating regions of the controller which is obtained by using the control algorithm

proposed in this research. Figs. 7.52 and 7.53 show the PCC voltage and real power

output due to the 10% increase in load from which it is clear that the controller

stabilises the system at different equilibrium point.

7.8.10 Impact of adding supercapacitors

To test the effects of adding supercapacitor, a simulation is performed with (i)

STATCOM/ESS, and (ii) STATCOM only. A three phase fault is applied at middle

of the line 16–17 at 1 s and the fault is cleared after 140 ms by opening the line

16–17. This line is again restored after 150 ms.

Figs. 7.54 and 7.55 show the voltage and real power output of WF2 from which,

it is clear that although the addition of supercapacitor does not produce significant

difference in terminal voltage response, however, it damps the oscillation in output

power quickly. The active power is controlled using energy storage type superca-

pacitor and this is effective to enhance the transient stability of the rest of the

system.
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Figure 7.53. Real power output (WF1) with 10% increase in load
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Figure 7.54. Voltage response for three-phase fault at line 16–17 (Solid line designed
STATCOM/ESS controllers and dashed line STATCOM without ESS controllers)
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Figure 7.55. Real power output for three-phase fault at line 16–17 (Solid line designed
STATCOM/ESS controllers and dashed line STATCOM without ESS controllers)

7.9 Chapter Summary

This chapter presents the effects of increases in wind generation and STATCOM

ratings on the FRT capability of a wind farm. It is observed that the critical speed

and voltage, as well as the FRT capability, decrease with the integration of FSIGs.

On the other hand, a system with a higher-rating STATCOM can have a longer FRT

capability. The simulation results illustrate that a fast pitching control strategy

activated by power system disturbances can lead to significant improvements in the

dynamic stability of the wind turbine and the voltage stability of the connecting

network. By reducing the wind turbine mechanical input torque by pitching to

reduce the available wind power throughout the duration of the fault the wind

turbine is protected against over-speed and remains stable and connected to the

power system.

Four different control schemes have been developed to control the STATCOM.

Simulation studies have shown that the STATCOM significantly reduces the voltage

fluctuations caused by wind speed variations and enhances the fault ride-through

capability of the WTGS. The STATCOM/ESS exhibits increased flexibility over the



Section 7.9 Chapter Summary 254

traditional STATCOM with improved damping capabilities due to the additional

degree of control freedom provided by the active power capabilities.



Chapter 8

Conclusions

This chapter summarises the findings from this research study, presents the conclu-

sions drawn and discusses proposed future areas of research. This work will become

more relevant as developed countries look to become energy-independent and more

conscious of the negative environmental impacts of increasing emissions from con-

ventional power plants.

As the penetration levels of wind farm capacities in power systems increase, more

research is required. Also when sufficient data for actual wind farm production

becomes available, the developed wind power prediction tools and the wind farm

model can be further examined and analysed for the prediction of large-scale wind

farm production. As wind power generation is characterised by its variability and

uncertainty, the integration of wind facilities into utility grids has several impacts

on their optimum power flow, transmission congestion, power quality issues, system

stability, load dispatch, protection system, economic analysis and electricity market

clearing prices. These impacts present major challenges to power system operators.

This thesis tackles some of these challenges.

This dissertation presents several case studies for capturing the mechanisms of

voltage instability caused by the dynamics of the induction motor (IM) load, the on-

load tap changer (OLTC) and the fixed-speed induction generator (FSIG). The case

studies conducted are on: (i) short-term voltage instability; (ii) long-term voltage

instability; (iii) the effects of different wind generator integration on the available

(dynamic) transfer capability (ATC); (iv) the compensation required to restore or

augment the ATC when it is reduced to allow for fixed-speed wind turbine (FSWT)

integration; (v) the effects of large-scale wind generator integration; (vi) the effects of

high compensations; and (vii) the effects of wind turbine integration and static syn-

chronous compensator (STATCOM) ratings on the low-voltage ride-through (LVRT)

capability of wind generators. The effects of different power system devices on power

system dynamic behaviours are also analysed. The devices considered in this thesis

are synchronous generators, induction generators (IGs), exciters, on-load tap chang-

ers (OLTCs), induction motors (IMs) and flexible AC transmission system (FACTS)

255
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devices. The analyses provide insights into the ways in which short- and long-term

voltage instabilities occur in a power system. The effect of large-scale wind power

integration into power system has been investigated by modal analysis as well as by

detailed nonlinear simulations.

The central contribution of this dissertation is the design of linear robust con-

trollers which enhance voltage instability while preserving the nonlinearity of power

system devices. This is achieved by reformulating the nonlinear power system model

using Cauchy’s remainder formula with mean-value theorem.

The performances of the proposed controllers are validated through simula-

tions. Different test case power systems are selected and controllers are designed

for them. Different of simulation cases are conducted which include load and gen-

eration changes, fault conditions and reference voltage changes. The test systems

considered here include: (i) a simple but representative single generator and single

large IM infinite-bus system; (ii) an 11 bus three generators 2 area system; (iii) a

large wind farm infinite-bus system; (iv) an IEEE benchmark 10 machine 39 bus

New England system; and (v) a 16 machine 69 bus New England and New York

test system. The performances of the proposed controllers are also compared with

those of conventional controllers simulated under similar conditions. The simulation

results show that the proposed controllers are capable of providing better responses

during normal and abnormal power system operating conditions.

As mentioned earlier, (i) the minimax linear quadratic gaussian (LQG), (ii) de-

centralised minimax output-feedback LQ, and (iii) the output-feedback linear ro-

bust control approaches are used to design robust controllers. Before designing

the controllers, modal analysis and different case studies are conducted to obtain

information about the control problems. The control objectives considered here

are: (i) stabilisation of a voltage mode with dynamic loads, (ii) enhancement of

the ATC, (iii) stabilisation of both voltage and electromechanical modes, and (iv)

augmentation of LVRT capability of wind generators. Within the minimax optimal

control design framework, robustness is achieved via optimisation of the worst-case

quadratic performance in the underlying uncertain system. This helps to achieve an

acceptable trade-off between control performance and system robustness.

From this work, the following conclusions can be drawn:

• Dynamic load modelling is crucial for both short- and long-term dynamic

voltage instability analyses.
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• The modes related to operating slip and shaft stiffness are critical as they may

limit the large-scale integration of wind generation.

• The interactions between dynamic load and generators should be taken into

account while designing excitation controller.

• As the penetration level of fixed-speed conventional wind turbines increases,

the dynamic transfer capability substantially decreases.

• The STATCOM with reduced capacitors provides better performance in terms

of transfer capability than a capacitor bank alone.

• The STATCOM controller designed with interconnection effects and uncer-

tainty, increases transfer capability significantly compared to conventional

STATCOM controller.

• The critical speed and voltage, as well as the fault ride-through capability of

the wind generator decrease with the integration of fixed-speed wind genera-

tors.

• The robust performance of the proposed STATCOM control during a signifi-

cant voltage sag allows the voltage at the point of common coupling (PCC) to

be kept stable. It also avoids a large increase in turbine speed, reducing the

likelihood of the turbine exceeding the critical speed and thus increasing the

fault-ride through capability.

• The STATCOM control with structured uncertainty representation reduces

the calculation burden and produces a less conservative controller.

• The combined strategy of robust STATCOM and pitch angle control is more

effective in recovering the system operation and such combined control makes

the system ride-through the fault without having to disconnect the generators

from the system.

• The designed decentralised STATCOM control with supercapacitor increase

both the transient and voltage stability and, thus, low-voltage ride-through

capability of fixed-speed wind turbines.

• With the proposed reformulation, it becomes easier to explicitly account for

the effect of nonlinearities in the system dynamics, which enables us to more

accurately represent the system and also provides guaranteed performance

and stability characteristics over a pre-specified region around the equilibrium

point.
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8.1 Directions for Future Research

Although this research achieved promising results in analysing dynamic voltage in-

stability with wind generators and in applying robust control techniques to the

design of control systems for the enhancement of dynamic voltage stability, the

work does not end here. The proposed power system design method may be further

improved and consolidated by the following processes,

i) Implementing the proposed controllers in a real power system will provide

more confidence in the proposed method.

ii) As the synthesis of controllers for large power systems involving many gener-

ators is found to be infeasible because the proposed linear matrix inequality

(LMI) optimisation method does not yield solutions for large systems, devel-

oping a better numerical solution method could facilitate controller design for

large systems.

iii) Treating loads connected to the power system as proper combinations of both

constant and dynamic loads could achieve improvement in the model.

iv) Computing the power flow solutions corresponding to the gradual load vari-

ations and including them in the simulation loop as, in the power system

simulation in this thesis, loads are varied from one value to another instanta-

neously, which may not reflect the actual load dynamics happening in a real

power system.

v) Extending this formulation to deal with strong interconnections and overlap-

ping subsystems as the proposed decentralised robust controller is limited to

the considerations of nonlinear systems where only weak interconnections arise

and, therefore, this passive analysis may be over-conservative in terms of pro-

viding a quantitative measure of the input threshold.

vi) Establishing coordination between excitation and FACTS controllers.

vii) Applying the proposed reformulation technique to future micro-grids and smart

grids as the proposed control algorithms in this study are only successfully ap-

plied in a current conventional grid.

viii) Conducting a detailed study to ascertain the impacts and possible benefits of

the inherent variability of renewable sources, particularly wind and solar, and

their correlations with load profiles.



Chapter 9

Appendices

9.1 Appendix-I

Power flow and dynamic data of single machine infinite bus system with large in-

duction motors:

Table 9.1. System parameters (in pu)

Machine Motor System AVR OLTC

300 MW 750 MW PL= 1500 MW, QL=150 MVAR
Xd = 2.1 Xs = 0.1 X∞ = 0.01 Ka = 100 rmax=1.1
Xq = 2.1 Xr = 0.18 X34 = 0.0554 Ta = 0.01s rmin=0.8
X ′
d = 0.4 Xm = 3.2 X14 = 0.016 Emin

fd = 0 △r=0.01

T ′
do = 8s Rr = 0.018 X24 = 0.004 Emax

fd = 5 Vref=0.8 pu

ωs = 377 Hm = 0.5 C=150 MVAR d=0.01 pu
H = 3.5 m=2 TD=20
D = 4 TC=5

It should be noted that the synchronous machine parameters are on a 500 MVA

base, the induction motor parameters on a 800-MVA base, the exciter on a 100 MVA

base and the system reactances on a 100-MVA base.

9.2 Appendix-II

Transformation of induction motor equations to common reference axis:

Let

E ′
m =

√

e
′2
dm + e′2qm, δm = tan−1 −e′

dm

e′qm
, (Idm + jIqm) = −(idm + jiqm)e

−jδm , (Vd +

jVq) = vd+ jvq)e
−jδm , Tm = −TL, Te = e′qmiqm+ e′qmiqm, idm = −Idm cos δ+ Iqm sin δ

and iqm = −Iqm cos δ − Idm sin δ.

Taking derivative of E ′
m, we get

Ė ′
m =

1

2
√

e
′2
dm + e′2qm

(2e′dmė
′
dm + 2e′qmė

′
qm),

259
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=
1

T ′
dom

√

e
′2
dm + e′2qm

[

−e′2dm − e
′2
qm − (X −X ′)(e′dmiqm − e′qmidm

]

,

=
1

T ′
dom



−E ′
m − (X −X ′)

e′dmiqm − e′qmidm
√

e
′2
dm + e′2qm



 ,

=
1

T ′
dom

[−E ′
m − (X −X ′)I ′dm] . (9.1)

Te = e′qm(−Idm cos δ + Iqm sin δ) + e′qm(−Iqm cos δ − Idm sin δ),

= −e′qmIdm
e′dm

√

e
′2
dm + e′2qm

+ e′qmIqm
e′qm

√

e
′2
dm + e′2qm

= −E ′
mIdm. (9.2)

Differentiating δm, we get:

δ̇m =
1

1 + (
e′
dm

e′qm
)2

×
e′qmė

′
dm − e′dmė

′
qm

e′2qm
,

=
e2qm

e
′2
dm + e′2qm

× 1/e
′2
qm

[

−e′qme′dm + e′qme
′
dm

−(X −X ′)(e′qmiqm + e′dmidm) + T ′
domωs(s− 1)(e

′2
dm + e

′2
qm)
]

,

= sωs − ωs −
X −X ′

T ′
domE

′
qm

Iqm. (9.3)

9.3 Appendix-III

Expression of φ̃ for excitation control design:

The following expression for φ̃ is used to design the voltage controller in Chap-

ter 5. We define φ̃ =
[

φ̃1 · · · φ̃7

]T

. The expressions for
[

φ̃1 · · · φ̃7

]T

are given

below:

φ̃1 =
[

0 0 0 0
]

.

φ̃2 =
[

x11 x12 x13 x14

]













y11 0 0 0

y21 0 0 0

y31 0 y33 y34

y41 0 y43 y44













,
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where

x11 = cos δ − cos δ0, y11 = −V∞G13, y33 = −y31,
x12 = sin δ − sin δ0, y21 = −V∞B13, y43 = −y41,
x13 = cos(δm − δ)− cos(δm0 − δ10), y31 = −(E ′

m − E ′
m0)G12, y34 = B12,

x14 = − sin(δm − δ) + sin(δm0 − δ10), y41 = −(E ′
m − E ′

m0)B12, y44 = G12.

φ̃3 =
[

a11 a12 a13 a14

]













b11 b12 0 0

b21 b22 0 0

b31 b32 b33 b34

b41 b42 b43 b44













+
1

2H

[

0 −2G11(E
′
q − E ′

q0) 0 0
]

,

where

a11 = − sin δ + sin δ0, b11 = −V∞(E ′
q − E ′

q0)G13, b33 = −b31,
a12 = cos δ − cos δ0, b12 = V∞B13, b34 = −b32,
a13 = sin(δm − δ)− sin(δm0 − δ0), b21 = −V∞(E ′

q − E ′
q0)B13, b43 = −b41,

a14 = cos(δm − δ)− cos(δm0 − δ0)), b42 = −(E ′
m − E ′

m0)G12, b44 = −b42,
b31 = −(E ′

mE
′
q − E ′

m0E
′
q0)G12, b32 = (E ′

m − E ′
m0)B12, b22 = −V∞G13,

b41 = −(E ′
mE

′
q − E ′

m0E
′
q0)B12.

φ̃4 =
[

x11 x12 x13 x14

]

β













b11 b22 0 0

b21 b22 0 0

b31 b32 b33 b34

b41 b42 b43 b44













+
1

2H













x11

x12

x13

x14













T

κ













p11 p12 0 0

p21 p22 0 0

p31 p32 p33 p34

p41 p42 p43 p44













+
[

0 q2(
E′

q

Vt
− E′

q0

Vt0
) 0 0

]

,
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where

p11 = −V∞(E ′
q − E ′

q0)G11G∞ +B11B13, p12 = V∞(G11B13 −B11G13),

p31 = −(E ′
qE

′
m − Eq0E

′
m0)(G11G12 + B11B12), β = X ′

d(
1
Vt

− 1
Vt0

),

p21 = −V∞(E ′
q − E ′

q0)(G11B13 − B11G13), p22 = −V∞G11G∞ + B11B13),

p41 = −(E ′
qE

′
m − Eq0E

′
m0)(G11B12 − B11G12), p32 = (E ′

m − E ′
m0)(G11B12 −B11G12),

p42 = −(E ′
m − E ′

m0)(G11G12 +B11B12), q2 = 1 + 2X ′
dB11 +X

′2
d (G

2
11 + B2

11),

κ = X ′
dβ, p44 = −p42, p43 = −p41, p33 = −p31, p34 = −p32.

φ̃5 =
[

k11 k12 k13 k14

]













0 0 m13 0

0 0 m23 0

m31 m32 m33 0

m41 m42 m43 0













,

where

k11 = cos δm − cos δm0, m13 = −V∞G31, m33 = −m31,

k12 = sin δm − sin δm0, m23 = −V∞B31, m41 = (E ′
q − E ′

q0)B12,

k13 = cos(δ − δm)− cos(δ0 − δm0), m31 = (E ′
q − E ′

q0)G12, m42 = −G12,

k14 = − sin(δ − δm) + sin(δ0 − δm0), m32 = B12, m43 = −m41.

φ̃6 =
[

c11 c12 c13 c14

]

γ













0 0 d13 d14

0 0 d23 d24

d31 d32 d33 d34

d41 d42 d43 d44













,

where

c11 = − sin δm + sin δm0, d13 = −V∞(E ′
m − E ′

m0)G31, d34 = −d32,
c12 = cos δm − cos δm0, d14 = −V∞B31, d33 = −d31,
c13 = sin(δ − δm)− sin(δ0 − δm0), d23 = −V∞(E ′

m − E ′
m0)B31, d43 = −d41,

c14 = cos(δ − δm)− cos(δ0 − δm0), d32 = (E ′
m − E ′

m0)B12, d44 = −d42,
γ = 1

E
′2
m

− 1

E
′2

m0

, d42 = −(E ′
m − E ′

m0)G12, d24 = V∞G31,

d41 = −(E ′
mE

′
q − E ′

m0E
′
q0)B12, d31 = (E ′

mE
′
q − E ′

m0E
′
q0)G12.
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φ̃7 =
[

c11 c12 c13 c14

]













0 0 d13 d14

0 0 d23 d24

d31 d32 d33 d34

d41 d42 d43 d44













+
[

0 0 0 −2(E ′
m − E ′

m0)G33

]

.

9.4 Appendix-IV

3 machine 2 area test system power-flow data:

Transmission line data- R, X and B in pu on 100 MVA base:

Line R X B

5− 6 0.0000 0.0040 0.0000

6− 7 0.0015 0.0288 1.173

9− 10 0.0010 0.0030 0.0000

Transformer data- R and X in pu on 100 MVA base:

Line R X Ratio

T1 0.0000 0.0020 0.8857

T2 0.0015 0.0045 0.8857

T3 0.0010 0.0125 0.9024

T4 0.0010 0.0030 1.0664

T5 0.0010 0.0026 1.0800

T6 0.0010 0.0010 0.9750

T7 0.0010 0.0030 1.0000

T8 0.0010 0.0030 1.0000

Loads:

Bus P (MW) Q (MVAR)

8 3271 1015

11 3384 971
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Generation:

Bus P (MW) V (pu)

G1 3981 0.98

G2 1736 0.98

G3 1154 0.98

Shunt capacitors:

Bus MVAr

7 763

8 600

9 1710

3-machine 2-area system dynamic data:

Machine 1: Infinite bus, Machine 2: H=2.09 and Macine 3: H=2.33.

Machine parameters- machine 2 pu on 2200 MVA base

and machine 3 on 1400 MVA:

Ra Xd Xq Ra Xl X ′
d X ′′

d X ′′
q T ′

d0 T ′
q0 T ′′

d0 T ′′
q0

0.0046 2.07 1.99 0.155 0.28 0.49 0.215 0.215 4.10 0.56 0.033 0.062

Exciters:

Both machine 2 and machine 3 have thyristor exciters with a gain of 400 and the

sensing circuit-time constant of 0.02 seconds.

Motor data- pu on 3600 MVA base:

Xm=3.3 Rs=0.01 Xs=0.145

Rr=0.008 Xr=0.145 H=0.6 s

0.0015 0.0045 0.8857

Load torque component m=2 (that is TL = Toω
2
r).

Overexcitation limiter for machine 3:

Ifdmax1
= 3.02 pu Ifdmax1

= 3.02 pu Ifdmax1
= 3.02 pu

T ime1 = 3.02 s T ime1 = 3.02 s T ime1 = 3.02 s.
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OLTC for transformer T6 between buses 10 and 11:

Time delay for the first tap movement: 30 s

Time delay for the subsequent tap movement: 5 s

Dead band: ±1% pu bus voltage

Tap range: ±16 steps

Step size: 0.00625 pu.

9.5 Appendix-V

Single wind farm infinite bus test system power flow and dynamic data

Table 9.2. Machines and grid parameters of test system

Asynchronous machines

Power: 2 MW Rs = 0.0121 pu
Voltage: 690 V Xs = 0.0742 pu
Frequency, f = 50 Hz Xm = 2.7626 pu
Self Damping, 0.008 pu Rr = 0.008 pu
Rated Slip: 0.02 Xr = 0.1761 pu

Two mass model STATCOM

Hm = 2.6s, HG = 0.22s Capacity: 10 MVA
Dm = 3 pu, Ks = 141 pu RC = 0.01 pu
Gearbox ratio: 23.75 C = 300 µF

Grid and line Turbine parameters

xg = 0.1126 pu Hub height: 30m
rg = 0.01126 pu Rotor diameter: 23.2m
x13 = 0.75 pu Rated speed: 42 r.p.m.
r13 = 0.075 pu

Load Shunt compensator

P=50 MW, Q=15 MVAr Capacitor: 25 MVAr

9.6 Appendix-VI

Expression of φ̃ for STATCOM controller with unstructured uncertainty

representation:

We define φ̃ =
[

φ̃1, · · · , φ̃7

]T

, ψ̃ =
[

ψ̃1, · · · , ψ̃7

]T

, z1 = T ′
0/(X −X ′),

z2 = −ωs(E ′
qr − E ′

qr0), z3 = −ωs(s− s0), z4 = ωs(E
′
dr − E ′

dr0), Λ = (k − k0),
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v1 = −(E ′
drvdc − Edr0vdc0), v2 = −(E ′

qr1vdc − Eqr10vdc0) and z =
1
Vt

− 1
Vto

where

φ̃1 =













a11

a12

a13

a14













T 











0 b12 b13 b14

0 b22 b23 b24

0 V∞G13 V∞B13 0

0 V∞B13 V∞G13 0













+













0

c12

c13

0













T

,

where

a11 = sin(α− δ)− sin(α0 − δ0), a13 = − cosα + cosα0,

a12 = cos(α− δ)− cos(α0 − δ0), a14 = − sinα + sinα0,

b12 = G12Λ(vdc − vdc0), b22 = −B12Λ(vdc − vdc0),

b13 = −B12Λ(vdc − vdc0), b23 = −G12Λ(vdc − vdc0),

b14 = −ΛB12(E
′
qr − E ′

qr0) + ΛG12(E
′
dr − E ′

dr0),

b24 = −ΛG12(E
′
qr − E ′

qr0)− ΛB12(E
′
dr − E ′

dr0),

c12 = 2G11(E
′
dr − E ′

dr0), c13 = −2B11(E
′
qr − E ′

qr0).

φ̃2 =













a11

a12

a13

a14













T 











0 0 0 −ΛG12

0 0 0 ΛB12

0 0 0 0

0 0 0 0













+ z1













z2

0

z3

0













T

.

φ̃3 =













a11

a12

a13

a14













T 











0 0 0 ΛB12

0 0 0 ΛG12

0 0 0 0

0 0 0 0













+ z1













z4

z3

0

0













.

φ̃4 = φ̃6 = [0, 0, 0, 0] , φ̃5 = φ̃1,

φ̃7 =













a11

a12

a13

a14

























0 −ΛB12 −ΛG21 0

0 −ΛG12 ΛB21 0

0 0 0 0

0 0 0 0













ψ̃1 =
[

a12 a11

]

[

s11 s12

s21 s22

]

,
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where

s11 = v1B12 + v2G12, s21 = v1G12 + v2B12,

s12 = Λv1G12 − Λv2B12, s22 = −Λv1B12 − Λv2G12.

ψ̃2 =
[

r11 r12

]

[

t11 t12

t21 t22

]

,

where

t11 = −(vdc − vdc0)B12, t21 = −(vdc − vdc0)G12,

t12 = −Λ(vdc − vdc0)G12, t22 = Λ(vdc − vdc0)B14.

ψ̃3 =
[

r11 r12

]

[

u11 u12

u21 u22

]

,

where

u11 = −(vdc − vdc0)G12, u21 = (vdc − vdc0)B12,

u12 = Λ(vdc − vdc0)B12, u22 = Λ(vdc − vdc0)G12.

ψ̃4 = ψ̃6 = [0, 0] , ψ̃5 = ψ̃1,

ψ̃7 = z
[

a12 −a11
]

[

−s12 −s11
−s22 −s21

]

.

9.7 Appendix-VII

Expression of φ̃ and ψ̃ for simultaneous STATCOM and pitch angle

control design:

The mathematical expressions for uncertain matrices φ̃ and ψ̃ are useful in

determining the scaling parameter β. The expressions for φ̃ and ψ̃ are given in the

rest of this section. We define φ̃ =
[

φ̃1, · · · , φ̃7

]T

, ψ̃ =
[

ψ̃1, · · · , ψ̃7

]T

, where
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φ̃1 =
[

r11 0 0 0
]

, (9.4)

where

r11 =
ρ

2ω2
m

AwtV
3
w{(0.44− 0.0167θ) sin

[

π(λ− 3)

15− 0.3θ

]

− 0.00184(λ− 3)θ}

− ρ

2ω2
m0

AwtV
3
w{(0.44− 0.0167θ0) sin

[

π(λ− 3)

15− 0.3θ0

]

− 0.00184(λ− 3)θ0}.

φ̃2 =













a11

a12

a13

a14













T 











0 b12 b13 b14

0 b22 b23 b24

0 V∞G13 V∞B13 0

0 V∞B13 V∞G13 0













+













0

c12

c13

0













T

, (9.5)

where

a11 = sin(α− δ)− sin(α0 − δ0), a13 = − cosα + cosα0,

a12 = cos(α− δ)− cos(α0 − δ0), a14 = − sinα + sinα0,

b12 = G12κ(vdc − vdc0), b22 = −B12κ(vdc − vdc0),

b13 = −B12κ(vdc − vdc0), b23 = −G12κ(vdc − vdc0),

b14 = −κB12(E
′
qr − E ′

qr0
) + κG12(E

′
dr − E ′

dr0
),

b24 = −κG12(E
′
qr − E ′

qr0
)− κB12(E

′
dr − E ′

dr0
),

c12 = −2G11(E
′
dr − E ′

dr0
)− 2B11(E

′
qr − E ′

qr0
),

c13 = −2G11(E
′
qr − E ′

qr0
)− 2B11(E

′
dr − E ′

dr0
), κ =

√

3
8
(m−m0).

φ̃3 =
[

0 0 0 0
]

. (9.6)

φ̃4 = φ̃2 =













a11

a12

a13

a14













T 











0 b12 b13 b14

0 b22 b23 b24

0 V∞G13 V∞B13 0

0 V∞B13 V∞G13 0













+













0

c12

c13

0













T

. (9.7)
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φ̃5 =













a11

a12

a13

a14













T 











0 0 0 −κG12

0 0 0 κB12

0 0 0 0

0 0 0 0













+













z1

0

z3

0













T

, (9.8)

where

z1 = −T ′
0/(X −X ′)ωs(E

′
qr − E ′

qr0
), z3 = T ′

0/(X −X ′)ωs(s− s0).

φ̃6 =













a11

a12

a13

a14













T 











0 0 0 κB12

0 0 0 κG12

0 0 0 0

0 0 0 0













+













z3

z4

0

0













T

, (9.9)

where

z4 = −T ′
0/(X −X ′)ωs(E

′
dr − E ′

dr0
), z3 = T ′

0/(X −X ′)ωs(s− s0).

φ̃7 =
[

p11 p12 0 0
]













0 κB21 κG21 0

0 κG21 kB21 0

0 0 0 0

0 0 0 0













, (9.10)

where

p11 = sin(δ − α)− sin(δ0 − α0), p12 = cos(δ − α)− cos(δ0 − α0).

φ̃8 = z













a11

a12

a13

a14













T 











0 0 0 κRsG12

0 0 0 −κRsB12

0 0 0 0

0 0 0 0













+ z













0

RsG11

RsB11

0













T

,



Section 9.7 Appendix-VII 270

where

z = 1
vt
− 1

vt0
.

ψ̃1 =
[

m12 m11 0 0
]













n11 0 0 0

n21 0 0 0

0 0 0 0

0 0 0 0













, (9.11)

where

m11 = sin
[

π(λ−3)
15−0.3θ

]

− sin
[

π(λ−3)
15−0.3θ0

]

, n11 =
0.0835ρ

2
AwtV

3
w

(

1
ωm

− 1
ωm0

)

,

m12 = cos
[

π(λ−3)
15−0.3θ

]

− sin
[

π(λ−3)
15−0.3θ0

]

, n21 =
0.025ρ(λ−3)

2
AwtV

3
w

(

θ
ωm(15−0.3θ)

− θ0
ωm0

(15−0.3θ0)

)

.

ψ̃2 =
[

a12 a11 0 0
]













0 s12 s13 0

0 s22 s23 0

0 0 0 0

0 0 0 0













, (9.12)

where

s21 = −κG12p+ κB12q, s22 = −κB12p− κG12q,

s13 = −3
8
G12q + κB12p, s23 = −3

8
B12q − κG12p,

p = (E ′
drvdc − Edr0Vdc0), q = (E ′

qrvdc − Eqr0Vdc0).

ψ̃3 =
[

0 0 0 0
]

. (9.13)

ψ̃4 = ψ̃2 =
[

a12 a11 0 0
]













0 s12 s13 0

0 s22 s23 0

0 0 0 0

0 0 0 0













. (9.14)
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ψ̃5 =
[

a12 a11 0 0
]













0 t12 t13 0

0 t22 t23 0

0 0 0 0

0 0 0 0













, (9.15)

where

t12 = −κ(vdc − vdc0)G12, t22 = κ(vdc − vdc0)B14,

t13 = −3
8
(vdc − vdc0)B12, t23 = −3

8
(vdc − vdc0)G12.

ψ̃6 =
[

a12 a11 0 0
]













0 u12 u12 0

0 u22 u23 0

0 0 0 0

0 0 0 0













, (9.16)

where

u12 = κ(vdc − vdc0)B12, u22 = κ(vdc − vdc0)G12,

u11 = −3
8
(vdc − vdc0)G12, u21 =

3
8
(vdc − vdc0)B12.

ψ̃7 = z
[

p11 p12 0 0
]













0 κG21
3
8
B21 0

0 κB21
3
8
G21 0

0 0 0 0

0 0 0 0













. (9.17)

ψ̃8 =
[

a11 a12 0 0
]













0 q12 q13 0

0 q22 q23 0

0 0 0 0

0 0 0 0













, (9.18)

where

q12 = κRsB12(vdc − vdc0), q22 = κRsG12(vdc − vdc0),

q12 =
3
8
RsG12(vdc − vdc0), q22 =

3
8
RsB12(vdc − vdc0).
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9.8 Appendix-VIII

Expression of φ̃ and ψ̃ for STATCOM control design with structured

uncertainty representation:

The expressions for φ̃k and ψ̃k are given below, k = 0, . . . , 7, δab = sin(δa − δb) and

Λ = (K −K0):

φ̃0 =













a11

a12

a13

a14













T 











0 b12 b13 0 b15 b16 0

0 b22 b23 0 b25 b26 0

0 b32 b33 0 0 0 b37

0 b42 b43 0 0 0 b47













+
[

0 t12 t13 0 0 0 0
]

,

where

a11 = cos δ21 − cos δ210, a12 = sin δ21 − sin δ210,

a13 = cos(α− δ1)− cos(α0 − δ10), a14 = sin(α− δ1)− sin(α0 − δ10),

b12 = −(E ′
dr2 − Edr20)G12 − (E ′

qr2 − Eqr20)B12,

b22 = (E ′
dr2 − Edr20)B12 − (E ′

qr2 − Eqr20)G12,

b32 = −Λ(vdc − vdc0)B14, b42 = −Λ(vdc − vdc0)G14,

b13 = −(E ′
dr2 − Edr20)B12 − (E ′

qr2 − Eqr20)G12,

b23 = −(E ′
dr2 − Edr20)G12 + (E ′

qr2 − Eqr20)B12,

b33 = −Λ(vdc − vdc0)G14, b43 = −Λ(vdc − vdc0)B14,

b15 = −(E ′
dr1 − Edr10)G12 − (E ′

qr1 − Eqr10)B12,

b25 = (E ′
dr1 − Edr10)B12 − (E ′

qr1 − Eqr10)G12,

b16 = −(E ′
dr1 − Edr10)B12 − (E ′

qr1 − Eqr10)G12,

b26 = −(E ′
dr1 − Edr10)G12 + (E ′

qr1 − Eqr10)B12,

b37 = −Λ(E ′
dr1 − Edr10)B14 − (E ′

qr1 − Eqr10)G14,

b47 = −Λ(E ′
dr1 − Edr10)G14 + (E ′

qr1 − Eqr10)B14,

t12 = −G11(E
′
dr1 − E ′

dr10), t13 = −2B11(E
′
qr1 − E ′

qr10).
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φ̃1 =













a11

a12

a13

a14













T 











0 0 0 0 c15 c16 0

0 0 0 0 c25 c26 0

0 0 0 0 0 0 c37

0 0 0 0 0 0 c47













+
[

β11 0 β13 0 0 0 0
]

,

where

c15 = −B12, c26 = B12,

c25 = −G12, c37 = −G14,

c16 = −G12, c47 = −B14,

β11 = −ωs(E ′
qr1 − Eqr10), β13 = −ωs(s1 − s10).

φ̃2 =













a11

a12

a13

a14













T 











0 0 0 0 d15 d16 0

0 0 0 0 d25 d26 0

0 0 0 0 0 0 d37

0 0 0 0 0 0 d47













+
[

κ11 κ12 0 0 0 0 0
]

,

where

d15 = −B12, d26 = B12,

d25 = G12, d37 = −B14,

d16 = G12, d47 = G14,

κ11 = −ωs(E ′
dr1 − Edr10), κ12 = −ωs(s1 − s10).

φ̃3 =













m11

m12

m13

m14













T 











0 n12 n13 0 n15 n16 0

0 n22 n23 0 n25 n26 0

0 0 0 0 n35 0 n37

0 0 0 0 n45 0 n47













+
[

0 0 0 0 g15 g16 0
]

,
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where

m11 = cos δ12 − cos δ120, m12 = sin δ12 − sin δ120,

m13 = cos(α− δ2)− cos(α0 − δ20), m14 = sin(α− δ2)− sin(α0 − δ20),

n12 = −(E ′
dr2 − Edr20)G21 − (E ′

qr2 − Eqr20)B21,

n22 = (E ′
dr2 − Edr20)B21 − (E ′

qr2 − Eqr20)G21,

n13 = −(E ′
qr2 − Eqr20)G21 − (E ′

dr2 − Edr20)B21,

n23 = −(E ′
qr2 − Eqr20)B21 + (E ′

dr2 − Edr20)G21,

n15 = −(E ′
dr1 − Edr10)G21 − (E ′

qr1 − Eqr10)B21,

n25 = (E ′
dr1 − Edr10)B21 − (E ′

qr1 − Eqr10)G21,

n35 = Λ(vdc − Edc0)B24, n45 = (vdc − Edc0)G24,

n16 = −(E ′
qr1 − Eqr10)G21 − (E ′

dr1 − Edr10)B21,

n26 = (E ′
qr1 − Eqr10)B21 − (E ′

dr1 − Edr10)G21,

n37 = −Λ(E ′
dr2 − Edr20)B24 − (E ′

qr2 − Eqr20)G24,

n47 = −Λ(E ′
dr2 − Edr20)G24 + (E ′

qr2 − Eqr20)B24,

g15 = −G22(E
′
dr2 − Edr20), g16 = −B22(E

′
qr2 − Eqr20).

φ̃4 =













m11

m12

m13

m14













T 











0 p12 p13 0 0 0 0

0 p22 p23 0 0 0 0

0 0 0 0 0 0 p37

0 0 0 0 0 0 p47













+
[

0 0 0 −ωs(E ′
qr2 − Eqr20) 0 −ωs(s2 − s20) 0

]

,

where

p12 = −B21, p22 = −G21, p13 = −G21, p23 = B21, p37 = −ΛB24, p47 = −ΛG24.

φ̃5 =













m11

m12

m13

m14













T 











0 v12 v13 0 0 0 0

0 v22 v23 0 0 0 0

0 0 0 0 0 0 v37

0 0 0 0 0 0 v47













+
[

0 0 0 0 −ωs(E ′
dr2 − Edr20) −ωs(s2 − s20) 0

]

,



Section 9.8 Appendix-VIII 275

where

v12 = −G21, v22 = B21,

v13 = −B21, v23 = G21,

v37 = −ΛG24, v47 = ΛB24.

φ̃6 =













x11

x12

x13

x14













T 











0 y12 y13 0 0 0 0

0 y22 y23 0 0 0 0

0 0 0 0 y35 y36 0

0 0 0 0 y45 y46 0













,

where

x11 = cos(δ1 − α)− cos(δ10 − α0), y12 = −ΛG41,

x12 = sin(δ1 − α)− sin(δ10 − α0), y22 = −ΛB41,

x13 = cos(δ2 − α)− cos(δ20 − α0), y13 = −ΛB41,

x14 = sin(δ2 − α)− sin(δ20 − α0), y23 = ΛG41,

y35 = −ΛB42, y45 = −ΛG42,

y36 = −ΛG42, y46 = ΛB42.

φ̃7 = z













a11

a12

a13

a14













T 











0 −b13 −b12 0 −b16 −b15 0

0 −b23 −b22 0 −b26 −b25 0

0 −b33 b23 0 0 0 −b47
0 −b43 −b33 0 0 0 −b37













+
[

0 z12 z13 0 z15 z16 0
]

,
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where

z = 1
Vt

− 1
Vt0
,

z12 = 2X ′
1(Edr1 − Edr10) + 4G12B12(Eqr1 − Eqr10)

+2(Edr1 − Edr10) + 2B11(Edr1 − Edr10)− 2t12 − b37,

z13 = 2X ′
1(Eqr1 − Eqr10) + 4G12B12(Edr1 − Edr10)

+2(Eqr1 − Eqr10) + 2B11(Eqr1 − Eqr10)− t13 − b47,

z15 = 2X ′
1(Edr2 − Edr20) + 4G12B12(Eqr2 − Eqr20)

+2(Edr2 − Edr20) + 2B11(Edr2 − Edr20)− 2g15 − n37,

z16 = 2X ′
1(Eqr2 − Eqr20) + 4G12B12(Edr2 − Edr20)

+2(Eqr2 − Eqr20) + 2B11(Eqr2 − Eqr20)− 2g16 − n47.

ψ̃0 =
[

r11 r12

]

[

s11 s12

s21 s22

]

,

where

r11 = cos(α− δ1)− cos(α0 − δ10),

r12 = sin(α− δ1)− sin(α0 − δ10),

s11 = −(E ′
dr1vdc − Edr10vdc0)B14−(E ′

qr1vdc − Eqr10Vdc0)G14,

s21 = −(E ′
dr1vdc − Edr10vdc0)G14−(E ′

qr1vdc − Eqr10vdc0)B14,

s12 = −Λ(E ′
dr1vdc − Edr10vdc0)G14+Λ(E ′

qr1vdc − Eqr10vdc0)B14,

s22 = Λ(E ′
dr1vdc − Edr10vdc0)B14+Λ(E ′

qr1vdc − Eqr10vdc0)G14.

ψ̃1 =
[

r11 r12

]

[

t11 t12

t21 t22

]

,

where

t11 = −(vdc − vdc0)B14, t21 = −(vdc − vdc0)G14,

t12 = −Λ(vdc − vdc0)G14, t22 = Λ(vdc − vdc0)B14.

ψ̃2 =
[

r11 r12

]

[

u11 u12

u21 u22

]

,



Section 9.8 Appendix-VIII 277

where

u11 = −(vdc − vdc0)G14, u21 = (vdc − vdc0)B14,

u12 = Λ(vdc − vdc0)B14, u22 = Λ(vdc − vdc0)G14.

ψ̃3 =
[

h11 h12

]

[

k11 k12

k21 k22

]

,

where

h11 = cos(α− δ2)− cos(α0 − δ20),

h12 = sin(α− δ2)− sin(α0 − δ20),

k11 = −(E ′
dr2vdc − Edr20vdc0)B24−(E ′

qr2vdc − Eqr20vdc0)G24,

k21 = −(E ′
dr2vdc − Edr20vdc0)G24−(E ′

qr2vdc − Eqr20vdc0)B24,

k12 = −Λ(E ′
dr2vdc − Edr20vdc0)G24+Λ(E ′

qr2vdc − Eqr20vdc0)B24,

k22 = Λ(E ′
dr2vdc − Edr20vdc0)B24+Λ(E ′

qr2vdc − Eqr20vdc0)G24.

ψ̃4 =
[

h11 h12

]

[

g11 g12

g21 g22

]

,

where

g11 = −(vdc − vdc0)B24, g21 = −(vdc − vdc0)G24,

g12 = −Λ(vdc − vdc0)G24, g22 = Λ(vdc − vdc0)B24.

ψ̃5 =
[

h11 h12

]

[

e11 e12

e21 e22

]

,

where

e11 = −(vdc − vdc0)G24, e21 = (vdc − vdc0)B24,

e12 = Λ(vdc − vdc0)B24, e22 = Λ(vdc − vdc0)G24.
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ψ̃6 =
[

x11 x12 x13 x14

]













k11 k12

k21 k22

k31 k32

k41 k42













,

where

k11 = −(E ′
dr1 − Edr10)B41 − (E ′

qr1 − Eqr10)G41,

k21 = −(E ′
dr1 − Edr10)G41 + (E ′

qr1 − Eqr10)B41,

k31 = −(E ′
dr2 − Edr20)B42 − (E ′

qr2 − Eqr20)G42,

k41 = −(E ′
dr2 − Edr20)G42 + (E ′

qr2 − Eqr20)B42,

k12 = Λ(E ′
dr1 − Edr10)G41 − Λ(E ′

qr1 − Eqr10)B41,

k22 = −Λ(E ′
dr1 − Edr10)B41 − Λ(E ′

qr1 − Eqr10)G41,

k32 = −Λ(E ′
dr2 − Edr20)G42 − Λ(E ′

qr2 − Eqr20)B42,

k42 = −Λ(E ′
dr2 − Edr20)B42 − Λ(E ′

qr2 − Eqr20)G42.

ψ̃7 = z
[

r11 r12

]

[

−s12 −s11
−s22 −s21

]

.

9.9 Appendix-IX

Expression of φ̃ and ψ̃ for decentralised STATCOM/ESS control design:

We define φ̃i =
[

φ̃i1, · · · , φ̃i9
]T

, ψ̃ =
[

ψ̃i1, · · · , ψ̃i9
]T

, where

φ̃i1 =
[

0 0 0 0.
]

φ̃i2 =























x11

x12

x13

x14

x15

x16























T 





















0 y12 y13 0

0 y22 y23 0

0 y32 y33 0

0 y42 y43 0

0 y52 y53 y54

0 y62 y63 y64























,
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where

x11 = cos δji − cos δji0, x13 = cos(δmk
− δi)− cos(δmk0

− δi0),

x12 = sin δji − sin δji0, x14 = sin(δmk
− δi) + sin(δmk0

− δi0),

y12 =
∑n

j=1(E
′
drj

− E ′
drj0

)Gij +
∑n

j=1(E
′
qrj

− E ′
qrj0

)Bij,

y22 = −∑n
j=1(E

′
drj

− E ′
drj0

)Bij +
∑n

j=1(E
′
qrj

− E ′
qrj0

)Gij,

y32 =
∑n

k=1(E
′
qk
− E ′

qk0
)Bik,

x15 = cos(αl − δi)− cos(αl0 − δi0),

y42 =
∑n

k=1(E
′
qk
− E ′

qk0
)Gik,

x16 = sin(αl − δi)− sin(δl0 − δi0),

y52 = −
∑n

l=1 kl(v
′
dcl

− vdcl0)Bil,

y62 =
∑n

l=1 kl(v
′
dcl

− vdcl0)Gil,

y13 =
∑n

j=1(E
′
drj

− E ′
drj0

)Bij +
∑n

j=1(E
′
qrj

− E ′
qrj0

)Gij,

y23 = −
∑n

j=1(E
′
drj

− E ′
drj0

)Gij −
∑n

j=1(E
′
qrj

− E ′
qrj0

)Bij ,

y33 =
∑n

k=1(E
′
qk
− E ′

qk0
)Gik, y43 = −∑n

k=1(E
′
qk
− E ′

qk0
)Bik,

y53 =
∑n

l=1 κl(v
′
dcl

− vdcl0)Gil, y63 =
∑n

l=1 κl(v
′
dcl

− vdcl0)Bil,

y54 =
∑n

l=1 κl(E
′
dri

− E ′
dri0

)Bil +
∑n

l=1(E
′
qri

− E ′
qri0

)Gil,

y64 =
∑n

l=1 κl(E
′
dri

− E ′
dri0

)Gil +
∑n

l=1(E
′
qri

− E ′
qri0

)Gil.

φ̃i3 =
[

0 0 0 0
]

, φ̃i4 = −φ̃i2. (9.19)

φ̃i5 =























x11

x12

x13

x14

x15

x16























T 





















0 Gij Bij 0

−Bij Bij Gij 0

0 0 0 0

0 0 0 0

0 0 0 −κlBil

0 0 0 κlGil























+
1

2H













C11

C12

0

0













T

,

where

C11 = −ωs(E ′
dri

− E ′
dri0

), C12 = −ωs(si − si0).
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φ̃i6 =























x11

x12

x13

x14

x15

x16























T 





















0 −Bij −Gij 0

−Gij Gij Bij 0

0 0 0 0

0 0 0 0

0 0 0 κlBil

0 0 0 −κlGil























+
1

2H













D11

0

D13

0













T

,

where

D11 = ωs(E
′
qri

− E ′
qri0

), D13 = ωs(si − si0).

φ̃i7 =























p11

p12

p13

p14

p15

p16























T 





















0 d12 d13 d14

0 d22 d23 d24

0 0 0 d34

0 0 0 d44

0 0 0 d54

0 0 0 d64























+
1

2H













0

0

0

C14













T

,

where where

p11 = cosαlj − cos δlj0, p13 = cos(δi − αl)− cos(δi0 − αl0),

p12 = sinαlj − sin δlj0, p14 = sin(δi − αl) + sin(δl0 − αl0),

d12 =
∑n

l=1 κl(vdcl − vdcl0)Gil, d22 =
∑n

l=1 κl(vdcl − vdcl0)Bil,

d13 =
∑n

l=1 κl(vdcl − vdcl0)Gil,

p15 = cos(δmk
− αl)− cos(δmk0

− αl0),

d23 =
∑n

l=1 κl(vdcl − vdcl0)Gil,

p16 = sin(δmk
− αl)− sin(δmk0

− αl0),

d14 =
∑n

j=1 κl(E
′
drj

− E ′
drj0

)Bil +
∑n

j=1 κl(E
′
qrj

− E ′
qrj0

)Gil,

d24 = −∑n
j=1 κl(E

′
drj

− E ′
drj0

)Gij − κl
∑n

j=1(E
′
qrj

− E ′
qrj0

)Bij,

d34 = −∑n
l=1 κl(E

′
qk
− E ′

qk0
)Gil, d44 =

∑n
l=1 κl(E

′
qk
− E ′

qk0
)Bil,

d54 =
∑n

k=1 κl(vdcj − vdcj0)Glj, d64 =
∑n

l=1 κl(vdcj − vdcj0)Blj,

C14 =
∑n

l=1 2κl(vdcl − vdcl0)Gll.
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φ̃i8 = βψi2 +
1
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,

where

p12 =
∑n

s=1

s6=j
(E ′

qrs − E ′
qrs0

)(E ′
dri

− E ′
dri0

)(GisGij + BisBij),

p22 = −
∑n

s=1

s6=j
(E ′

qrs − E ′
qrs0

)(E ′
dri

− E ′
dri0

)(GisBij −BisGij),

p32 =
∑n

k=1

k 6=j
(E ′

qk
− E ′

qk0
)(E ′

qrj
− E ′

qrj0
)(GikGij + BikBij),

p42 = −∑n
k=1

k 6=j
(E ′

qk
− E ′

qk0
)(E ′

qrj
− E ′

qrj0
)(GikBij −BikGij),

p52 =
∑n

l=1

l 6=j
κl(vdcl − vdcl0)(E

′
qrj

− E ′
qrj0

)(GilGij + BilBij),

p62 = −∑n
l=1

l 6=j
κl(vdcl − vdcl0)(E

′
qrj

− E ′
qrj0

)(GilBij −BilGij),

p13 =
∑n

s=1

s6=j
(E ′

drs
− E ′

drs0
)(E ′

qri
− E ′

qri0
)(GisBij −BisGij),

p23 =
∑n

s=1

s6=j
(E ′

drs
− E ′

drs0
)(E ′

qri
− E ′

qri0
)(GisGij + BisBij),

p33 =
∑n

k=1

k 6=j
(E ′

qk
− E ′

qk0
)(E ′

drj
− E ′

drj0
)(GikBij −BikGij),

p43 =
∑n

k=1

k 6=j
(E ′

qk
− E ′

qk0
)(E ′

drj
− E ′

drj0
)(GikGij + BikBij),

p53 =
∑n

l=1

l 6=j
κl(vdcl − vdcl0)(E

′
drj

− E ′
drj0

)(GilBij −BilGij),

p63 =
∑n

l=1

l 6=j
κl(vdcl − vdcl0)(E

′
drj

− E ′
drj0

)(GilGij + BilBij),

p54 =
∑n

l=1

l 6=j
κl(E

′
drj

− E ′
drj0

)(E ′
qrj

− E ′
qrj0

)(GliBij − BliGij),

p64 =
∑n

l=1

l 6=j
κl(E

′
drj

− E ′
drj0

)(E ′
qrj

− E ′
qrj0

)(GliGij + BliBij),

z = X ′
diβi, βi = X ′

di(
1
Vti

− 1
Vti0

),

q2 = (
E′

qri

Vti
+

E′

dri

Vti
− E′

dri0

Vt0
−−E′

qri0

Vt0
).

φ̃i9 =
[

0 0 0 0
]

. (9.20)

ψ̃i1 =
[

0 0 0 0
]

. (9.21)
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ψ̃i3 =
[

0 0 0 0
]

, ψ̃i4 = −ψ̃i2. (9.23)
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ψ̃i8 = βψi2 +
1
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,

where

r51 =
∑n

l=1

l 6=j
wl(E

′
drj

− E ′
drj0

)(E ′
qrj

− E ′
qrj0

)(GliBij − BliGij),

r52 =
∑n

l=1

l 6=j
wl(E

′
drj

− E ′
drj0

)(E ′
qrj

− E ′
qrj0

)(GliGij + BliBij),

r61 =
∑n

l=1

l 6=j
κlwl(E

′
drj

− E ′
drj0

)(E ′
qrj

− E ′
qrj0

)(GliGij + BliBij),

r62 =
∑n

l=1

l 6=j
κlwl(E

′
drj

− E ′
drj0

)(E ′
qrj

− E ′
qrj0

)GliBij −BliGij),

wl = (vdcl − vdcl0).

φ̃i9 =
[

0 0 0 0
]

. (9.27)

The expression for Ξ̃ is not presented here, however, it can be derived in a similar

way as φ̃.
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9.10 Appendix-X

16 machine 5 area study system power-flow data

A1. Machine bus data
Bus number Voltage (pu) Power generation (pu)

1 1.0450 2.50

2 0.9800 5.45

3 0.9830 6.50

4 0.9870 6.32

5 1.0110 5.05

6 1.0500 7.00

7 1.0630 5.60

8 1.0300 5.40

9 1.0250 8.00

10 1.0100 5.00

11 1.0000 10.00

12 1.0156 13.50

13 1.0110 35.91

14 1.0000 17.85

15 1.0000 10.00

16 1.0000 40.00
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A2. Load bus data
Bus number Real load (pu) Reactive load (pu)

17 60.00 3.0000

18 24.70 1.2300

19 0 0

20 6.80 1.0300

21 2.74 1.1500

22 0 0

23 2.48 0.8500

24 3.09 −0.9200

25 2.24 0.4700

26 1.39 0.1700

27 2.81 0.7600

28 2.06 0.280

29 2.84 0.2700

30 0 0

31 0 0

32 0 0

33 1.12 0

34 0 0

35 0 0

36 1.02 −0.1946

37 0 0

38 0 0

39 2.67 0.1260

40 0.6563 0.2353

41 10.00 2.5000

42 11.50 2.5000

43 0 0

44 2.6755 0.0484

45 2.08 0.2100
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A2. Load bus data (continued)

Bus number Real load (pu) Reactive load (pu)

46 1.507 0.2850

47 2.0312 0.3259

48 2.412 0.0220

49 1.64 0.2900

50 1.00 −1.4700

51 3.37 −1.2200

52 1.58 0.300

53 2.527 1.1856

54 0 0

55 3.22 0.0200

56 2.00 0.7360

57 0 0

58 0 0

59 2.34 0.8400

60 2.088 0.7080

61 1.04 1.2500

62 0 0

63 0 0

64 0.09 0.8800

65 0 0

66 0 0

67 3.20 1.5300

68 3.29 0.3200

69 0 0
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A3. Line data:
From bus To bus R (pu) X (pu) Line charging (pu) Tap ratio

54 1 0 0.0181 0 1.0250

58 2 0 0.0250 0 1.0700

62 3 0 0.0200 0 1.0700

19 4 0.0007 0.0142 0 1.0700

20 5 0.0009 0.0180 0 1.0090

22 6 0 0.0143 0 0250

23 7 0.0005 0.0272 0 0

25 8 0.0006 0.0232 0 1.0250

29 9 0.008 0.0156 0 1.0250

31 10 0 0.0260 0 1.0400

32 11 0 0.0130 0 1.0400

36 12 0 0.0075 0 1.0400

17 13 0 0.0033 0 1.0400

41 14 0 0.0015 0 1.0000

42 15 0 0.0015 0 1.0000

18 16 0 0.0030 0 1.0000

36 17 0.0005 0.0045 0.3200 0

49 18 0.0076 0.1141 1.1600 0

68 19 0.0016 0.0195 0.3040 0

19 20 0.0007 0.0138 0 1.0600

68 21 0.0008 0.0135 0.2548 0

21 22 0.0008 0.0140 0.2565 0

22 23 0.0006 0.0096 0.1846 0

23 24 0.0022 0.0350 0.3610 0

68 24 0.0003 0.0059 0.0680 0

54 25 0.0070 0.0086 0.1460 0
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A3. Line data (continued):

From bus To bus R (pu) X (pu) Line charging (pu) Tap ratio

25 26 0.0032 0.0323 0.5310 0

37 27 0.0013 0.0173 0.3216 0

26 27 0.0014 0.0147 0.2396 0

26 28 0.0043 0.0474 0.7802 0

26 29 0.0057 0.0625 1.0290 0

28 29 0.0014 0.0151 0.2490 0

53 30 0.0008 0.0074 0.4800 0

61 30 0.0019 0.0183 0.2900 0

61 30 0.0019 0.0183 0.2900 0

30 31 0.0013 0.0187 0.3330 0

53 31 0.0016 0.0163 0.2500 0

30 32 0.0024 0.0288 0.4880 0

32 33 0.0008 0.0099 0.1680 0

33 34 0.0011 0.0157 0.2020 0

35 34 0.0001 0.0074 0 0.9460

34 36 0.0033 0.0111 1.4500 0

61 36 0.0022 0.0196 0.3400 0

61 36 0.0022 0.0196 0.3400 0

68 37 0.0007 0.0089 0.1342 0

31 38 0.0011 0.0147 0.2470 0

33 38 0.0036 0.0444 0.6930 0

41 40 0.0060 0.0840 3.1500 0

48 40 0.0020 0.0220 1.2800 0

42 41 0.0040 0.0600 2.2500 0

18 42 0.0040 0.0600 2.2500 0

17 43 0.0005 0.0276 0 0

39 44 0 0.0411 0 0

43 44 0.0001 0.0011 0 0

35 45 0.0007 0.0175 1.3900 0

39 45 0 0.0839 0 0

44 45 0.0025 0.0730 0 0

38 46 0.0022 0.0284 0.4300 0

53 47 0.0013 0.0188 1.3100 0

47 48 0.0025 0.0268 0.4000 0

47 48 0.0025 0.0268 0.4000 0

46 49 0.0018 0.0274 0.2700 0

45 51 0.0004 0.0105 0.7200 0

50 51 0.0009 0.0221 1.6200 0

37 52 0.0007 0.0082 0.1319 0

55 52 0.0011 0.0133 0.2138 0

53 54 0.0035 0.0411 0.6987 0

54 55 0.0013 0.0151 0.2572 0
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A3. Line data (continued):

From bus To bus R (pu) X (pu) Line charging (pu) Tap ratio

55 56 0.0013 0.0213 0.2214 0

56 57 0.0008 0.0128 0.1342 0

57 58 0.0002 0.0026 0.0434 0

58 59 0.0006 0.0092 0.1130 0

57 60 0.0008 0.0112 0.1476 0

59 60 0.0004 0.0046 0.078 0

60 61 0.0023 0.0363 0.3804 0

58 63 0.0007 0.0082 0.1389 0

62 63 0.0004 0.0043 0.0729 0

64 63 0.0016 0.0435 0 1.0600

62 65 0.0004 0.0043 0.0729 0

64 65 0.0016 0.0435 0 1.0600

56 66 0.0008 0.0129 0.1382 0

65 66 0.0009 0.0101 0.1723 0

66 67 0.0018 0.0217 0.3660 0

67 68 0.0009 0.0094 0.1710 0

53 27 0.0320 0.3200 0.4100 1.0000

69 18 0.0006 0.0144 1.0300 0

50 69 0.0006 0.0144 1.0300 0
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16 machine 5 area test system dynamic data

B1. Machine data in pu:

Machine Bus Base MVA Xls Rs Xd X ′
d X”d T ′

do (s) T”do (s)

1 1 100 0.0125 0.0 0.1 0.031 0.025 10.2 0.05

2 2 100 0.035 0.0 0.295 0.0697 0.05 6.56 0.05

3 3 100 0.0304 0.0 0.2495 0.0531 0.045 5.7 0.05

4 4 100 0.0295 0.0 0.262 0.0436 0.035 5.69 0.05

5 5 100 0.027 0.0 0.33 0.066 0.05 5.4 0.05

6 6 100 0.0224 0.0 0.254 0.05 0.04 7.3 0.05

7 7 100 0.0322 0.0 0.295 0.049 0.04 5.66 0.05

8 8 100 0.0028 0.0 0.29 0.057 0.045 6.7 0.05

9 9 100 0.00298 0.0 0.2106 0.057 0.045 4.79 0.05

10 10 100 0.0199 0.0 0.169 0.0457 0.04 9.37 0.05

11 11 100 0.0103 0.0 0.128 0.018 0.012 4.1 0.05

12 12 100 0.022 0.0 0.101 0.031 0.025 7.4 0.05

13 13 200 0.0030 0.0 0.0296 0.0055 0.004 5.9 0.05

14 14 100 0.0017 0.0 0.018 0.00285 0.0023 4.1 0.05

15 15 100 0.0017 0.0 0.018 0.00285 0.0023 4.1 0.05

16 16 200 0.0041 0.0 0.0356 0.0071 0.0055 7.8 0.05
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B1. Machine data (continued):

machine Xq (pu) X ′
q (pu) X”q (pu) T

′
qo (s) T”qo (s) H (s) D

1 0.069 0.028 0.025 1.5 0.035 42.0 4.0

2 0.282 0.060 0.05 1.5 0.035 30.2 9.75

3 0.237 0.050 0.045 1.5 0.035 35.8 10

4 0.258 0.040 0.035 1.5 0.035 28.6 10

5 0.31 0.060 0.05 0.44 0.035 26.0 3

6 0.241 0.045 0.04 0.4 0.035 34.8 10

7 0.292 0.045 0.04 1.5 0.035 26.4 8

8 0.280 0.050 0.045 0.41 0.035 24.3 9

9 0.205 0.050 0.045 1.96 0.035 34.5 14

10 0.115 0.045 0.04 1.5 0.035 31.0 5.56

11 0.0123 0.015 0.012 1.5 0.035 28.2 13.6

12 0.095 0.028 0.025 1.5 0.035 92.3 13.5

13 0.0286 0.005 0.004 1.5 0.035 248.0 33

14 0.0173 0.0025 0.0023 1.5 0.035 300.0 100

15 0.0173 0.0025 0.0023 1.5 0.035 300.0 100

16 0.0334 0.006 0.0055 1.5 0.035 225.0 50

C1. DC excitation system data:

machine Tr (s) KA TA (s) Vrmax (pu) Vrmin (pu) KE (s) TE Aex Bex

1 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

2 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

3 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

4 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

5 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

6 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

7 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

8 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

C1. DC excitation system data:

machine Tr (s) Ka Vrmax (pu) Vrmin (pu) Kpss (s) T1 (s) T2 (s) T3 (s) T4 (s)

9 0.01 200 5 -5 12
377

0.1 0.2 0.1 0.2
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9.11 Appendix-XI

10-machine, New England System Power Flow Data

A1. Machine bus data
Bus number Voltage (pu) Power generation (MW)

1 1.04550 250.00

2 1.04360 572.93

3 1.02038 650.00

4 0.99780 632.00

5 0.99355 508.00

6 0.99651 650.00

7 0.94083 560.00

8 0.95460 540.00

9 1.01114 830.00

10 1.00861 1005.729

A2. Load bus data
Bus number Real load (pu) Reactive load (pu)

1 0.00 0.00

2 0.00 0.00

3 322.00 2.40

4 500.00 1.0300

5 0.00 0.00

6 0.00 0.00

7 233.8 840.00

8 522 176

9 0.00 0.00

10 0.00 0.00
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A2. Load bus data (Continued)

Bus number Real load (pu) Reactive load (pu)

11 0.00 0.00

12 8.50 88.00

13 0.00 0.00

14 0.00 0.00

15 320.00 153.00

16 329.40 323.00

17 0.00 0.000

18 158.0 30.00

19 0.00 0.00

20 680.00 103.00

21 680.00 103.00

22 0.00 0.00

23 247.00 84.00

24 308.60 −92.200

25 224.00 47.20

26 139.00 17.00

27 281.00 75.50

28 206.00 27.60

29 283.50 126.90

31 9.20 4.60

39 1104.00 250.00
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A3. Line data:
From bus To bus R (pu) X (pu) Line charging (pu)

1 2 0 0.0181 0

1 39 0 0.0250 0

2 3 0 0.0200 0

2 25 0.0007 0.0142 0

3 4 0.0009 0.0180 0

3 18 0 0.0143 0

4 5 0.0005 0.0272 0

4 14 0.0006 0.0232 0

5 6 0.008 0.0156 0

5 8 0 0.0260 0

6 7 0 0.0130 0

6 11 0 0.0075 0

7 8 0 0.0033 0

8 9 0 0.0015 0

9 39 0 0.0015 0

10 11 0 0.0030 0

10 13 0.0005 0.0045 0.3200

13 14 0.0076 0.1141 1.1600

14 15 0.0016 0.0195 0.3040

15 16 0.0007 0.0138 0

16 17 0.0008 0.0135 0.2548

16 19 0.0016 0.0195 0.3040

16 21 0.0008 0.0135 0.2548

16 24 0.0003 0.0059 0.0680

17 18 0.0007 0.0082 0.1319

17 27 0.0013 0.0173 0.3216

21 22 0.0008 0.0140 0.2565

22 23 0.0006 0.0096 0.1846

23 24 0.0022 0.0350 0.3610

25 26 0.0032 0.0323 0.5130

26 27 0.0014 0.0147 0.2396

26 28 0.0043 0.0474 0.7802

26 29 0.0057 0.0625 1.02900

28 29 0.0014 0.0151 0.2490
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10-machine New England System Dynamic Data

B1. Machine data in pu:

machine Bus Base MVA Xls Rs Xd X ′
d X”d T ′

do (s) T”do (s)

1 30 100 0.0125 0.0 0.1 0.031 0.025 10.2 0.05

2 31 100 0.035 0.0 0.295 0.0697 0.05 6.56 0.05

3 32 100 0.0304 0.0 0.2495 0.0531 0.045 5.7 0.05

4 33 100 0.0295 0.0 0.262 0.0436 0.035 5.69 0.05

5 34 100 0.027 0.0 0.33 0.066 0.05 5.4 0.05

6 35 100 0.0224 0.0 0.254 0.05 0.04 7.3 0.05

7 36 100 0.0322 0.0 0.295 0.049 0.04 5.66 0.05

8 37 100 0.0028 0.0 0.29 0.057 0.045 6.7 0.05

9 38 100 0.00298 0.0 0.2106 0.057 0.045 4.79 0.05

10 39 100 0.0199 0.0 0.169 0.0457 0.04 9.37 0.05

B1. Machine data (continued):

machine Xq (pu) X ′
q (pu) X”q (pu) T

′
qo (s) T”qo (s) H (s) D

1 0.069 0.028 0.025 1.5 0.035 42.0 4.0

2 0.282 0.060 0.05 1.5 0.035 30.2 9.75

3 0.237 0.050 0.045 1.5 0.035 35.8 10

4 0.258 0.040 0.035 1.5 0.035 28.6 10

5 0.31 0.060 0.05 0.44 0.035 26.0 3

6 0.241 0.045 0.04 0.4 0.035 34.8 10

7 0.292 0.045 0.04 1.5 0.035 26.4 8

8 0.280 0.050 0.045 0.41 0.035 24.3 9

9 0.205 0.050 0.045 1.96 0.035 34.5 14

10 0.115 0.045 0.04 1.5 0.035 31.0 5.56
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C1. DC excitation system data:

machine Tr (s) KA TA (s) Vrmax (pu) Vrmin (pu) KE (s) TE Aex Bex

1 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

2 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

3 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

4 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

5 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

6 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

7 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

8 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

9 0.01 40 0.02 10 -10 1 0.785 0.07 0.91

10 0.01 40 0.02 10 -10 1 0.785 0.07 0.91
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