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Abstract

The delicate energetic balance between the competing symmetric and asym-

metric magnetic interactions found in magnetic skyrmion materials provides an

interesting framework to investigate the fundamental properties of novel spin

textures and the potential technological applications of topological spin vortices.

The projects in this thesis take advantage of a set of complementary techniques,

namely, elastic magnetic neutron scattering, inelastic photon scattering and

SQUID magnetisation, that enable us to investigate the effect of changes in the

atomic lattice and external stimuli upon correlated electron systems such as the

multiferroic skyrmion material Cu2OSeO3.

Small angle neutron scattering has been extensively used to investigate the

emergence of magnetic skyrmion long range magnetic ordering in different ma-

terials since the distance between these magnetic vortices usually lies between

10 and 200 nm, which is within the resolution of this technique. Moreover, the

reciprocal space resolution and intense neutron flux of the state-of-the-art small

angle neutron scattering instruments at the Australian Centre for Neutron Scat-

tering has proved to be comparable to the best neutron instruments around the

world and sensitive to small variations in magnetic neutron scattering patterns

from small single crystals. Additionally, the Raman scattering setup at the Ulrich

laboratories in the School of Physics of UNSW allows us to investigate the spin

dynamics of small samples under different sample environments with excellent

energy resolution.
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Furthermore, the extensive sample growth and characterisation experience of

our collaborators in the Tilo Soehnel group at the University of Auckland has

enabled us to investigate the role of different thermal protocols, sample orienta-

tions, and light illumination on the stability of the long-range magnetic ordering

of pristine and atomically substituted single crystals of Cu2OSeO3. The combined

projects have unveiled the role of thermal fluctuations, magnetic anisotropies,

thermal protocols, and internal pressure in the transition from non-topological to

topological spin states of matter.
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CHAPTER 1

Background

1.1 Introduction to magnetic skyrmions

1.1.1 What is a skyrmion?

T. H. R. Skyrme proposed non-linear point-singularity particles – which are com-

monly referred to as skyrmions – as a model for hadrons in the context of field

theory [1]. This model has been extended to different branches of physics such

as the study of black hole solutions in cosmology, electric polarisation and mag-

netic ordering in transition metal oxides [2–5]. My Ph.D. project focuses on mag-

netic skyrmions: topological stable particle-like objects comparable to a spin vor-

tex at the nanometre scale. An individual skyrmion is a set of rotating coplanar

spins that usually form structures with a radius between 10-100 nm. Moreover,

a long-range skyrmion order consists of several individual skyrmions forming a

magnetic lattice and their most common symmetry is hexagonal across a plane

normal to the direction of application of an external magnetic field (see figure 1.1,

and table 1.1) [6].

Skyrmion lattices can appear in non-centrosymmetric chiral lattices as con-

sequence of competing symmetric ferromagnetic exchange and antisymmetric

Dzyaloshinskii-Moriya interactions. This competition may also induce a helical

1
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(a) Schematic of a Hedgehog spin con-

figuration (figure taken from [7])

(b) A 2D skyrmion lattice normal to an

applied B⃗ (figure taken from [8])

Figure 1.1: a) Illustration of a single spherical skyrmion, where each arrow rep-

resents the direction of the magnetic moment of a single ion pointing outwards

and b) a lattice of 2D magnetic skyrmions parallel to an applied magnetic field.

magnetic ground state and field-induced conical states [6]. Moreover, the dy-

namics of magnetic skyrmions resemble the behaviour of flux line vortices found

in high-temperature superconductors. Most skyrmion systems discovered are

metallic, e.g. MnSi, FeGe and the room temperature skyrmion host Co8Zn8Mn4

[9]. However, Cu2OSeO3 is – to the best of our knowledge – the only magneto-

electric multiferroic skyrmion host, which opens avenues for the manipulation of

magnetic skyrmions through applied electric fields [10]. Notice that investigating

skyrmion dynamics could serve as an avenue to investigating the fundamental

properties of the Higgs Boson and Abrikosov vortices in type-II superconduc-

tors [11]. For the experimental investigation of magnetic skyrmions, real-space

techniques (e.g. Lorentz TEM, atomic force microscopy, and scalar magnetic X-

ray tomography [12]), and reciprocal-space techniques (e.g. SANS and SAXS)

provide detailed information on the formation of the skyrmion lattice, while in-

elastic neutron scattering and Raman scattering can probe the related spin- and

lattice- excitations in the magnetic phases of Cu2OSeO3 and their energy scales

(see sections 2.2, 2.4, and 1.2.4). Thus, our experiments aim help unveiling the

complex quantum mechanical mechanisms behind the formation and stabiliza-

tion of skyrmion lattices.

†BaFe11.79Sc0.16Mg0.05O19
†La1.37Sr1.63Mn2O7
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Category Symmetry Material TC (K) λ (nm) Conduction

Chiral 6-fold MnSi [9, 13] 30 18 Metal

lattice Fe1−xCoxSi [14, 15] < 36 40 - 230 Semimetal

FM MnGe [16] 170 3 Metal

FeGe [17] 278 70 Metal

Cu2OSeO3[5, 18] 58 62 Insulator

Centro- Y3Fe5O12 [19] 560 > 500 Insulator

symmetric RFeO3 [19] > 600 > 106 Insulator

FM BFSMO* [20] > 300 200 Insulator

LSMO† [21] 100 160 Insulator

Interface 4-fold Fe(hcp)/Ir(111) [22] > 300 1 Metal

FePd/Ir(111) [23] > 300 7 Metal

Co8Zn8Mn4 [24] > 300 ∼ 120 Metal

Fe2−xPdxMo3N 100 60 Metal

Table 1.1: Comparison of the temperature, field and symmetry conditions in

which different materials host magnetic skyrmion lattices. The differences can

be explained in terms of the balance of the magnetic interactions involved (see

Sections 1.1.2, 1.3), the dimensionality of the samples, as well as the shape and

size of the overlapping electron orbitals. Data extracted from [7, 24–26].

Types of skyrmions

The different symmetries of the magnetic interactions (see section 1.1.2) under

the appropriate balance may give rise to two different kinds of two-dimensional

magnetic skyrmions usually referred to as Néel- and Bloch-skyrmions. In the so

called Bloch-type skyrmions, the direction of the spin vectors are tilted both in

the radial (from the outer border to the center) and tangential components, while

in the case of Néel-type skyrmions the spin vectors only rotate in the radial com-

ponent (see figure 1.2). The different spin rotations represented by Néel- and

Bloch-skyrmions can emerge from the relation between the crystalline symme-

tries and the lattice sites of the magnetic ions or the presence of crystallographic

defects such as an interface, heterostructures, or magnetic domain walls [27].
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a b

Figure 1.2: The spin configuration of 2D skyrmions responds to the underlying

crystalline and spin-spin interaction symmetries, which can result in a) Bloch-

and b) Néel-type skyrmions. The lower part of both a) and b) illustrate the cross

section for the depicted configurations (image taken from [27]).

1.1.2 Magnetic interactions

Although magnetic phenomena have been known since the times in which Plato

and Aristotle mentioned permanent magnets made of magnetite (Fe3O4) and

written records of the use of magnetic compasses date back to ∼1040 A.D., hu-

manity had to wait until the nineteenth century to develop the classical theory

of magnetism from the hands of Oersted, Biot, Savart, Ampere, and Maxwell,

among others. However, the classical theory of magnetism fails to predict the on-

set of a macroscopic magnetisation in solids, for example, in ferromagnets. Thus,

the existence of the intrinsic spin magnetic moment of electrons explained by the

quantum exchange interaction is crucial in explaining macroscopic magnetic phe-

nomena. Moreover, the origin of the relation between electricity and magnetism

is of relativistic nature. [28–30].

Non-centrosymmetric spin environments such as the unit cell of Cu2OSeO3

host spin exchange interactions that can be separated into two terms: a symmet-

ric term known as the ferromagnetic exchange interaction and the antisymmetric

Dzyaloshinskii-Moriya interaction. In principle, magnetic exchange interactions

arise as a consequence of the asymmetry of the total wave function of a fermionic

system imposed by Pauli’s exclusion principle, which yields an energy difference

between symmetric and antisymmetric electron spin configurations [31, 32]. In

the following paragraphs we will introduce the mechanisms behind magnetic or-

dering in solids.
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Direct exchange

When the ions carrying a magnetic moment are nearest neighbours, the overlap

between the relevant orbitals might be enough to enable direct exchange interac-

tions, as in the case of ferromagnetic compounds containing 3d transition metal

ions of iron, nickel and cobalt. Werner Heisenberg proposed a model for well

localised magnetic moments, in which we assume that the orbital magnetic mo-

ment does not contribute, and the spins interact through the exchange interaction.

Thus, the exchange energy of the Heisenberg Model is expressed by equation 1.1.

Here, Jij stands for the exchange constant between spins at lattice sites i and j and

contains the energy effects of exchanging particles, and S⃗i and S⃗j represent the

spin vectors for two neighbouring ions.

Ĥex = −∑
ij

JijS⃗i · S⃗j (1.1)

Notice, this interaction is usually very short-ranged due to the spatial depen-

dence of the exchange constant. Generally, the solutions of the Heisenberg model

are complicated, but J < 0 usually leads to ferromagnetic ground states while an-

tiferromagnetism is the consequence of J > 0. Moreover, the assumption of well

localised magnetic moments is a reasonable approximation for heavy ions such

as 4 f transition metals, but is not accurate describing the interactions between

3d ions even if we take into consideration additional terms stemming from the

orbital magnetic moment [33].

Superexchange interaction

Low temperature antiferromagnetism has been observed in oxides in which the

magnetic ions have no direct orbital overlap. In order to explain this, we must

consider some kind of indirect exchange. In the case of transition metal ox-

ides, fluorides and many other solids, the indirect exchange interaction between

two magnetic ions takes place through the overlap with an intermediate non-

magnetic ion (see figure 1.3). Usually, this interaction favours the formation of

antiferromagnetic ground states [34].

Since this interaction involves two different orbital overlaps, it is a second-
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Figure 1.3: Illustration of the electron orbital overlaps involved in the superex-

change interactions along a Mn2+ - O - Mn2+ bond (image adapted from [35]).

order process that can be described using second-order perturbation theory in a

tight binding model. This approach reveals that the exchange constant is directly

proportional to the square of the transition matrix – dominated by the hopping

integral t – and inversely proportional to the energy required to reach the ex-

cited electron state, which is determined by the Coulomb energy U. Ergo, the

superexchange interaction is often described by a coupling constant of the type

JSE ∼ −t2/U, with the contribution of the direct exchange interaction being neg-

ligible. Moreover, due to the role of the intermediate ion, the strength of this

interaction depends on the metal-oxygen-metal bond distance and angles.

Double exchange

Figure 1.4: Illustration of the double exchange interaction mechanism. Two dif-

ferent scenarios are considered: a) an electron in the eg state can easily jump into

a vacancy on another lattice site if the spins of the electrons in the destination

are parallel to the spin of the hopping electron, b) the same eg cannot jump into

another lattice site if a spin-flip is necessary (image taken from [34]).
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A different kind of indirect exchange interaction, which may take place be-

tween the outermost electrons of mixed valency magnetic ions, that is, ions of

the same element but with different state of oxidation. For instance, let us con-

sider the ferromagnetic state of metallic 17.5% Sr-doped LaMnO3, which contains

ions of both Mn3+ and Mn4+ in different lattice sites. In this case, it is energeti-

cally favourable that the eg electrons hop from one lattice site to a neighbouring

lattice site if a eg vacancy in which the t2g spins are aligned parallel to the spin

orientation of the hopping eg electron, i.e. the electron hops without flipping its

spin orientation, hence, electron hopping favours the onset of a ferromagnetic

state (see figure 1.4 (a)). Notice, that a spin flip of the hopping electron increases

the kinetic energy since it entails that the eg electron undergoes a strong in-site

exchange interaction with the electrons in the t2g energy state at the eg vacancy

site (see figure 1.4 (b)).

Anisotropic exchange or Dzyaloshinskii-Moriya interaction (DMI)

Until now, we have disregarded the effects of orbital magnetic moments, which

we consider in this interaction. Dzyaloshinskii and Moriya suggested that the

coupling between the spin and orbital degrees of freedom of electrons, which is

known as spin-orbit coupling and whose energy is proportional to the product

of both spin and orbital moments L̂ · Ŝ, can induce an electronic excited state in

one of the neighbour ions. The exchange interaction between an excited ion and

a neighbour in its ground state is modelled through equation 1.2 [36–38].

ĤDMI = D⃗ · S⃗i × S⃗j, |D⃗| ∼ λx⃗ × r⃗ij (1.2)

where S⃗i and S⃗j represent the spin vectors for the neighbouring ions; D⃗ is a vec-

tor that depends on the symmetry of the crystallographic unit cell, and its magni-

tude is proportional to the strength of the spin-orbit coupling of the ground-state

electrons, λ, and the ion displacements r⃗ij and x⃗. The magnitude of D⃗ becomes

zero when the bond between the interacting ions has an inversion center, and

acquires a finite value in non-centrosymmetric environments. Moreover, the di-

rection of D⃗ will be either parallel or perpendicular to the relative displacement

x⃗ of the magnetic ions depending on the crystallographic symmetries. In order
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to minimize the energy of the spins, they tend to align 90◦ away from each other

across a plane perpendicular to the D⃗ vector (see figure 1.2). Consequently, if

D⃗ ̸= 0, the magnetic moments tend to be tilted. A possible consequence of this

spin canting is a small macroscopic magnetisation observed in antiferromagnets

with no inversion centre in their unit cell, which is known as weak ferromag-

netism as in the cases of LaCu2O4, CoCO3, MnCO3 and alpha iron oxide.

O2–

S1 S2r12

x

Weak ferromagnetism (LaCu2O4)

O2– Cu2+

Mweak

a) b)

Figure 1.5: a) The Dzyaloshinskii-Moriya interaction induces a canting of the

magnetic moments (green arrows) of two ions – one in its ground state and the

other in an excited state – sitting on lattice sites 1 and 2. This canting is per-

pendicular to the relative displacement vectors r⃗12 and x⃗. Panel b) illustrates a

canted configuration (vertical plane) of the Copper spins in LaCu2O4, in which

the Dzyaloshinskii-Moriya interaction gives rise to a weak ferromagnetic mo-

ment (image adapted from [39]).

1.1.3 Quantum topological effects

Topological protection

Skyrme proposed particles described by an integer topological number that can

not be changed unless an abrupt change takes place in the quantum field describ-

ing these particles, i.e. there is no continuous deformation that could transform a

non-topological state into a topological one, this phenomenon is known as topo-

logical protection of particles [1]. In other words, once the conditions to form

skyrmions are met, a great amount of energy (for more information see [40]) is

required to dissolve these vortices [6, 41]. This is a non-trivial characteristic since

the topological nature of skyrmions governs most of their properties.

The topological number that describes skyrmions is a measure of the winding

around a unit sphere of localised magnetic moments, which in the limit of two
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dimensional magnetic skyrmions is defined by equation 1.3, where N is the topo-

logical winding number and S⃗ represents the direction of the spins within the

(x, y) plane ‡ [41].

N =
1

4π

∫
S⃗ · (∂xS⃗ × ∂yS⃗)dxdy = ±1 (1.3)

Topological Hall effect

In the classical Hall effect, an applied current, jx, induces an electric field, Ey,

which is characterised by the Hall resistivity, ρxy = E − y/jx. Additional contri-

butions to the Hall resistivity may arise, for example, proportional to the mag-

netisation of ferromagnets as in the anomalous Hall effect, or due to Berry phase

effects in topological spin textures [43–48].

The electromagnetic field that emerges from the chiral spin configuration of

magnetic skyrmions produces topological phenomena such as the topological

Hall effect on conduction electrons in metals. It has been experimentally observed

that the translational movement of magnetic skyrmions across a lattice generates

an electromagnetic induction that deviates the trajectory of conduction electrons

through a Lorentz force as described by the Boltzmann equation [6]:

∂t f + v⃗ · ∇⃗r f − e
[
(E⃗ + e⃗) + v⃗ × (B⃗ + b⃗)

]
· ∇⃗k f = −1

τ
( f − f0) (1.4)

where f (⃗r, k⃗, t) is the distribution function of the conduction electrons at time

t, E⃗ and B⃗ are the electric and magnetic fields applied to the sample, e⃗ and b⃗

represent the emergent electric and magnetic fields, and the conduction electrons

are characterised by a wavelength k⃗, velocity v⃗, mean free time τ, equilibrium

distribution f0 and charge −e. Additionally, moving skyrmions deviate their tra-

jectories by virtue of the emergent electromagnetic field in the so-called skyrmion

Hall effect originated by the Lorentz force expressed in the third term on the left

hand side of equation 1.4 (see figure 1.6). Moreover, the induced electromagnetic

field leads to a torque upon the spin of the conduction electrons that fulfils the

Landau-Lifshitz-Gilbert model [6]:

‡Topological structures different from skyrmions are described by N ̸= ±1 [25, 42].
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∂tS⃗ + (⃗j · ∇⃗)S⃗ = −S⃗ × ∂S⃗Hs + S⃗ ×
[
αG∂tS⃗ + β(⃗j · ∇⃗)S⃗

]
(1.5)

in which, S⃗ represents the direction of the spins within the (x, y) plane, j⃗ is the

conduction electrons current density, the spin Hamiltonian is given by Hs, αG

stands for the Gilbert damping constant and non-adiabatic effects are contained

in β. As a consequence of the magnitude of these effects, experimental measure-

ments of the giant topological Hall effect enable the detection of the formation of

magnetic skyrmions in metallic materials [49–52].

Figure 1.6: Illustration of the topological Hall effect. The chiral arrangement of

magnetic moments of skyrmions create an emergent electric (magnetic) field rep-

resented in blue (pink) and denoted by the letter e (b). The yellow arrow illus-

trates the trajectory of the conduction electrons through the lattice and the grey

arrow the trajectory of moving skyrmions (image taken from [6]).

1.2 The material: Cu2OSeO3

1.2.1 Cu2OSeO3: A Multiferroic Transition Metal Oxide

Transition Metal Oxides

It has been extensively proven that Transition Metal Oxides (TMOs) can host ex-

otic physical phenomena such as Mott insulating states, High Temperature Super-

conductivity (HTSC) and Colossal Magnetoresistance (CMR) [39]. The interplay
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between the quantum degrees of freedom of the constituent particles of a solid

determines the resulting structure and properties of the material. These quantum

mechanical interactions in bulk, thin films and TMOs heterostructures, give rise

to a plethora of electronic and magnetic scenarios, ranging from simple metallic

to insulating behaviour or exotic quantum mechanical ground states. The mag-

netic, electronic and mechanical observables in TMOs can exhibit spontaneous

macroscopic orders such as ferro- or antiferromagnetism, ferroelectricity and fer-

roelasticity [53].

The novel properties of TMOs originate on the nature of the partially filled

outer d-electron shells of the transition metal ions. Most stoichiometric 3d TMOs

with half filled bands exhibit antiferromagnetic (AFM) Mott insulating phases,

as modelled by the accepted theoretical framework, which states that the local-

ized 3d states produce strongly correlated bands with a large on-site Coulomb

repulsion (U) and a small bandwidth (W) [54]. Moreover, the Coulomb repulsion

between anisotropic electron orbitals plays a major role in our understanding of

metal-insulator transitions and the properties of TMOs [55]. My research project

focuses on the magneto-optic phenomena of the single 3d transition metal oxide

Cu2OSeO3, whose intriguing properties are introduced in the following sections.

Multiferroics

Multiple ferroic orders can coexist in multiferroic materials. For instance, mag-

netic multiferroics simultaneously break the time- and translation-reversal sym-

metries and allow the coexistence of magnetic and electric polarizations. In some

materials, the magnetic and electric polarisations are coupled to each other, a

condition know as the magnetoelectric coupling, which entails that a change in

the electric polarisation drives a change in the magnetisation or vice versa. Two

noticeable examples of magnetoelectric coupling are given by TbMnO3 and the

room temperature multiferroic BiFeO3. Additionally, multiferroics can be classi-

fied according to their underlying mechanisms as type I and type II multiferroics.

In type I multiferroics, the magnetic and electric order arise from mechanisms

that are mostly independent from each other, which manifests in different onset

temperatures for both orderings, as in the case of BiFeO3. Whereas, in type II
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multiferroics, the onset of magnetic ordering causes an electric polarisation in the

material as an effect of a strong magnetoelectric coupling, which is the case of

TbMnO3 [39, 56–62].

Multiferroic systems open avenues for fundamental research and future tech-

nological applications where the coexistence of both charge and spin components

can be exploited, and one polarisation could be used to drive the other, such as

in data storage and processing, communication and sensor devices [39, 63–65].

Moreover, the manipulation of magnetic components in memory storage devices

through applied electric fields would improve both the speed of data storage and

retrieval processes. This possibilities make of Cu2OSeO3 an interesting skyrmion

host, in which magnetic and electric spontaneous polarisations emerge below

TC ≈ 58 K and prevail in the skyrmion phase [66, 67] (see section 1.4).

1.2.2 Crystal structure

Figure 1.7: The unit cell of Cu2OSeO3 is described by the P213 space group (num-

ber 198 in [68]) together with the B20 alloys. Here, the Copper ions sit inside

trigonal pyramids (green shapes) and square pyramids (blue shapes) in a 1 to 3

ratio that induces a dominant ferrimagnetic term. Red, green, and blue spheres

represent the Oxygen, Selenium and Copper ions, respectively. Image generated

using the crystal visualisation software VESTA [69].

Single crystals and powder samples of Cu2OSeO3 were first grown via chemical
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vapour transport in the context of the study of selenites and tellurites of iron

group ions. X-rays characterisation unveil its unit cell is cubic with ≈8.924 Å

per side at room temperature and belongs to the P213 space group (number 198)

[70–72]. This crystalline structure contains two different oxygen environments

around the copper ions given by three square pyramids and trigonal pyramid of

oxygen bonds per unit cell (see figure 1.7).

1.2.3 Magnetic phases

�
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Figure 1.8: Magnetic phase diagram of Cu2OSeO3 a) single crystals and b) thin

films determined by magnetisation (M), electric polarisation (P) and ac mag-

netic susceptibility measurements (χ′). The small region where a skyrmion lattice

forms on a) bulk samples is shown in greater detail in panel c) and panel b) shows

how the A-phase grows both in temperature and field range when the bulk sam-

ples are cut into thin slabs (image adapted from [5]).

Initially, researchers thought Cu2OSeO3 was a diamond-type superstructure

with 3 of the Cu2+ spins up and 1 spin down yielding a ferrimagnetic ground

state [73]. However, more systematic and sensitive studies reveal a richer mag-

netic phase diagram upon zero-field cooling (see figure 1.8), where the DMI in-

duces a spin canting that leads to a multi-domain helical magnetic ground state
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in which the spins rotate within planes normal to the propagation vector of the

helices. A distortion of the helical phase known as the conical phase occurs

upon application of weak external magnetic fields, in which the spin helices

within a domain acquire a small magnetisation component parallel to the applied

field. Eventually, the spins are completely parallel or antiparallel to the applied

field and the magnetisation saturates in a ferrimagnet. Additionally, hexagonal

skyrmions lattices have been observed in single crystals of Cu2OSeO3 at a nar-

row temperature and tiny magnetic field region – known as the A-phase – close

to the magnetic phase transition temperature (TC ∼ 58 K). However, it has been

reported the area of the A-phase grows when the bulk samples are reduced to a

thin-film [5].

1.2.4 Lorentz Imaging in Cu2OSeO3

Max Knoll and Ernst Ruska (Physics Nobel prize 1986) developed the Transmis-

sion Electron Microscopy (TEM) in 1931. In a TEM instrument, a high energy

electrons (100-1000 keV) is focus on a thin film (≲ 100 nm) with greater resolu-

tion than optical microscopes due to the small electron wavelength. As the beam

passes through the material, the electrons with velocity v⃗ interact electromagnet-

ically with the atoms of the sample and deflect due to a Lorentz force, F⃗, induced

by a transversal magnetic field, B⃗ [74]:

F⃗ = e(⃗v × B⃗) (1.6)

As a result of this force, the number of transmitted electrons and their quan-

tum mechanical phase change according to the transport of intensity equation

1.7. This expression derives from the probability current through the sample and

the continuity equation for a beam of partially coherent electrons propagating

along the z direction with momentum p [75]:

δT(⃗r)
δz

= − h̄
p
∇⃗ ·

(
T(⃗r)∇⃗ϕ(⃗r)

)
(1.7)

where T(⃗r) is the transmitted intensity at position r⃗, ϕ is the phase change

and δzT(⃗r) is the longitudinal probability gradient that can be measured by over
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and under focusing the microscope along the z direction. Equation 1.7 can be

uniquely solved for ϕ once T and δzT are known. Moreover, ϕ contains informa-

tion about the transversal magnetic environment of the ions in the sample.

Figure 1.9: Lorentz TEM colour map of the in-plane magnetisation texture of a

thin slab of Cu2OSeO3 in the a,b) helical and c,d) skyrmion phases with an ap-

plied magnetic field normal to the [110] and [111] axes on the left and right hand

sides. The hue on panel b) uses the colour and opacity to indicate the orientation

and magnitude of the lateral magnetic moments (image extracted from [5]).

This over- and under-focusing method is known as Lorentz TEM imaging and

enables investigating magnetic textures with great resolution. For example, the

real space distribution and orientation of the magnetic moments in a skyrmion

lattice have been measured on thin slabs of pristine Cu2OSeO3 by Tokura et al.

[5], Han et al. [76] and confirmed the hexagonal arrangement of these pseudo-

particles within the skyrmion phase (see figure 1.9).

1.2.5 Latest developments

Skyrmion subphases at high temperature

Tokura, Keimer et al. found rotations of the skyrmion lattice using small angle

neutron scattering around the region of the magnetic phase diagram where they

also found anomalies in the real part of the ac susceptibility [10]. These rotations

of the magnetic lattice manifest as changes in the polar angle of the propagation
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vector, q, of the magnetic Bragg reflections (see also 2.2) [9]. This team accu-

mulated diffraction patterns with the incident neutron beam normal to the plane

containing the ⟨110⟩ and ⟨001⟩ crystallographic axes, and applied a magnetic field

in the [110] direction. The measurements reveal two different regions inside the

A-phase (see figure 1.10); these subphases differ from each other by a sudden ro-

tation of the Bragg peaks. Around T = 57 K and H = 250 Oe, one of the three

propagation vectors is parallel to the ⟨110⟩ vector. However, the skyrmion lattice

undertakes a rotation of 30 degrees that tilts the q vectors so that one of them

points towards the ⟨001⟩ direction around T = 57.5 K and H = 150 Oe. At the

border between these regions, a mixed skyrmion orientation state was observed

although this rotation is not characterised by any ac susceptibility or integrated

neutron scattering intensity anomaly. Interestingly, such rotations of q did not

appear along the helical phase upon different temperature and magnetic field

conditions. A semi empirical Ginzburg-Landau study suggests that the preferred

orientation of the q vectors is influenced by high order magnetic anisotropy terms

given by ∑q(q6
x + q6

y + q6
z)|m⃗q|2 and ∑q(q4

xq2
y + q4

yq2
z + q4

zq2
x)|m⃗q|2 with m⃗q repre-

senting the Fourier transform of the microscopic magnetisation M⃗(⃗r); these two

sums tend to orient the q vectors parallel to ⟨110⟩ or ⟨001⟩ respectively. The ob-

served skyrmion lattice rotations suggest the magnetic anisotropies are weak, but

further theoretical analysis is required.

Second skyrmion phase at low temperature

The recent discovery of a low temperature skyrmion phase stands out among

the extensive research on Cu2OSeO3 since the previous observations of the A-

phase in skyrmion materials strongly suggest this skyrmion lattice is stabilised

by thermal fluctuations close to the magnetic transition temperature, TC. Thus,

the appearance of a long-range skyrmion order at lower temperatures suggests

additional interactions could play the role of thermal fluctuations in this thermal

regime [77].

In a recent Nature Physics publication, Pfleiderer et al. reported the observa-

tion of a second skyrmion phase that is thermodynamically disconnected from
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Figure 1.10: The systematic phase diagram (top) of Cu2OSeO3 measured with

small angle neutron scattering reveals a rotation of the propagation vectors quan-

tified by the angle θ with respect to the ⟨110⟩ axis (lower left panel). The back-

ground colour (lower right panel) indicates the value of this angle. The solid

(open) diamonds indicate the appearance of ac susceptibility anomalies and the

black (open) circles represent the conditions used during the field (temperature)

neutron scattering scans (image taken from [10]).

the small pocket in the magnetic phase diagram located just bellow TC [78]. The

small angle neutron scattering measurements performed on undoped Cu2OSeO3

single crystals generated different phase diagrams depending on the cooling con-

ditions and the orientation of the sample with respect to the applied magnetic

field and the neutron beam (see figure 1.11). Noticeably, the low temperature

skyrmion phase was observed only upon field cooling with the crystallographic

[001] axis of the sample aligned parallel to both the applied magnetic field and

the incoming neutron beam. Furthermore, the temperature and field range of

this new phase is highly influenced by the intensity of the magnetic field applied

during the cooling phase. These neutron scattering observations together with
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Figure 1.11: Magnetic phase diagram of Cu2OSeO3 reported by Pfleiderer et al.

upon a) zero field cooling - field heating with the beam along the [111] axis, b)

zero-field cooling - field heating along the [001] direction, c) field cooling along

[001] and d) high field cooling - field heating along the [001] axis. The bold black

arrows represent the thermodynamic path used during the measurements. (im-

age taken from [78])

specific heat, magnetisation and ac susceptibility features [79] led them to con-

clude that cubic magnetic anisotropies are responsible for the stabilisation of this

low temperature phase.

Mostovoy et al. have extended the observation of the formation of low tem-

perature skyrmions normal to the ⟨001⟩, ⟨110⟩ and the ⟨111⟩ crystallographic

axes during small angle neutron scattering and magnetometry experiments upon

magnetic field cooling [77, 80]. This group claims robust skyrmions can emerge

at low temperatures along all crystallographic directions thanks to competing cu-

bic and exchange anisotropies. Moreover, they observed no gap between the low
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and high temperature skyrmion regions of the phase diagram, which could point

at a smooth transition between stabilisation mechanisms.

1.3 Stabilisation of magnetic skyrmion lattices

Stable magnetic skyrmions latices may form upon an applied magnetic field

as a result of a balance between different magnetic interactions: a) long range

dipole-dipole interactions that favour in-plane ordering in thin films, b) DMI

in magnets with no center of symmetry in their unit cell, c) frustrated magnetic

exchange interactions, and d) 4-spin exchange [6]. My research focuses on

skyrmions in magnetic materials lacking a symmetry center, also known as

non-centrosymmetric. In these helimagnetic materials, the antisymmetric DMI

stabilises a long-range spin canting and may result in the formation of individual

skyrmions that form lattices perpendicular to the applied field within a narrow

region in the temperature-magnetic field phase diagram close to the param-

agnetic transition temperature (see figure 1.10), as it has been experimentally

observed in manganese MnSi, Fe1−xCoxSi, FeGe and Cu2OSeO3. Nevertheless,

helical, conical and skyrmion lattice modulated phases compete to settle down in

these materials and the energetic differences between them are small. Thus, the

energy balance can be tuned by weak interactions such as thermal or magnetic

fluctuations, magnetic anisotropies, dipolar interactions or the softening of the

magnetic modulus. Consequently, external excitations such as applied electric

or magnetic fields, and external or chemical pressure can modify the pocket of

the phase diagram in which skyrmion lattices stabilise [81, 82]. In particular,

thermal fluctuations are deemed as the main energetic contributions driving the

spin-cycloid to skyrmion phase transition in DMI chiral magnets [83, 84].

In addition, it has been reported that the competition between magnetic dipolar

interactions and easy-axis anisotropies generate stable skyrmion lattices in thin

film samples [6]. Although dipolar interactions tend to induce an in-plane mag-

netisation and perpendicular anisotropies favour an out-of-plane ordered state,

their competition renders a ground state described by magnetic stripes that turns

into a skyrmion lattice upon the application of an external magnetic field. Fur-
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thermore, it has been proposed that frustrated exchange interactions and four-

spin exchange interactions can yield to a skyrmion ordered state in frustrated

magnets and atomically layered thin films, respectively.

On the other hand, metastable skyrmion lattices can originate outside their sta-

ble region of the phase diagram; these metastable lattices originate upon ultrafast

FC across the skyrmion phase from the topological protection of skyrmions that

grants them a long lifetime. The lifetime of these particles makes them persistent

at low temperatures upon fast FC (they linger for a week or longer in the case of

MnSi), but increasing thermal fluctuations reduce their lifetime [85].

Moreover, experimental and theoretical evidence suggest that a skyrmion is

strictly protected by its topology only in a continuum, whereas the topological

protection is only partial in the presence of a discrete atomic lattice [86–89]. Con-

sequently, magnetic skyrmions in real materials have a finite lifetime and the

skyrmion collapse rate is related to the Arrhenius law at fixed homogeneous tem-

peratures:

1/τ = k(T)exp
(
−

Eg

kBT

)
(1.8)

where τ indicates the expected lifetime of quasi-equilibrium skyrmions, k(T) is

the Arrhenius prefactor, Eg is the energy gap between the initial skyrmion state

and the final magnetic state, kB is the Boltzmann constant and T the temperature

of the sample.

1.3.1 Classical and topological phase transitions

The stability of a given phase of condensed matter is determined by those con-

ditions that minimise either the thermodynamic Helmholtz free energy given by

F = E − TS (where E is the internal energy of a system with temperature T and

entropy S), or a minimised Gibbs free energy, Φ = F + PV (where P and V repre-

sent the pressure and volume of the system). From these expressions, we can infer

that a disordered state is favoured by an increasing temperature. Conversely, a

reduction of the temperature of a system will increase the plausibility of reach-

ing a ordered state. Usually, this order will manifest through the symmetry of
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the crystallographic lattice, electric or magnetic polarisation or some macroscopic

variable also known as the order parameter, η [38, 90].

In general, the order parameter will be a function of external factors that can

be controlled in a laboratory setting. From this dependence, two different types

of phase transitions emerge: discontinuous phase parameters define first-order

phase transitions and continuous changes of the phase parameter are known as

second-order phase transitions (see figure 1.12).

TTTc Tc
(a () b)

��

Figure 1.12: The continuity of the curve of the order parameter as a function of

an external variable will determine if the phase transition is of (a) second order

or first order (image taken from [90]).

The Landau model

Landau modelled the Gibbs free energy, Φ(P, T, η), as a Taylor series to study

second order phase transitions close to the phase transition temperature, TC, since

the order parameter takes small values in the vicinity of TC:

Φ = Φ0 + αη + Aη2 + Cη3 + Bη4 + . . . (1.9)

where the coefficients will be determined by the conditions that minimise Φ.

Since the phase transition occurs when η = 0, we obtain α = 0. Additionally,

the coefficient A(P, T) should be positive for T > TC and negative below TC

to quench the order parameter above the transition and produce finite positive

values of η at lower temperatures. Hence A(P, T) = a(T − TC). Furthermore, we

can use a similar argument to obtain C = 0. Therefore, the Gibbs free energy is

usually expressed as

Φ = Φ0 + a(T − TC)η
2 + Bη4, (1.10)
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which leads to a stable state when ∂ηΦ = 0. In the case of first order phase

transitions, the coefficient C ̸= 0 may yield to situations in which a second local

minimum arises and manifests either as a metastable state or a new absolute min-

imum. If a new absolute minimum value of the free energy appears at a given

T I
C, the system could abruptly change state and a discontinuous order parameter.

In the case of an inhomogeneous order parameter, η(⃗r), an energy cost is as-

sociated with the variation of space. Thus, the free energy is calculated using

the Ginzburg-Landau functional (which is often used in the context of magnetic

domain walls):

Φ =
∫ (

Aη2(⃗r) + Bη4(⃗r) + G(∇⃗η(⃗r))2
)

d3⃗r (1.11)

Superconducting phase transitions

In this context, the order parameter is interpreted as the wavefunction of the su-

perconducting pair of electrons, ψ, and we obtain the Ginzburg-Landau equation

of superconductors:

1
2m

(
−ih̄∇⃗ − 2e

c
A⃗
)2

ψ + Aψ + 2B|ψ|2ψ = 0 (1.12)

Here the magnetic vector potential A⃗ and m is the mass of the superconduct-

ing pair of electrons. Notice, this equation is not a complete analogous to the

Schroedinger equation since it contains a term proportional to ϕ3. Nonetheless,

the equation can be linearised close to the phase transition, at which ψ tends

to zero. In the context of ferromagnets or magnetic domain walls, we arrive to

a similar equation also known as the Landau-Lifshitz equation. Moreover, the

Ginzburg-Landau formalism has been used to investigate the emergence of mag-

netic spin spirals and skyrmion lattices [9, 91, 92]. In the case of these spin spirals

and magnetic skyrmions, the Ginzburg-Landau functional is written in terms of

the magnetisation, M⃗, in the mean-field approximation as:

Φ(M⃗) =
∫ (

r0M⃗2 + J(∇M⃗)2 + 2DM⃗ · (∇⃗ × M⃗) + UM⃗4 − B⃗ · M⃗
)

d3⃗r (1.13)
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where the third term takes into account the energetic contribution of the rel-

ativistic Dzyaloshinskii-Moriya interaction and the last term considers the cou-

pling between the external magnetic field and the magnetisation vector.

Quantum phase transitions

So far, we have considered the case in which phase transitions take place at a

finite temperature. Nevertheless, in some cases the transition temperature can

be reduced to zero through the application of another control parameter, g, such

as external pressure, electric or magnetic fields or through atomic substitution.

Simultaneous to the reduction of the temperature of the system, quantum effects

start playing a more significant role. In such systems quantum fluctuations keep

the system in a disordered state unless an additional control parameter reaches a

critical value also known as a quantum critical point (T = 0, g = gC).

It has been argued that the phase transition from the tilted spin spiral state

(also known as conical phase) and the skyrmion phase is a Quantum Phase Tran-

sition (QPT) of the first order due to the discontinuous behaviour of the magnetic

susceptibility and of the neutron scattering intensity measured with small-angle

neutron scattering (see Sections 1.2.3 and 2.2) [9, 93, 94]. However, the quan-

tum nature of the transition might not be enough to call this process a QPT since

a topological phase transition takes place between the skyrmion phase charac-

terised by a quantised winding number and the non-topological magnetic phases

next to it, which could be modelled by the melting theory developed by Koster-

litz, Thouless, Halperin, Nelson and Young (KTHNY), which is a corollary of the

theory of topological phase transitions in two-dimensional systems awarded with

the Nobel Prize in Physics on 2016, and consists on a two-step phase transition

governed by the emergence of topological defects [95–99].

1.4 Potential applications of Magnetic Skyrmions

Magnetic skyrmion materials offer broad perspectives for consumer magnetic

nanotechnology applications due to their topological protection and emergence

close to room temperature as in the cases of Co8Zn8Mn4, FeGe thin films and syn-
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thetic antiferromagnetic layers of Pt/Co/Ru [17, 24, 87]. So far, different research

groups have demonstrated the capabilities for skyrmion-based data storage and

processing: writing, reading and processing through the creation, annihilation,

displacement and detection of individual skyrmions. Although the current ad-

vances in skyrmion electronic devices offer higher data density capabilities than

traditional hard drives and low energy consumption based on dissipation-less

skyrmion manipulation, further advances such as full functionality at room tem-

perature are required to compete with current computing technologies [2, 41, 65,

100, 101]. In the next paragraphs, we will introduce some of the conceptual and

prototype electronic components based on magnetic skyrmions.

1.4.1 Skyrmion racetrack memories

Figure 1.13: Schematic of a skyrmion racetrack memory composed of a write head

that induces individual skyrmions through an applied creation current, Ic, a nano

track that hosts the movement of a sequence of individual skyrmions through a

driving current, Id, and a read head that detects skyrmions through a reading

current, Ir. These currents are generated by additional circuits attached to the

racetrack memory (image taken from [65]).

Thin films and nanowires have been engineered as room-temperature data

storage devices usually referred to as magnetic racetracks [102–104]. Magnetic

skyrmions have been successfully used to encode information along racetrack

memories in a similar way to domain wall memories. In these devices, indi-

vidual skyrmions are created at one end of the racetrack and their dynamics

is controlled through an applied electric current. To confine the motion of the

skyrmions, the thickness of the magnetic track is smaller than the diameter of

a single skyrmion in bulk. Moreover, the spacing between single skyrmions in
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a sequence can match the diameter of single skyrmions, which increases the

density of data within these devices (see figure 1.13) [41, 101, 102].

1.4.2 Skyrmion logic devices

A possible extension of the racetrack memory is a skyrmion-based transistor that

controls the propagation of each single skyrmion along the track depending on

the value of an applied electric field at a gate on top of the nano track. To this

end, ferromagnetic racetracks on top of a heavy metal substrate have been pro-

posed. In this case, the gate would locally modify the magnetic anisotropy or the

intensity of the Dzyaloshinskii-Moriya interactions (see figure 1.14) [41].

Figure 1.14: A conceptual skyrmion-based transistor design has been proposed,

in which the skyrmions as injected by a source into a ferromagnetic track. An

electric current that flows along the heavy metal substrate, JHM, would induce

the movement of the individual skyrmions along the track until they reach the

gate. Depending on the voltage at the gate, the skyrmions could be annihilated

or reach the drain where they would be detected (image taken from [65]).

Moreover, it has been proposed to use the quasi-particle topological proper-

ties of individual skyrmions and the development of skyrmion-based transistors

to craft logical AND, OR and NOT gates that would provide a complete set of

instructions for a computer architecture based on this magnetic vortices. Addi-

tionally, it has been proposed that quantum information can be encoded in the

degree of helicity of magnetic skyrmions and this could be manipulated through

applied electric and magnetic fields in skyrmion qubits for quantum computing

[105].
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1.4.3 Skyrmion magnonic and radio-frequency devices

Figure 1.15: a) A simulated periodic skyrmion lattice (top) can work as a

magnonic device and induce gaps in the dispersion relation of magnons (center

left) at frequencies that match the periodicity of the skyrmion lattice. These gaps

can be turned off (center right) when the skyrmion lattice is cleared (bottom).

b) The simulated frequency spectra of magnetic skyrmions can display different

normal modes when the intensity of the DMI is engineered by external stimuli,

thus acting as a frequency filter (Both panels were taken from [41]).

The capability to create and annihilate individual skyrmions opens the door

for the creation of periodical skyrmion lattices that could be used to control the

propagation of spin waves along a wave guide. This spintronic application of

skyrmions could be achieved at a smaller length scale than the currently available

wave guides fabricated via lithographic techniques (see figure 1.15a).

Additionally, the low frequency magnetic excitations (the so called breathing

modes) within single skyrmions could be used to emit radio frequency signals

from individual skyrmions sitting on a magnetic site of a magnetoresistive device.

These devices could be used as frequency filters or detectors in the microwave

range (see figure 1.15b).
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Experimental methods

In this chapter, we will briefly introduce the experimental methods used to detect

skyrmions in real and reciprocal space to gain insight into their behaviour. A

deeper discussion about the techniques used as part of my thesis will be provided

in the following chapter.

2.1 Sample preparation

In this section we explain how our collaborators at the University of Auckland

(Rosanna Rov, Luis Camacho and Tilo Soehnel) prepared the samples using the

Chemical Vapour Transport (CVT) method briefly introduced in section 1.2.2. Let

us now delve deeper into CVT, its results, and the characterisation of the samples

used in this thesis project.

In Chemical Vapour Transport, popularized by Schäfer [106], the solid phase

of two or more precursors are subjected to increased temperatures until they be-

come volatile and susceptible to react and diffuse in the gaseous state. Usually,

a mix of the precursors in the shape of polycrystalline powder is placed inside

one extreme of a quartz tube in which the air content has been replaced with a

vapour transport agent at low pressure and carefully sealed; these quarts tubes

27
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are introduced into a horizontal tubular furnace with decoupled heating heads

that induce a temperature gradient with the higher temperature at the end of

the tube containing the precursors (see figure 2.1). Once the precursors evapo-

rate, they are transported to the cold head of the quartz tube and nucleate at the

surface close to the cold end of tube in the case of endothermic reactions (as in

Cu2OSeO3) or viceversa if the chemical reaction is exothermic. In order to opti-

mise the size and quality of the samples, one must tune the temperature at both

ends of the tube, the time length of the heating and cooling process, the pressure

of the gaseous transport agent and the size of the quartz tube [107].

Figure 2.1: a) Illustration of the Chemical Vapour Transport principle consisting

on a temperature gradient applied upon a sealed quartz tube containing mixed

precursors, a gaseous transport agent and a nucleation site at the sink, and b)

typical samples obtained using this method (image taken from [107]).

As early as in 1976, the CVT method was utilised by Meunier to synthesise sin-

gle crystals of the CuxO(SeO3)x−1 family of compounds, starting with Cu2OSeO3

powder synthesised by a solid state reaction of CuO and SeO2 in a 2:1 molar ra-

tio, and with a final outcome depending strongly on the temperatures imposed

to the ends of the quartz tube [70–72, 108]. In order to avoid polycrystalline sam-

ples and increase the size of the Cu2OSeO3 single crystals, Panela et al. added

seed crystals at the sink side of the quartz tube to induce the nucleation of crys-

tals [109]. The samples used in this thesis project were grown by our collaborators

at the School of Chemistry of the University of Auckland mixing 0.511 g of CuO

(Achtung Chempur 99.99%), 0.489 g of SeO2 (Sigma Aldrich 99.99%) and 0.030 g
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of NH4Cl (Analar BDH 99.5%) as transport agent into a quartz tube of approxi-

mately 10 cm of length evacuated and sealed with an H2/O2 flame, and baking

the mix the mix at a source temperature of 883.15 K and a sink temperature of

813.15 K. As a result, we obtained a batch of single crystals that were rinsed with

ethanol and deionised water.

2.1.1 Sample characterisation

Symmetry Space group Lattice constant (Å) T (K) Reference

Cubic P213 8.925 300 [110]

Cubic P213 8.92082(17) 300.0(1) [76]

Cubic P213 or P4232 8.928(3) ∼ 300 [70]

Cubic P213 8.925 ∼ 300 [71]

Cubic P213 8.91113(1) 10 [72]

Table 2.1: A comparison of the parameters of the unit cell of the single crystal

Cu2OSeO3 samples used in this thesis (first two lines), which were grown by R.

Rov, L. Camacho and T. Soehnel at the U. of Auckland (Rietveld refinement de-

tails in [110] and [76]) with data from different studies confirms the cubic struc-

ture with space group P213 (number 198 in [68]) and shows a strong agreement

on the lattice parameter at room temperature.

Since different crystallographic phases of a CuO-SeO2 system may appear upon

Chemical Vapour Transport, it is essential to distinguish CuOSe3, Cu2OSeO3and

Cu4O(SeO3)3, which result from CuO-SeO2 molar ratios of 1:1, 2:1, and 4/3:1,

respectively. A careful selection of the temperature settings at both ends of the

furnace followed by X-ray Diffraction (XRD) of single crystals crushed to pow-

der has allowed the identification of the sink temperatures at which the differ-

ent phases appear: Cu2OSeO3 is stable for Tsink ≤ 854.65 K, Cu4O(SeO3)3 below

800.45 K, and CuSeO3 below 774.85 K [109]. The lattice parameters obtained from

the X-rays analysis of Cu2OSeO3 are summarised in table 2.1.

Moreover, we performed neutron Laue diffraction to confirm the space group of

the selected samples (more about neutron Laue diffraction in section 2.3). figure
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a)

b)

Figure 2.2: Neutron Laue diffraction on single crystal Cu2OSeO3 as a proof of

crystallographic symmetry and alignment. Panel a) shows a pattern simulated

using the space symmetry group P213 as the input of Orient Express ® with the

neutron beam parallel to the crystallographic ⟨100⟩ axis, and Panel b) shows the

experimental pattern acquired with JOEY at ANSTO [111].

2.2 shows (top panel) a selected diffraction pattern acquired at room tempera-

ture and (bottom panel) a pattern simulated by the Orient Express ® 3.4 software

package using the crystallographic unit cell data as an input [111]. The agreement

between the measured and predicted patterns confirms the lattices parameters of

the Cu2OSeO3 single crystal used for our studies, although small differences arise

from limitations in the software in a) calculating the scattering intensities of the
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observed Bragg peaks based on the scattering length of the elements in the unit

cell at well known coordinates, b) considering the geometry of the crystal used,

which distorts the size of the observed peaks, and c) to consider the three dimen-

sional geometry of the neutron detector.

2.2 Neutrons scattering

Given the wave-like properties of neutrons, electrons and photons, these parti-

cles can be used for scattering applications, in particular when their wavelengths

are similar to the spacial interatomic distance in solids [31, 112–115]. This require-

ment will set constrains to the range of kinetic energies desired for a beam of these

elementary particles (see table 2.2). In the following paragraphs, the concepts of

neutron sources, detectors and optical equipment, magnetic and non-magnetic

small angle neutron scattering instrumentation, data collection and data treat-

ment will be discussed in greater detail.

Property Neutrons Electrons Photons

Wavelength λ (nm) 0.028/
√

E(eV) 1.2/
√

E(eV) 1240/
√

E(eV)

Energy for λ = 1 nm 10 meV 1.5 eV 1.24 KeV

Wavelength for 26 meV 0.17 nm 50 nm 100 µm

Speed for 26 meV 2.2 ×103 m/s 9.56 ×105 m/s 3 ×108 m/s

Energy resolution 5 ×10−2 5 ×10−2 ×10−5

Table 2.2: Energy requirements for scattering experiments with beams of neu-

trons, electrons and photons. A kinetic energy of 26 meV is chosen since it is char-

acteristic of neutrons close to room temperature (values extracted from [116]).

2.2.1 Neutron sources

Neutrons are commonly found in nature bound to an atomic nucleus and a con-

siderable effort most be undertaken to produce a substantial beam of neutrons

since the lifetime of free neutrons is below 15 minutes. The neutron sources avail-

able can be classifies in three main types: natural radioactive sources, nuclear
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fission reactors and spallation sources.

1. Natural sources of radioactivity were used by Chadwick to isolate the neu-

tron and demonstrate its existence as proposed by Rutherford [117–119].

This experiment used (α, n) reactions, and the radioactive decay of Polo-

nium 210 into an α-particle (a Helium 4 nucleus) with a kinetic energy of 5.3

MeV and an atom of Lead 206, to bombard alpha particles onto Beryllium

9 leading to the production of Carbon 12 and free neutrons. The energy of

these free neutrons follows a distribution similar to that of fission sources

and is usually utilised for testing neutron detectors. Furthermore, (γ, n)

sources emit neutrons upon absorption of γ-rays by a natural radioactive

source.

2. Fission sources use Uranium 235, which reacts to thermal neutrons (E = 5-

100 meV, equivalent to a neutron temperature of 60-1000 K) by emitting 180

MeV of energy, two smaller atoms and 2.5 fast neutrons (E =1-2 MeV, equiv-

alent to 1000-6000 K) [116, 120]. Here, the reaction rate can be controlled by

inserting neutron absorbing control rods usually containing Boron. More-

over, the resulting spectrum follows a Maxwellian distribution and con-

tains: cold (E = 0.1-10 meV, equivalent to 1-120 K), thermal and fast neu-

trons, where the flux distribution can be tuned using a moderating material

(usually liquid deuterium or hot graphite to maximise the flux of cold or

hot neutrons, respectively) inside the reactor [121–123].

3. Particle accelerator sources can produce a beam of continuous or pulsed

neutrons by exciting a target with highly energetic particles. The most com-

mon methods are based on the deuterium-tritium (D,T) fusion, breaking

radiation (Bremsstrahlung) of electrons, and accelerated protons at spalla-

tion neutron sources. In (D,T) fusion sources, positively charged deuterium

ions are accelerated to bombard tritium-enriched targets that produce a con-

tinuous neutron beam with a kinetic energy of 14.1 MeV; these sources are

usually used in small laboratory setups. Electron accelerators may be used

to shoot electrons at targets in which the binding energy of the innermost

neutron is lower than the energy of the γ-rays produced by the deceleration
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of electrons hitting the target; these sources usually yield pulsed neutron

beams with an energy of ∼ 150 MeV and a frequency of 25-250 Hz. At spal-

lation sources, a beam of protons with an energy of 5-15 MeV (although dif-

ferent beams could also induce spallation processes) impacts heavy atom

targets and starts an inter-nuclear cascade followed by the release of low

energy neutrons during the evaporation process; these sources usually pro-

duce 20-30 neutrons per proton in a pulsed beam dominated by fast neu-

trons [124, 125].

2.2.2 Neutron detectors

Neutron detectors rely on nuclear reactions that release ionising radiation or

charged particles and their conversion into an electric current. Here, we focus

on 3He and scintillation cameras since these are the technologies used at ANSTO.

Nonetheless, a wider range of options exist [126].

1. Gas detectors consist of ionisation chambers with 3He or 10BF3 between two

metallic plates that creates a small electric current per neutron absorbed. For

example, 3He detectors absorb a thermal neutron and produce a 3H atom

and a proton (3He + n → 3H + p + 764 KeV). Alternatively, proportional

counters confine the gas within small cylindrical tubes with an anode along

its symmetry axis, which creates a currents proportional to the number of

neutrons absorbed and allow detecting single neutrons. Moreover, multi-

wire proportional chambers and micro-pattern gas counters increase spacial

precision [127–129].

2. Scintillator detectors contain photon-emitting neutron absorbing elements.

Here the light is focused and detected through optical lenses and mirrors.

Often photomultipliers or sensitive gas counters of photons, and photo-

graphic films or CCDs convert the photons into an electric pulse [130–133].

2.2.3 Neutron optics

refers to methods for focusing a neutron beam along entire facilities and indi-

vidual instrument by considering the wavelike properties of neutrons (for more
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information read reference [120] or section 4.4.2 of the International Tables for

Crystallography [68]).

Collimators control the direction and reduce the divergence of a beam of neu-

trons along a narrow path. They may consist of two pinholes carved in absorbing

materials and separated by a distance defined by the edges of the sample envi-

ronment. Collimators are frequently used in SANS experiments with pinholes

drilled from Cadmium or Gadolinium thin foils that quench parasitic scattering

induced by diffraction at the edge of the slits [134–136].

Monochromators take advantage of Bragg’s law to select a narrow region of

neutron energies from a polychromatic neutron flux diffracted from either mosaic

or high quality single crystals, with single crystals preferred for greater energy-

selection precision. The most common used monochromators are made of py-

rolithic Graphite, Copper, Silicon and Germanium [137, 138].

Neutron mirrors are usually used as neutron guides to distribute the neutron

flux in large facilities. Non-magnetic materials with a smooth surface may enable

the total internal reflection of neutron waves bellow a critical angle. For example,

Nickel with a critical angle of 0.1 degrees usually leads to neutron mirrors with a

long focal length on grazing incidence mode [139].

Neutron filters suppress high energy neutrons or gamma radiation from the

primary beam, and remove neutrons affected by high order diffraction from the

secondary beam. Hence, neutron filters are selected taking into consideration

the energy dependence of the neutron scattering cross section, which can be di-

vided in an absorption term, a temperature dependent term and a third term that

depends on the orientation of the crystalline structure of the filter. The most fre-

quently used filter materials are Beryllium and pyrolytic Graphite [140, 141].

Neutron choppers and velocity selectors select neutrons depending on their

speed, with pulsed and continuous beams coming out of neutron choppers and

velocity selectors, respectively. In both, neutron absorbing parts rotate parallel to
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the direction of the primary neutron beam, with neutron choppers consisting of

rotating disks and velocity selectors made of curved layers [142–145].

2.2.4 Nuclear and magnetic scattering of neutrons

Figure 2.3: Typical neutron scattering geometry (image taken from [122]).

Neutrons interact with matter through two channels: (1) with atomic nuclei via

the strong force in the fm length scale, and (2) with magnetic moments via dipo-

lar interactions. When a neutron beam hits a target, they can pass through (trans-

mission), merge with an ion (absorption) or deflect (scattering). The scattering

geometry is defined in terms of polar spherical coordinates (see figure 2.3) with

the target sample at the origin, the incident neutron beam parallel to the z-axis,

and a small neutron detector with an area dS placed at a distance r away from the

sample at a polar angle θ, an azimuthal angle ϕ, and solid angle dΩ. Here, the

incident flux of neutrons, Φ, is given by the number of neutrons per second pass-

ing through an unit area perpendicular to the z-axis. Thus, the partial differential

scattering cross section is determined by eq. 2.1:

∂2σ

∂Ω∂E′ =
neutrons detected per second with an energy E′ < E < E + dE′

Φ∂Ω∂E′ (2.1)

We can integrate over the entire range of energies in eq. 2.1 to obtain the differ-

ential cross-section, dσ/dΩ:
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dσ

dΩ
=
∫ ∞

0

(
∂2∂σ

∂Ω∂E′

)
dE′ =

neutrons detected per second
ΦdΩ

(2.2)

dσ/dΩ can also be integrated along all angles to count all the scattered neutrons

detected per second, which defines the total scattering cross section, σtot:

σtot =
∫

all directions

dσ

dΩ
dΩ (2.3)

Let us consider monochromatic neutron beam described by a free parti-

cle wave-function along the z-axis (ψinc = exp(ikz), with magnitude of the

wave-vector, k) irradiates a single fixed nucleus (see figure 2.4). A fixed target

exchanges no kinetic energy with a beam of thermal neutrons since the beam

energy is not enough to excite the target. Moreover, the incident beam consists

of plane waves since the wavelength of thermal neutrons is much larger than the

range of action of the strong nuclear force, and the wave-function of the scattered

neutrons is ψsc = −(b/r)exp(ikr), where the neutron scattering length, b, is a

complex scalar. The imaginary component of b describes an isotope’s neutron

absorption. For simplicity, we will focus on isotopes with a small Im(b) that

allows us to treat it as a real with well tabulated values for each atomic isotope

[122].

Figure 2.4: Schematic of the scattering of an incident neutron plane wave from a

single fixed nucleus (image taken from [146]).

Let v be the velocity of the neutrons, then the number of neutrons detected in

the area dS per second is
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vdS|ψsc|2 = vb2 dS
r2 = vb2dΩ (2.4)

Using equations 2.2 to 2.3 we obtain:

dσ

dΩ
=

vb2dΩ
ΦdΩ

= b2, σtot = 4πb2 (2.5)

Nuclear neutron scattering from solids

For a single atom, the scattering cross section, σ, is the effective area in which

every incident neutron would be scattered, and measures the strength of the

neutron-nucleus interaction [146]. In the case of solid targets, neutrons can scatter

without changing their energy in what we call elastic neutron scattering, or they

can gain/loss energy via inelastic neutron scattering [147]. Since SANS was the

main experimental technique used throughout this thesis, we will focus on elastic

neutron scattering. In elastic neutron scattering (diffraction), the conservation of

energy relates the neutron wavelength, λ, the scattering angle with respect to the

incident beam, 2θ, and the scattering vector, Q⃗, as follows [122]:

|Q⃗| = 4π
sin θ

λ
(2.6)

Moreover, scattered neutrons behave as waves and can interfere constructively

or destructively; in other words, the scattered neutrons will be detected when

they are in phase. Bragg’s law gives the condition for constructive interference:

nλ = 2d sin θ (2.7)

where n is gives the order of the observed scattering peaks, d is the periodic

distance between atomic planes. Consequently, the lattice geometry defines the

diffraction pattern and its symmetries. Furthermore, the intensity of the Bragg

peaks can be used to locate individual elements within the unit cell.

Neutron scattering on periodic magnetic lattices can produce Bragg peaks [5, 9,

148–152]. As in the case of nuclear scattering of neutrons, the magnetic diffraction

patterns provide information about the periodicity and geometry of the mod-

ulations of the magnetic moment of unpaired electrons. Small Angle Neutron
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Scattering (SANS) instruments minimise the scattering angles and maximise the

neutron wavelength to study structures such as magnetically ordered states with

a periodicity of 1-100 Å, such as spin density waves or skyrmions, which were

first observed with SANS in MnSi (see figure 2.5) [9].
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Figure 2.5: First SANS spectra from a skyrmion lattice by Müelbauer et al. [9].

The patterns acquired of a) sample 1 and b) sample 2 exhibit the 6-fold symmetry

of a 2D hexagonal skyrmions lattice (image taken from [9]).

Let us define the differential scattering cross section of equation 2.1 in terms

of the incident neutrons flux, Φ, which has units of number of neutrons per unit

area per second. Here, the detector has solid angle of ∂Ω, an efficiency, η, and

detects neutrons at a rate, C, within a given energy range ∂E′, from a sample with

N identical atoms. Thus [153]:

∂2σ

∂Ω∂E′ =
C

ηΦN∂Ω∂E′ (2.8)

where, N relates to individual atoms in the case of nuclear neutron scattering

or the unpaired spin of magnetic ions in the case of magnetic neutron scatter-

ing. Moreover, using equations 2.2 and 2.8, we get the total number of neutrons

scattered through a solid angle dΩ:

dσ

dΩ
=

C
ηΦN∂Ω

(2.9)

Likewise, the number of neutrons scattered from a solid at all angles, σtot is:

σtot =
C

ηΦN
(2.10)
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In equations 2.8, 2.9, and 2.10, the count rate C is of great experimental rele-

vance and can also be estimated from first principles. Hence, let us define the

neutron scattering cross section (dσ/dΩ)|⃗k0 ,⃗σ0,λ0→⃗k1 ,⃗σ1,λ1
for neutrons with an ini-

tial state characterised by a wave vector k⃗0 and spin polarisation σ⃗0, and a final

state with wave vector k⃗1 and polarisation σ⃗1, while the sample makes a transition

from a state λ0 to a state λ1 [122, 154–156]:

dσ

dΩ

∣∣∣∣⃗
k0 ,⃗σ0,λ0→⃗k1 ,⃗σ1,λ1

=
1

NΦdΩ ∑
k1

W⃗k0 ,⃗σ0,λ0→⃗k1 ,⃗σ1,λ1
(2.11)

where W⃗k0 ,⃗σ0,λ0→⃗k1 ,⃗σ1,λ1
describes the transition rate of the neutron-sample sys-

tem from the initial state k⃗0, σ⃗0, λ0 to k⃗1, σ⃗1, λ1, and the sum is constrained to those

propagation vectors k⃗1 that point towards the detector solid angle dΩ. To evalu-

ate the right-hand side of equation 2.11, we introduce Fermi’s golden rule, which

defines the probability of a transition due to a periodic perturbation using first

order time-dependent perturbation theory [157–160]:

W⃗k0 ,⃗σ0,λ0→⃗k1 ,⃗σ1,λ1
=

2π

h̄

∣∣∣⟨⃗k1⃗σ1λ1|V̂ |⃗k0⃗σ0λ0⟩
∣∣∣2 ρ⃗k1 ,⃗σ1

(2.12)

with V̂ as the neutron-sample interaction potential, and ρ⃗k1 ,⃗σ1,λ1
as the density

of scattered states with an energy E1. To calculate the right hand side of equa-

tion 2.12, we approximate the incident and scattered neutron wave-functions to

plane waves assuming their wavelength is greater than the scattering length of

the interaction, and a finite sample volume V0. Therefore:

|⃗k0⃗σ0⟩ = V−1/2
0 ei⃗k0 ·⃗r |⃗σ0⟩, |⃗k1⃗σ1⟩ = V−1/2

0 ei⃗k1 ·⃗r |⃗σ1⟩ (2.13)

Furthermore, the energy of a plane wave particle of mass m and wave-vector k⃗1

is given by E1 = h̄2k2
1/2m, which can be differentiated on both sides to obtain an

expression the energy range dE1 = h̄2k1dk1/m. Moreover, the product ρ⃗k1 ,⃗σ1
dE1

is defined as the number of scattered neutron states contained in the solid angle

dΩ with kinetic energy between E1 and E1 + dE1, which equates to the amount of

wave-vectors within a small space element k2
1dk1dΩ, i.e.:

ρ⃗k1 ,⃗σ1
dE1 =

V0

(2π)3 k2
1dk1dΩ (2.14)
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if we now divide equation 2.14 by dE1, we obtain:

ρ⃗k1 ,⃗σ1
=

V0

(2π)3
k1m
h̄2 dΩ (2.15)

Considering that the flux of incident neutrons is Φ = v/V0 = h̄k0/mV0, we

may utilise equations 2.12, 2.13, and 2.15 into equation 2.11 to write:

dσ

dΩ

∣∣∣∣⃗
k0 ,⃗σ0,λ0→⃗k1 ,⃗σ1,λ1

=
1
N

k1

k0

(
m

2πh̄2

)2 ∣∣∣⟨⃗k1⃗σ1λ1|V̂ |⃗k0⃗σ0λ0⟩
∣∣∣2 (2.16)

which is independent of the sample size, V0. Moreover, the conservation of

energy of the system formed by the neutrons and the sample imposes a constrain

on equation 2.16. Let the initial and final energies of the sample be Eλ0 and Eλ1 ,

respectively, then E = E0 − E1 = Eλ1 − Eλ0 must be fulfilled, which we model

using a Dirac delta function that preserves the magnitude of the cross-section

since its integrated magnitude equals one [161–164]. Thus, the neutron partial

differential cross section becomes:

∂2σ

∂Ω∂E

∣∣∣∣⃗
k0 ,⃗σ0,λ0→⃗k1 ,⃗σ1,λ1

=
1
N

k1

k0

(
m

2πh̄2

)2 ∣∣∣⟨⃗k1⃗σ1λ1|V̂ |⃗k0⃗σ0λ0⟩
∣∣∣2 δ(E + Eλ0 − Eλ1)

(2.17)

if we now integrate over all the possible final states of the sample, λ1, disregard

the final neutron polarisation, σ⃗1, and take the average across all the possible

states λ0 and σ⃗0 with probabilities pλ0 and p⃗σ0
, respectively, then:

∂2σ

∂Ω∂E

∣∣∣∣⃗
k0→⃗k1

=

1
N

k1

k0

(
m

2πh̄2

)2

∑
λ0 ,⃗σ0

pλ0 p⃗σ0 ∑
λ1 ,⃗σ1

∣∣∣⟨⃗k1⃗σ1λ1|V̂ |⃗k0⃗σ0λ0⟩
∣∣∣2 δ(E + Eλ0 − Eλ1)

(2.18)

which is known as the master equation for neutron scattering. Notice that all

the physics is contained within the matrix element in equation 2.18. Additionally,

the potential energy V̂ can emanate either from nuclear or magnetic interactions

of the neutron with the sample. This matrix element can be expanded as:
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⟨⃗k1⃗σ1λ1|V̂ |⃗k0⃗σ0λ0⟩ =
∫ ∫ ∫

ψ∗
k⃗1

χ∗
σ⃗1

ϕ∗
λ1

V̂ψk⃗0
χσ⃗0

ϕλ0dλdR⃗d⃗r

=
1

V0

∫ ∫ ∫
e−ik⃗1 ·⃗rχ∗

σ⃗1
ϕ∗

λ1
V̂eik⃗0 ·⃗rχσ⃗0

ϕλ0dλdR⃗d⃗r

=
1

V0

∫ ∫ ∫ (
χ∗

σ⃗1
ϕ∗

λ1
V̂χ⃗σ0

ϕλ0

)
ei⃗κ ·⃗rdR⃗d⃗r, κ⃗ = k⃗0 − k⃗1

(2.19)

where dR⃗ = ∏N
i=1 dR⃗i is the product of differential volumes for each nucleus in

the sample, d⃗r is the neutron element of volume, dλ is used to integrate over sam-

ple states, ψ⃗ki
χ⃗σi

is a neutron wave-function, κ⃗ is the momentum transfer vector,

and ϕλi the wave-function of a scattering element (nucleus for nuclear neutron

scattering or spin of unpaired electrons for magnetic neutron scattering). Notice,

equation 2.19 is the Fourier transform of ⟨χ⃗σ1
ϕλ1 |V̂|χ⃗σ0

ϕλ0⟩, hence the neutron

detector provides information in reciprocal space.

Magnetic neutron scattering

The magnetic moment of electrons, µ⃗e, and neutrons, µ⃗n, are given by [35, 165–

167]:

µ⃗e = −2µB⃗s, µB =
eh̄

2me

µ⃗n = −γµN σ⃗, µN =
eh̄

2mp

(2.20)

where µB and µN are the Bohr- and nuclear-magneton, respectively; γ = 1.913

is a constant; mn and mp are the rest mass of the neutron and the proton; and the

Pauli spin operators are represented by σ⃗ and s⃗. Let us consider the magnetic in-

teraction between a neutron and an electron with momentum p⃗. The contribution

of the magnetic moment of the electron, s⃗, to the total magnetic field experienced

by a neutron at a displacement R⃗ is given by

B⃗S = ∇⃗ × A⃗, A⃗ =
µ0

4π

µ⃗e × R̂
R2 , R⃗ = RR̂ (2.21)

whilst the moment of the electron creates a differential current, Id⃗l, that fulfils

Id⃗l = − ep⃗
me

= −2µB p⃗
h̄

(2.22)
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which according to the Biot-Savart law induces a field

B⃗L =
µ0 I
4π

d⃗l × R̂
R2 , (2.23)

with some algebra we arrive to the total magnetic field:

B⃗ = B⃗S + B⃗L =
µ0

4π

[
∇⃗ ×

(
µ⃗e × R̂

R2

)
− 2µB

h̄
p⃗ × R̂

R2

]
(2.24)

and therefore, the potential energy of a neutron in this magnetic field is

V̂ = −µ⃗n · B⃗ =
µ0

4π
γµN2µB⃗σ ·

[
∇⃗ ×

(
s⃗ × R̂

R2

)
︸ ︷︷ ︸

W⃗S

+
1
h̄

p⃗ × R̂
R2︸ ︷︷ ︸

W⃗L

]
(2.25)

with the first term between brackets coming from the spin of the electron and

the second term derived from its orbital momentum. This potential operator can

be plugged into equation 2.18, for which we consider separately the neutron spin

and orbital contributions, and calculate first ⟨⃗k1|V̂ |⃗k0⟩

⟨⃗k1|Ŵ |⃗k0⟩ = ⟨⃗k1|ŴS |⃗k0⟩+ ⟨⃗k1|ŴL |⃗k0⟩ (2.26)

we obtain the i-th electron-spin contribution to this matrix element via

⟨⃗k1|ŴSi |⃗k0⟩ =
∫

e−i⃗k1 ·⃗r
[
∇⃗ ×

(
s⃗i × R̂

R2

)]
ei⃗k0 ·⃗rd⃗r, (2.27)

and using the vector calculus relation

∇⃗ ×
(

s⃗ × R̂
R2

)
=

1
2π2

∫
q̂ × (⃗s × q̂)ei⃗q·R⃗d⃗q

with q⃗ representing a vector in reciprocal space, hence

⟨⃗k1|ŴSi |⃗k0⟩ =
1

2π2

∫ ∫
e−i⃗κ ·⃗r[q̂ × (⃗si × q̂)]ei⃗q·⃗rd⃗qd⃗r, κ⃗ = k⃗0 − k⃗1 (2.28)

if we now consider that the position in the reference frame of the neutron, r⃗,

relates to the position of the i-th electron, r⃗i, and the origin of the laboratory ref-

erence frame, R⃗, via r⃗ = r⃗i + dR⃗, and change variables to integrate over R⃗, then:

∫
ei(⃗κ+q⃗)·R⃗dR⃗ = (2π)3δ(⃗κ + q⃗), (2.29)
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which leads to

⟨⃗k1|ŴSi |⃗k0⟩ = 4πei⃗κ·R⃗[κ̂ × (⃗si × κ̂)] (2.30)

A similar treatment can be applied to determine the contribution of the i-th

electron orbital:

⟨⃗k1|ŴLi |⃗k0⟩ =
1
h̄

∫
ei⃗κ ·⃗r

(
p⃗i × R̂

R2

)
d⃗r (2.31)

which can be solved utilising the following vector calculus identity:

∫
ei⃗κ ·⃗r

(
R̂
R2

)
dR⃗ = 4iπ

κ̂

κ
, (2.32)

and the fact that [( p⃗i × κ̂), (⃗κ · r̂i)] = 0. Therefore

⟨⃗k1|ŴLi |⃗k0⟩ =
1
h̄

ei⃗κ ·⃗ri

∫
ei⃗κ·R⃗

(
p⃗i × R̂

R2

)
dR⃗

=
4iπ
h̄κ

ei⃗κ ·⃗ri( p⃗i × κ̂)

(2.33)

Consequently, we can write the partial differential cross section of equation 2.18

in terms of the potential due to all the electrons in the sample using equations

2.25, 2.30, 2.33, and approximating the proton mass to the neutron mass:

∂2σ

∂Ω∂E

∣∣∣∣⃗
k0→⃗k1

= (γr0)
2 k1

Nk0

∣∣∣∣∣⟨⃗σ1λ1|
(

∑
i
⟨⃗k1 |⃗σ · Ŵi |⃗k0⟩

)
|⃗σ0λ0⟩

∣∣∣∣∣
2

δ(E + Eλ0 − Eλ1)

= (γr0)
2 k1

Nk0
|⟨⃗σ1λ1 |⃗σ · Q̂⊥ |⃗σ0λ0⟩|2δ(E + Eλ0 − Eλ1)

(2.34)

where r0 and Q̂⊥ are:

r0 =
µ0

4π

e2

me
≈ 2.818 fm, Q̂⊥ = ∑

i
ei⃗κ ·⃗ri

[
κ̂ × (⃗si × κ̂) +

i
h̄Q

( p⃗i × κ̂)

]
, (2.35)

the constant r0 is known as the classical electron radius and Q̂⊥ is an operator

related to the magnetisation of the sample. We should also notice the magnetic
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differential cross section is more complicated than its nuclear scattering counter-

part. This difference occurs because the nuclear interactions are central forces,

but the dipole-dipole and dipole-current interactions are not [168–171].

A full-length demonstration of the relation between the magnetisation of the

sample and the operator Q̂⊥ is out of the scope of this thesis, whose details are

extensively discussed in references [122, 172]. Nonetheless, we are able to con-

sider the Q̂⊥ operator as a linear combination of two components: one due to the

spin-spin interaction and a second term arising from the spin-current force. Let

M̂S (⃗r) and M̂L (⃗r) be the spin- and orbital magnetisation operators, with Fourier

transforms M̂S (⃗κ) and M̂L (⃗κ), respectively. Then, Q̂⊥ fulfils

Q̂⊥ = Q̂⊥S + Q̂⊥L = − 1
2µB

κ̂ × {[M̂S (⃗κ) + M̂L (⃗κ)]× κ̂}

= κ⃗ × (Q̂ × κ⃗), Q̂ = − M̂S + M̂L

2µB

(2.36)

which proves that Q̂⊥ is the projection of Q̂ onto a line orthogonal to the vectors

κ⃗ and Q̂× κ̂. Hence, Q̂⊥ is the perpendicular component of the spin contributions

with respect to the scattering vector Q̂, which allows us to directly determine

the direction of the spins. For example, if M̂(⃗r) = M̂S (⃗r) + M̂L (⃗r) points in the

same direction as the incident neutron beam, then we would observe no magnetic

scattering, which is not the case for nuclear neutron scattering. Moreover, Q̂ is

the Fourier transform of the total magnetisation of the sample due to spin and

orbital motion. A time dependent version of the differential cross section can be

obtained if we consider the following relations that arise from the definition of

the Dirac delta function and the action of the time evolution quantum operator

on the states of the scattering system:

δ(E + Eλ0 − Eλ1) =
1

2πh̄

∫ ∞

−∞
exp

[
i(Eλ1 − Eλ0)t

h̄

]
exp (−iEt/h̄)

exp (−iĤt/h̄)|λ0⟩ = exp (−iEt/h̄)|λ0⟩
(2.37)

Therefore, it is possible to prove that the time-dependent differential cross sec-

tion can be written in a general form as:
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∂2σ

∂Ω∂E

∣∣∣∣⃗
k0→⃗k1

=
(γr0)

2

2πh̄
k1

Nk0
∑
α,β

(δαβ − κακβ)
∫
⟨Qα(−κ⃗, 0)Qβ (⃗κ, t)⟩ exp (−iEt/h̄)dt,

(2.38)

with Qβ (⃗κ, t) defined as

Qβ (⃗κ, t) = exp (iĤt/h̄)Qβ (⃗κ) exp (−iĤt/h̄), (2.39)

which is the β component of the Q̂ operator defined in equation 2.36. Further-

more, a general expression for the elastic case of 2.38 is obtained by the thermal

mean of the matrix elements in the differential cross section at the limit of long

times (t → ∞), and integrate over time and energy. The time-independent elastic

cross section is then:

(
dσ

dΩ

)
el
= (γr0)

2 ∑
α,β

(δαβ − κακβ)⟨Qα(−κ⃗)⟩⟨Qβ (⃗κ)⟩ (2.40)

Notice, equation 2.38 contains the Fourier transform of the time-evolution of

the correlation of spins in the sample, whereas equation 2.40 is its time indepen-

dent equivalent. Hence, neutrons measure the influence of magnetic moments in

the sample across both short- and long-range [173–175].

2.2.5 QUOKKA: the Small Angle Neutron Scattering instrument

The Small-Angle Neutron Scattering (SANS) experiments of my thesis project

were performed at the instrument QUOKKA in the Australian Centre for Neu-

tron Science (ACNS) of the Australian Nuclear Science and Technology Organi-

sation (ANSTO) [176–178]. This instrument is attached to the cold neutron guide-

line CG1 of the OPAL research reactor.

QUOKKA is inspired by instrument D22 at ILL and the SANS instrument at

NIST, which entails it was built to have time-resolved capacities and host a large

sample environment area. The instrument has a total length of about 40 meters,

with up to 20 meters between the velocity selector and the sample and 20 meters

between the sample and the neutron detector (see figure 2.6). The cold neutrons

produced by the 20 MW OPAL reactor travel through the neutron guide and en-

ter a Lead-bunkered mechanical velocity selector that enables choosing neutron
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Figure 2.6: The instrument QUOKKA at ANSTO (image taken from [176]).

wavelengths between 4.5 and 43 Å. Once the neutrons pass the velocity selector,

they arrive at the beam monitor, and a fast shutter before reaching the space in

which a double disk chopper may be placed to perform time resolved measure-

ments with sub-millisecond resolution. Between the fast shutter and the sample

area, there is space for a collimation system, a neutron polarisation system based

on a polarising mirror and radio-frequency spin flipper followed by a neutron

guide with vertically-aligned permanent magnets to retain the neutron spin po-

larisation before they irradiate the sample. The collimation system also contains

a motorised pinhole stage to select among different beam apertures to optimise

the signal to noise ratio.

At the sample stage, there is approximately 1.20 meters of distance between the

collimation and detector systems, in which the motorised sample stage and a go-

niometer support a sample environment of up to 1000 Kg of weight. Here, a set

of cryostats, furnaces, magnets, electric field systems, optical stages and more are

available upon contacting the sample environment team at ANSTO [179]. More-

over, a flux of more than 107 neutrons per square centimetre per second has been

measured at the sample location of QUOKKA, which is comparable to the SANS

instruments with the largest flux in the world.

The scattered neutrons enter into the 20 meters long vessel that contains a 3He

proportional neutron counter. The sample to detector distance can be varied from

about 1 to 20 meters. Moreover, the position-sensitive detector of QUOKKA has

an area of 1 m2 with a spatial resolution of 5 mm and spans a reciprocal space
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range between 0.0008 and 1.3 Å−1, making the instrument suitable to investigate

phenomena in polymers, proteins, biological, chemical and magnetic samples.

Software: The instrument QUOKKA at ANSTO is controlled via the SINQ In-

strument Control Software (SICS), which is a client-server system written in C

for UNIX computers at the spallation neutron source (SINQ) of the Paul Scherrer

Institute (PSI) [180]. The original SICS software uses POSIX compliant system

calls, which allowed its adaptation at ANSTO. Here, the SICS server runs on a

Scientific Linux virtual machine and provides an interface to configure and con-

trol the instruments, accumulate and store data in the Hierarchical Data Format

(HDF) version 5 – an open source file format developed by the HDF Group to

store metadata and compressed n-dimensional data in the same file [181–183].

Variable Value Description State

Sample ask* ≥1 raw data files checked

Background – blocked beam scan –

Empty cell PM_data.nx.hdf PM phase pattern checked

Sensitivity sens_kt_12m.nx.hdf detector calibration checked

Absolute – intensity scaling –

Mask – data analysis mask –

Average AVTYPE=QxQy_ASCII Protocol type checked

Table 2.3: Example of the parameters to build a SANS data reduction protocols

in Igor. The result of this simple configuration is one or more reduced data text

files that contains the reduced neutron scattering intensity for each pixel in the

detector of QUOKKA.

ANSTO users interact with the SICS server using two main client options: a

JavaScript Open Notation interface, and a graphical command line interface. The

open source SICS client GumTree provides users an intuitive Graphical User In-

terface to interact with neutron and X-rays instruments [184, 185]. Our research

group opted to use the graphical SICS command line interface, which enables

users to write single commands or to read them from Python scripts. Both SICS

*The option "ask" lets the user select a list of raw data file names from a customisable drop-

down list or writing a comma-separated list.
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and GumTree enable users to accumulate data setting time limits for each mea-

surement, alternatively, the beam monitor or detected neutron counts may be use,

or a logical combination of all these options. A Python script can generates all the

SICS commands to instruct QUOKKA to measure a complex phase diagram with

less than 100 lines of code (available upon reasonable request). Unless explicitly

stated, our SANS measurements were performed using a counting time limit of

60 to 90 seconds per file, which is possible with intense scattering signals.

Figure 2.7: Example of the result of reducing raw neutron data using custom

annular and radial integration protocols in Igor Pro with the ANSTO macros en-

abled. Data obtained from the first random orientated sample at T = 57.0 K and

H = 20 mT (see discussion in section 3.2).

The raw data from QUOKKA are processed considering the detector sensitivity

calibration and other parameters using ANSTO’s SANS data reduction macros

(based on NIST SANS and USANS macros, but need small modifications to be

compatible with the latest versions of Igor) for the IGOR Pro software † to correct,

reduce and perform analysis of data from QUOKKA [186–188]. For example, the

scattering intensity contained in the HDF5 raw data files can be converted into

generic text files (.DAT) using the parameters shown in table 2.3 in the "Build

Protocol" option from the "Reduction" macro [189], and the outcome can be ob-

tained in terms of radial intensity (neutron scattering intensity vs |Q⃗|) or annular

intensity (neutron scattering intensity vs polar angle) as it is exemplified in figure

2.7.

†Igor Pro ® is maintained and distributed by WaveMetrics Inc. Portland, OR, USA
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2.3 Sample alignment

Neutron Laue Diffraction can be used to characterise and align solids along dif-

ferent symmetry axes. Bragg’s law (see equation 2.7) dictates how a plane of

ions induces the constructive interference of scattered neutrons. Hence, a white

beam of neutrons maximises the number of Bragg peaks observed at the detec-

tor. Moreover, this method can be compared to X-rays Laue diffraction: neutrons

are sensitive to all elements and distinguish between different isotopes, whereas

X-rays offer little sensitivity for lite elements since the scattering length of X-rays

increases with an increasing atomic number Z. In contrast to x-ray scattering,

the entire sample can be investigated due to the large penetration depth of neu-

trons. This allows to determine the sample quality (domain structure, twinning,

inclusions, etc.) directly [113, 115, 116, 156, 190].

a) b) CCD
Image Intensifier Lens

Scintillator
Electronics

Sealed Tube

Figure 2.8: Geometry of a) the neutron Laue camera JOEY, and b) its neutron

detector (images taken from [191], and [111]).

JOEY was built at ANSTO in 2013 and inspired by Orient Express at the In-

stitute Laue-Langevin (ILL) [111, 192]. These two instruments also inspired the

design of FALCON at BER-II reactor of the HZB in Berlin [191, 193]. JOEY was

placed in line with two other instruments: KOWARI and PELICAN, which im-

plies the neutron flux at JOEY is susceptible to receive a small neutron flux de-

pending on the sample environment and the beam aperture used ato KOWARI

and PELICAN. The speed at which a diffraction pattern can be obtained at JOEY

is determined by the neutron flux, the size of the sample and its element content,

the beam aperture used at JOEY.

The setup of JOEY (see panel a) of figure 2.8) starts with a shutter and pin-

hole that control the incident neutron beam and its diameter. Next, the neutrons

pass through a sealed tube between the two halves of the detector and reach
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the sample location from which backscattered neutrons impinge the detector and

transmitted neutrons hit a beam stop at the end of the setup. The detector built

by Photonic Science Ltd. consists of a neutron scintillator that absorbs neutrons

and emits scintillation light, twin CCD cameras behind two image intensifiers

and optical lenses (see figure 2.8b) [194, 195]. Moreover, a set of motors and a

goniometer control the sample position and orientation.

To orient a single crystal with known unit cell parameters at JOEY, we start

glueing the sample at the tip of a sharp sample holder at the sample stage. Once

the sample position is optimised, the appropriate pinhole optimises the signal to

noise ratio. The diffraction patterns are collected and optimised using the neu-

tron detector software provided by Photonic Science Ltd. (now Scintacor), whose

options include detection and removal of artifacts in the signal. The collected

images are saved as TIF pictures that can be analysed using the ImageJ software

developed at the National Institutes of Health (NIH) and Orient Express devel-

oped at ILL [111, 192, 196]. Notice, some regions of the diffraction image may

exhibit white shadows produced by electronic noise generated by warming of

the detector during long neutron exposure times [197].

The recorded diffraction patterns can be compared with simulated neutron

Laue patterns using the Orient Express software, which takes as input the space

group (in this case P213), the lattice constant (8.925 Å), unit cell angles (90◦ for

Cu2OSeO3), the sample to detector distance (4.00 cm), neutron wavelengths (0.1

Å - 4.0 Å), a neutron beam angle (180◦ to indicate backscattering mode), and di-

mensions of the detector (height: 20.0 cm, width: 26.0 cm). An example of this

simulation with the crystallographic axis ⟨100⟩ parallel to the incoming neutron

beam is shown in figure 2.9. Here, a set of strong Bragg reflections (see panel

b) of figure 2.2) have been highlighted in red with their reciprocal space indices.

Moreover, in this example, the main diagonal contains both the [20-1] and the

[201] Bragg reflections, which differ only by a propagation vector proportional to

⟨001⟩; similarly, the secondary diagonal describes the propagation vector ⟨010⟩.

Once we obtain the desired sample orientation at JOEY, the sample has to be

transferred to QUOKKA. To this end, we must manually glue the sample onto a

new sample holder since there is no equipment available at ANSTO to automatise
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100 3-11

2-10
3-1-1

201
311

210

31-1

20-1

Figure 2.9: Example of neutron Laue Bragg peak indexing using the Orient Ex-

press ® software package with the incoming neutron beam parallel to the crys-

tallographic axis ⟨100⟩ as shown by the Bragg peak at the centre of the detector.

Selected strong Bragg reflections have been highlighted in red together with their

respective reciprocal space indices determined by the software using the param-

eters needed to describe the backscattering geometry of the instrument and the

characteristics of the detector.

the sample transfer or to polish the sample maintaining the alignment obtained at

JOEY. As preparation for our SANS experiments at QUOKKA, the aligned sam-

ples were glued onto an Aluminium sheet using Ge varnish [198–200], and placed

under a Cadmium mask to improve the signal to noise ratio. Due to the viscos-

ity of the varnish at room temperature, a slight pressure most be used to insert

the sample into the varnish, which inevitably distorts the sample alignment by

a few degrees. In order to minimise this undesired effect, it is better to glue the

sample on top of its largest phases (which are perpendicular to ⟨110⟩ [109]). Al-

ternatively, an automatic sample glueing could be obtained using a robotic arm

(for example: [201]) that minimises manual imprecisions. Furthermore, comple-
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mentary single crystal neutron diffraction experiments can be performed at the

instruments KOALA, WOMBAT at ANSTO with greater sample environment ca-

pabilities, and a broader range in reciprocal space at KOALA and ECHIDNA or

using a much larger flux of neutrons that permits the determination of weak sig-

nals at WOMBAT [202–206].

2.4 Raman scattering

When light illuminates a solid, most of it will be reflected, transmitted or ab-

sorbed. However, a small portion will be scattered elastically or inelastically,

which are known as Rayleigh and Raman scattering, respectively, with the first

being usually several times more intense than the second [207, 208]. The energy

of inelastically scattered phonons changes through quantum mechanical interac-

tions with elementary excitations that are created or annihilated upon photons

absorption and re-emission. Thus, the energy change can be used to study the

fundamental properties of excitations such as phonons, magnons or the breaking

of superconducting Cooper pairs, using the energy and momentum conservation

rules [209–211]:

h̄ωi = h̄ωs ± h̄ωe (2.41)

k⃗i = k⃗s ± q⃗

Inelastic light scattering experiments are usually carried out using a beam of

photons with an energy near the optical range (E ∼1 eV) or synchrotron radiation

sources for Inelastic X-rays Scattering (E ∼ 1 keV) with visible photons having

a wave vector of ∼ 10−3 Å−1, which is very small compared to the magnitude

of typical reciprocal lattice vectors (G⃗). Hence, first order Raman is limited to

interact with optical phonons around the centre of the Brillouin Zone.

2.4.1 Raman scattering theory: Semi-classical approach

Light waves interact with electrically charged matter and scatter inelastically

from solids by changing their polarisation through dynamical excitations. The
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induced polarisation per unit volume, P⃗, is proportional to the electric field of the

incident light beam, E⃗i [212]:

P⃗(⃗r, t) = ε0χE⃗i (⃗r, t) (2.42)

where ε0 is the dielectric constant, and the electric susceptibility tensor,χ, con-

tains contributions from collective atomic displacements. If the magnitude of the

wave vector of the incident light beam is much smaller than the typical recipro-

cal space vectors (|⃗ki| ≪ |G⃗|), we use the dipole approximation and consider the

magnitude of the incident electric field as constant through the unit cell:

E⃗i (⃗r, t) = Ei,0 cos(⃗ki · r⃗ − ωit)êi ≃ Ei,0 cos(ωit)êi (2.43)

where Ei,0 is the electric field magnitude, r⃗ a position vector, and êi the field

polarisation. Moreover, χ we can be expressed as a Taylor series in terms of small

atomic vibrations around their equilibrium positions:

χ = χ0 +
∂χ

∂u⃗

∣∣∣∣
u⃗=0

· u⃗(⃗r, t) +
∂2χ

∂u⃗2

∣∣∣∣
u⃗=0

· u⃗2(⃗r, t) + . . . (2.44)

here, u⃗(⃗r, t) = u⃗0 cos(⃗q · r⃗ −ωpt), ωp is the frequency of vibration, χ0 is the elec-

tric susceptibility component independent of atomic oscillations, the second term

contains the modulation of the susceptibility from a single vibrational mode and

the n-vibrational mode terms are proportional to ∂nχ/∂u⃗n. Considering single

oscillation modes and equation 2.44 into equation 2.42, we obtain:

P⃗(⃗r, t) = ε0χ0E⃗i (⃗r, t) + ε0

[
∂χ

∂u⃗
· u⃗(⃗r, t)

]
E⃗i (⃗r, t), (2.45)

where the applied electromagnetic radiation induces both a elastic scattering

response at the same frequency, and inelastic scattering frequency-shifted oscilla-

tions. Expanding the inelastic term we get:

ε0

2
∂χ

∂u⃗
· u⃗0E⃗i,0{cos[(⃗ki + q⃗) · r⃗ − (ωi +ωp)t] + cos[(⃗ki − q⃗) · r⃗ − (ωi −ωp)t]} (2.46)

where the first sinusoidal term depicts the energy gain of a scattered photon

through phonon annihilation (anti-Stokes), whilst the second term models the
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energy loss of the scattered photon by creating a phonon (Stokes process). Fig-

ure 2.10 illustrates the resulting Raman spectrum. In general, the components

of ∂χ/∂u⃗ are determined by the lattice and phonon symmetries. However, the

product [∂χ/∂u⃗] · û defines a second-rank tensor,

Figure 2.10: A Raman spectrum induced by incident light with frequency ν0 con-

tains Stokes (lose energy creating a vibrational mode with frequency νvib) and

Anti-Stokes (photons gain energy by absorbing a phonon) modes.

R =
∂χ

∂u⃗
· û (2.47)

The Raman tensor, R, is used to model phonons in the unit cell. To quantify

the scattering intensity, I, we start considering the radiation energy emitted over

time dWs of an oscillating dipole moment with frequency ω [213]:

dWs

dΩ
=

ω4

(4π)2ε0c3 |ês · P⃗|2 (2.48)

where dΩ is a differential solid angle, and ês the scattered light polarisation.

Substituting equation 2.42 in 2.48, we get

dWs

dΩ
=

ω4ε0

(4π)2c3 |ês · χ · êi|2E2
i (2.49)

We obtain the differential scattering cross section, ∂2Ws/∂Ω∂ω, dividing equa-

tion 2.49 by the incident energy per unit area and second, Wi = ε0cE2
i :
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∂2σ

∂Ω∂ω
=

1
(4π)2

(
ω

c

)4

|ês · χ · êi|2 (2.50)

The Raman scattering intensity, I, is thus directly proportional to the differential

cross section and depends on the incident and scattered polarisations:

I ∼ |ês · χ · êi|2 (2.51)

2.4.2 Quantum mechanical approach

The semi-classical approach fails explaining the strong signal enhancement that

occurs when the energy of the incident photons matches the energy gap between

real electronic states in the material, a condition known as Resonant Raman Scat-

tering. The following Hamiltonian describes the Raman interaction [209]:

Ĥ = Ĥe + Ĥi + Ĥp + Ĥei + Ĥep + Ĥip (2.52)

which includes the unperturbed system (Ĥ0 = Ĥe + Ĥi + Ĥp, with the Hamil-

tonian for the electrons, ions and photons Ĥe, Ĥi and Ĥp), the electron-ion in-

teraction, Ĥei, the electron-photon relation, Ĥep, and the ion-photon interaction,

Ĥip. Ĥ0 is used to calculate an exact solution, while the Ĥei and Ĥep are taken

as perturbations to the system, and Ĥip is considered negligible. A two-bands

scattering process (intra-band scattering) can be described by virtual steps [214]:

1. A photon is absorbed, and creates an electron-hole pair, which are given by

the initial and intermediate quantum states |I⟩ and |I I⟩.

2. The electron (or hole) interacts with the lattice and creates or annihilates a

phonon, after which the electron-hole pair is in the intermediate state, |I I I⟩.

3. The radiative recombination of the electron-pair occurs, thus transitioning

from the intermediate state |I I I⟩ to the final state |F⟩.

Due to the time reversal symmetry of fermionic processes, these three steps can

vary and all possible permutations must be considered to calculate the scattering

cross-section [212]. Moreover, the states |I⟩ and |F⟩ are identical. The transition

probability for each step can be obtained using Fermi’s golden rule [215]:



56 Chapter 2: Experimental methods

PI→I I ∼
∣∣∣∣ ⟨I I|Ĥep|I⟩
h̄ωi − (EI I − EI)

∣∣∣∣2 (2.53)

PI I→I I I ∼
∣∣∣∣ ⟨I I I|Ĥei|I I⟩
h̄ωi − h̄ωph − (EI I I − EI)

∣∣∣∣2
PI I I→F ∼

∣∣∣∣ ⟨F|Ĥep|I I I⟩
h̄ωi − h̄ωph − h̄ωs − (EF − EI)

∣∣∣∣2
Here, Pa→b is the probability of a transition from state |a⟩ to |b⟩ with energies

Ea and Eb. The energies of the incident and scattered photons are Ei = h̄ωi and

Es = h̄ωs, and Eph = h̄ωph is the energy of the phonon. Notice, each step must

conserve momentum, but energy conservation holds just for the whole process.

Furthermore, the momentum exchange comes from the creation/annihilation of

phonons. Thus, the Stokes and Anti-Stokes transition rates are:

PI→F =
2π

h̄

∣∣∣∣ ⟨F|Ĥep|I I I⟩⟨I I I|Ĥei|I I⟩⟨I I|Ĥep|I⟩
[Ei − (EI I − EI)][Ei ± Eph − (EI I − EI)]

+ · · ·
∣∣∣∣2δ(Ei ± Eph − Es)

(2.54)

where the triple dots indicate the steps permutations, the positive and negative

signs of Eph indicate the absorption and creation of a phonon, respectively.

Phonon-phonon interaction

In perfect crystals, phonons have infinite lifetimes and their energy is given by a

Dirac delta function (see equation 2.54), this is the harmonic approximation. In

real crystals, phonons interact with lattice defects and other phonons, creating

decay channels that result in a finite phonon lifetime, linewidth, and a frequency

shift defined by the anharmonic decay model. The phonon self-energy, Σ, is given

by:

Σ(ω0) = ∆(ω0) + iΓ(ω0) (2.55)

where ω0 is the single-phonon frequency, and the real and imaginary parts de-

termine the changes in the phonon frequency and linewidth, respectively, and

obey the Kramers-Kronig relations. Additionally, a lineshape function, L can sub-

stitute the Dirac delta in the scattering cross-section, resulting in [212]:
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∂2σ

∂Ω∂ω
∼
∣∣∣∣ês ·

∂χ

∂u⃗
· êi

∣∣∣∣2(2n + 1)L(ω, ω0), (2.56)

here, the number of phonons, n, follows the temperature-dependent Bose-

Einstein distribution. Thus the phonon-phonon interaction probability rises

with temperature. Moreover, considering the decay of one optical phonon into

two acoustic phonons with equal energies and opposite momentum is the main

decay channel [216], and using second-order perturbation theory, we obtain the

temperature-dependent frequency, ωph, full width at half maximum, Γph, and

phonon lineshape function [217]:

ωph(T) = ω0 − A
[

1 +
2

exp(h̄ω0/2kBT)− 1

]
(2.57)

Γph(T) = Γ0 + B
[

1 +
2

exp(h̄ω0/2kBT)− 1

]
(2.58)

L(ω, T) =
Γph(T)

[ω − ωph(T)]2 + Γ2
ph(T)

[
1 +

1
exp(h̄ω0/kBT)− 1

]
(2.59)

where A, B are positive constants, and Γ0 is a constant phonon linewidth orig-

inated by the interaction between phonons and lattice defects. The temperature

dependence of ωph and Γph is plotted in figure 2.11.

Figure 2.11: Temperature dependence of the phonon a) frequency and b) full

width at half maximum given by the anharmonic decay model (equations 2.57,

2.58) for ω0 = 100 cm−1, A = 1 cm−1, Γ0 = 1 cm−1 and B = 1 cm−1.
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Electron-phonon interaction

Additional decay channels for lattice vibrations may emerge from the electron-

phonon interaction, which impacts the phonon frequency and lineshape of the

measured phonon modes. This interaction requires that the phonons and the

electronic continuum have similar energies and symmetries. The Raman phonon

lineshape indicates the strength of this interaction: as the interactions become

stronger, the symmetric phonon lineshapes become Fano asymmetric profiles (see

figure 2.12):

Figure 2.12: Evolution of the Fano profile with different values of the asymmetry

parameter, q, with ω0 = 100 cm−1, Γ0 = 2 cm−1 and C = 1.

L(ω, ω0) = C
(q + ϵ)2

q + ϵ2 , with ϵ =
ω − ω0

Γ/2
(2.60)

where q is the asymmetry parameter. Values of q = 0 or q → ∞ will replicate a

Lorentz curve [218].

2.5 Experimental setup

For the Raman scattering experiments in this thesis, a “macro” Raman setup was

utilised at the School of Physics UNSW in pseudo-backscattering mode (see fig-

ure 2.13). Here, a “macro” Raman setup was preferred over a “micro” Raman

setup since the first offers greater options in sample environment, while the lat-

ter is limited to smaller sample environments. Moreover, a commercial “Innova
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Figure 2.13: Diagram of the Raman setup at the School of Physics UNSW.

70” Ar+/Kr+ tunable laser source with a maximum power of 5 Watt was oper-

ated at a wavelength of λ = 514.32 nm and the intensity of the laser was tuned

so that the sample is illuminated with constant 10 mW to minimise laser heat-

ing effects. Once the light passes through an optical iris, a plasma filter removes

weaker plasma lines close in wavelength to the selected laser colour, an optional

polariser and a Fresnel rhombus set the polarisation of the incident laser. At this

point of the laser path, a pair of pinholes are used to clean reflected stray photons

and amend lateral contraction effects on the laser beam.

A double refracted optical prism collects the laser beam behind the pinholes

and reflected into a photo objective lens ( f = 80 mm) that focuses the beam onto

the surface of the sample with a diameter of ≈100 µm. Notice that if we tilt the

sample so that the geometric reflection is not collected by the photo objective

lens, then we minimise the Rayleigh scattering signal at the spectrometer. An

optional polarisation analyser may be used here to investigate the selection rules

of the Raman active modes. Furthermore, a set of three vertical slits controls the

input of the scattered light into a Dilor XY triple grating Raman spectrometer

that selects the scattered wavelengths with great energy accuracy using triple

holographic gratings (1800 lines per mm). Finally, a liquid Nitrogen cooled CCD

camera detects the scattered photons at different energies.

Silver Conductive Paste was used to attach the samples to a Copper cold head
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while maximising the thermal conductivity inside the cryostat [219, 220]. Here,

a Cryovac helium flux cryostat with a temperature range between 12 and 300

K – regulated by a heating element and a PID controller [221] – was used at a

vacuum pressure of ≈ 1 × 10−5 mbar to isolate the temperature of the sample,

and its sample chamber was filled with gaseous Hellium (cooling agent) at 300

mbar of pressure.

2.6 SQUID magnetometry

Quantum interferometers based on Josephson junction circuits are widely used

as magnetic field sensors, where the Aharonov-Bohm phase of tunneling super-

conducting currents is measured. As a result of the quantum interference ef-

fect, Superconducting Quantum Interference (SQUID) magnetometers can mea-

sure magnetic flux variations with high sensitivity. However, commercial SQUID

magnetometers are affected by external sources of noise and fitting artifacts that

reduce the sensitivity to ∼ 10−8 emu in VSM mode [222–225].

SQUID magnetometers in DC mode measure the magnetisation, M, which re-

lates to the magnetic moment, m, by M = m/V for a sample with volume V. In

general, the magnetic susceptibility is defined by a tensor χij = ∂Hj Mi, where H

is the magnetic field. Furthermore, the application of an AC magnetic field allows

us to measure the real and imaginary components of the magnetic susceptibility,

χ′ and χ′′ (indicative of energy dissipation in magnetic relaxation) [226].

2.6.1 SQUID magnetisation in skyrmion systems

The critical field values of magnetic phase transitions can be determined from the

inflection points of χ′(B) and the minimum of its derivative dχ′(B)/dB, or the lo-

cal maximum values of χ′′ (see figure 2.14) [227]. Thus, χ′(B) provides evidence

of the helical to a conical first-order phase transition at the critical field BC1 = 6

mT. Moreover, the critical fields BA1 = 14.5 mT and BA2 = 25 mT define the lower

and upper borders of the high temperature skyrmion phase, and BC2 = 43 mT

defines the conical to ferrimagnetic phase transition. Notice, a hallmark of the

conical to skyrmion phase is a local minimum of χ′ between two energy dissipa-
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Figure 2.14: AC magnetisation measurements of single crystalline Cu2OSeO3

plotted as a function of the applied field B along the [001] crystallographic axis

at T = 57.3 K. Panel (a) shows the susceptibility with inflection points at critical

fields, (b) shows its derivative whose minimum define the critical field BC2, and

(c) shows χ′′ with local maxima at the critical fields BC1, BA1 and BA2. The dotted

lines indicate the critical fields (image taken from [227]).

tion maxima in χ′′ [9, 228]. The outlined method has also exposed the emergence

of a second skyrmion phase at lower temperatures and higher magnetic fields

(see figure 2.15) [10, 79]. However, the low temperature skyrmion lattice is not

characterised by two peaks in χ′′ as in the case of its higher temperature analog,

which may be an indication of different phase transition mechanisms.

In the previous section, we proved that magnetic neutron scattering is corre-

lated to the magnetisation of the sample within a plane perpendicular to the di-

rection of the incident beam of neutrons. Moreover, since Superconducting Quan-

tum Interference Device (SQUID) magnetometry is a method to determine the

magnetisation of small samples in the direction parallel to an applied magnetic

field. Thus, both techniques complement each other since they enable researchers

to investigate different components of the magnetisation vector.

Therefore, we used a commercial setup (MPMS3 by Quantum Design) at
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Figure 2.15: AC magnetisation of single crystalline Cu2OSeO3 measured upon

Zero Field Cooling (ZFC) along one of the ⟨100⟩ crystallographic directions as a

function of magnetic field B at (a) T = 57.3 K and (b) T = 2 K. The left panel

shows the appearance of two peaks in χ′′ whereas the right panel only shows

one (image extracted from [79]).

UNSW that provides two main modes of operation utilised to characterise the

DC-susceptibility through a constant magnetic field, or the AC-susceptibility via

an oscillating magnetic field with known frequency and amplitude. However, it

is convenient to consider that SQUID magnetometers do not directly measure the

magnetisation of a sample, instead they quantify the magnetic flux – ϕ =
∫

B⃗ · dA⃗,

where A is the area of the effective area of the superconducting coils used as

sensors – and this magnetic flux induces a voltage, VSQUID, that is recorded

by the control computer. Therefore, most commercial SQUID magnetometers

operate in VSM mode, which varies the magnetic flux through a mechanical

displacement, x, of the sample around the center of the superconducting coil and

parallel to both the symmetry axis of the pick-up coil and the applied magnetic

field [229].



CHAPTER 3

Scaling behaviour and stability range of skyrmions in

Cu2OSeO3

During the last decade, topological materials have attracted the attention of the

scientific community due to a plethora of exotic emergent properties that stem

from macroscopic quantum phenomena and open avenues for novel applications

on data storage, manipulation, sensor devices and for testing fundamental the-

ories [230–233]. In this context, magnetic skyrmions arise as viable solutions for

the limitations on silicon-based information technology. Nevertheless, some fun-

damental details about the quantum mechanical processes behind the stabiliza-

tion of these spin vortices remain unanswered [6, 25, 41, 65, 234]. In this chapter,

further light is shed onto the role played by thermal fluctuations and magnetic

anisotropy in the formation and nucleation of quantum-protected spin swirls and

the extent to which their topological protection holds in bulk Cu2OSeO3 [86, 235].

3.1 Data collection, reduction and analysis protocols

The reduced data from QUOKKA can be analysed using SASfit, SasView and

Igor-based Irena [236–238]. Alternatively, it is possible to analyse these data

using high-level programming languages, e.g., Python, Matlab, C++, Java or R.

63
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Given the large amounts of data of this thesis, a set of Matlab scripts were coded

to automatise the analysis (available upon reasonable request), which includes

defining the geometry of the detector, importing the data, wrangling the data,

calculating the variables of interest and their uncertainties [239–242]. Unless oth-

erwise stated, we focus on an annular region in reciprocal space containing the

observed Bragg reflections, given by 6.5 × 10−3Å
−1

< |Q⃗| < 12.5 × 10−3Å
−1

(see

figure 3.1). However, different regions may be selected depending on each sam-

ple alignment and magnetic phase. Furthermore, non-linear curve fitting meth-

ods were applied to the data to determine the annular intensity and magnitude

of the scattering vector, |Q| [243–245].

Figure 3.1: Detector mask used for analysing most of our neutron data. The re-

gion between dashed circles contains the magnetic scattering signal of interest,

whilst its exterior area contains no magnetic scattering signal, and the center

of the image is ignored since it corresponds to the position of the beam stop.

This scattering pattern corresponds to a randomly orientated sample of pris-

tine Cu2OSeO3 and exhibits twelve Bragg peaks in the skyrmion lattice phase

at T = 57 K and H = 17.5 mT.

We selected a Gaussian profile to fit the total neutron count, In, reported by the

neutron detector within the selected annular region since this distribution usually

improves the numerical analysis of small angle scattering [162, 163, 246]:
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In(Q) =
I0

ω
√

π/2
exp

[
−2(Q − Q0)

2

ω2

]
(3.1)

where, I0 is the area under the Gaussian profile curve and will be used to mea-

sure the intensity of the observed Bragg peaks within the selected annular region

with uncertainty
√

I0, the centre of the peak, Q0, gives the magnitude of the scat-

tering vector, and the half width at half maximum of the peak is
√

log 4ω. More-

over, the uncertainty of the magnitudes Q0 and ω is given by 95 % trust intervals

calculated via least square methods applied to the reduced neutron data after

binning the neutron count per pixel according to their reciprocal space vector.

Additional information is contained in the raw HDF5 data files such as the

instrument parameters for each file. For example, the temperature of the sample

is recorded within the HDF5 structure as sensor "/data/T1S2", the field applied

by the cryostat magnet is saved in "/data/B01SP01", the total monitor count in

"/data/total_counts", and a time stamp * taken at the end of each measurement is

stored in "/end_time". This metadata complement the experiment logbooks and

data, and can be extracted from the HDF5 files using Matlab scripts (these scripts

are available upon reasonable request to the author of this thesis via email).

Unless otherwise stated, we performed our experiments using a neutron

wavelength of 5 Ångstrom with 10 % resolution and equal source-to-sample and

sample-to-detector distances of 20 meters. The sample was glued onto a thin Alu-

minium sheet using GE varnish and placed on top of sample holder and below a

Cadmium mask with a hole of a diameter proportional to the width of the sample

(see figure 3.2 a). The sample holder was introduced inside a cryostat-magnet

to apply magnetic fields parallel to the incident neutron beam. The sample was

either randomly orientated or pre-aligned to the desired crystal plane using

the neutron Laue camera JOEY (see section 2.3) [194, 195], and the alignment

was optimized inside the cryostat at QUOKKA at base temperature with no

applied magnetic field, i.e., using the magnetic Bragg peaks characteristic of the

helical phase, through rocking scans to obtain symmetric scattering intensities.

Moreover, the thermal protocols used in our SANS experiments consist of four

basic steps (see figure 3.2 b): starting with the sample at room temperature and

*with respect to the UNIX Epoch as specified in the standard ISO-8601 [247]
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Figure 3.2: a) The sample holder used at QUOKKA consists of a thin Aluminium

plate screwed on top of a custom made Al frame (red dashed line). Moreover,

a thin Cadmium mask with a hole of a diameter proportional to the width of

the sample was attached and centred behind the sample (blue dashed line) b)

Diagram of thermal protocols used during our neutron experiments. The blue

lines indicate Zero Field Cooling, followed by a magnetic field sweep at constant

temperature and data collection upon Field Heating, while the red lines indicate

Field Cooling across the high-temperature Skyrmion Lattice (SkL) at H = 20 mT,

a magnetic field sweep at base temperature and data collection upon Field Heat-

ing.

in absence of applied magnetic fields, we first cool the sample either with- (Field

Cooling, FC) or without an applied field (Zero Field Cooling, ZFC) down to base

temperature (usually T = 4 K). Second, if necessary, we ramp the magnetic field

up or down to the desired value at a constant base temperature. Third, we collect

data upon Field Heating (FH). Fourth, we reset the magnetic state of the sample

at zero field in the paramagnetic phase, commonly at 90 K since our SQUID data

suggest that short-range order could persist a few degrees within the PM phase.

3.2 Randomly orientated Cu2OSeO3

In order to investigate the effect of the sample orientation with respect to the

directions of the incident neutron beam and the applied magnetic field on the

properties of the observed magnetic Bragg reflections, we will start discussing
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the neutron scattering results from a random sample alignment under an applied

magnetic field parallel to the direction of the primary neutron beam. The rea-

son to investigate a random orientation is related to the influence of magnetic

anisotropy terms along major symmetry axis of the unit cell upon the nucleation

of the low- and high-temperature skyrmion lattice phases of Cu2OSeO3. Thus, we

collected two Zero Field Cooling phase diagrams upon Field Heating (ZFC/FC)

during two different neutron experiments, with a difference of approximately

15◦ between the first and second random sample alignments. Additionally, we

performed ZFC magnetic field sweeps at constant temperature to study the field

dependence of the observed features.

Figure 3.3: The measured neutron Laue diffraction of randomly orientated

Cu2OSeO3 single crystal at room temperature proves that the sample was not

orientated with any of its major symmetry axes parallel to the incident neutron

beam. This pattern should be compared to the Laue diffraction pattern of the

sample orientated along ⟨100⟩ (see figure 2.2).

Before our experiments, we glued the sample on a custom sample holder for

the instrument QUOKKA and measured a Laue diffraction pattern at the instru-

ment JOEY to confirm the sample had a random alignment. Figure 3.3 shows the
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neutron Laue diffraction pattern for the first experiment†, in which the raw neu-

tron pattern provides evidence that no major symmetry axis pointed parallel to

the Laue neutron beam. This can be deducted from the absence of a symmetric

set of lines centred around a Bragg reflection at the centre of the detector, which

is represented by the white circle at the centre of the image. Notice also the dif-

ference between this diffraction pattern and the one produced when the sample

is orientated parallel to ⟨100⟩ (see figure 2.2).

Figure 3.4: Selected reduced SANS diffraction patterns from randomly orientated

Cu2OSeO3 in a, b, d) the helical, e, f) skyrmion and c) paramagnetic phases

A selection of reduced Small Angle Neutron Scattering patterns measured un-

der this random orientation is shown in figure 3.4. These patterns were accu-

mulated under Zero Field Cooling/Field Heating, and represent three different

magnetic phases: the helical state is characterised by magnetic domains with par-

allel spin stripes propagating along a single direction produces two-fold sym-

metric patterns as seen in panels a), b) and d); the six-fold symmetric patterns in

panels e) and f) correspond to the magnetic skyrmion lattice phase in which the

skyrmions form a two dimensional hexagonal lattice with propagation vectors

perpendicular to both the applied magnetic field and the incident neutron beam;

†Disclaimer: the contrast in the intensity between the two halves of the detector is due to a

calibration issue of the instrument, which also explains the bright corners associated with infrared

light produced by overheating of the CCD detector
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and panel c) shows the signal in the paramagnetic phase that only contains a

weak artifact at the position of the neutron beam stop.

The correspondence between the observed scattering patterns and their mag-

netic phases can be proved via two dimensional Fourier transforms of experi-

mental Lorentz TEM data or through calculations of the Fourier transform of each

magnetic phase. First, let us consider the spin-helical stripes, which can be mod-

elled by a set of sinusoidal waves in the (x, y)-plane: f (x, y) = cos[2π(ax + by)].

In that case, its 2D Fourier transform is [248–250]:

F (qx, qy) =
∫ ∞

−∞

∫ ∞

−∞
f (x, y)e−2iπ(qxx+qyy)dxdy

=
∫ ∞

−∞

∫ ∞

−∞
cos[2π(ax + by)]e−2iπ(qxx+qyy)dxdy

=
1
2

δ2D

(
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1
a
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1
b

)
+

1
2

δ2D

(
qx +

1
a

, qy +
1
b
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1
2

δ
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1
a

)
δ

(
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1
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)
+

1
2

δ

(
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δ

(
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1
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)
(3.2)

here, qx and qy are 2D reciprocal space coordinates, δ2D are Dirac delta func-

tions are extended to a two dimensional space, a and b are constants that define

the real space periodicity of the sinusoidal stripes. Notice, F (qx, qy) in equation

3.2 consists of two peaks at a distance q =
√

1/a2 + 1/b2 from the origin of the

reciprocal space – the magnitude of the wave propagation vector. Therefore, we

observe that the two-fold spatial symmetry of single domain spin stripes (see

Panel a) in figure 3.5) lead to two Bragg peaks in reciprocal space characterised

by a single propagation vector with magnitude q. However, neutron scattering

enables us to detect multiple domains, for example, a two-domain state with per-

pendicular orientations would lead to a scattering pattern with 4 Bragg peaks.

Similarly, the Fourier transform of the skyrmion lattice preserves the 6-fold sym-

metry of the magnetic lattice observed through Lorentz TEM shown in Panel b),

which could be understood as a superposition of three coplanar propagation vec-

tors per domain, although a sample could have more than one skyrmion domain

[9, 42].

A series of almost 400 SANS patterns accumulated during our first experiment

on the randomly orientated sample lead to the magnetic phase diagram shown in

panel a) of figure 3.6, which includes a narrow region zoomed in panel b) below
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0 mT
[001]

123 mT

Stable 10 layers of skymion
lattice (~ 60 nm in diameter)

b)a)

Figure 3.5: Lorentz TEM images of a) the spin-helical and b) skyrmion phases of

Cu2OSeO3 measured at T = 26 K upon a field sweep different magnetic fields by

our collaborators at Brookhaven National Laboratories (figure not published, but

part of the project leading to reference [76]).

the paramagnetic transition temperature, in which a magnetic skyrmion lattices

crystallises. Additionally, we determined c) the magnitude of the scattering vec-

tor. The latter quantity, |Q⃗|, is inversely proportional to the distance between

individual skyrmions in the skyrmion lattice (or individual spin helices in the

helical phase), as given by Bragg’s law, thus it can be used as a phase transition

parameter since it tends to zero when a magnetic phase is no longer periodic in

space.

Figure 3.6: The intensity of the magnetic Bragg peaks measured by Small An-

gle Neutron Scattering enables us to identify a) the phase diagram of randomly

orientated Cu2OSeO3 and b) a small range of temperatures in which a skyrmion

lattices develops. Moreover, from the centre of the Bragg peaks, we obtain c) the

magnitude of the scattering vector of the observed Bragg reflections.
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First, we observe both the spin helical state, and the high temperature skyrmion

pocket centred at T ≈ 57 K. To analyse these phases, let us focus on the tempera-

ture dependence of a) the neutron intensity, b) the propagation vector, and c) the

periodicity of the magnetic lattices shown in figure 3.7 for H = 0 mT and H = 20

mT. The intensity (panel a) at zero field is only related to the helical phase, which

takes its minimum value at base temperature and reaches its maximum around

T = 55 ± 1 K; whereas at H = 20 mT the scattering intensity starts with its mini-

mum value at base temperature and vanishes at T ∼ 50 K, above this temperature

the sample enters the conical phase and the Bragg peaks disappear from the de-

tector under this random orientation. But a set of Bragg peaks originated from the

skyrmion lattice appear as heating induces a phase transition into the skyrmion

lattice state. The scattering intensity exhibits a strong temperature dependence in

the skyrmion phase, and reaches its peak value at T ≈ 57 K before disappearing

upon the paramagnetic phase transition. The observed temperature dependence

of the intensity within the helical phase along this sample orientation is unusual,

that is, an increase of the intensity upon heating is contrary to the observations

made when the sample is oriented along any of its major symmetry axes (see

Section 3.3).

Figure 3.7: Selected temperature scans upon constant applied field of a) the neu-

tron scattering intensity, b) the magnitude of the scattering vector, and c) the spac-

ing of the observed magnetic features upon ZFC/FH from randomly orientated

Cu2OSeO3. The red shaded areas indicate the temperature range of the skyrmion

lattice.

Moreover, figure 3.7 shows in panel b) the temperature dependence of the mag-

nitude of |Q⃗|, which at zero field corresponds only to the scaling behaviour of the
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helical phase and manifests a continuous growth upon heating until reaching its

maximum value a few degrees bellow T = 58 K and decreasing as heating in-

duces a paramagnetic state. This scaling is more evident in panel c) where we

plot the distance between magnetic features, λ, which decreases as the sample

approaches T ∼ 57 K. Notice that λ increases upon the melting of the long range

magnetic order. Furthermore, at H = 20 mT, the periodicity of the helical phase

shows a weaker temperature dependence, whilst the skyrmion phase displays a

pronounced peak in |Q⃗| upon heating at T ∼ 57 K. The skyrmion lattice scaling

implies a change in the magnetic lattice parameter between 67 and 61 nm.
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Figure 3.8: Magnetic field scans at a constant temperature of T = 57 K of a)

the neutron scattering intensity, b) the magnitude of the scattering vector, and c)

the spacing of the observed magnetic features upon increasing and decreasing

magnetic fields from randomly orientated Cu2OSeO3. The solid lines are guide

to the eye used to highlight the observed trends. The gray shadows indicate the

conical phase field range in which the signal disappears from the detector under

this random orientation.

Additional information is obtained from the magnetic field dependence shown

in figure 3.8. The scattering intensity is plotted in panel a) for increasing and de-

creasing magnetic field sweeps at T = 57 K, which is the temperature of the max-

imum intensity in the skyrmion phase. Here, the spin helical phase reaches its

maximum intensity at zero field and is quenched as greater magnetic field values

induce a magnetic phase transition into the conical phase, in which the magnetic

Bragg reflections disappear from the plane of the neutron detector along this sam-

ple orientation. This phase transition is followed by the magnetic skyrmion lattice

state at slightly higher magnetic fields, whose field dependence is characterised
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by a peak with a maximum intensity at H ∼ 22.5 mT. No significant hysteresis

was found during these field sweeps. Panel b) shows the field dependence of the

magnitude of the scattering vector, and panel c) the distance between magnetic

features, i.e., the distance between individual skyrmions in the skyrmion phase

and between spin helices in the helical phase. Here, the periodicity of the helical

phase grows as its intensity decreases with higher fields, whereas the field de-

pendence of the periodicity skyrmion lattice displays a dome with its minimum

value between 20 and 25 mT of applied field. Hence, the skyrmion field depen-

dence at T = 57 K suggests that the magnetic lattice crystallises within a small

range of applied fields and melts down at higher values.

In a second neutron experiment with a randomly orientated sample, we in-

duced a rotation of approximately 15 degrees within the horizontal plane with

respect to the alignment of the first random orientation and measured its ef-

fects upon ZFC/FH. As a result, we obtain the phase diagram plotted in panel

a) of figure 3.9, in which only the high-temperature skyrmion pocket was ob-

served and the blue background color indicates the background level detected

in the temperature-field region we studied. A zoomed-in region of the observed

skyrmion phase is shown on panel b), on which the background signal is not

shown and the plot only displays the region of the phase diagram where mag-

netic peaks were observed. The region in which the skyrmion phase appears

under this second random sample orientation (panel b) resembles its equivalent

for the first random observation. Notice, the temperature shift of ≈ 0.5 K be-

tween the first and second random orientations data (see figures 3.6 and 3.9) does

not affect the width of the temperature range of the skyrmion state and could be

caused by the changes in the single ion anisotropy upon changing sample ori-

entations. Nonetheless, this shift does not affect the scaling of the magnitude of

|Q⃗| along the first and second random sample orientations, which are identical

within their errors bars. Additionally, panel c) shows |Q⃗| for the magnetic Bragg

peaks observed.

An advantage of this sample alignment is that the both the temperature- and

field-dependencies of the observed features reveal exclusively the behaviour of

the skyrmion lattice without any possible influence of the spin helical phase since
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Figure 3.9: a) The magnetic phase diagram of Cu2OSeO3 with the sample in the

second random sample orientation (deviated ≈ 15◦ with respect to the first ran-

dom orientation) exhibits magnetic Bragg peaks exclusively across the same tem-

perature and magnetic field region in which the skyrmion lattice stabilises in the

first randomly orientation of Cu2OSeO3. Panel b) shows the magnitude of the

scattering vector for the skyrmion lattice along this sample orientation.

the spin helical and conical Bragg peaks are not observed by the detector due to

the rotation of the Ewald’s sphere (see figure 3.10) [251].

In the temperature dependent scans upon an applied magnetic field of H =

20 mT, the neutron scattering intensity forms a peak for temperatures between

T = 55 K and 58 K (see figure 3.10). The maximum intensity was observed near

T = 56.4 K. Notice that the peak in intensity is shifted by 0.5 K between the two

random sample orientations investigated, which could be caused by the effects

of the sample orientation in the single ion anisotropy. Interestingly, this intensity

drops down above the paramagnetic phase transition temperature, which could

be an indication of incoherent magnetic neutron scattering within the analysed

region of the detector. Moreover, no Bragg peaks were manifested in the tem-

perature scan with no applied field, this is not necessarily associated with the

absence of spin-helical long range order since rotations in the sample alignment

lead to a rotation in Edwald’s sphere and the helical Bragg peaks appear only

parallel to preferential symmetry axes. Notice, the magnitude of the scattering

vector and the spacing of the magnetic features in panels b) and c) in figure 3.10

exhibit similar values within the size of the error bars regardless of the small shift

in temperature between the data from the first and second random sample orien-
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Figure 3.10: The a) neutron scattering intensity, b) magnitude of the scattering

vector and c) skyrmion spacing for selected temperature scans from the first and

second Random Orientation (RO) of the sample at constant field isolate the scal-

ing of the skyrmions. The dashed line in a) indicates the background intensity

below the paramagnetic phase transition temperature.
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Figure 3.11: The a) scattering intensity, b) magnitude of the scattering vector and

c) skyrmion spacing for selected field scans from the first and second Random

Orientations (RO) of the sample at constant temperature only reveal the high-

temperature skyrmion phase in the second random sample orientation.

Complementary to the phase diagram, scans as a function of magnetic field at

constant temperature only reveal the existence of the high-temperature skyrmion

pocket close to the paramagnetic phase transition temperature but do not show a

low-temperature equivalent (see figure 3.11). However, this lack of evidence does

not necessarily imply a lack of effect. In other words, there is a possibility that

a low-temperature skyrmion lattice exists upon this sample orientation, but their
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magnetic Bragg reflections could have shifted out of the range of the neutron de-

tector of QUOKKA. Hence, we are sure that the high-temperature skyrmion state

always manifests along a plane perpendicular to the applied magnetic field re-

gardless of the orientation of the sample with respect to its major symmetry axes.

Notice, the magnitude of the scattering vector and the spacing of the magnetic

features in panels b) and c) in figure 3.11 exhibit similar values within the size

of the error bars regardless of the small shift in magnetic field between the data

from the first and second random sample orientations.

3.3 Axially orientated Cu2OSeO3

3.3.1 ⟨100⟩ sample orientation

Figure 3.12: Selected SANS diffraction patterns from ZFC Cu2OSeO3 when the

neutron beam and magnetic field are applied parallel to the ⟨100⟩ axis in a, b, d)

the spin helical, e, g, h) skyrmion and c, f, i) PM phases

In order to investigate the effects of the orientation of the crystallographic axes
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of Cu2OSeO3 single crystals with respect to the incident neutron beam and the ap-

plied magnetic field, we pre-aligned our sample with its ⟨100⟩ axis along the di-

rection of the neutron beam using the neutron Laue instrument JOEY at ANSTO.

The sample was mounted into a cryo-magnet at the instrument QUOKKA, where

the sample alignment was optimised at base temperature under no applied mag-

netic field, that is, in the spin-helical phase. This optimisation was performed us-

ing rocking scans until the magnetic Bragg peaks had a symmetric intensity. The

data acquisition was then performed using the instrument parameters detailed in

Section 2.2 under ZFC/FH. A selection of diffraction patterns is shown in figure

3.12. In panels a), b) and d) we observe 4-fold symmetric patterns that emerge

from two or more spin-helical domains. Although panels a), b), and d) pertain to

the spin-helical phase, these patterns are not all the same. First, we notice both

panels a) and d) exhibit higher-order Bragg reflections (four second-order, four

third-order, and eight fourth-order peaks) that suggest a highly ordered four-fold

spin helical state at base temperature, but the relative intensities change with the

magnitude of the applied field. Second, we observed the higher-order peaks are

not visible above T ≈ 52 K at constant field, which could indicate these features

are also temperature dependent, as we will discuss later. With respect to the

skyrmion phase, we observed a six-fold symmetric pattern in the same tempera-

ture and magnetic field range of the randomly orientated sample setup (around

H = 20 mT, T = 56.4 K), but a scattering ring also appears at higher magnetic

fields and lower temperatures, which has been associated previously with fluc-

tuations between skyrmion domains in single crystalline Cu2OSeO3 [5, 76–80].

Hence, the observed circular patterns suggest this second skyrmion phase could

have a rotationally-symmetric lattice in real space. Lastly, some asymmetric fea-

tures at low-|Q⃗| values remain present in the scattering patterns collected from

the sample after all the Bragg reflections have disappeared in c, f, i) the param-

agnetic phase. These low-|Q⃗| features have been associated with defects in the

texture of the single crystal [9]. Let us now take a look at the resulting ZFC/FH

magnetic phase diagram along ⟨100⟩ and compare it with one its first random

orientation equivalent (see figure 3.13).

It is worth noting that the temperature-field region in which the spin helical



78 Chapter 3: Scaling behaviour and stability of skyrmions in Cu2OSeO3

Figure 3.13: Comparison of the magnetic phase diagrams extracted from the neu-

tron scattering intensity a) randomly orientated, and d) ⟨100⟩-aligned Cu2OSeO3

single crystal. Panels b, e) zoom into the high-temperature skyrmion pockets

shown in panels a, d). Panels c, f) show the magnitude of the neutron scattering

vector from randomly- and ⟨100⟩ orientated Cu2OSeO3.

and high-temperature skyrmion regions appear along ⟨100⟩ is similar to that in

which this phases manifested along the first random sample orientation. How-

ever, a second skyrmion phase appears along ⟨100⟩ in a region that is thermody-

namically disconnected from the high-temperature skyrmion pocket, that is, at

higher magnetic fields and lower temperatures down to base temperature. Be-

fore discussing the temperature and field dependence of the observed features,

let us consider the effects of Field Cooling along ⟨100⟩ on the observed phases.

As a result of measuring data upon FC (at H = 20 mT)/FH, a different set of

scattering patterns were observed (see figure 3.14). In panels a, b, d) we observe

the spin-helical phase, but not as we did upon ZFC/FH. After we cool down the

sample at an applied magnetic field of 20 mT, a superposition of the spin-helical

structure and FC-skyrmions appear when measuring upon FH at 20 mT even at

base temperature as shown in panel d), which strongly suggests that Field Cool-
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Figure 3.14: Selected SANS diffraction patterns from FC COSO when the neutron

beam and magnetic field are applied parallel to the ⟨100⟩ axis and the sample is

FC at H = 20 mT in a, b, d) the spin helical, e, g, h) skyrmion and c, f, i) PM

phases

ing across the centre of the high-temperature skyrmion pocket (at H = 20 mT) in-

duces the nucleation of some magnetic domains of meta-stable skyrmions, which

persist even at base temperature and upon Field heating [80]. This coexistence

indicates a strong competition between different magnetic phases as in the case

of skyrmions in kagomé lattices [252]. Moreover, the high-temperature skyrmion

pocket turned into a 12-fold symmetric pattern upon FC/FH, whereas a 6-fold

symmetry was observed upon ZFC/FH, which may suggest a coexistence of two

or more magnetic skyrmion domains with their planes rotated horizontally 30

degrees with respect to the other, as it has been previously discussed in the lit-

erature [10, 76, 253, 254]. Finally, the c, f, i) paramagnetic state patterns exhibit

the same low-|Q⃗| features observed upon ZFC/FH, which may suggest they arise

from defects in the texture of the sample [9].
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Figure 3.15: Neutron scattering intensity from the ⟨100⟩-orientated Cu2OSeO3

single crystal upon a) ZFC/FH and b) FC at H = 20 mT/FH. The intensity at

the high-temperature skyrmions is zoomed for ZFC/FH and FC/FH in panels

b) and e) respectively, and the magnitude of the neutron scattering vector under

ZFC/FH and FC/FH are shown in panels c) and f) respectively.

The magnetic phase diagrams resulting from measuring upon Field Cooling

at an applied magnetic field of 20 mT down to base temperature, ramping the

magnetic field to the desired value and measuring the scattering intensity upon

Field Heating (FC/FH) together with the magnitude |Q⃗| are compared to their

ZFC/FH equivalents in figure 3.15.

Let us consider the temperature and field extension of the helical phase region

of the ⟨100⟩-orientated magnetic phase diagram (see figure 3.15). Both upon a)

ZFC/FH and d) FC/FH, this phase manifests as a 4-fold scattering pattern visible

from base temperature and up to TC upon measuring at zero field, from base tem-

perature up to T ∼ 53 K at an applied field of H = 10 mT, up to T ∼ 40 K at 20 mT,

up to T ∼ 30 K at 30 mT, and it is not visible upon measuring at a constant field

of 40 mT. At constant base temperature, we find this phase from zero field up to

H = 35 mT. Although the border of this magnetic phase depends both on the tem-
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perature of the sample and the applied field, this behaviour remains unaffected

by the cooling and heating protocol. Similarly, the high-temperature skyrmion

pocket observed just below the paramagnetic phase transition temperature and

between applied fields of H ∼ 5 and 35 mT, persists within the same temperature

and field conditions upon both b) ZFC/FH and e) FC/FH. The low-temperature

skyrmion phase is, likewise, observed within the same range of temperatures be-

tween base temperature and T ∼ 30 K, and between fields of approximately 55

and 85 mT upon both a) ZFC/FH and d) FC/FH. However, a broad intermediate

region of a) the ZFC/FH phase diagram exhibits no magnetic Bragg reflections

between the low- and high-temperature skyrmion phases. This intermediate re-

gion develops intense skyrmion features upon d) FC/FH. Moreover, field cool-

ing at 20 mT induces a noticeable increase in the intensity of the low-temperature

skyrmion Bragg peaks, and a coexistence of the helical and skyrmion states.

In the literature, there has been a discussion whether the low- and high-

temperature states are thermodynamically disconnected or not [77–80]. In our

experiments, we observe these two skyrmion states are thermodynamically

disconnected upon ZFC/FH, but skyrmions populate the intermediate region of

the phase diagram upon FC/FH, which resembles observations of metastable

skyrmion states upon an applied electric field and fast FC [78, 80, 255]. Hence,

our data may suggest that the observed increase of the temperature and field

range in which a skyrmion lattice appears with metastable states. Nonetheless,

we shall explore the question of their stability in section 4.3. For now, let us drive

our attention towards the scaling behaviour of the observed magnetic features.

Panels c) and f) of figure 3.15 provide a broad picture of the temperature and

field dependence of |Q⃗| for a crystal with the magnetic field along the ⟨100⟩

direction upon c) ZFC/FH and f) FC/FH. We may notice that |Q⃗| takes different

values for the low- and high-temperature skyrmion states for both ZFC/FH

and FC/FH, which could imply they respond differently to variations in field

and temperature. If that is the case, this could indicate different stabilisation

mechanisms for both skyrmion lattices. To examine this question, let us discuss

the temperature and field dependence of selected data at constant field and

temperature, respectively.
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Figure 3.16: Comparison of a-c) the neutron scattering intensity, d-f) the mag-

nitude of the scattering vector, |Q⃗|, and g-i) the spacial periodicity of the mag-

netic lattices of Cu2OSeO3 measured using temperature sweeps at constant mag-

netic fields along the first random sample orientation (left column), ⟨100⟩ upon

ZFC/FH (middle column), and FC/FH (right column). The coloured shadows

indicate the region in which a skyrmion lattice was observed. Note: the helical

intensity in a was multiplied by 100.

Figure 3.16 shows the temperature dependence curves for the a-c) neutron scat-

tering intensity, d-f) magnitude of the scattering vector, and g-i) spacing of the

magnetic structures observed from the first random sample orientation and the

⟨100⟩-aligned sample under ZFC/FH and FC/FH at selected constant magnetic

fields. In the helical phase with or without applied magnetic field, the scattering

intensity is lower in the case of the first randomly orientated sample than when

the ⟨100⟩-axis of the sample is parallel to the incident neutron beam and magnetic

field. We notice the scattering intensity is also higher when measured without

an applied field than at H = 20 mT along any sample orientation. However, the

temperature dependence of the intensity differs between the two orientations: the
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intensity grows as temperature raises along the first random orientation, but the

opposite behaviour is observed along ⟨100⟩, which exhibits its maximum at base

temperature. Moreover, we observed a different behaviour upon ZFC/FH and

FC/FH: the intensity measured without an applied field is higher for ZFC/FH

than with FC/FH; similarly, FC/FH reduces the intensity measured with H = 20

mT with respect to the values obtained upon ZFC/FH. On the other hand, only a

small difference was observed in the scaling behaviour of the helical phase upon

changing the orientation of the sample: along both ⟨100⟩ and the first random

sample orientation, |Q⃗| raises upon heating in the absence of applied magnetic

fields, which implies the distance between the spin helices is reduced with in-

creasing thermal energy. Nonetheless, this scaling behaviour becomes more com-

plex in the case of the ⟨100⟩-orientated samples when measured upon an applied

field of H = 20 mT, which induces a non-linear behaviour between base temper-

ature and T ∼ 40 K, i.e., in the helical phase, followed by a sudden drop in |Q⃗|

until the sample enters the skyrmion lattice state.

The temperature-dependence of the neutron scattering intensity of the high-

temperature skyrmion pocket (red curves in figure 3.16 a-c) follows a similar

behaviour along every orientation, which is defined by an intensity peak with

a maximum centred around T ∼ 56.4 K, and peak width and position in tem-

perature remain unaltered by the thermal protocols used. Similarly, |Q⃗| retains

its peak-like behaviour along all orientations of the sample and thermal proto-

cols and displays its maximum value at T ∼ 56.4 K. Nevertheless, the low-

temperature skyrmion state displays a thermal dependence different from its

higher temperature equivalent. This skyrmion state was not observed under the

first random sample orientation, but appears in a broad temperature range with

the neutron beam and applied field along ⟨100⟩ [78]. The neutron scattering in-

tensity remains approximately constant from base temperature up to T ∼ 30 K

upon both ZFC/FH and FC/FH, although the intensity upon FC/FH is more than

twice higher than upon ZFC/FH. Moreover, the magnitude |Q⃗| remains approx-

imately constant up to T ∼ 25 K upon both ZFC/FH and FC/FH; upon further

heating the temperature dependence of |Q⃗| develops a peak with its maximum

centred around T ∼ 35 K. This is in contrast to the high-temperature skyrmion
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phase, which exhibits a minimum in |Q⃗| at the maximum intensity. Thus, the dif-

ferences between the temperature dependence of the magnetic Bragg reflections

from the low- and high-temperature skyrmion lattices may suggest that the high-

temperature skyrmion state depends strongly on thermal fluctuation while the

low-temperature skyrmions are less affected by thermal energy. Furthermore, the

temperature- and field-dependence of both skyrmion states may assist us in solv-

ing the question about the conditions that stabilise these two long-range orders.

In order to clarify this, let us examine the field dependence of selected scattering

patterns at constant temperature.

The strong differences in the temperature-dependence of the low- and high-

temperature skyrmion lattices suggest that they may be stabilised by different

factors: the high-temperature skyrmion state crystallises as a consequence of ther-

mal fluctuations, whereas the low-temperature skyrmion lattice depends more

on magnetic anisotropies and quantum fluctuations as previously proposed in

the literature [80, 81, 85]. To confirm the role of magnetic anisotropies in the

formation of both skyrmion states we will investigate the effect of a third sam-

ple orientation: ⟨110⟩. But, before discussing a second sample orientation, let us

comment the temperature and field dependence of the secondary magnetic Bragg

peaks observed in the scattering patterns along ⟨100⟩.

Figure 3.17 shows the neutron scattering intensity of first- and secondary mag-

netic Bragg peaks shown in figures 3.12 and 3.14 at H = 0 and 20 mT, that

is, within the helical and high-temperature skyrmion states. In this discussion,

“1st order” represents the set of four first-order Bragg reflections found at Q⃗ =

(±qx, 0) and (0,±qy) in the diffraction patterns, “Secondary” is the set of four

Bragg reflections at Q⃗ = (±qx,±qy), and by “Higher” we denote those reflections

at Q⃗ = (±2qx, 0). To analyse these reciprocal space regions, annular sections in

the (qx, qy) detector range were defined for each case: “1st order” was calculated

within 0.0065 Å−1 ≤ |Q⃗| ≤ 0.0125 Å−1, “Secondary” in 0.0092 Å−1 ≤ |Q⃗| ≤

0.0177 Å−1, and “Higher” between 0.0145 Å−1 ≤ |Q⃗| ≤ 0.0280 Å−1. Moreover,

these reciprocal space regions were carefully defined within an angular range of

±15◦ from the centre of the Bragg reflections. We notice that upon both ZFC/FH

and FC/FH the temperature dependence of the observed peaks reaches its max-
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Figure 3.17: Temperature dependence of the intensity of higher-order Bragg

peaks from Cu2OSeO3 single crystal when the neutron beam and the applied

magnetic field are parallel to the ⟨100⟩ crystallographic axis.

imum intensity at base temperature and decreases monotonically until a phase

transition occurs: the helical to paramagnetic transition around 58 K at H = 0

mT and the helical to conical phase transition at H = 20 mT. Moreover, the first-

order scattering intensity is well defined within the high-temperature skyrmion

range and reaches a local maximum around the centre of the skyrmion phase

at T ≈ 56 K, the intensity of “Secondary” follows a similar trend but is weaker

than “1st order”, and “Higher” is even weaker than “Secondary” and was not

observed within the skyrmion phase. Furthermore, the intensities of these fea-

tures follow a similar temperature dependence scaled by a constant ratio for each

case, with the intensity of “1st order” disappearing close to the phase transition

temperatures, the intensity of “Secondary” disappears at a temperature less than

1 K before “1st order”, but “Higher” vanishes completely more than 10 K before

the other two reflections. Additionally, the observed intensities were higher un-

der ZFC/FH than upon FC/FH, and decrease with increasing applied magnetic

fields as shown for the first order reflections in figure 3.16.

Complementary, figure 3.18 shows the magnitude of the scattering vector, |Q⃗|,
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Figure 3.18: Temperature dependence of the |Q⃗| magnitude of higher-order Bragg

peaks from Cu2OSeO3 when the neutron beam and magnetic field are applied

parallel to the ⟨100⟩ axis. The black and coloured symbols correspond to the first-

and higher order peaks observed in our data. The coloured lines are guides to

the eye, and the coloured areas indicate the temperature region of the skyrmion

lattice.

for the first- and higher-order magnetic Bragg reflections. We observe that inde-

pendently of the thermal protocol or the applied magnetic field, the magnitude

of |Q⃗| for “Higher” is approximately twice larger than for “1st order”, and it is

approximately
√

2 times larger for “Secondary” than for “1st order”. Secondary

neutron scattering peaks have been previously reported in non-centrosymmetric

magnets, but their origin is not always clear since secondary Bragg reflections

could be caused by high-order neutron scattering, double scattering or additional

modulations on top of long-range magnetic ordering [9, 18, 78, 80, 155]. Nonethe-

less, Renninger scans are able to elucidate between high-order and double scat-

tering, with the last one emerging as usual consequence of highly intense Bragg

reflections [154, 155, 256]. As part of our sample alignment fine-tuning proce-

dure at QUOKKA, we performed rocking scans along three different angles at

base temperature and without an applied field. The resulting Renninger scans
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(not shown here) reveal a clear angular dependence of the intensity of the sec-

ondary Bragg reflections, and lead us to associate these secondary Bragg reflec-

tions to double scattering peaks and not with high-order Bragg peaks since the

latter would show no angular dependent intensity [256]. However, it would be

desirable to confirm the double scattering nature of these reflections by using a

neutron filter between the sample and the detector at QUOKKA, which would

remove any high-order scattering signal from the recorded data.

3.3.2 ⟨110⟩ sample orientation

Small angle scattering patterns were collected with the ⟨110⟩ crystallographic axis

of our sample parallel to the incident neutron beam and the applied magnetic

field. Temperature scans were accumulated upon ZFC at H = 0 mT and FC/FH

at H = 20 mT, to detect the presence or absence of the helical and skyrmion

phases. A selected set of scattering patterns is shown in figure 3.19 and reveals

a two-fold symmetric pattern of magnetic Bragg reflections within a, b) the spin

helical phase at zero field, e, f) a six-fold symmetric pattern typical of the high-

temperature skyrmion lattice phase at H = 20 mT that disappears c) above the

paramagnetic transition temperature, TC. We notice that the observed magnetic

Bragg peaks are not Gaussian under this sample orientation, but they are de-

scribed by Gaussian profiles along other sample orientations. These deviations

from a Gaussian shape are due to the strong influence of the shape of the single

crystal used and its effects in the demagnetisation fields or due to changes in the

instrumental resolution function into an elliptical shape as an effect of sample

alignment [9, 257].

A noticeable superposition of d) the spin-helical and high-temperature skyrm-

ion lattices develops at base temperature and an applied magnetic field of H = 20

mT, in which the six-fold skyrmion features have a weaker intensity than the

helical Bragg reflections, and the two-fold spin-helical reflections exhibit higher-

order diffraction peaks as we reported along the ⟨100⟩. These observations

suggest that Field Cooling the sample across the centre of the high-temperature

skyrmion lattice (at H = 20 mT) along the ⟨110⟩ crystallographic direction could

freeze the skyrmions down to base temperature as in the case of the ⟨100⟩ sample
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Figure 3.19: Selected SANS diffraction patterns from ZFC (top row) and FC (bot-

tom row) measured upon Field Heating (FH) from Cu2OSeO3 when the neutron

beam and magnetic field are applied parallel to the ⟨110⟩ axis in a, b, d) the spin

helical, e, f) skyrmion and c) PM phases

orientation. Although, the higher intensity of the helical Bragg peaks with

respect to the skyrmion peaks at T = 14 K and H = 20 mT along ⟨110⟩ suggests

that the helical phase is more energetically favourable than the skyrmion states

along this sample orientation, which could be consequence of a higher single

ion magnetic anisotropy in the ⟨100⟩ crystallographic axis than in the ⟨110⟩

direction. To investigate this effect, more data were collected using FC/FH along

the ⟨110⟩ sample orientation during increasing magnetic field sweeps instead of

temperature sweeps due to experimental time constrains.

The spectra shown in Figure 3.20 seem to confirm that the effect of Field

Cooling (FC) the sample across the centre of the high-temperature skyrmion

phase along ⟨110⟩ is weaker than that of ⟨100⟩. The magnetic phase diagram

obtained upon FC/FH the sample along ⟨110⟩ is shown in figure 3.21a) and

compared to its ⟨100⟩ equivalent in panel b). Moreover, the magnitude of the

scattering vector at the centre of the observed magnetic Bragg peaks is shown

for the ⟨110⟩ and ⟨110⟩ sample orientations respectively in panels c) and d).

Although the border of the observed magnetic phases is shifted with respect to

the observations reported along ⟨100⟩ when measured along ⟨110⟩, this could
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Figure 3.20: Selected SANS diffraction patterns from FC/FH Field scans at con-

stant temperature on Cu2OSeO3 when the neutron beam and magnetic field

are applied parallel to the ⟨110⟩ axis in a-f) a superposition of the spin helical

and weak Field Cooled skyrmion features, and g-i) high-temperature skyrmion

phases

be the result of different thermal protocols used: field sweeps along ⟨110⟩ and

temperature sweeps along ⟨110⟩. Nonetheless, the appearance of low- and

high-temperature skyrmion states along the ⟨110⟩ axis is noteworthy since this

differs from the patterns observed upon FC/FH along all sample orientations

other than ⟨100⟩. Furthermore, the neutron scattering intensity is higher when

the ⟨100⟩-alignment is used. These observations suggest that the stability of

the low-temperature skyrmion state is enhanced when the magnitude of the

easy-axis magnetic anisotropy reaches its maximum value, which corresponds

to the applied magnetic field parallel to the ⟨100⟩-crystallographic axis. On

the other hand, significant changes in the magnitude of |Q⃗| were induced as a

consequence of the different sample orientations, with ⟨100⟩ developing slightly
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higher values of |Q⃗| than ⟨110⟩. In order to investigate the scaling behaviour of

the spin structures along ⟨110⟩, let us examine the trends of selected temperature

and magnetic field curves.

Figure 3.21: Comparison of the FC/FH magnetic phase diagrams (top row) and

magnitude of |Q| (bottom row) for Cu2OSeO3 single crystals measured upon

FC/FH along ⟨110⟩ (left) and ⟨100⟩ (right).

Figure 3.22 shows the temperature dependence of selected a) neutron scatter-

ing intensity, b) scattering vector, |Q⃗|, and c) magnetic textures spacing, λ, curves

measured upon a fixed magnetic field with the ⟨110⟩ crystallographic axis par-

allel to the incident neutron beam and the applied magnetic field. The observed

trends should be compared to the T-dependence along the ⟨100⟩-axis (see fig-

ure 3.16). The patterns were collected upon ZFC/FH at H = 0 mT, and after

FC/FH at H = 20 mT. The helical phase along ⟨110⟩ behaves similarly along

⟨100⟩: the scattering intensity reaches its maxima at lower temperatures and is

quenched upon the transition a higher-T magnetic state both with and without

an applied magnetic field. But, the intensity is higher upon no magnetic field,

and is quenched at different temperatures: TC under no applied magnetic field,

whereas a substantial decrease happens at T ∼ 40 K at H = 20 mT. On the other

hand, the scattering vector magnitude, |Q⃗|, and the spacing, λ, obtain similar
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values and temperature trends when compared to those observed along ⟨100⟩. In

the spin-helical state, |Q⃗| is approximately constant upon zero applied field until

the sample temperature approaches TC, at which |Q⃗| sharply decreases, while at

an applied magnetic field of 20 mT, |Q⃗| exhibits a wiggle around T ∼ 40 K and

decreases before entering into the skyrmion state.

Figure 3.22: Temperature dependence of a) the neutron scattering intensity, b) the

magnitude of the scattering vector, |Q⃗|, and c) the spacial periodicity of the mag-

netic lattices of Cu2OSeO3 measured using increasing temperature at selected

constant magnetic fields when the neutron beam and the magnetic field are ap-

plied parallel to the ⟨110⟩ crystallographic axis upon ZFC/FH. The coloured areas

indicate the region in which a skyrmion lattice was observed.

The temperature dependence of the high-temperature skyrmion lattice when

the neutron beam and the magnetic field are applied parallel to the ⟨110⟩ crys-

tallographic axis resembles all our previous observations when the neutron beam

and the magnetic field are applied parallel to the ⟨110⟩ crystallographic axis ⟨100⟩

and for the random orientations examined. We notice the scattering intensity is

higher when measured without an applied field than at H = 20 mT along the

⟨110⟩ sample orientation. Moreover, the temperature dependence of the intensity

for the ⟨110⟩ sample orientation exhibits its maximum at base temperature. Simi-

larly, the neutron scattering intensity at H = 20 mT reaches its maximum value at

base temperature and decreases monotonically upon heating until the sample en-

ters the skyrmion phase, in which the intensity increases to a local maximum (i.e.

within the temperature range of the high-temperature skyrmion phase) around

T = 56.4 K, and vanishes as the temperature of the sample reaches the param-

agnetic phase transition temperature. On the other hand, only a small difference
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was observed in the scaling behaviour of the helical phase upon changing the ori-

entation of the sample: along both ⟨110⟩ and the first random sample orientation,

when the neutron beam and magnetic field are applied parallel to the ⟨110⟩ axis,

|Q⃗| raises upon heating in the absence of applied magnetic fields, which implies

the distance between the spin helices is reduced with increasing thermal energy.

3.4 Conclusions

Our data shows that the high-temperature skyrmion lattice appears perpendic-

ular to the applied field along all sample orientations, which suggests this state

is stabilised by temperature fluctuations alone. Our experiments also suggest

that the helical phase could develop along all sample orientations, but the spin

stripes have a preferential orientation. Moreover, we found the low-temperature

skyrmion lattice depends strongly upon sample orientation, and its features re-

main almost constant through a wide range in temperature, but not upon vari-

ations in field. Thus, we may associate the nucleation of the low-temperature

skyrmion phase with magnetic anisotropic terms.



CHAPTER 4

Light induced effects, tellurium doping, and magnetic stability

in Cu2OSeO3

In the previous chapter, we investigated the effect of different sample orienta-

tions and thermal protocols (see figure 3.2 and section 3.1) in the emergence of

long-range magnetic order in Cu2OSeO3. In this chapter, we aim to investigate

the effect of illuminating the sample using visible light, the effects of applying in-

ternal pressure via atomic substitution, i.e. upon tellurium doping, and the time-

stability of the observed magnetic features, which provide valuable insight into

the energetic balance of the quantum magnetic interactions in the multiferroic

skyrmion host material Cu2OSeO3. The first section of this chapter is the main

focus of my research, and the following two sections are part of a joint effort with

the team of Prof. Tilo Soehnel at the University of Auckland.

4.1 Light-induced magnetic effects in Cu2OSeO3

The Small Angle Neutron Scattering experiments reported in sections 3.2 and 3.3

were performed along different orientations, where we observed that the scatter-

ing intensity across the spin-helical, low- and high-temperature skyrmion phases

is optimised when the incident neutron beam and the applied magnetic field are

93
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parallel to the ⟨100⟩ axis of the sample. Hence, we selected this geometry to

investigate the light-induced phenomena and magnetic stability in Cu2OSeO3

single crystals. Note that the possibility to manipulate skyrmions by light was

first experimentally discovered by C. Ulrich and our collaborators in the group of

Prof. M. Ruebhausen at the Centre for Free Electon Laser Science (CFEL) and the

University of Hamburg in Germany.

The manipulation of magnetic skyrmions achieved by illuminating the sample

with ultra-fast laser radiation [258–264], applying alternating electric/magnetic

fields or field gradients [235, 255, 265–273], together with the findings of the

microwave resonant collective excitations of the conical and skyrmion states of

Cu2OSeO3 [274–276], and the light-induced phase transitions in topological ma-

terials provide a few precedents of the effects of electromagnetic radiation in the

optical region of the spectrum on the long-range spin ordered states of the magne-

toelectric material Cu2OSeO3 [277, 278]. Hence, we performed a series of Small

Angle Neutron Scattering experiments utilising a modified sample holder, and

accumulated data under different light conditions to determine the effect of dif-

ferent wavelengths and light intensity in the phase diagram and the stability of

the skyrmion phases of Cu2OSeO3 along two different sample orientations.

Let us start describing the custom optical setup developed in collaboration with

Dr. Norman Booth at ANSTO. A tunable illumination setup was designed and

arranged at the UNSW (see figure 4.1), and brought into ANSTO. The optical

components of this light setup can be used to select a narrow range of wave-

lengths by exchanging the fibre adaptor by a monochromator grating with 1800

lines/mm and re-locating the optical fibre adaptor accordingly (not shown) [283,

284]. After aligning the optical elements in the illumination system, the light-

spectra were collected using an Ocean Optics Maya 2000 spectrometer attached

to the optical fibre adaptor, and the optical power was measured with care at

the position of the sample after it has been reflected by the polished Aluminium

mirror shown in figure 4.1a. Figure 4.2 shows the normalised intensity over the

optical range for a selected set of spectra with their maxima centred within the

visible range, where the positions of the centre of the peaks were selected using

the monochromator setup and the dashed curve reflects the output of the Xenon
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Figure 4.1: A tunable optical setup used in our SANS experiments consists of:

a) an optical fibre installed inside the cryostat down to the sample stage, where

the light is reflected onto the sample by a mirror made of polished Aluminium

foil [279], and b) a custom made illumination system using (1) a Xenon arc-lamp

[280], (2) a mechanical diaphragm (iris blend) to control the optical power applied

to the optical components, (3) convex optical lenses [281], (4) optional neutral

density filters to control the optical power [282], which is collected at (5) an optical

fibre adaptor.

arc-lamp (white light) whose intensity is higher in the infrared region but con-

tains contributions up to the ultraviolet region of the spectrum. Unless otherwise

stated, the optical power was kept at a constant 5 mW at the sample position

during the experiments.

The tunable light setup was connected to the cryostat through an optical fibre

by Dr. Norman Booth and the sample environment team at ANSTO [285, 286].

Table 4.1 reports the optical power at the entrance of the cryostat and at the sam-

ple position inside the cryostat as measured using a Thorlabs laser power me-

ter, which has a special measurement mode for the integration of the total light

intensity over a wavelength range from 350 to 1050 nm. Table 4.1 also reports

the linewidth of the patterns in figure 4.2. In order to determine if exposing the

sample to light induces any effect on the magnetic phases of Cu2OSeO3, we first

aligned the sample along the ⟨100⟩ crystallographic axis and performed a series

of temperature dependent scans following the ZFC/FH thermal procedures out-

lined in figure 3.2 (see explanation of “thermal procedures” in section 3.1) across

the entire magnetic phase diagram. These measurements were performed first in

the dark and followed by their equivalent with the sample exposed to white light
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illumination in the cryostat. The results are shown in figure 4.3

Mean wavelength (nm) HWHM (nm) Pin
cryo (mW) Psample

cryo (mW)

400 10 14 2

500 15 30 10

600 15 36 14

700 15 32 13

800 20 24 10

900 20 220 110

350–1050 range – 1230 610

Table 4.1: Parameters and integrated power of the light spectra used in our SANS

experiments at QUOKKA measured using a Thorlabs laser power meter outside

of the cryostat and at the position of the sample. Notice, the laser power meter

has a special function to measure the light intensity for a broad spectrum over the

entire visible range.

At first glance, the magnetic phase diagrams measured (panel a) in figure 4.3)

in the dark and (panel b) under light resemble much. However, a difference of

approximately ±2 % in the neutron scattering intensity becomes evident when

we subtract the neutron scattering intensity measured in the dark from its equiv-

alent measured under light illumination as seen in panel c). We noticed that light

illumination affects in different ways the spin-helical state, the low- and high-

temperature skyrmion lattices. The low-temperature skyrmion lattice undergoes

a small reduction in intensity, the helical phase a stronger intensity reduction,

and the high-temperature skyrmion lattice exhibiting both an intensity reduction

and increase. Moreover, the magnitude of the scattering vector measured (panel

d) in the dark and (panel e) under light exposure were subtracted (see panel f) to

unveil a change of up to ±10 % in the value of |Q⃗|.

The different response from these three magnetic phases motivated us to per-

form ZFC/FH temperature scans at H = 0, 20 and 65 mT using light with dif-

ferent wavelengths. Figure 4.4 summarises the effect of illuminating the sam-

ple with light of different wavelengths across the helical (left column), high-

temperature skyrmion (centre column), and low-temperature skyrmion (right
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Figure 4.2: Light spectra used in our SANS experiments collected in 10 millisec-

onds with an Ocean Optics Maya 2000 spectrometer. Each spectra were recorded

using a colourless short-pass KG3 filter to absorb infrared radiation and a neutral

density filter. Note: the term “White light” refers to the spectrum of the Xe-Arc

lamp with a KG3 filter.

column) phases of Cu2OSeO3. The scattering intensity shows a temperature shift

that depends on the wavelength of the applied beam of light. Near infrared light

at 695 nm induces no temperature shift of the helical to PM (57.0 ± 0.2 K), high-

temperature skyrmion to PM (57.0± 0.2 K) or low-temperature skyrmion melting

transitions measured in the dark (not shown). However, 515 nm light shifts the

phase transition temperatures by -0.3 K at H = 0 mT but not shift is observed

at H = 20 mT; and 280 nm light induces a temperature shifts of -0.3 K at H = 0

mT, -0.6 K at H = 20 mT and -0.3 K at H = 65 mT. Notice that the illumination

intensity of these measurements was fixed at 20 mW at the entrance of the optical

fibre, which renders 5 mW at the sample position. Furthermore, the temperature

shift is confirmed by the corresponding behaviour of |Q⃗|.

Next, let us consider the results of keeping the temperature and magnetic field

constant and changing the wavelength of the electromagnetic radiation applied

to the sample. Here, we used a set of longpass optical filters (which block light

transmission below an edge, also known as cut-on wavelength, i.e., a filter with

higher cut-on blocks more light than a filter with lower cut-on wavelength) to
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Figure 4.3: The (top row) magnetic phase diagrams and (bottom row) magni-

tude of the scattering vector, |Q⃗|, from our SANS experiments performed upon

ZFC/FC (left column) without light illumination, i.e. in the dark, and under (cen-

tre column) white light illumination. The effects of light illumination become

more evident when we (right column) subtract the results obtained in the dark

from those measured using light.

select a portion of the light-spectrum [282]. Note, since the intensity of light was

not adjusted, different long-pass filters also change the total intensity of light.

Figure 4.5 shows the effects of selecting increasing filter cut-ons on the intensity

and scattering vector measured upon ZFC/FH in three different magnetic phases

along ⟨100⟩. Panel a) reveals that the scattering intensity of these three magnetic

phases responds differently upon applied illumination with a different wave-

length range: the low-temperature skyrmion lattice remains unaffected regard-

less of the color of the applied illumination, whereas the scattering intensity in the

helical phase grows linearly as broader regions of the spectrum are blocked, and

the high-temperature skyrmion lattice manifests a non-linear wavelength depen-

dence. In other words, the low-temperature skyrmion phase exhibits Bragg peaks

of the same intensity upon ultraviolet, visible and infrared light; the scattering in-

tensity in the helical phase decreases linearly as we move from a purely IR to a

white spectrum that includes UV, but the inclusion of UV light does not add any
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additional effect to the non-linear behaviour of the high-temperature skyrmion

phase (see inset scattering patterns). Moreover, the intensity of the scattered pat-

terns is weaker upon light exposure than when measured in the dark for the heli-

cal phase, but the opposite is true for the low-temperature skyrmion phase, while

the scattered intensity of the high-temperature skyrmion phase reaches upon il-

lumination both lower and higher values than in the dark. Additionally, panel

b) shows the effects of selecting different cut-on wavelengths on the scaling of

the observed magnetic Bragg reflections. Here, the low-temperature skyrmion

phase remains unchanged, while the scattering vector, |Q⃗|, grows linearly with

increasing cut-on wavelength, and exhibits two regimes in the high-temperature

skyrmion phase: i) in the lower cut-on wavelength range, a nearly constant |Q⃗|

appears as a diffuse scattering ring is measured, and ii) a quick change of |Q⃗|

occurs in the lower cut-on wavelength range and manifests the stabilisation of a

long-range skyrmion order, as seen in the appearance of well defined magnetic

Bragg reflections (see insets in both panels).

In order to determine if the wavelength dependent observations are related

to the change in light intensity, we performed a series of measurements using

light illumination – centred at two different wavelengths: 400 and 800 nm, which

were carefully selected using a monochromator in our optical setup – and differ-

ent neutral density optical filters. These measurements were performed under

ZFC/FH upon no previous light exposure at a fixed temperature of T = 55.5 K,

and an applied magnetic field of H = 20 mT. Figure 4.6 shows the a) neutron

scattering intensity and b) scattering vector resulting from accumulating data be-

tween 0.12 and 12 mW of applied illumination power.

The scattering intensity (see figure 4.6a) decreases about 40% when the sam-

ple is illuminated by both violet (400 nm) and near infrared (800 nm) light. We

noticed that the scattering intensity decreases almost linearly upon increasing

optical power, and remains constant upon decreasing optical power regardless of

the wavelength of the light (see the discussion of related time-evolution in sec-

tion 4.3). Moreover, this large change in the intensity only induces small changes

in the values of |Q⃗| (see panel b) of figure 4.6), which is slightly reduced upon

increasing light intensity and remains almost constant upon decreasing the light
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Figure 4.4: Wavelength effect on the (top row) scattering intensity and (bottom

row) |Q⃗| from selected temperature scans performed upon ZFC/FH and using

an applied magnetic field of (left column) H = 0 mT for the helical phase, (centre

column) 20 mT for the high-temperature skyrmion phase, and (right column) 65

mT for the low-temperature skyrmion phase.

intensity, and varies within typical values of the scattering vector in the high-

temperature skyrmion phase (≈ 9.75 - 10.25 ×10−3 Å−1).

The series of temperature scans taken under illumination at different wave-

lengths (see figure 4.4), wavelength dependent measurements at fixed temper-

ature, field and light intensity (see figure 4.5), and the dependence on the light

intensity at fixed T, H, and wavelength manifest a different behaviour than the

time-dependent magnetic relaxation processes reported in section 4.3. Particu-

larly, we should consider that the scattering intensity measured at T = 55.6 K

and H = 20 mT (panel a) in figure 4.9) grows more than one order of magnitude

in less than five minutes and reaches a stable value at its maximum, whereas the

scattering intensity measured upon illuminating the sample with different light

colours at T = 55.7 K and H = 20 mT (see figure 4.5) grows much slower and

only when the filter cut-on frequency exceeds 375 nm, and the scattering intensity

measured at T = 55.5 K and H = 20 mT upon exposing the sample to violet and
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Figure 4.5: Wavelength effect on the a) scattering intensity and b) scattering vector

|Q⃗| from ⟨100⟩-orientated Cu2OSeO3 at fixed temperature and field. The insets in

a) show selected scattering patterns from the high-temperature skyrmion phase.

The solid lines in both panels are guides to the eye, and the dashed lines indicate

the values of the intensity and Q⃗ measured at the same temperature, and field,

but in the dark and without previous illumination. The coloured arrows indicate

the order in which the optical filters were selected.

infrared illumination decreases as a function of light intensity.

These light-induced observations are not only a reminder of the photomagnetic

effects (magnetic response to light, not to be confused with the magneto-optic

effect: change in light interacting with a magnetic material) observed in fer-

rites or gold nanoparticles [287–291], but most importantly observed on the
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Figure 4.6: Effect of changing the light intensity on the a) scattering intensity and

b) scattering vector |Q⃗| from ⟨100⟩-orientated Cu2OSeO3 at fixed T = 55.5 K and

H = 20 mT after ZFC/FH. The insets in a) show selected scattering patterns from

the high-temperature skyrmion phase under 12 mW of optical power. The arrows

indicate the direction of the optical power sweeps.

skyrmion host materials FeGe, TbFeCo, Ta/Fe72Co8B20/TaOx tri-layers, and

Cu2OSeO3 using high-frequency lasers or microwave radiation [260, 261, 263,

264, 274]. Although room temperature creation and annihilation of skyrmions

has been achieved using ultra-fast pulses (35 fs) in thin films of ferromagnetic

Ta/Fe72Co8B20/TaOx (≈ 51 Å thick) – a crucial requisite for skyrmion and

optical computing devices, this is the first time the manipulation of skyrmion

lattices has been achieved with light, to the best of our knowledge [261, 292, 293].
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Here, the energy of the absorbed visible photons seems to be large enough to

impact the energy balance between two different magnetic states. However, the

photomagnetic effects on Cu2OSeO3 could be superposed onto certain degree

of light-induced heating, which has been associated by Yu et al. and Je et al.

with changes in the skyrmion dynamics of Cu2OSeO3, and would make the

photomagnetism of Cu2OSeO3 similar to that of Ta/Fe72Co8B20/TaOx [261, 294].

In a final step, it should be determined whether sample heating caused by light

illumination is the reason for the observed effects or not. Therefore, the sample

could be replaced by a temperature sensor and the light experiments could be

repeated at the identical conditions, i.e. sample temperature and field, and the

illumination with light at the same intensity and wavelength. Furthermore, the

effective temperature of the sample inside a cryostat could be determined using

the detailed balance of Stokes and Anti-Stokes phonon modes in its Raman

spectrum (although this could be beyond the sensitivity of a Raman setup

and the cooling power of different cryostats would be different) or alternative

methods.

4.2 SANS on tellurium-doped Cu2OSeO3

Atomic substitution has been extensively utilised to investigate the role of a par-

ticular species in the electronic correlations of solids, and to induce chemical

pressure due to the difference in atomic radii within a unit cell. For example,

structural changes have been described through the Goldschmidt tolerance fac-

tor and the ionic filling fraction in perovskites and arbitrary ionic compounds

respectively [295, 296]. The effects of atomic substitution are not constrained to

structural phase transitions. They also affect the electronic band structure leading

to changes in the magnetic correlations of magnetic or superconducting materials

[297–300]. In the case of Cu2OSeO3, it has been suggested that atomic substitution

induces chemical pressure, stabilises the skyrmion phase in an extended tem-

perature range, changes the effect of magnetic anisotropy terms, and enhances

metastable skyrmions lifetime associated with an energy barrier in Zinc doped

Cu2OSeO3 single crystals [301–306]. Notice, zinc and copper ions carry different
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magnetic moments, thus this atomic substitution induces magnetic doping.

The partial substitution of copper by nickel in Cu2OSeO3 (notice that nickel ions

carry a magnetic moment different than that of copper ions, thus this atomic sub-

stitution induces magnetic doping) has been associated with position-dependent

skyrmion lifetime that are larger than in pristine Cu2OSeO3, and an increased

role of the demagnetisation effects [307, 308]. Additionally, it has been suggested

that both substituting Copper by Silver and Oxygen by Sulphur increases the

temperature range of the skyrmion phase towards lower temperatures in pow-

dered Cu2OSeO3, but this wider skyrmion temperature range could also be the

result of the change in dimensionality of the crystallites as it has been reported in

thin slabs of Cu2OSeO3 reduced from single crystals [5, 76, 309, 310]. With these

precedents in mind, this section reports our investigation on the magnetic effects

of inducing chemical pressure by substituting selenium by tellurium atoms in

Cu2OSeO3 single crystals. Notice both selenium and tellurium are isoelectronic,

i.e., they carry the same magnetic moment and the effect of Te-doping is internal

(chemical) pressure.

Te-content * Space group Lattice constant a (Å) Unit cell volume (Å3)

0.00 P213 8.9191(4) 709.53(9)

0.05 P213 8.92362(16) 710.596(22)

0.10 P213 8.92706(26) 711.420(35)

0.15 P213 8.93132(25) 712.438(35)

0.20 P213 8.93545(28) 713.427(38)

0.30 P213 8.94540(47) 715.814(65)

0.40 P213 8.94483(76) 715.6(1)

0.50 P213 8.94436(93) 715.56(13)

Table 4.2: Lattice parameters of the Te-doped Cu2OSeO3 series used in our exper-

iments. This data were measured at room temperature by our collaborators at the

University of Auckland via powder X-Rays Diffraction (data from [76, 110]).

Single crystals of Cu2OSe1−xTexO3 were grown by our collaborators Rosanna

*Nominal tellurium content of the samples from the stoichiometric proportion of the precur-

sors. For a discussion of the effective tellurium content of the samples, see section 5.2.
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Rov and Luis Ealdama under the supervision of Prof. Tilo Soehnel at the Univer-

sity of Auckland. To this end, the Chemical Vapour Transport method (see section

2.1 and reference [76]) was used with CuO, SeO2, and TeO2 as precursors in sto-

ichiometric proportions, NH4Cl as transport agent, and the temperatures of the

hot and cold head of the furnace were set at 610 and 540 ◦C. Room temperature

powder X-Rays Diffraction (XRD) were performed at the University of Auckland

using the Kα edge of an Ag source (λ = 0.56087 Å) in a commercial Rigaku Oxford

Diffractometer, and confirmed that the unit cell of all samples are described by the

P213 space group (see table 4.2). Notice, the lattice constant, a, increases linearly

with higher Tellurium concentrations, x, in Cu2OSe1−xTexO3 within 0 ≤ x ≲ 0.30

and remains approximately constant for 0.30 ≲ x ≲ 0.50, which could suggest

a saturation of the effective x in the crystals. Our Raman scattering results on

Cu2OSe1−xTexO3 single crystals reveals evidence of the effective tellurium con-

tent of the samples. Here, a systematic shift towards lower energies upon in-

creasing nominal tellurium content was observed in phonon modes associated

with the vibration of SeO3 units. A first approximation to the effect of changes

in the effective mass of the Se1−xTexO3 units upon Te-doping gives us effective

contents of 3.0 ± 0.3 %, 3.7 ± 0.4 %, and 4.5 ± 0.5 % for the samples with nominal

Te-contents of 10 %, 30 %, and 50 %, respectively (see table 5.1 and section 5.2).

The presence of Tellurium in our samples was confirmed using Energy Disper-

sive X-ray Spectroscopy (EDX), which demonstrated that the dopant is uniformly

distributed throughout the crystals (see supplement in ref. [76]). However, the

EDX measurements did indicate that the final Tellurium content in the single

crystals is significantly smaller than the nominal Te-content from the starting ma-

terials. It is about a factor of 10 smaller, but due to the limited resolution of the

EDX technique further experiments are required using other analytic methods

(see discussion in section 5.2). Moreover, we performed neutron Laue diffraction

on the Te-doped samples at the instrument KOALA at ANSTO (publication in

preparation).

We performed Small Angle Neutron Scattering upon ZFC/FH on randomly

orientated samples of Cu2OSe1−xTexO3 with x = 0.0 (see section 3.2), 0.05, 0.10,

0.20 and 0.50 nominal doping using the same methods outlined in sections 2.2.5
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and 3.1. In the pristine compound, Cu2OSeO3, the dominating propagation di-

rection of the helical phase is determined by the magnetic anisotropy terms along

the ⟨100⟩ axes [77, 78, 80]. Moreover, we observed secondary neutron reflections

throughout the doping series – due to intense neutron scattering at base temper-

ature and upon field heating at H = 20 mT (see for example figure 3.12) – that

suggest the formation of robust spin helices is not perturbed by non-magnetic

atomic substitutions. Therefore, we conclude that the change in the lattice param-

eters upon partial substitution of the selenium ions of Cu2OSeO3 with tellurium

does not affect significantly the magnetic anisotropy of the system.

Figure 4.7: Magnetic phase diagrams of Te-doped Cu2OSeO3 single crystals from

SANS upon ZFC/FH. Panels a) and c-f) show the SANS data from randomly ori-

entated samples, while panel b shows the SANS results from the <100> orientated

sample.

The phase diagrams of the doping series measured upon ZFC/FH are shown

in figure 4.7 along (panels a, c-f) random orientations and compared to the

phase diagram of (panel b) pristine Cu2OSeO3 along ⟨100⟩. Here, we notice

that the high-temperature skyrmion phase was clearly detected in the x = 0.0,

0.05, 0.10, 0.20 and 0.50 single crystals of Cu2OSe1−xTexO3. This suggests that



4.2 SANS on tellurium-doped Cu2OSeO3 107

this magnetic phase is not suppressed by tellurium doping. Furthermore, the

low-temperature skyrmion phase was clearly observed upon 20 % of tellurium

doping (not shown), which suggests that this magnetic phase also persists upon

atomic substitution. However, further experiments are planned to determine

if the low-temperature skyrmion phase appears upon doping under FC at 20

mT/FH throughout the doping series, and to determine the sample orientation

dependence of the phase diagram. Let us briefly inspect the contour plots of |Q⃗|

for the doping series. Figure 4.8 shows that the main trends in the temperature-

and field-dependent |Q⃗| behaviour remain approximately unchanged upon

increasing tellurium concentrations in Cu2OSe1−xTexO3.

Figure 4.8: Contour plots of the scattering vector of the magnetic Bragg peaks

from Te-doped Cu2OSeO3 single crystals observed through SANS upon ZFC/FH.

Finally, a careful examination of the scattering patterns for each doping level

allowed us to determine the temperature and magnetic field range in which the

high-temperature skyrmion phase is observed throughout the doping series.

When we measure the SANS spectra upon ZFC/FH upon an applied magnetic

field of H = 20 mT (across the centre of the skyrmion pocket), the temperature

range of the high-temperature skyrmion range goes from T = 55.3 K to 57.9 K in
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pristine randomly orientated Cu2OSeO3, from 54.3 K to 57.9 K in the nominal 5

% Te-doped sample, from 53.1 K to 57.9 K in the nominal 10 % Te-doped sample,

from 50.5 K to 57.0 K in the nominal 20 % Te-doped sample, and from 52.2 K

to 56.5 K in the nominal 50 % Te-doped sample. Moreover, the phase diagrams

indicate that the magnetic field range measured upon ZFC/FH at a constant

temperature of T = 56.1 K (across the centre of the high-temperature skyrmion

phase) goes from H = 15 mT to ≈ 38 mT in the pristine randomly orientated

Cu2OSeO3, from 14 mT to 39 mT in the nominal 5 % Te-doped sample, from 11

mT to 39.5 mT in the nominal 10 % Te-doped sample, from 10 mT to 40 mT at a

temperature of 54.7 K in the nominal 20 % Te-doped sample, and from 15 mT to

40 mT at a constant temperature of 54.7 K in the nominal 50 % Te-doped sample.

Hence, the evidence suggests that both the temperature and magnetic field range

systematically increase upon higher nominal tellurium concentrations up to 20

%, but decrease when the nominal tellurium content is 50 %, which suggests that

chemical pressure makes the high-temperature skyrmion phase energetically

favourable in a broader temperature range (see discussion of Te-doping in

section 5.2).

4.3 Time evolution of skyrmions and spin helices

To determine the time-stability of the long-range spin order of Cu2OSeO3, in a

tight collaboration with the research team of Prof. Tilo Soehnel at the University

of Auckland, we collected SANS spectra at a constant temperature and magnetic

field once the sample had reached the desired temperature and field within 0.2

K and 1 mT, respectively, and recorded data for approximately one minute per

file. Moreover, the small deviations in the temperature, field and time from their

expected values were extracted from the detector read-outs in the raw HDF files.

Figure 4.9a) shows a time series of approximately 50 scattering patterns col-

lected upon ZFC/FH at a constant field of H = 20 mT and a temperature set at

T = 55.6 K, in which the scattering intensity and magnitude of |Q⃗| have been

determined through Gaussian curve fitting routines. This temperature and mag-

netic field values were selected close to investigate the transition from the spin-
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Figure 4.9: The SANS time evolution of ⟨100⟩-orientated Cu2OSeO3 at T = 55.6 K

and H = 20 mT reveals a) fluctuations in the neutron scattering intensity (black

squares) upon minuscule fluctuations in the temperature of the sample as mea-

sured by the temperature sensor of the cryostat (small grey circles), and b) the

scaling of the scattering vector (black squares) and the effective applied field

(small grey circles). The continuous and dashed lines in a) show the curve fit-

ting (discussed in the main text) of the intensity and the trend of the temperature,

respectively. The insets show selected spectra with the observed Bragg peaks.

helical to the high-temperature skyrmion lattice states. Remarkably, the time se-

ries start with no magnetic Bragg peaks and after a few minutes a six-fold pattern

with twelve magnetic Bragg reflections appears (see inset images) even though

all the external stimuli remained unchanged. As a result, the scattering inten-

sity (black squares) exhibits a sudden increase upon the emergence of long-range

magnetic order.

In order to determine if the observed phenomenon is associated with a sizeable

change in temperature, we extracted the temperature of the sample as recorded

by the sensor in the cryostat (black circles). However, the change in temperature

is below 10 mK and follows a decreasing trend (dashed line) that would indicate

a minuscule reduction in the skyrmion-stabilising thermal fluctuations. Before

fitting and discussing the time-dependent intensity, let us see the changes in |Q⃗|

and the applied magnetic field value recorded by the instrument.

Panel b) in figure 4.9b) shows the time evolution of |Q⃗| from data collected at

H = 20 mT and T = 55.6 K. The resulting trend resembles the sharp scaling

behaviour observed upon skyrmion phase transitions in chapter 3. Note, the val-
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ues corresponding to the first few scattering patterns in figure 4.9 contain very

weak magnetic Bragg reflections until a six-fold patterns develops after a few

minutes. Moreover, panels a) and b) reveal that the changes in temperature and

magnetic field are negligible compared to the scale of the regions in the phase di-

agram of ⟨100⟩-orientated Cu2OSeO3 (see figure 3.13), and these variables can be

regarded as constant without significant loss of detail. Therefore, we do not as-

sociate the observed onset of a long-range magnetic order with oscillations in the

temperature of the sample or changes in the applied field. Let us then consider

an Arrhenius law model to investigate the observed time series of data.

A succinct introduction to phase transitions was given in section 1.3 using the

Ginzburg-Landau phenomenological treatment [9, 38, 90–92] and a modified ver-

sion of the Kosterlitz-Thouless model for 2D topological phase transitions [95–

99], whilst the question of the (meta)-stability of magnetic skyrmions was con-

sidered as the result of a small energy gap between two states [86–89]. Notice,

the time dependence of magnetic neutron scattering intensity has been used in

the past to investigate the kinetics of skyrmion host materials, which is possible

since magnetic neutron scattering measures the temporal and spatial spin-spin

correlations (see equations 2.38 to 2.40) [311–313].

For our analysis, let us use a compressed exponential function (Kohlrausch-

Williams-Watt or KWW) to determine the spin-dynamics relaxation lifetime, τ(T)

– which depends on the temperature of the sample and manifests in the time de-

pendence of the measured scattering intensity, I(t). The compressed exponential

function is given by [85, 303, 314–316]:

I(t) = A exp

(
−
[

t
τ(T)

]β
)
+ C (4.1)

Here, C represents the limit to which the neutron scattering intensity converges

as time tends to +∞, A is the change in intensity, and β is called the compressed

exponent and arises from a superposition of exponential decays. Notice that

the compressed exponential belongs to a family of semi-empirical functions that

describe relaxation phenomena (e.g. skyrmions, dielectrics, polymers, and spin-

spin systems) and include the Debye, non-Debye, Cole-Cole, Cole-Davidson,

Havriliak-Negami functions among others [87, 315, 317–321]. In figure 4.9 panel
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a), the solid black line shows the fitting results at T = 55.6 K.

This model holds at different temperatures. For instance, figure 4.10 shows the

spectral time evolution at T = 55.0 K and H = 20 mT. We notice that upon minia-

ture change in sample temperature, the spectral time-dependence measured at

T = 55.0 K differs from the trend observed at T = 55.6 K. At T = 55.0 K, the

intensity shows its minimum value at time zero, reaches a maximum value after

a few minutes, and converges at a value below the maximum as time increases.

The insets in panel a) show the scattering patterns at different times, in which

we observe at first a weak diffuse ring and no well defined Bragg peaks. How-

ever, a six-fold pattern with twelve peaks sets in after a few minutes, in which six

peaks exhibit a higher intensity than the other six peaks rotated 30 degrees with

respect to the brighter ones. Moreover, as time progresses, the intensity of the six

brighter peaks remains unchanged and drops for the less brighter six peaks. This

time-series could depict a scenario with two spin relaxation processes: the devel-

opment of a skyrmion lattice from an intermediate state formed by skyrmion do-

mains, and a reorientation of two or more skyrmion structures rotated 30 degrees

with respect to each other along a plane perpendicular to the incident neutron

beam.

Furthermore, in panel b) of figure 4.10, we observe that the value of |Q⃗| in-

creases with the development of the skyrmion lattice, and slightly decreases as

the skyrmion structures reorient themselves.

The time series collected at T = 56.3 K and H = 20 mT differs from the data at

the two temperatures previously discussed. At T = 56.3 K, the intensity follows a

two step process that starts with no evident Bragg reflections (see panel (a) in fig-

ure 4.11). Over time, a weak scattering ring develops, but at this temperature this

process is much slower than in the two previous cases. Approximately after one

hour, a set of twelve magnetic Bragg peaks with a six-fold symmetry arose, where

six peaks where more intense and rotated 30 degrees with respect to the weaker

peaks. Moreover, panel b) reveals a continuous growth in |Q⃗| as time progresses,

which is independent of the two steps observed in the scattering intensity. Thus,

the time series at T = 56.3 K could be associated with a continuous nucleation of

skyrmion domains that manifests through a scattering ring upon the formation



112 Chapter 4: Light induced effects, tellurium doping, and magnetic stability

Figure 4.10: The SANS time evolution of ⟨100⟩-orientated Cu2OSeO3 at T = 55.0

K and H = 20 mT reveals a) the evolution of the scattering intensity (dark blue

squares) upon tiny changes in the temperature of the sample as measured a sen-

sor in the cryostat (small light blue circles), and b) the scaling of the scattering

vector (dark blue squares) and the effective applied field (small light blue circles).

The continuous and dashed lines in a) show the curve fitting of the intensity and

the trend of the temperature, respectively. The insets show selected spectra with

the observed Bragg peaks as function of time.

of magnetic skyrmions disordered with respect to each other, and is followed by

a reorientation of two or more domains in the sample.

From figures 4.9 to 4.11, we deduce that the temperature of the sample plays

Figure 4.11: The SANS time evolution of a) the scattering intensity (dark red

squares), its curve fitting (solid curve), and the sample temperature (light dark

small circles and dashed line), and b) the magnitude of the scattering vector (dark

red squares) and applied field (small light red circles) of Cu2OSeO3 orientated

along ⟨100⟩ and measured at T = 56.3 K and H = 20 mT.
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a role in determining the time scale of the formation of long-range magnetic

skyrmion lattices. Given that the stability of the high-temperature skyrmion

phase under investigation has been linked to temperature fluctuations in the lit-

erature [78, 80, 95, 228, 307, 311, 322, 323], we shall evaluate the spin relaxation

temperature-dependence in the vicinity of the high-temperature skyrmion lattice

state. Let us consider the variations in the scattering intensity as consequence of

an energy gap, ∆E, that relates to the temperature, T, through the Arrhenius law

expressed as [84, 86, 87, 324, 325]:

τ(T) = τ0 exp (−∆E/kBT) (4.2)

where τ0 is the Arrhenius prefactor linked to fundamental fluctuation rates,

and kB is the Boltzmann constant. Our analysis uncovers three regimes in the

inspected region of the phase diagram, around which the high-temperature

skyrmion phase sets in: a two-steps relaxation process manifests at the lower

limit of the skyrmion temperature range (blue shadowed region in figure 4.12).

Around the centre of the skyrmion temperature range, a single step process

occurs (no shadow). Just below TC, another two-steps process starts with no

Bragg peaks, and finishes with a high-T skyrmion state (red shadowed region).

The inverse-temperature dependence of the lifetime, τ, indicates that the single

step process corresponds to an Arrhenius behaviour with a positive energy gap

between the conical and skyrmion magnetic states, the lower-temperature region

(highlighted in blue) follows a sub-Arrhenius behaviour that could be attributed

to quantum mechanical tunnelling across an energy gap due to the influence

of thermal fluctuations, and the higher-temperature region (highlighted in red)

suggests a super-Arrhenius reaction such as the one observed in glass-forming

liquids. A super-Arrhenius behaviour would match with the emergence of an

intermediate hexatic phase dominated by topological defects between a topolog-

ical and non-topological states of matter, as predicted by the Kosterlitz, Thouless,

Halperin, Nelson and Young theory of 2D topological phase transitions [95–99].

In order to determine the field-dependence of the observed relaxation lifetime,

different time series were collected at a constant temperature of T = 56.1 K be-

tween H = 0 mT and 20 mT, which maps the helical to skyrmion phase transition.
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Figure 4.12: The temperature dependence of the Arrhenius prefactor measured

upon ZFC/FH at H = 20 mT manifests in the scattering intensity lifetime as a

function of temperature. The three regimes highlight the role of temperature in

the conical-to-skyrmion phase transition as discussed in the main text.

Here, as the applied magnetic field is increased, the time series change from a

purely helical scattering spectra, to a time-dependent superposition of the Bragg

peaks characteristic of the helical and skyrmion phases, and time-dependent six-

fold symmetric pattern typical of the skyrmion phase at higher fields. To quan-

tify this field dependence, we fitted the scattering intensity for each curve using

τ = τ(H) into equation 4.1. The values of the lifetime of the magnetic relaxation,

τ, are shown in figure 4.13.

Figure 4.13 unfolds an exponential regime of the field-dependence of the mag-

netic relaxation lifetime, τ, modelled by the Arrhenius law (see equation 4.2) in

the magnetic field range of the high-temperature skyrmion phase, and a second

regime in which τ is constant within the field region of the spin helical phase.

These two regimes in the field-dependence of τ contrast with the three regimes

found in its temperature-dependence, where the latter exhibits deviations from

a simple Arrhenius law. This differences highlight the different roles of the tem-

perature of the sample and the applied magnetic field in the stabilisation of the

high-temperature magnetic skyrmion phase.
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Figure 4.13: The magnetic field dependence of the scattering intensity relaxation

lifetime measured upon ZFC/FH at T = 56.1 K follows two regimes that coincide

with the spin-helical and skyrmion (grey shadow) phases, in which τ is given by

a constant and an field-dependent exponential, respectively. The dashed lines are

guides to the eye.

Previous investigations have provided further insight into the stabilisation of

the skyrmion lattices of Cu2OSeO3. Hicken et al. reported collective skyrmion

excitations in single crystal Cu2OSeO3 using muon spin relaxation, in which the

relaxation rate exhibits power-law behaviour above TC [323]. However, they ob-

served deviations from a power law below this transition, and associated these

skyrmion dynamics to the creation and annihilation of skyrmions. Makino et al.

found evidence of an energy gap between two different skyrmion states in single

crystal Cu2OSeO3 using small angle neutron scattering [311]. Here, two skyrmion

lattices were observed rotated 30 degrees with respect to each other, and their

emergence depended on different thermal protocols akin the irreversibility of

spin glasses. On the other hand, Crisanti et al. used space-resolved SANS on

Cu2OSeO3 single crystals and discovered evidence of a position-dependence of

the stability of the skyrmion state that induces different lifetimes across the sam-

ple [307]. The effect of the geometry of the sample on the extension/reduction of
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the skyrmion lifetime is supported by the Small Angle X-ray Scattering (SAXS) in-

vestigation in thin slabs of Cu2OSeO3 performed by Wilson et al., which revealed

an extended skyrmion region in the T-H phase diagram along both [100] and [110]

crystallographic directions. Furthermore, Lorentz TEM and magnetic susceptibil-

ity measurements have been used to demonstrate the role of topological defects

along the skyrmion to paramagnetic phase transition as predicted by Janson et

al., Mohanta et al., and the Kosterlitz-Thouless theory [95, 314, 326, 327]. These

precedents support our deductions since they suggest the existence of collective

skyrmion excitations across different time scales as consequence of an energy gap

between different magnetic states, which depends on the temperature, thermal

history and geometry of the sample, and arise as consequence of the quantum

creation and annihilation of individual skyrmions through half-skyrmions and

other topological spin arrangements. Nonetheless, we acknowledge the neces-

sity of confirming whether the temperature measured by the sensor inside the

cryostat reflects the real temperature of the sample in our setup, or if a thermal

gradient exists between the sample and the sensor since that could impact the in-

terpretation of our data. Hence, we plan to address this question in the upcoming

months in collaboration with the scientists at ANSTO.

4.4 Conclusions

Our investigations of the stability of the high-temperature magnetic skyrmion

state of Cu2OSeO3 has revealed relaxation processes that affect the intensity and

scattering vector of the observed magnetic Bragg reflections as a function of the

applied magnetic field and the temperature of the sample. The field dependence

of the observed relaxation unveils two regimes of the relaxation lifetime: a con-

stant lifetime was found in the magnetic field range or the spin-helical phase,

while in the field range of the high-temperature skyrmion lattice, the lifetime

follows and exponential decay as function of inverse field akin the Arrhenius

law. Moreover, the temperature dependence of the relaxation lifetime follows

three regimes characterised by a lower-temperature sub-Arrhenius behaviour at-

tributed to quantum tunnelling across an energy gap, an Arrhenius regime in the
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temperature range of the centre of the high-temperature skyrmion phase, and

a super-Arrhenius behaviour at slightly higher temperatures as it has been ob-

served in glass-forming liquids. Hence, we associate the field- and temperature-

dependence of the relaxation lifetime with a predominant role of thermal fluctua-

tions in the creation and annihilation of individual topological textures and their

collective kinetics.

Additionally, we unearthed evidence of the effects of illuminating the sample

with light in the visible region of the spectrum across the helical, low- and high-

temperature skyrmion phases. The three magnetic phases investigated react dif-

ferent to light stimuli. Here, the scattering intensity and scattering vector ob-

served in the low-temperature skyrmion state remain approximately unaffected,

the helical phase shows a linear wavelength dependent response in both observ-

ables, and the high-temperature skyrmion state exhibits a non-linear wavelength

dependence. Furthermore, an irreversible optical-power behaviour was observed

using violet and near infrared light. Therefore, we conclude that external light

stimuli may manipulate the long-range magnetic order of Cu2OSeO3 akin the

photomagnetic effect observed in other skyrmion materials and in Cu2OSeO3

using high-frequency laser pulses. Nonetheless, it is still unclear the degree in

which the light-induced effects overlap with optical heating of the sample, and

this question shall be addressed in the following experiments.

Finally, we observed that the field and temperature range in which the high-

temperature skyrmion phase emerges seems to grow upon increasing tellurium

concentrations. However, the effective level of tellurium doping remains to be

confirmed, and it would be desirable to confirm these observations along pref-

erential symmetry axes, which may also reveal the doping effects on the low-

temperature skyrmion phase.





CHAPTER 5

Raman scattering in Cu2OSeO3

In this chapter, we report the results of our Raman measurements performed on

a series of randomly orientated tellurium-doped Cu2OSeO3 single crystals at dif-

ferent temperatures at zero magnetic field. The Raman spectra from these ran-

domly orientated samples unveil some interesting details of the influence of ap-

plying chemical pressure through atomic substitution on the atomic and mag-

netic vibrations in the multiferroic skyrmion host Cu2OSeO3. Finally, a few ideas

for future experiments will be presented.

5.1 Precedents

Raman light scattering is a unique experimental technique since it offers detailed

insights in the lattice dynamics and fundamental excitations such as magnons.

While inelastic neutron scattering allows for the determination of the spin wave

dispersion throughout the entire Brillouin zone, Raman light scattering can mea-

sure the two magnon density of states, but with a significantly higher energy

resolution. First temperature dependent Raman light scattering experiments on

pristine Cu2OSeO3 single crystals were performed by Gnezdilov et al., who only

investigated the helical and paramagnetic phases without an externally applied

119
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magnetic field [328]. Their article reports Raman scattering on Cu2OSeO3 sin-

gle crystals in a pseudo-backscattering geometry, using parallel- (XX) and cross-

(XY) polarised green lasers (λ = 514.5 nm and λ = 532.1 nm) to investigate the

spectrum of Cu2OSeO3 orientated with the incident laser beam parallel to the

⟨111⟩ crystallographic axis upon no applied magnetic fields. They provide ev-

idence of 53 phonons below 850 cm−1 in the paramagnetic phase, 56 peaks in

the helical phase and 58 below T∗ = 20 K (see figure 5.1), where T∗ is the tem-

perature at which the magnetic contribution to the dielectric constant changes

sign [72]. Considering the 56 atoms in the unit cell, they predict a total of 168

phonon modes, of which 3 are acoustic and 84 are Raman active normal modes

(14A+14E1+14E2+42T) of lattice oscillations in the paramagnetic state. Addition-

ally, they predict 15 Raman active magnetic excitations in the helical phase. In

addition, two-phonon and possibly two-magnon modes are present in the en-

ergy range between 850 and 2000 cm−1. Furthermore, the excitation that emerge

upon cooling below the paramagnetic phase transition temperature and below

T∗ were regarded by the authors as magnetic excitations. Moreover, Gnezdilov,

et al. report the temperature dependence of the phonons lineshape that exhibits

a set of anomalies associated by the authors with a strong spin-orbit coupling,

which induces a strong Dzyaloshinskii-Moriya interaction.

Additionally, a sharp increase in the Raman intensity below TC = 58 K has

been reported for most phonon peaks. Since there is no structural phase tran-

sition known below the magnetic transition temperature, the authors associate

this phenomenon to a jump in the dielectric constant in the magnetically ordered

phase driven by a linear magnetoelectric effect.

An alternative spin cluster model of the magnetic excitations of Cu2OSeO3 was

developed in the doctoral dissertation of Rolf Versteeg [329]. Here, six Raman ac-

tive magnetic excitations in the spin helical phase were predicted and attributed

to single-magnon (Elliot Loudon) modes, and one of the magnetic excitations was

attributed to a two-magnon Raman mode [330]. However, only four magnetic ex-

citations were experimentally observed in their data at 263, 273, 300 and 425 cm−1

below the PM phase transition temperature upon no applied magnetic field – not

including the 86 and 204 cm−1 magnetic modes reported in reference [328].
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Figure 5.1: The temperature dependence of the Raman response of Cu2OSeO3

shows three additional peaks appear centred around 261, 270 and 420 cm−1 below

the paramagnetic transition temperature, TC ≈ 58 K (image taken from [328]).

Furthermore, time-resolved Raman scattering measurements of the magnetic

excitations of the helical phase of Cu2OSeO3 single crystals have focused on the

260 cm−1 magnon branch [331]. Versteeg et al. studied the time-dependent be-

haviour of this Raman active magnetic excitation and found evidence of spin-

light interactions in the helical magnetic order upon photo-excitation of this mul-

tiferroic material using pulses of monochromatic light at λ = 570 nm during 0.3

picoseconds. As a result of these excitations, the intensity of the magnon centred

at ∼ 260 cm−1 is temporarily quenched and builds up after ∼ 200 ps. The re-

searchers associated this observation with a melting of the long-range magnetic

order. However, Versteeg et al. did not report the ultra-fast time-dependent be-

haviour of the other magnons in the pico-second scale. Thus, they cannot rule out

that the observed time-dependence of the 260 cm−1 magnon branch could point

at the stimulation of further magnetic excitations that results in a momentary

suppression of the 260 cm−1 feature. Hence, further investigations are required.

Inelastic Neutron Scattering (INS) experiments have been performed to iden-

tify magnetic excitations and their dispersion relation in the helical phase of

Cu2OSeO3 [332, 333]. These studies used different models to determine the

magnetic coupling constants of Cu2OSeO3, namely, a coarse-grained approach
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to the low-energy spin dynamics of Cu2OSeO3 published by Luo et al., and

a microscopic model of entangled copper tetrahedra by Portnichenko et al.

[332–335]. Noticeably, no Raman- or inelastic neutron scattering studies of the

skyrmion phase of Cu2OSeO3 have been published, to the best of our knowledge.

Additional investigations of the Raman- and INS-spectra of Cu2OSeO3 across

the low- and high-temperature skyrmion phases could provide further insight of

the spin dynamics of this multiferroic.

Figure 5.2: a) Dispersion relation of the magnetic excitations of Cu2OSeO3 in the

helical phase measured using time of flight neutron spectroscopy, b) theoretical

magnetic dispersion relation from spin-dynamical calculations, and c) illustration

of the magnetic exchange paths of Cu2OSeO3: on top the FM (solid blue) and

AFM (solid red) couplings with dashed lines indicating weaker couplings, and

bellow the JAFM
O..O interaction between further neighbours, i.e. among every second

Cu1 and Cu2 atomic sites (image taken from [333]).

Figure 5.2 shows the agreement between the a) experimental and b) theoreti-

cal dispersion relation of the magnetic excitations of Cu2OSeO3. This agreement

enabled Portnichenko et al. to determine the strengths and symmetries of the
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ferromagnetic and antiferromagnetic interactions between nearest and second-

nearest neighbour copper atoms, as well as the weaker JAFM
O..O interaction of the

further neighbours. The dispersion relations and the magnetic coupling values of

Cu2OSeO3 may be used to determine the energy of the magnetic excitations ob-

served via Raman scattering, for example, via the broken-bond model or micro-

magnetic simulations.

5.2 Experimental results and discussion

We performed Raman scattering measurements on a series of four randomly

orientated Cu2OSe1−xTexO3 single crystals with nominal tellurium contents of

x = 0.00, 0.10, 0.30 and 0.50 upon Zero Field Cooling/ Zero Field Heating in

order to investigate the temperature- and tellurium-content- dependencies of the

lattice and magnetic excitations across the spin helical and paramagnetic states

of the samples at zero magnetic field (see the description of the experimental

setup in section 2.5). Unless explicitly stated, all the Raman spectra shown and

discussed in this chapter have been accumulated utilising unpolarised laser il-

lumination of 10 mW at the sample position (in order to avoid sample heating)

and their intensities have been corrected for detailed balance given by 1 + n(ω),

where n(ω) represents the Bose distribution function (see section 2.4) [210, 336].

As a first step in our Raman spectra investigation, we measured the Raman

spectra of randomly orientated single crystals of Cu2OSe1−xTexO3 with different

doping levels at a constant temperature of T = 85 K, which was chosen because

this temperature is slightly above the magnetic transition temperature, yet the

intensity of the phonon modes is strongly increased as compared to the Raman

spectrum taken at room temperature (see Raman data shown above from [328]).

Figure 5.3 highlights three selected phonon peaks that shift towards lower en-

ergies upon increasing tellurium concentrations at constant temperature. Here,

we notice that the effect of tellurium doping in the energies of the selected peaks

is within a few cm−1. If we assume that the phonon centred at 218 cm−1 corre-

sponds to a vibration of selenium atoms, then the effective tellurium content can

be calculated. Notice that although infrared active phonon modes with energies
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Nominal Te-content xe f f calculated at 85 K (%) xe f f calculated at 300 K (%)

0.00 0.00 0.00

0.05 – 1.0 ± 0.2

0.10 3.0 ± 0.6 4.1 ± 0.6

0.15 – 4.7 ± 0.5

0.20 – 5.2 ± 0.5

0.30 3.7 ± 0.5 –

0.50 4.5 ± 0.6 –

Table 5.1: Effective tellurium content of the Cu2OSe1−xTexO3 single crystals cal-

culated using the Raman scattering spectrum measured at T = 85 K and 300 K,

and a first order approximation to the effects of atomic substitution in the energy

of the phonon modes through changes in the reduced mass of the vibrating lattice

(see discussion in the main text).

of 213.6, 557.4, and 830.7 cm−1 have been associated with the vibration of sele-

nium atoms, a complex motion of oxygen atoms, and a radial breathing of the

SeO3 units, respectively (see tables 1 and 2 in [337]), the reduced mass of com-

plex phonon modes such as the 588 cm−1 and 853.5 cm−1 modes involves several

atoms and must be calculated according to their eigenvectors, i.e., considering

their relative displacements. In a first approximation, the frequency of a phonon

is proportional to
√

1/m. Using such an approximation, we get the effective tel-

lurium content values shown in table 5.1. These effective tellurium contents are

in agreement with the assumption made in chapter 4.2 that only a fraction of the

tellurium atoms are replacing the selenium atoms. Our EDX data gave a rough

estimate that just 10 % of the Te-atoms are in the final crystal [76]. Therefore, Ra-

man light scattering did provide a further, more accurate and contact free method

to determine the effective Te-content in the Cu2OSe1−xTexO3 crystals.

Let us discuss a series of measurements of the spectra Raman collected in the

Raman shift range between 59 and 904 cm−1 and sample temperatures above

12 K and room temperature. Figure 5.4 shows the Raman spectrum at selected

temperatures of the pristine Cu2OSeO3 single crystal. Here, a total of 87 Raman

active modes were identified through peak fittings of the spectrum at T = 12 K
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Figure 5.3: Raman scattering of selected doping levels of Cu2OSe1−xTexO3 single

crystals at a constant temperature of 85 K. In all three panels, we notice a subtle

shift of selected phonon peaks towards lower energies as highlighted with verti-

cal dashed lines across the centre of the peaks with an energy of a) 218 cm−1, b)

588 cm−1, and c) 853.5 cm−1 in the pristine sample.

centred at Raman shifts of 62.3, 66.8, 74.3, 78.6, 86.8*, 89.3, 94.9, 99.6, 103.0, 107.0,

110.7, 114.3, 117.7, 121.5, 127.3, 129.6, 135.0, 138.1, 142.3, 149.4, 155.3, 159.0*, 163.2,

169.3, 174.6, 178.12, 182.3, 188.5, 191.6, 195.4, 198.4, 204.5*, 212.9, 215.8, 218.7,

223.0, 231.4, 238.5, 259.2*, 265.6*, 274.8*, 279.2, 291.1, 297.1*, 316.0, 323.9, 328.8,

336.1, 345.5, 374.2, 375.0, 387.4, 392.5, 401.3, 401.7, 413.1 428.5*, 447.2, 448.7, 457.1,

466.0, 480.8, 493.5, 508.8, 534.3, 551.0, 573.0, 587.9, 606.0, 613.0, 630.7, 658.2, 666.9,

722.5, 733.5, 744.0, 763.3, 781.1, 787.0, 797.8, 818.6, 835.9, 848.0, 853.7, 863.8, and

870.0 cm−1.

Our discussion of the observed features will focus on a reduced number

of dominant excitations. Before we discuss the temperature evolution of the

scattering spectrum of two selected phonon modes (centred at 291.1, and 587.9

cm−1) and one magnetic excitation (centred at 428.4 cm−1) for the three different

tellurium-doping levels under investigation, let us introduce the spectra of the

other samples as function of temperature.

Figure 5.5 shows the temperature dependent Raman spectrum acquired from

a single crystal of 5 % tellurium-doped Cu2OSeO3. A total of 60 Raman active

modes were identified at base temperature using curve fittings, which are cen-

tred around: 60.3, 68.0, 74.2, 80.8, 97.8, 107.9, 110.4, 121.3, 126.9, 128.7, 146.1,

*Previously identified as a magnon mode in the literature [328, 331]
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Figure 5.4: Raman spectrum from pristine Cu2OSeO3 were measured using a

laser line of λ = 514.32 nm at selected temperatures. A total of 86 excitations

were clearly identified (see main text).

155.4, 162.5, 173.0, 179.8, 184.2, 192.5, 197.0, 199.4, 207.5. 209.9. 213.0, 215.1, 219.3,

233.0, 236.7, 243.7, 250.4, 262.0, 268.7, 277.8, 287.3, 304.0, 319.3, 324.2, 342.0, 349.6,

361.0, 386.0, 397.9, 406.5, 411.9, 429.9, 449.5, 463.0, 491.0, 493.5, 509.9, 546.3, 559.7,

580.0, 586.2, 595.0, 611.0, 620.0, 725.0, 735.1, 746.7, 763.2, 820.0, 827.7, 837.6, and

860.0 cm−1. Notice that the lineshapes of the observed excitations at base temper-

ature do not always follow well-defined peaks, and a broad background appears

at 411.9 cm−1. Moreover, the number of observed peaks differs from those ob-

served in the pristine sample, which may be consequence of the random sample

alignment used according to symmetry selection rules.

Figure 5.6 shows the temperature dependent Raman spectrum acquired from

a single crystal of 10 % tellurium-doped Cu2OSeO3. A total of 66 Raman active

modes were identified at base temperature using curve fittings, which are cen-
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Figure 5.5: Raman spectrum from 5 % Te-doped Cu2OSeO3 were measured using

a laser line of λ = 514.32 nm at selected temperatures. A total of 60 excitations

were clearly identified (see main text).

tred around: 59.4, 66.5, 73.6, 80.1, 90.7, 97.4, 107.6, 109.9, 118.0, 120.8, 127.3, 129.3,

130.0, 145.4, 145.7, 154.6, 161.8, 171.9, 178.8, 183.4, 191.7, 196.1, 197.9, 207.0, 209.5,

212.4, 214.4, 217.0, 232.3, 236.0, 251.5, 261.0, 267.0, 275.9, 286.0, 300.1, 314.9, 322.0,

340.0, 348.2, 363.0, 395.0, 405.3, 411.0, 425.5, 448.1, 464.0, 482.0, 491.8, 506.0, 522.3,

544.9, 558.3, 573.0, 585.3, 592.0, 609.0, 625.2, 730.0, 734.3, 748.0, 763.0, 791.0, 818.6,

826.7, and 836.4 cm−1. As in the case of the spectra from the 5 % tellurium-doped

sample, the number of Raman peaks from the 10 % tellurium-doped sample dif-

fers from the number of excitations identified in the pristine and 5 % sample,

which highlights once more the importance of measuring the Raman spectra from

samples orientated along a well known crystallographic axis in order to be able

to determine the effect of the Raman symmetry selection rules on the data.

After inspecting the spectra from the three samples, we notice that a number of

excitations only appear below the paramagnetic transition temperature. In par-
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Figure 5.6: Raman spectrum from 10 % Te-doped Cu2OSeO3 were measured us-

ing a laser line of λ = 514.32 nm at selected temperatures. A total of 66 excitations

were clearly identified (see main text).

ticular, the magnetic excitation centred around 428.4 cm−1 ≈ 53 meV in pristine

Cu2OSeO3 dominates the surrounding region of the spectra, and remains visi-

ble in the atomically substituted samples (centred at 430.3 and 428.0 cm−1 in the

x = 0.05, and 0.10 samples, respectively). In his PhD thesis, Rolf B. Versteeg

has associated this Raman peak with a 1-magnon mode using the Elliot-Loudon

formalism (see table 5.3 and figure 8.2 [329]). Nonetheless, the energy of this mag-

netic excitation suggests that is could also be associated to a two-magnon mode,

which would have an energy close to the weak signal at 53 meV measured and

predicted by Portnichenko et al., and to the sum of the maximum energies of the

12 meV acoustic- and the 38 meV optical- magnon branches shown in figure 5.2

[333, 334].

Figure 5.7 shows the temperature dependence of a) the scattering intensity, b)

the energy of the centre of the peak, and c) the full width at half maximum from
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Figure 5.7: Temperature dependence of the a) scattering intensity, b) magnon en-

ergy, and c) linewidth of the 428.4 cm−1 magnon line in Te-doped Cu2OSeO3.

The solid lines are guides to the eye, and the dashed vertical lines show the PM

phase transition temperature, TC = 58 K, and the temperature, T
′
, at which the

observed magnon mode disappears in the Te-doped samples.

Lorentzian curve fittings of the temperature dependent data from the three se-

lected tellurium doped samples. Here, we observe from the excitation prevails

above the magnetic phase transition temperature, TC, in the pristine sample.

However, the excitation disappears at a lower temperature that we will refer to

as T
′ ≈ 38 K, in the tellurium-doped samples. The emergence of magnetic excita-

tions below T
′

in the tellurium-doped samples resembles the behaviour reported

by Gnezdilov et al. in their Raman study, which was associated with changes in

the dielectric constant magnetic contributions. Hence, the observed behaviour

may suggest that atomic substitution could have an effect in the dielectric con-

stant of Cu2OSeO3. However, this has not been investigated yet, to the best of

our knowledge.

Let us now focus in the dominant phonon mode centred around 291.1 cm−1 in

pristine Cu2OSeO3. This Raman peak has been associated with an internal in-

plane vibration of CuO5 units (see chapter 8 in the PhD thesis of Rolf B. Versteeg

[329]). Figure 5.8 shows the temperature dependence of the Lorentzian curve fit-

ting parameters from the selected samples. In panel a) we observe that additional

contributions to the scattering intensity appear above T
′

and TC = 58 K in the 5

% Te-doped sample and above TC in the 10 % Te-doped sample, which exhibits

anomalies in its temperature dependent Raman scattering intensity. Moreover,

in panel b) we observe that energy of the centre of the peak exhibits deviations
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Figure 5.8: Temperature dependence of the a) scattering intensity, b) phonon en-

ergy, and c) linewidth of the 291.1 cm−1 phonon line in Te-doped Cu2OSeO3. The

solid lines are guides to the eye, and the dashed vertical lines show the PM phase

transition temperature, TC = 58 K, and the temperature, T
′ ≈ 38 K, at which the

428.4 cm−1 magnon mode disappears in the Te-doped samples.

from a smooth anharmonic decay model (see figure 2.11) around both T
′

and

TC in the Te-doped samples investigated, whilst the FWHM in panel c) shows

no deviations from the expected broadening of the Raman modes upon heat-

ing. Notice that this phonon mode shows a small energy shift below TC in the

undoped, while the same phonon mode exhibits pronounced phonon renormal-

izations below TC in the tellurium doped samples. These observations suggest

that the application of chemical pressure through atomic substitution may also

have an effect in the behaviour of the lattice vibrations of Cu2OSeO3, which may

be related to a greater overlap of the electronic orbitals between copper ions and

their subsequent influence on the magnitude of the magnon-phonon interactions.

However, this remains unsolved. Let us briefly discuss the temperature depen-

dence of the 588 cm−1 phonon line, which has been associated with the motion of

oxygen atoms of Cu2OSeO3 whose eigenvector remains unsolved in the literature

(see chapter 8 in the PhD thesis of Rolf B. Versteeg [329]).

Figure 5.9 shows a) that the intensity of the 588 cm−1 phonon displays a steep

increase for below TC, as in the case of the 291 cm−1 phonon mode. Particularly

below T
′

and TC = 58 K for the x = 0.05 and 0.10 samples, respectively. Panel

b) shows that the temperature dependence of the of the 588 cm−1 phonon en-

ergy differs from the anharmonic decay model with deviations arising above T
′

and TC, in particular in the Te-doped samples. Moreover, panel c) shows that
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Figure 5.9: Temperature dependence of the a) scattering intensity, b) phonon en-

ergy, and c) linewidth of the 587.9 cm−1 phonon line in Te-doped Cu2OSeO3. The

solid lines are guides to the eye, and the dashed vertical lines show the PM phase

transition temperature, TC = 58 K, and the temperature, T
′
, at which the 428.4

cm−1 magnon mode disappears in the Te-doped samples.

the width of the 588 cm−1 phonon line broadens following different patterns

in the pristine and Te-doped samples, with the doped samples starting sharper

at base temperature and broadening quicker than in the pristine sample. The

observed temperature dependence suggests that additional contributions to the

phonon decay may arise as a consequence of non-magnetic atomic substitutions

in Cu2OSeO3, due to changes in the dielectric constant of Cu2OSeO3 or caused

by enhanced spin-phonon interactions (see for example [336]).

5.3 Conclusions

The emergence of magnetic excitations with an approximate energy of 428 cm−1

≈ 53 meV upon cooling the tellurium-doped samples below T
′

is a reminiscence

of Gnezdilov et al., and may indicate changes in the dielectric constant magnetic

contributions upon increasing tellurium content. Moreover, the temperature de-

pendence of the 291 and 588 cm−1 phonon modes suggest that additional contri-

butions to the phonon decay may arise as a consequence of non-magnetic atomic

substitutions in Cu2OSeO3, due to changes in the dielectric constant of Cu2OSeO3

or caused by enhanced spin-phonon interactions as a consequence of applied

chemical pressure through tellurium doping.
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5.4 Perspective of future experiments

Our results on randomly orientated Cu2OSe1−xTexO3 single crystals suggest that

a systematic scrutiny of the Raman-active phonon and magnon selection rules

along a well defined sample alignment of all samples is needed to guarantee that

the data are comparable in number of Raman-active phonon modes and their

corresponding scattering intensity. Therefore, it would be advisable to conduct

measurements of the temperature dependence of the tellurium-doped samples

along the ⟨100⟩ using the Raman setup at UNSW. Additionally, it would be in-

teresting to investigate the magnetic excitations within the skyrmion phases of

Cu2OSe1−xTexO3 single crystals using Raman scattering, which has not been per-

formed yet to the best of our knowledge, and could be performed upon FC/FH

with the Raman setup and sample environment at the School of Physics at UNSW.

Furthermore, external pressure could be applied to the tellurium-doped series of

Cu2OSeO3 single crystals as a third experimental parameter using the Diamond

Anvil Pressure cells for Raman scattering with a pressure range of up to 70 GPa

and a temperature range from 1.7 to 300 K available in the research group of C.

Ulrich at UNSW, which could provide additional information to the reports of

a potential skyrmion phase transition upon applied pressure at room tempera-

ture [338]. Finally, a theoretical framework is needed to discern the influence of

tellurium doping in the energy shift observed in the lattice vibrations and the un-

conventional temperature dependence of the magnetic excitations of the selected

samples.
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