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Abstract 

Remotely piloted aircraft systems (RPAS) offer new possibilities to a growing civilian field. 

However, unlike pilots of conventionally piloted aircraft, the remote pilot operates in a sensory 

deprived environment. A reduction in available sensory cues present unique human factors 

challenges, hence the aim of the present study was to understand the impact of real-time auditory 

feedback from the RPA on operator performance. Experiment 1 tested conventional pilots 

manually flying a small multi-rotor RPA under two visual operating conditions. Experiment 2 

introduced a non-pilot participant group in an automated configuration. Experiment 3 retained the 

methodology of the second, but presented an adaptable auditory feedback component, with 

incremental volumes above and below a comfortable sound level. Key findings revealed 

transitional instances of auditory feedback being perceived as either sound (i.e., useful 

information, and/or arousing) or noise (i.e., sound that is unwanted), with results broadly aligned 

with predicted values associated with behavioural models of performance such as the Maximal 

Adaptability Model. In addition, no statistical significant differences in task performance 

(automated flight conditions) between the pilot and non-pilot participants were evident. Together, 

these findings suggest the ability to include or remove the availability of sensory cueing for 

remote pilots should be dependent on the stage of flight and associated workload. In addition, 

they raise questions about the restrictions imposed on who is permitted to operate an RPA. 

Practically, this gives credence to the inclusion of adaptable sensory cueing in future systems. 

Furthermore, consideration should be given to licensing operators without conventional flying 

experience for more complex, automated RPAS operations. 
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ABSTRACT 

 

 

Remotely piloted aircraft systems (RPAS) offer new possibilities to a growing civilian 

field. However, unlike pilots of conventionally piloted aircraft, the remote pilot operates in 

a sensory deprived environment. A reduction in available sensory cues present unique 

human factors challenges, hence the aim of the present study was to understand the impact 

of real-time auditory feedback from the RPA on operator performance. Experiment 1 tested 

conventional pilots manually flying a small multi-rotor RPA under two visual operating 

conditions. Experiment 2 introduced a non-pilot participant group in an automated 

configuration. Experiment 3 retained the methodology of the second, but presented an 

adaptable auditory feedback component, with incremental volumes above and below a 

comfortable sound level. Key findings revealed transitional instances of auditory feedback 

being perceived as either sound (i.e., useful information, and/or arousing) or noise (i.e., 

sound that is unwanted), with results broadly aligned with predicted values associated with 

behavioural models of performance such as the Maximal Adaptability Model. In addition, 

no statistical significant differences in task performance (automated flight conditions) 

between the pilot and non-pilot participants were evident. Together, these findings suggest 

the ability to include or remove the availability of sensory cueing for remote pilots should 

be dependent on the stage of flight and associated workload. In addition, they raise 

questions about the restrictions imposed on who is permitted to operate an RPA. 

Practically, this gives credence to the inclusion of adaptable sensory cueing in future 

systems. Furthermore, consideration should be given to licensing operators without 

conventional flying experience for more complex, automated RPAS operations. 
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GLOSSARY 

 

The International Civil Aviation Organization (ICAO, 2018) defines the following terms 

which will be used in the chapters of this thesis: 

 

Remote Pilot: A person charged by the operator with duties essential to the operation of a 

remotely piloted aircraft and who manipulates the flight controls, as appropriate during 

flight time.  

Remotely Piloted Aircraft (RPA): An unmanned aircraft which is piloted from a remote 

pilot station.  

Remotely Piloted Aircraft System (RPAS): A remotely piloted aircraft, its associated 

remote pilot station(s), the required command and control links and any other components 

as specified in the type design.  
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CHAPTER 1 – INTRODUCTION 

 

The aim of this study is to examine the effects of additional workload and sensory 

stressors, namely auditory feedback on the task performance of remote pilots. 

Distinguishable from conventionally piloted aircraft, remote pilots operate within a sensory 

deprived environment, and typically rely upon visual sensory feedback exclusively 

(Tvaryanas et al., 2006; Hobbs, 2017). They also work under various operational 

conditions, some of which are cognitively taxing. How workload and the absence of 

auditory feedback affects remote pilots has received little attention in the literature, and 

hence is the primary aim of the present study.  

Possibly not surprising to some, the reduction or absence of sensory cueing on its 

own, as well as combined with fluctuating workload has been attributed to a number of 

remotely piloted aircraft accidents. Remotely Piloted Aircraft Systems (RPAS) accident 

rates are notably higher compared to conventional aircraft (Williams, 2004; ATSB, 2018; 

ATSB, 2020), with some estimates reporting their occurrences as much as ten to fifty times 

greater (Weibel & Hansman, 2005; Jaussi & Hoffmann, 2018; Renshaw & Wiggins, 2020). 

In an attempt to address this high accident rate, professionals including aviation safety 

professionals often draw on knowledge and information about manned aircraft. While such 

information can be useful, it has its limitations, primarily because of several key 

fundamental differences, the most obvious being the lack of sensory auditory information. 

Therefore, understanding how both workload and auditory information affects remotely 

piloted operators is important if improvements in RPAS safety are desired.  
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RPA are presently equipped with a number of sensory tools, possibly the most 

important being a camera (with the exception of some highly automated military RPA; 

Bergmann, 2017). Cameras relay real-time monocular visual information back to the 

remote pilot via various means, including a tablet, monitor or goggles display. However, 

they are void of any substantive depth perception, thus limiting available visual stimuli 

(Smolyanskiy & Gonzalez-Franco, 2017; Luo et al., 2021). Visually, RPAS can be operated 

under Visual Line of Sight (VLOS), which requires the remote pilot to physically sight the 

RPA unaided. If permitted, RPA can also be operated Extended/Beyond Visual Line of 

Sight (E/BVLOS), which means beyond the view of the remote pilot (theoretically 

unlimited distance). Contingent on the camera field-of-view and resolution, imagery 

transmitted at present, even with the most sophisticated RPAS are inferior to that received 

by conventional pilots.  

Possibly the next most important sensory information for RPAS operators is 

auditory. Auditory information from an RPAS and conventional aircraft contains key 

information about its state relative to the environment, and includes information about 

engine power settings, meteorological conditions and/or mechanical failures (Walker, 

1997). This information often complements visual information, providing critical cues for 

changing aircraft state. However, a lack of either piece of information increases the 

likelihood of an incident, as illustrated through the following two examples.  

In 2007 at the Kandahar Air Base during a landing of an MQ-1B Predator military 

RPA, the RPA crashed nose-first into the runway (USAF, 2007b). Utilising the transmitted 

real-time visual feed, the remote pilot misjudged the height of their aircraft above the 

runway, and interpreted the physical touchdown as a response to their controlled flare 
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input. Conceivably, the expectation of a similar visual scene associated with a flare control 

input, versus an inadvertent touchdown, was reinforced to the remote pilot. With only a 

limited visual field-of-view, the remote pilot was oblivious to the aircraft bouncing due to 

subsequent incorrect control input responses. That is, at a critical stage of flight, a dynamic 

scene was visually ambiguous, and the RPA’s touchdown on the runway was not apparent 

to the remote pilot (USAF, 2007b; Arrabito et al., 2011). Access to additional sensory 

information may have resolved this ambiguity, such as screeching tyres on touchdown, or 

variations in airflow.  

Perhaps obvious to some, and in particular to a conventional pilot, a reduction of 

visual, auditory, somatic, vestibular, proprioceptive, and olfactory feedback received by 

remote pilots can be problematic (Drury & Scott, 2008; Hobbs & Lyall, 2016; Blumer et 

al., 2018). Take for example auditory information. With an aircraft, such information can 

be forthcoming from the engine/power plant (i.e., RPA propeller/s) and airframe. Auditory 

information from engines reflect associated changes in response to power commands, 

variations in wind/airflow, and engine state (Stearman, 1997; Hobbs, 2017). For example, 

an increase in power to climb, or a decrease in power to descend will be associated with 

changes to the frequency, tone, and sound intensity of the engine/propeller (Baklanov, 

2016; Schlüter, 2016; Tuccio et al., 2017; Moshkov, 2020). While technological 

advancements have enabled quieter cockpit environments in modern commercial aircraft 

(i.e., new generation engines, sound insulation, noise-cancelling headphones; Leylekian et 

al., 2014; Burgess & Molesworth, 2016; Bravo et al., 2022; Lee et al., 2022), contrary to 

remote pilots operating under E/BVLOS, the intensity of auditory information experienced 
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by conventional pilots has not reduced to zero. The importance of such information is best 

illustrated in the below accident which occurred in 2016. 

At the Nevada Test and Training Range in 2016, a U.S. Air Force MQ-9 was lost, 

attributed in part to a failure by the remote pilot to recognise the reduced energy state of 

their RPA (USAF, 2017). During a changeover between remote crews, a climb was 

inadvertently initiated. Upon realising, the remote pilot changed to a manual configuration, 

reducing power from 100 to 30 percent for the descent, but not accounting for the aircraft 

pitch angle which remained positive. The aircraft quickly lost airspeed and lift, resulting in 

an aerodynamic stall (USAF, 2017; Jaussi & Hoffman, 2018). While visual and audible 

alerts for the stall warning occurred, the remote pilot failed to observe these, possibly as a 

result of the sensory deprivation encountered by the remote pilots; a key distinction from 

other pilots (Jaussi & Hoffman, 2018). Furthermore, as noted in the investigation report, the 

remote pilot did not prioritise the handover checklist and a ‘loss of situational awareness 

was a substantially contributing factor to the mishap’ (USAF, 2017, p. 12). Had real-time 

auditory feedback been made available, perhaps critical auditory information about the 

changing aerodynamic state of the RPA could have prompted a different and more timely 

response. 

Combining sensory information sources is arguably a necessary method to increase 

the value and meaning of environmental/operational settings. However, not all sensory 

information is positive or desired. When there are limited cognitive resources available, 

additional sensory information has the potential to increase mental workload beyond 

capacity. In response to such conditions, adaptations can be made by the human to 

accommodate surplus or redundant information, by shedding or ignoring such information. 
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However, sometimes useful sensory information can be perceived as a stressor, known to 

adversely affect performance. For remote pilots with variable workloads, the requirements 

to maintain spatial orientation, selective attention, auditory attention, situational awareness, 

visual perception, spatial processing, attention to detail, and conscientiousness (Howse, 

2011) could be considered additional stressor sources. Combined with sensory cueing as a 

further stressor source, these can be cognitively taxing, and hence positive or detrimental to 

performance.   

One way to alleviate the effect of stressors on cognitive resource consumption is 

through the use of automation (Prinzel III et al., 2002; Freeman et al., 2004). Automation 

can be engaged to assist in managing workload in different operational conditions, allowing 

for better focus on a primary task (Cummings et al., 2014; Dixon et al., 2005; Dixon & 

Wickens, 2006; McKendrick et al., 2014; Mekdeci & Cummings, 2009). While RPA can be 

programmed or flown manually, the abilities of the remote pilot to conduct complex flying 

tasks are greatly aided by an automated system (Stevenson et al., 2015a). However, an 

overreliance on automation can also be burdensome. The requirement to monitor 

automation can have a detrimental effect on performance through under arousal or boredom 

(Cummings et al., 2013). Hence, using automation to moderate workload, coupled with 

additional sensory cues, does not necessarily lead to a simple, dichotomous outcome. 

Moreover, there is some evidence to suggest that as RPAS technology continues to develop 

with increased automation, human remote pilots could place too much trust in the human-

machine system (Liu et al., 2015), and thus become further removed from it. Therefore, 

understanding the relationship between variables such as workload and sensory cueing on 
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the task performance of remote operators is important, and thus is one of the aims of the 

present study. 

In pursuit of this aim, the thesis is structured as follows. Chapter 2 will discuss  

auditory, visual, and multimodal sensory cueing as they apply to remote pilots. Chapter 3 

will present the relevant literature for workload and behavioural models relating to 

performance, arousal, and adaptability, including as they apply to piloting and RPAS. 

Following these chapters, three experiments will be presented in Chapter 4 through 6. In 

Experiment 1 (Chapter 4), the effect of real-time auditory feedback on remote pilot task 

performance will be examined. However, this effect will only be examined for pilots with 

previous fixed-wing conventional flying experience. Their manual flying performance will 

be measured using a small RPA, under two workload levels, and utilising three methods of 

visual feedback. Experiment 2 (Chapter 5) will be expanded to include non-pilots, as well 

as pilots, under automated operating conditions. Workload will be extended to three levels, 

and will measure participant performance in separate perception and decision-making tasks. 

Experiment 3 (Chapter 6) will maintain the methods of Experiment 2, but will measure 

non-pilots only. The strategies used by participants to deal with the auditory feedback will 

also be assessed, with two additional volume intensities introduced. Common to all three 

experiments is the inclusion and removal of real-time auditory feedback from the RPA, and 

the mapping of the results to the Maximal Adaptability Model. Finally, a discussion of the 

key findings will be presented before a conclusion in Chapter 7. 
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CHAPTER 2 – AUDITORY, VISUAL, AND MULTIMODAL CUEING 

 

2.1 Overview 

 

This chapter will describe the theory relating to auditory (i.e., nonverbal, as 

distinguished from speech) and visual information (including visual display types), and 

multi-modal feedback (i.e., auditory-visual pairing) important to remote pilots. As will be 

discussed, auditory and visual feedback provide important and useful information, essential 

for safe aircraft operations. However, both benefits and detriments of single and combined 

sensory information sources exist, potentially affecting successful task completion. Because 

remote pilots operate within a sensory deprived environment, it is therefore pertinent to 

discuss these elements for a better understanding and prediction of their performance.     

 

2.2 Auditory Cueing 

 

2.2.1 The Auditory Cortex 

 

When a physical object vibrates sufficiently enough to change the pressure of its 

surrounding medium (e.g. air), sound waves are created (Moore, 2012). The human 

auditory system senses these pressure waves when captured by the outer ears. From the 

outer ear, they are directed to the inner ear, and transduced into neural code, before 

transferring via the auditory nerve to the primary auditory cortex in the brain for analysis 
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and processing (Møller, 1983; Belin et al., 1998; Pickles, 2015; Schacter et al., 2011). The 

physical positioning of the two outer ears allows for the rapid analysis of sound waves by 

the auditory cortex, distinguishing between the perceived differential pitch, loudness, 

timbre (i.e., the quality of sound allowing for differentiation between two sources of 

identical pitch) and spatial localisation of the sound (Bizley & Cohen, 2013; Joris et al., 

2004; Schacter et al., 2011; Zatorre et al., 2002; Zaehle et al., 2004). It is through this 

system that humans perceive and experience their surroundings auditorily (Litovsky, 2015).  

 

 2.2.2 Auditory Information  

 

For humans perceiving sound (i.e., auditory information), its intensity or loudness 

(i.e., sound level) is defined and measured through the unit A-weighted decibel (dBA; 

Chepesiuk, 2005; Litovsky, 2015; Molesworth, 2016). Sound sources include both verbal 

(e.g., human speech) and nonverbal (i.e., artificial or natural). In aviation, sources of sound 

can be generated by the powerplant output (i.e., engine), aerodynamic contact between the 

outside air and the aircraft/helicopter fuselage or control surfaces, and verbal 

communications via radio (Antuñano & Spanyers, 2006). While the loudness of sound is 

subjectively perceived by individuals (Litovsky, 2015), some examples of common sound 

intensities measured in dBA are given by Chepesiuk (2005) including: a quiet room (28 – 

33 dBA), normal conversation (40 - 65 dBA), using a vacuum cleaner (62 – 85 dBA), or 

operating a hair dryer (59 – 90 dBA). In comparison, sound intensities within conventional 

aircraft can range from 60 dBA – 88 dBA for commercial jets (Antuñano & Spanyers, 
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2006; Ozcan & Nemlioglu, 2006), to 80 dBA – 102 dBA for small helicopters (Antuñano & 

Spanyers, 2006).  

For conventional pilots, sound pressures experienced through combined ambient 

noise and communications in the cockpit have been estimated at 85 dBA in commercial 

airliners (Müller & Schneider, 2017), 95 dBA in smaller fixed-wing aircraft, and 100 dBA 

in helicopters (Gasaway, 1986). Although differing in intensity, each source of sound has 

the potential to induce physiological and/or psychological responses in humans (Jerison, 

1959; Poulton, 1979; Szalma & Hancock, 2011; Molesworth, 2016). For tasks requiring 

higher cognitive abilities, the relationship between auditory information and task 

performance can be variable (Banbury et al., 2001). For example, depending on the type of 

auditory information being processed (e.g., speech-like versus white noise), its effect on 

cognitive tasks like memory recall, can be potentially distracting (Banbury et al., 2001; 

Sörqvist, 2010). Hence, it is important to distinguish between the information type, and in 

reference to the task category being performed.   

To make sense of most auditory information, auditory scene analysis occurs 

whereby multiple, simultaneous sounds are separated by the auditory system, allowing for 

their identification and organisation (Bregman, 1994; Baldwin, 2012). As described by 

Baldwin (2012), two combined processes are involved in auditory cognition: a bottom-up 

process for the sensing and attention given to a sound, and a top-down process for 

interpreting and making sense of it (Baldwin, 2012; Guastavino, 2018). However, auditory 

information is not always presented in isolation, and as such, must be attended to and 

processed using finite available resources (Baldwin, 2012). In the case of multiple sound 
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sources presented concurrently, individuals have a limited capacity to process this 

information (Moray, 1967).  

The processes involved with selection and attendance to a sound are described by 

several different theories. Broadbent’s Early Filter Model (Broadbent, 1958) proposes that 

due to a ‘bottleneck’ of sensory overload (e.g., multiple sound sources), a filtering process 

occurs whereby auditory information is selected for further processing, or rejected 

(Eysenck, 1994; Lachter et al., 2004). Treisman counters this theory by suggesting multiple 

sources of auditory information, could instead be stored for later processing, rather than 

outrightly rejected (Treisman, 1960; Treisman, 1964). Late selection and limited-capacity 

models are also used to explain how auditory information processing occurs, in 

combination with other systems including working and long-term memory (Baldwin, 

2012). Irrespective of the mechanisms involved, because auditory information demands a 

level of processing, there will also be a corresponding impact on cognitive performance.   

Auditory information processing can also be susceptible to the kind of sound 

generated, and the type of cognitive tasks involved. Banbury and colleagues (2001) 

reviewed a number of studies that measured cognitive performance and the interfering 

effect of irrelevant sound, defined as sound that can be distracting to complex mental tasks 

(e.g., serial recall, comprehension). The authors noted several key findings. Firstly, acoustic 

variations (i.e., pitch, timbre, tempo) to the auditory information are more determinant of 

the disruption caused to task performance, compared to monotonous or repetitive sounds. 

Furthermore, these variations to the nonverbal sound can be as similarly distracting as 

verbal sounds (i.e., speech; Banbury et al., 2001). Importantly, the authors found irrelevant 

sounds do not need to be presented simultaneously with the task being undertaken, for a 
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similarly detrimental effect on performance to be observed (Banbury et al., 2001). That is, 

it can be detrimental, through a temporally lasting effect. This seemingly has implications 

to an applied setting like an aircraft cockpit, regardless of it being conventionally or 

remotely located, where the completion of complex tasks is intermittently required, and 

where an exposure to (and processing of) irrelevant sound also exists.  

Edwards (2007) further elaborated on the involvement of top-down processing (i.e., 

based on prior knowledge and expectation; Dennett, 1995) by the cognitive system when 

attending to degraded auditory information quality. If a deteriorated perception of the 

auditory information exists (e.g., signal degradation or physiological), the cognitive load 

placed on the individual could be at the expense of other resources (Edwards, 2007). 

Similarly, Stenfelt and Rönnberg (2009) expanded on the role of distortion in auditory 

cognition. The authors argued the level of distortion present during the transmission of 

auditory information, can negatively influence an individual’s cognitive processing abilities 

(Stenfelt & Rönnberg, 2009).  

In contrast to degraded auditory information, when it is transmitted without any 

signal distortion (e.g., no other concurrent sounds, or masking), simple bottom-up cognitive 

processing is involved. This can occur when the sound is heard and listened to, 

comprehended, and then used to formulate a reaction (Stenfelt & Rönnberg, 2009). That is, 

any additional impact to one’s cognitive load is limited. However, the cognitive system 

reverses the direction of the processing when a distortion to the quality of information is 

introduced, by changing from a bottom-up to top-down method (Stenfelt & Rönnberg, 

2009). A reversal of the processing direction and its impact on cognitive load is not 

necessarily disadvantageous. Due to the perception of an unfamiliar or unexpected sound, 
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an arousal response can potentially be induced. As will be discussed in the next chapter, if 

combined with an appropriate level of workload, performance could be raised to an optimal 

level.  

Griffiths and Warren (2004) explain the perceptual theory of auditory objects, 

comprising the acoustic source of the information, and the temporal event that follows. The 

auditory system transforms information from an acoustic stimulus, to perceived auditory 

objects (Bizley & Cohen, 2013), the flow of which has been described as an auditory 

stream (Bregman, 1994; Näätänen et al., 2001). For humans to make sense of these streams, 

higher cognitive processes in the brain detect, organise, and extract auditory information 

into distinct auditory objects, including the identification of familiar patterns and 

anomalous sounds, or concurrent sounds such as musical instruments playing 

simultaneously within an orchestra (Bizley & Cohen, 2013; Leaver & Rauschecker, 2010; 

Näätänen et al., 2001). By interacting with the multi-modal cortex and higher cortices, 

sounds initially processed by the auditory cortex form the individual behavioural reaction to 

auditory stimuli (Griffiths & Warren, 2004). Hence, auditory information can benefit 

individuals by utilising it to form a response to stimuli, and act upon task requirements. A 

review of the literature in this area pertaining to RPAS operations failed to reveal any 

literature. Therefore, a key objective of the first two experiments presented in this thesis is 

to compare task performance between an ecologically normal condition (i.e., without 

auditory feedback) and conditions where real-time auditory information, directly from the 

RPA is introduced.  

Outside of RPAS operations, the positive role of non-verbal auditory information on 

task performance is evidenced in studies involving individuals’ exposure to music. In one 
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example, Kiger (1989) identified nuances in the role of background music on student 

comprehension performance. The type of music was separated in two: high information 

load and low information low (i.e., related to a variable or consistent rhythm, and tonal 

dissonance), and compared with a silent condition. The comprehension of a reading task 

was found to be superior under the music condition with a low information load, compared 

to the high information load and silent conditions. The author offered two explanations for 

the performance differences: an interference mechanism to attention and concentration, due 

to competing cognitive resources under high information loads, or an over/under-arousal 

effect (Kiger, 1989). For similar tasks, Sörqvist (2010) also suggests other mechanisms 

could be possible, including working memory capacity, the changing-state effect (e.g., 

versus semantic auditory distraction), and individual differences.  

 Another study involving nonverbal auditory information was conducted by Fox and 

Embrey (1972). The authors conducted a series of experiments involving repetitive, visual 

quality control inspections in both laboratory and factory settings, under a variety of 

auditory conditions, including with a music component. Improved visual detection 

performance (i.e., identifying faulty parts on an assembly line) was found when music was 

introduced, against both silent and background machine-generated noise conditions. As 

noted by the authors, the duration of the music (i.e., short was determined as better than 

continuous), and the rhythm (i.e., lively was found to be better than slow/steady), positively 

influenced performance the most, and could likely be attributed to a stimulatory effect (i.e., 

arousing; Fox & Embrey, 1972). As explained by Molesworth (2016), this effect can also 

be seen in tasks that may be boring or repetitive, and which utilise fewer cognitive 

resources to complete.  
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Dosseville et al. (2012) also identified an enhancive function of classical music in 

changing students’ perception of a learning environment. A notable shortcoming was 

admitted by the authors in not including other forms of sound, such as individually 

preferred music (i.e., non-preferred music has previously been shown to negatively affect 

comprehension performance compared to silent conditions; Johansson et al., 2012), other 

music genres or white noise, to determine their effects on learning. As a result of this, no 

detailed explanation for the mechanism involved in producing a positive effect on academic 

performance was provided by the authors (Dosseville et al., 2012). Nevertheless, it adds to 

the evidence suggesting the relationship between nonverbal auditory information and 

performance, relating directly to the type of activity being undertaken and the cognitive 

facility required (e.g., repetitive visual monitoring/monotonous versus learning).   

The effect of nonverbal auditory information on cognitive performance was further 

explored by Cockerton et al. (1997). The authors measured participants’ task performance 

on a cognitive test in the presence of background, software-created music, that was 

considered free-flowing and harmonious (Cockerton et al., 1997). While acknowledging the 

type of music (e.g., classical versus contemporary, or unknown versus familiar; Cockerton 

et al., 1997; Schellenberg et al., 2007) may contribute to individual performance differences 

(Rauscher et al., 1993; Stough et al., 1994), the music used for their study was generated in 

real-time, and hence novel/unfamiliar. Participants exposed to the music answered more 

questions, with higher accuracy than those in the no music condition. While these findings 

were dependent on the task, they support the notion of an arousing or stimulatory effect of 

auditory information, and its relationship with cognitive performance. Although task and 
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source dependent, this potentially positive attribute of auditory information, and its effect 

on human performance, will be discussed more broadly in the research chapters.  

Other forms of auditory information can have a positive influence on task 

performance, and additional spatial and temporal information about a remote environment 

can be delivered to the human user, directly from a source (Günther et al., 2018; Yang et 

al., 2020). This information has been shown to assist performance, as demonstrated by 

Akamatsu et al. (1995) in a target selection task. Similarly, Naujoks et al. (2014) found a 

positive effect of auditory feedback on driver performance when presented with a visual 

alert during a take-over request in a highly automated vehicle. Under moderate to difficult 

task conditions, the reaction time and driving accuracy of participants were both improved 

when an auditory cue was added to the alert system.  

The inclusion of additional auditory information in virtual environments also 

appears to be positive. Where navigation is required, the provision of spatialised auditory 

feedback has been found to increase the feeling of presence within the virtual location 

(Hendrix & Barfield, 1996). This finding, in the context of remotely piloted aircraft is 

important. As Simpson et al. (2013) describe, there is the potential for spatial awareness of 

remotely located RPA operators to be enhanced using spatial auditory systems when 

combined with visual display information.  

While the introduction or inclusion of auditory information has been demonstrated 

to enhance performance completion in some tasks (Rausch et al., 2014), the removal of 

auditory information (i.e., silence/quiet) can also provoke a similarly positive response in 

some individuals (Furnham & Bradley, 1999; Kämpfe et al., 2011; Johansson et al., 2012; 

Avila et al., 2012). This was shown by Cassidy and MacDonald (2007) who measured the 



 

 

16 

cognitive performance of forty student introverts and extroverts, exposed to four auditory 

conditions: positive low arousal music, negative high arousal music, background noise, and 

silence. The low and high arousal music examples used (i.e., related to structure, timbre and 

lyrical message; labelled ‘relaxing’ and ‘aggressive’ respectively) were chosen through a 

selection process, subjectively rated by a separate cohort of participants. Overall participant 

performance measured in the memory and processing (i.e., Stroop test; Stroop, 1935) tasks 

were found to be superior under the silent auditory condition. As the authors explain, the 

noise and high arousal music conditions could have been perceived and processed in a 

similar way, hence their effect on performance being similar (Cassidy & MacDonald, 

2007). This was further evident for introverts, who performed poorly on the Stroop test 

when noise or high arousal music was introduced. The authors suggest for tasks that 

consume cognitive processing capacity, the addition of auditory information could 

overwhelm resources, leading to a distraction effect (Cassidy & MacDonald, 2007).  

Cassidy and MacDonald’s result parallels the findings of Furnham and Bradley 

(1999), where introverts performed to a lower standard in comprehension and memory 

tasks, in the presence of background music, compared to extroverts, and to a silent control 

condition. The results from these studies contrast with the previously described positive and 

arousing effect of auditory information. With respect to enhanced task performance, a 

binary effect on performance, manipulated via the crude addition or removal of auditory 

information to a task, appears to be too simplistic in terms of predicting task performance. 

That is, other non-auditory variables, such as the context in which the sounds are presented, 

also appear to interact with and influence performance.   
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A further source of auditory information can be found via warnings or alerts that are 

used to attract the attention of individuals (Baldwin et al., 2012). The primary intentions of 

auditory warnings or alerts are to communicate information with urgency. However, the 

potential also exists for confusion and/or incorrect responses to be made by the human 

operator if the quantity of alerts are excessive (Meredith & Edworthy, 1995; Edworthy & 

Hellier, 2000), or when there is detection difficulty (e.g., in noisy environments; Edworthy 

& Hellier, 2000). Hence, it is apparent the context in which auditory information is 

presented (or removed) to individuals, also determines its ability to be detrimental (i.e., 

noise) or meaningful (i.e., feedback).  

 

2.2.3 Auditory Feedback 

 

Auditory feedback is described as the sound ‘produced in response to user actions’ 

(Frid et al., 2019). In contrast to auditory information which may only exist in the 

background (e.g., broadband noise), this description of feedback implies an interactive 

component between the source of the sound, and the human operator. Hence, for the 

operation of plant, and/or teleoperated equipment, this description of feedback could extend 

to the produced engine/machine sounds, in response to programmed inputs by the human 

operator in the case of an automated setting, or from direct manual control. However, if an 

absence or reduction of auditory feedback exists, task performance may be also affected 

(McLane & Wierwille, 1975; Hellier et al., 2011).  

One function of the rising prevalence of electric automobiles, is a reduction of 

associated engine sound (Denjean et al., 2012). The reduction in auditory feedback via the 
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removal of sound associated with new engine technology, and its effect on driving 

performance was studied by Denjean and colleagues (2012) using a car simulator. 

Following a training period, participants were tasked with accelerating to a target speed, 

without the assistance of the speedometer, under three auditory conditions, including no 

sound. The authors found that without auditory feedback from the engine, participants 

accelerated for a longer period of time, and underestimated their speed (i.e., their 

performance deteriorated). These findings are corroborated by similar studies involving the 

removal of auditory feedback and a decline in automobile speed perception (McLane & 

Wierwille, 1975; Hellier et al., 2011; Denjean et al., 2012), and perceived quality/realism in 

virtual environments (Rojas et al., 2012; Rojas et al., 2014).  

The removal of auditory feedback, however, can also have a beneficial effect on 

performance. As described by Cowan et al. (2015), and supported by previous studies, 

(Recanzone; 2003; Mastoropoulou et al., 2005) the effect of concurrently presented sound 

can detrimentally change visual perception via a distracting effect on visual cognitive 

processing. Recanzone (2003) elaborated further on this by discussing the modality 

appropriateness hypothesis, as described by Welch and Warren (1980), and suggesting the 

sensory system most dominant for perception will depend on the type of task being 

performed. For spatial tasks, the visual system will be dominant, while for temporal rate 

discrimination tasks, the auditory system will be dominant. For tasks or workplaces that 

may include a combination (e.g., remote pilots and teleoperated equipment), determining 

the shift in dominant perception systems is important. The close association and effects of 

auditory feedback, combined with visual cues, will be further discussed in relation to 

multimodal cueing later in this chapter.  
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In addition to perception, the inclusion of auditory feedback can also be assistive to 

task completion. Compared to visual-only tasks, Frid et al. (2019) found a positive effect to 

performance on a virtual throwing task (i.e., visual computer-based, error rate) when an 

auditory and haptic feedback component were included. Similarly, improved task 

performance (i.e., duration to complete the task) was also demonstrated by Cowan et al. 

(2015) in a virtual cognitive skills training environment for surgeons. Relevant auditory 

feedback (i.e., operating room ambience and associated sounds) was included and 

considered beneficial, while silent and white noise were perceived as distracting (Cowan et 

al., 2015).  

The transmission of auditory feedback from remote environments can provide 

further information about systems/equipment, and can positively assist with performance 

(Akamatsu et al., 1995; Günther et al., 2018). For remote pilots, auditory feedback from the 

engines or propellers could provide valuable information about their state, as well as any 

changes to the external environment (e.g., turbulent wind conditions via aerodynamic 

sound; Howe, 2017). The value of this information has been demonstrated in previous 

military RPA accidents, which were partially attributed to an absence of auditory feedback 

(USAF, 2007a; USAF, 2013). Beyond the half-way point of a twenty-hour reconnaissance 

mission, an MQ-1B Predator fixed-wing RPA experienced a sudden and short-duration 

(i.e., two seconds) decrease in engine RPM (revolutions per minute). Over the next fifteen 

minutes and without the remote pilot’s awareness, the engine began to fail, evidenced by 

changes in the oil pressure, turbo oil temperature, RPM and propeller pitch (i.e., via post-

crash data logger; USAF, 2007a). Because the engine parameters remained within the range 

that would not trigger automated alerts or warnings, the remote pilot continued the flight, 
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while oblivious to the changing state of the engine, prior to it seizing. It is, however, likely 

this failure would have generated an audible change in the powerplant, which would have 

been noticeable if perceived from inside the cockpit. Hence, having real-time auditory from 

the RPA in this instance could have alerted the remote pilot to the changing situation.    

A different example of the consequences of lacking real-time auditory feedback can 

be seen in an accident involving an MQ-9 Reaper (i.e., fixed-wing RPA; USAF, 2013). 

Following an automated segment of the flight, and while navigating to a test range, the 

remote pilot disengaged the altitude hold mode. An incorrectly configured throttle setting 

resulted in a reverse thrust engine condition whenever the throttle was not set to full. While 

the remote pilot initiated a return-to-base command due to a perceived engine problem, the 

reverse thrust setting was not noticed, and hence resulted in an aerodynamic stall (USAF, 

2013). This example further highlights the importance of receiving real-time auditory 

feedback to convey valuable information about the current state of the remotely located 

aircraft. As with the MQ-1B Predator fixed-wing RPA accident, had acoustic information 

been transmitted, it is possible the change in engine sound from the normal operating 

condition to the reverse thrust configuration could have provided a cue as to the unusual 

aircraft state.  

Despite extreme examples of the consequences relating to the lack of auditory 

feedback, there is conditional support both for and against its inclusion, which appears to be 

largely task-dependent. Not all auditory information is equal, and as previously discussed, 

can induce arousing/stimulatory or distracting effects, evidenced by the ability, or not, to 

complete tasks successfully. The human operator can be exposed to different forms of 

auditory information and feedback, sometimes simultaneously, and as such, may not always 
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be interpreted as meaningful. Furthermore, and like with the removal of auditory feedback 

from a task, its effect on human performance (e.g., if perceived as noise) can also be 

nuanced.   

 

2.2.4 Noise 

 

When auditory information is perceived as unhelpful or unwanted, it can be 

categorised as noise (Wagner et al., 1996). Noise can be either intermittent (i.e., short 

durations) or continuous (i.e., prolonged). Intermittent noise is generally found to be more 

detrimental to performance than continuous noise (Muzammil & Hasan, 2004; Szalma & 

Hancock, 2011). Some of these negative effects of noise include reduced perception, 

memory and attention, slower reaction times (Hygge et al., 2002; Molesworth et al., 2014; 

Shimizu et al., 2002; Stevenson et al., 2013), increased fatigue (Landström, 1990; Melamed 

& Bruhis, 1996; Kjellberg et al., 1998), decreased detection performance, and annoyance 

(Haines et al., 2001; Saeki et al., 2004; Marquis-Favre et al., 2005). Furthermore, masking 

effects (i.e., concurrently presented auditory information) of noise can also reduce 

performance when auditory discrimination is required (Molesworth, 2016).  

From a human factors research perspective, the potentially negative effects of noise 

are significant. Distinguishing between auditory feedback and noise is therefore important, 

as the type of information presented to the individual can influence their task performance 

through altered cognitive processes (Smith, 1985; Tremblay et al., 2000). Therefore, further 

investigation into the nuances, and the way auditory information is perceived and 



 

 

22 

processed, and how these differences contribute to human task performance within applied 

RPAS settings is necessary. 

In a study investigating the noise effect with RPAS operations, Dunn and colleagues 

(2020) found nuanced examples of auditory feedback effects on remote pilot manual flying 

performance under visual line of sight and BVLOS operating conditions. Specifically, in 

operating conditions perceived to be reflective of a high level of workload, auditory 

information presented at a comfortable level (i.e., not too loud, or too soft; individual 

preference) was found to assist the human operator navigation accuracy in a 

spotting/perception task. Conversely, in operating conditions perceived to be reflective of a 

low level of workload, real-time auditory feedback from the RPA hindered task 

performance. While the sound intensity remained consistent, the differing counterintuitive 

task performance is a potential example of changing form, from feedback to noise and vice 

versa.  

As noted prior, the intensity of noise experienced by human operators can also have 

varying effects on performance. Mehta et al. (2012) conducted five studies and determined 

a moderate level (70 dBA) of ambient background noise versus low (50 dBA) and high (85 

dBA) levels had a positive effect on creativity. The authors suggested at moderate intensity 

levels, processing difficulty and construal increased, requiring a higher level of abstract 

processing. At the higher intensity levels, the loud noise became detrimental by 

overwhelming the cognitive processing ability (Mehta et al., 2012).  

In addition to intensity, the duration of exposure to noise can also influence 

performance. Short durational noise (combined with loud noise) has been found to be the 

most cognitively taxing, and thus detrimental to humans in performing tasks (Becker et al., 
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1995; Molesworth et al., 2015). This was further illustrated by Szalma and Hancock (2011), 

who found exposure to intermittent noise to be more detrimental to human performance 

than continuous noise. The authors posit this primarily to be caused due to individuals’ 

limited ability to develop a response to the changing sounds (i.e., insufficient time; Szalma 

& Hancock, 2011). Hence, internal psychological or physiological adaptations of the 

individual to external stressors, can help in moderating performance. This will be further 

described in the next chapter. 

2.3 Visual Cueing 

 

2.3.1 Vision and the Visual Cortex 

 

A visual stimulus is perceived by the human eye as electromagnetic energy 

(Wickens et al., 2004). For human perception, memory, and decision-making, vision is 

considered to be the dominant sensory cue involved (Posner et al., 1976; Koppen & 

Spence, 2007a). In determining if light can be adequately perceived, intensity, luminance 

and illumination are used to describe the quality of light. While contrast refers to the 

brightness of a target to its background or surround, illuminance involves the decline of 

reflected light from the luminous source depending on the background colour, absorption 

properties of the object, and the physical distance from where it is being viewed (Wickens 

et al., 2004). Changes to the wavelength energy also allow for the perception of colour by 

the visual cortex (Hawkins & Orlady, 2017). One of the main components of the eye is the 

iris, which controls and adjusts the pupil to accommodate the amount of light entering the 

eye (Hughes, 2004; Wickens et al., 2004; Snell & Lemp, 2013; Hawkins & Orlady, 2017). 
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To adjust focus to the incoming light, the ciliary muscle moves the eye lens, while the 

retina, as a layer comprises receptor cells (rods and cones) at the back of the eye, receives 

this light (Snell & Lemp, 2013). These receptor cells are utilised under different light 

conditions to provide visual acuity (i.e., rods in low light, cones in adequate light) and 

transform the electromagnetic energy in the form of light, into neural energy. From here, 

the optic nerve provides a passage to the brain which processes the neural energy into 

information, commonly referred to as vision. Binocular vergence changes the convergence 

of each eye to see objects clearly and at different distances, allowing for depth perception, 

and importantly facilitating the perception of 3-Dimensional physical space (Wickens et al., 

2004; Orban et al., 2006; Parker, 2007; Hawkins & Orlady, 2017). 

 Visual perception can be influenced by combining other senses (i.e., bottom-up 

processing), utilising the eyes, the vestibular system for balance, and the brain, however it 

can also be influenced by past experiences, expectations, and emotions (i.e., top-down 

processing; Hawkins & Orlady, 2017). In perceiving depth and distance, visual cueing 

involving binocular vision, perspective, apparent movement of objects, relative size, and 

texture gradients, are utilised. Inside a conventional aircraft cockpit, pilots extract 

information visually from flight instruments, and when available, utilise binocular vision 

and FOV to perceive depth and motion outside their aircraft (Howe, 2017). However, when 

the latter is not possible (e.g., night or under instrument meteorological conditions), some 

aircraft are fitted with advanced instrumentation that attempts to reproduce such 

information. For remote pilots, limited visual feedback under BVLOS operating conditions 

can produce perceptually deceiving imagery (i.e., visual illusion), in terms of control 

alignment, which are most dangerous during the take-off and landing stages of flight 
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(Shively et al., 2015). Visual illusions are defined by the American Psychological 

Associated as “the misperception of external visual stimuli that occurs as result of a 

misinterpretation of the stimuli” (VandenBos, 2015, Vv section). Some examples of visual 

illusions include erroneous depth perception or spatial disorientation at night (Gibb, 2007; 

Gibb et al., 2008), and as suggested by their definition, can remain undetected (Hawkins & 

Orlady, 2017). 

 

2.3.2 Visual Stimuli, Illusions and Display Types 

 

Inside a traditional aircraft cockpit, the pilots extract information visually from the 

flight instruments and/or technology onboard, and when possible, utilise binocular vision 

and FOV to perceive depth and motion in the space outside the aircraft (Howe, 2017). For 

RPAS, the latter is not possible. Despite access to this information, incidents and accidents 

continue to occur. The reduction or degradation of visual sensory cueing can be a 

significant problem for conventional pilots (e.g., at night or in low visibility). This problem 

is likely to extend to remote pilots also.  

Grosz et al. (1995) describe the importance of certain visual information sources 

used by pilots when flying. When no clouds are present, optic flow of the expanding 

horizon (with forward movement of the observer inside the aircraft), and perceived relative 

movement of peripheral ground objects, can provide valuable information about the 

trajectory of the aircraft, particularly during the approach to a runway (Grosz et al., 1995). 

However, when the ground is featureless and at night with low-density lighting, a 

misperception of height is possible (Calvert, 1954; Gibb, 2007; Gibb et al., 2008).   
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As stated by Tredici (1980), a lack of texture of a background or object can provide 

an illusory effect of false height, due to a lack of vertical references (i.e., appearing to be 

higher above the ground than actual). From the air, such occurrences are common when 

flying over calm water, flat deserts, snow covered terrain and at night with low density 

ground illumination features (Tredici, 1980). Previc (2004) further detailed this by 

describing the additional effect of aircraft speed, likening high and fast, and low and slow 

flights, as appearing visually similar to a pilot onboard. Similarly, water or reflections on 

windshields, sloping terrain, and adverse weather conditions can also adversely affect depth 

perception (Hawkins & Orlady, 2017).  

Missing or reduced visual stimuli can also induce illusions. Visual illusions can be 

induced via stationary and/or moving stimuli (Kawabata, 1976), and include misperceptions 

of depth, contrast or movement. Pinna (2013) notes a visual illusion involves a mismatch, 

where “the necessary condition for the occurrence and perception of an illusion is the 

discovery of this mismatch” (p. 318). As described by Coren and Girgus (1978), the word 

illusion comes from a Latin word meaning “to mock” (p. 2). Because vision has been 

previously described as the dominant sensory system in humans, this is an appropriate 

description, particularly because illusions can be misleading, deceptive and/or confusing 

(Mukerji, 1957; Pinna, 2013).  

  Within the context of conventionally piloted aircraft, some incidents and accidents 

have been attributed, in part to visual illusions. As stated by Tredici (1980), pilots are 

trained to overcome visual illusions by relying on their instruments, however “sometimes 

during stressful situations this is forgotten, and the pilot erroneously goes back to his basic 

physiologic sensors, with at times disastrous results” (p. B5-4). Such illusions can appear 
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during the approach stage of flight, before the landing task (Kraft, 1978; Tredici, 1980).  

Commonly, these can occur when the pilot dismisses correct information from cockpit 

instrumentation, and instead relies on their own visual judgement. Other illusions relevant 

to all pilots can occur when visual and additional systems interact (Hawkins & Orlady, 

2017).  

For remote pilots, visual stimuli are presented via the utilisation of different 

hardware configurations in terms of visual display type. Like conventional pilots, visual 

stimuli can also be lacking (i.e., at night, over water). Under BVLOS conditions, the remote 

pilot cannot directly see their remotely located aircraft and hence are reliant on receiving 

visual information via on-board camera/s. Presently, there are two available visual options: 

a monitor/tablet display (i.e., like those used for a personal computer) and first-person-view 

(FPV) goggles. The FOV of the remote pilot is restricted to that of the RPA onboard 

camera, and may reduce their awareness to surrounding airspace. However, Balog et al. 

(2017) suggest there are benefits to be gained by utilising this technology. Expanding the 

visual sources could alleviate the burden of currently limited visual feedback for BVLOS 

operations. 

Stevenson et al. (2015b) assessed alternate visual display methods for small RPA 

comparing the manual control accuracy of landing a fixed-wing RPA under three visual 

conditions: FPV using goggles, FPV using a monitor display, and remotely viewed under 

VLOS. While a significant limitation of the experiment was the very small sample size 

(n=2; a possible reflection of the regulatory restrictions, and associated impact on 

participant recruitment), the results led the authors to suggest a dissonance in performance 

depending on previous flying experience. The conventional pilot with flight simulator 
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experience performed better under the FPV goggles condition. Conversely, accuracy 

performance under the FPV goggles condition was reduced for the remote pilot who had no 

previous traditional flying experience or experience using flight simulators. It is difficult to 

determine conclusively whether previous flying experience or visual display type had the 

greater influence on task performance (i.e., accuracy). However, it is a valuable early 

comparison of alternate display types, and will be measured more robustly, in addition to 

different participant groups, in the three experiments to be presented.  

One advantage of FPV goggles is the potential to eliminate surrounding visual 

distractions (Ruiz et al., 2015a). For example, situational awareness in an inspection 

environment, where an operator on the ground can assess construction sites or 

infrastructure in real time and without distraction can be improved (Paes et al., 2017). This 

is in comparison to a tablet device or monitor display showing the same FPV live image 

projected onto a 2D screen, where the visual environment around the display is also visible, 

possibly containing distracting or conflicting visual information. Hence, the stage of flight, 

the type of task, the operating environment and the visual information presented, will 

determine the usefulness, or not, of FPV goggles as a sufficient display type. 

Some limitations do exist for FPV goggles, however. They may negatively 

influence task performance if anatomical movement of the remote pilot including control 

inputs are not replicated virtually. While this could be considered a secondary source of 

visual cueing, the importance for an individual to visually distinguish their own 

biomechanical response to movement was demonstrated by Prablanc et al. (1979). 

Participant accuracy, who were tasked with pointing their index finger towards randomly 

projected objects on a screen was measured. Accuracy reduced when the visual cue of 
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seeing one’s own finger, and its directional position relative to the projected object was 

removed. In reference to remote pilots, the absence of sighting physical body movements 

may be a further limitation presently associated with FPV goggles and BVLOS operations, 

particularly where manual control inputs are required.  

 

2.3.3 Visual Information and RPAS 

 

Remote pilots must rely on cameras and sensors relaying the visual information 

back to the visual display, to make sense of the scene. The limited visual cues available 

under BVLOS operating conditions can produce perceptual illusions in terms of control 

alignment, which are most dangerous during the take-off and landing stages of flight 

(Shively et al., 2015). As has been previously described, these visual operating conditions 

may also contribute to spatial disorientation at night and over water (Self et al., 2006). 

Some implications of such visual illusions include: failure to sight traffic, failure to notice 

changes in weather, and failure to notice terrain and obstructions (Howe, 2017). Extremes 

of such cases were seen in 2010 when a military RPA crashed in Kandahar, Afghanistan. 

The accident was attributed to operator error. However, in part due to the limited visual 

cueing available, the operator did not realise she had been flying the aircraft upside down, 

which lead to the crash (Whitlock, 2014a; Whitlock, 2014b).  

 The importance of camera view as a source of visual feedback to remote pilots has 

been further emphasised in several accidents involving other military RPAS. The United 

States Air Force (USAF) lost an MQ-1B Predator in 2012 following a crash during take-

off, when the crew relied upon the same camera source of transmission (USAF, 2012b). 
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The remote pilot and sensor operator were each using the camera to view the runway 

during the take-off roll. However, at a speed of 61 knots, the single camera relaying the 

visual information rotated upwards 20 degrees (i.e., automatically, without remote pilot 

input), resulting in a loss of forward vision. The crew initiated an aborted take-off, reducing 

the throttle and disabling the link, an act which subsequently resulted in a ‘lost-link’ 

failsafe action between the GCS and the RPA, hence overriding the remote pilot’s throttle 

and brake inputs. The RPA automatically increased the throttle setting and pitched up, but 

without sufficient airspeed, and hit a barrier before lifting off (USAF, 2012b). While there 

several factors contributed to this accident, the reliance of the operating crew upon a single 

visual source, that when failed triggered a series of negative events, could have been 

mitigated by a redundant system.   

In another accident, also involving an USAF MQ-1B Predator in 2015, a failure by 

the remote pilot to correctly visually identify a convective weather system led to a loss in 

aircraft control following a suspected lightning strike (USAF, 2016). As noted by the 

USAF report,  

 

A factor substantially contributing to the mishap was the Mishap Pilot’s (MP) 

misidentification of adverse weather. The MP misidentified a layer of clouds 

directly ahead and above the MRPA’s (i.e., Mishap RPA) altitude as haze and 

continue flight toward the area of developing weather. As the MRPA flew under the 

cloud layer, the MP did not notice further indications of developing weather, such 

as increasing cloud cover, virga (precipitation that evaporates before reaching the 

ground) or lightning, and continued flight below the base of the developing 
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thunderstorm, where the MRPA was subsequently affected by lightning.  (USAF, 

2016, Executive Summary section)  

 

Although the forecast weather, obtained almost seven hours prior to the accident indicated 

favourable conditions, there were several visual cues signifying the deteriorating weather 

conditions. Despite this, the report indicated there was “no evidence to suggest human 

factors were a factor in the mishap” (USAF, 2016, p. 9). A pilot onboard may have 

experienced other sensory cues related to the expected vicinity turbulence associated with 

thunderstorms. Furthermore, it is highly probable the visual display used by the remote 

pilot to obtain 2-Dimensional visual information transmitted from the onboard camera, was 

inadequate to provide depth perception, a necessary perspective for accurately determining 

the volumetric characteristics of cloud type, height, and extent (Narasimhan & Nayar, 

2002).  

 A further limitation associated with onboard cameras used to relay visual 

information from the RPA, is the FOV available to the remote pilot, and its relationship 

with spatial awareness (AAIB, 2020b). Like modern digital cameras, a zoom function is 

also available for utilisation by the remote pilot on the ground, on some RPAS models. 

While this can enable the magnification of the visual scene, without the need of the RPA to 

change its physical proximity, it can also limit the visual information received. At a 

construction site in 2020 in the United Kingdom (UK), a multi-rotor RPA collided with a 

tower structure while conducting an aerial filming operation. The camera mode was 

changed to obtain higher quality imagery; however this also changed the FOV relayed to 

the remote pilot. The AAIB determined the accident was caused by the changing FOV, and 
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subsequent incorrectly perceived visual information by the remote pilot, including real 

distances between the RPA and other obstacles. Despite being alerted by a ground observer 

to the potential of a collision, the remote pilot ignored the threat. As concluded by the 

AAIB, the remote pilot “disregarded this information because it did not conform to his 

mental model of the situation” (AAIB, 2020b, p. 107).  

 A further example of visual misperception was demonstrated in 2017, when a civil-

operated, fixed-wing RPA was performing an automated aerial survey using pre-

programmed waypoints (AAIB, 2017). Unlike some conventionally piloted aircraft with 

robust autopilot navigation systems, the automation available in this flight did not account 

for changing wind speed and direction. As such, several overshoots of downwind 

waypoints were performed which brought the RPA into close proximity of peripheral 

obstacles in an adjacent construction site (i.e., tower cranes). When interviewed by the 

AAIB (UK) investigators, the remote pilot stated that no manual intervention to the flight 

was performed prior to the RPA collision with the cranes, due to an underappreciation of 

the significance of two visual aspects: the proximity of the RPA to the cranes could not be 

easily ascertained, and the height of the cranes was difficult to determine from their vantage 

point (AAIB, 2017). The problems associated with judging obstacle height visually from 

the ground was also shown in a collision between a multi-rotor RPA and a wind turbine 

blade (AAIB, 2020a). The remote pilot was aware of the obstacles and planned to fly at the 

maximum 400 feet above ground level (AGL) to maintain an adequate separation with 

other airspace users. However, the remote pilot incorrectly assumed the blades to be almost 

100 feet AGL lower than they were, having utilised an internet search rather than 

referencing the correct aeronautical chart (AAIB, 2020a). Again, the visual feedback relied 
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upon and the remote pilot’s mental model of the operating area, were seemingly 

incongruent.  

The detrimental effects of degraded visual cueing available to remote pilots is also 

illustrated by accidents involving mid-air collisions between RPA and conventionally 

piloted aircraft and helicopters (AAIB, 2015; AAIB, 2016a; NTSB, 2017; MOT, 2018; 

STSB, 2019; TSB, 2021). In 2017, a remote pilot operating a small multi-rotor RPA 

recreationally (and with no prior aviation experience) at a beach in Staten Island, New 

York, was involved in a mid-air collision with a helicopter flying at 300 feet AGL (NTSB, 

2017). The remote pilot was operating the RPA below the maximum legal height for civil 

RPAS of 400 feet AGL at the time of the collision, but illegally under BVLOS conditions, 

and at night. Following an investigation by the NTSB (National Transportation Safety 

Board), it was further determined the pilot was unaware of the temporary flight restrictions 

in the area. The pilot was unaware a helicopter could be flying at a height below 400 feet 

AGL, and solely relied on the manufacturer’s software for determining if the airspace was 

safe to fly in (NTSB, 2017). In addition to this, the NTSB suggested relying solely on the 

FPV camera view and manufacturer’s app display (i.e., DJI GO4), was insufficient in 

maintaining a see-and-avoid watch of other airspace users, a common principle in 

traditional aviation (NTSB, 2017).  

These examples highlight some of the limitations associated with the current level 

of visual imagery presented to remote pilots via onboard cameras. While the quality in 

terms of visual definition, FOV and depth perception can be improved in line with 

technological progression, and quantity can be attained by simply adding extra visual 

sensors at redundant locations, the remote pilot remains in a sensory deprived environment. 
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Furthermore, and like their conventional counterparts, remote pilots remain susceptible to 

visual illusions. A seemingly obvious way to overcome some of these concerns would be to 

provide additional sensory cueing like real-time auditory feedback, however this approach 

is not without complexities, as will be next be discussed.  

  

2.4 Multimodal Cueing 

 

The integration of multiple sensory signals to estimate and experience the 

surrounding world, is an important function of the human brain (Stein, 1998; Hillis et al., 

2002). The sensing process of external stimuli is described by Clark and Yuille (1990) as 

the method for obtaining measurements of  “structures in the world or environment and 

their configuration” (p. 3). By perceiving multiple sources of sensory information 

simultaneously, useful meaning about one’s environment can be drawn (Clark & Yuille, 

1990). As defined by Maragos et al. (2008), the perception process involves several stages 

where the filtering of information occurs, and an understanding of the experienced 

sensation is formed. Following the perception and filtering of multiple sensations, cognitive 

processes facilitate the performance of critical tasks including comprehension, learning, 

memory, and decision-making (Maragos et al., 2008).  

As opposed to unimodal cueing, such as single auditory or visual stimuli presented 

in isolation, multimodal cueing involves two or more sensory cues. These can be provided 

intramodally (e.g. two or more visual cues) or intermodally (e.g. combined auditory and 

visual cueing; Hillis et al., 2002). Human interactions with their environment requires the 

processing of multiple senses simultaneously, however, where the sensory of information is 
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incongruous (e.g., temporally and/or spatially disparate; Alais et al., 2010), initial 

perception can be adversely affected (McGurk & MacDonald, 1976). Furthermore, multiple 

sensory sources could become problematic or overwhelming when a defined level of task 

performance is required under higher workload conditions, or where the finite cognitive 

resources available to do so are preoccupied (Wickens, 2002). The uncertainty that may be 

associated with separate cues requires a degree of inference to be made by the individual 

(i.e., from previous experience), with equal or different weightings applied to each sense, 

and dependent on the context (Ernst & Bülthoff, 2004; Deroy et al., 2016). Hence, 

determining the source of an auditory signal to a co-located or independent visual source, 

requires different weightings placed on each sensory input (e.g., finding the location of a 

bird from its call at night versus daytime; weighted towards the auditory signal at night and 

visual signal in the day; Deroy et al., 2016).  

Previously, Clark and Yuille (1990) described the separate modules involved with 

sensory processing, applying to each of the senses (e.g., auditory or visual system), and the 

potential benefits of receiving multiple cues. The authors argued that although each sense is 

processed separately (i.e., modular), the sensory information is ‘fused’ during the 

processing stage, and can be helpful in providing a level of redundancy. For example, 

perceived visual illusions due to an incorrect assumption by the visual processing system 

could be corrected via auditory or vestibular systems (Clark & Yuille, 1990; White & 

Hancock, 2020). A common example of this is described by Ernst and Bülthoff (2004) and 

the ambiguity associated with the perceived motion of another moving object, relative to 

the stationary observer (e.g., a stationary train being passed by another moving train). By 
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utilising and combining additional senses (e.g., vestibular), the brain collects this 

information and uses it to resolve the ambiguity (Ernst & Bülthoff, 2004).   

More recently, Alais et al. (2010) explained the transition in view of separate 

unisensory or modular processing of single senses, to a multisensory interaction between 

the senses, occurring earlier in the processing stage. Similarly, Van der Stoep et al. (2017) 

explain a multisensory integration mechanism that combines and processes multiple senses 

simultaneously. Importantly, the authors suggest that not all sensory information sources, 

provided together, are perceived or experienced equally (or at all). However, a temporal 

and spatial alignment of the stimuli is necessary for the information to become meaningful 

(Van der Stoep et al., 2017). Hence, when exposed to multisensory stimuli in a sensory 

deprived environment such as those involving teleoperations, consideration needs to be 

given to the relevance of additional sensory cues being added or removed, and what their 

effect on performance may be. 

So far in this chapter, auditory and visual information/feedback have each been 

discussed separately. While additional sources of sensory information exist in addition to 

those already described (i.e., vestibular, olfactory, etc.), and their combinations can also be 

referred to as multisensory or multimodal, these other pairings are beyond the scope of this 

research. Hence, for the remaining sections of this and subsequent chapters, unless 

specified, all references to multimodal/multisensory cueing will refer to the auditory and 

visual pairing.  
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2.4.1 Auditory and Visual Cueing  

  

In aviation and other complex working environments, multimodal cueing is used to 

convey important messages or warnings to the human about systems, and the state of the 

operating environment (Baldwin et al., 2012). The addition of auditory cueing to a visual 

search task in dynamic environments has shown to be assistive (McIntire et al., 2010; 

Hancock et al., 2013; Sun et al., 2022). It has also been shown to reduce visual distraction 

(i.e., fewer errors) in robotically-controlled movement, and thought to facilitate parallel 

processing through the provision of an alternate source of contextually similar information 

(Secoli et al., 2011). However, if poorly implemented, competing attentional and 

information-processing resources can affect the response of the human operator (Wickens, 

1984; Wickens, 2002). In a driving simulation study by Ferris et al. (2006), participants 

were tasked to avoid roadside mines while driving a military vehicle, based on a visual 

warning (i.e., red and green LED lights). The findings revealed participants performed with 

a higher level of accuracy when an auditory cue was combined to the visual warning, with 

the authors concluding the importance of crossmodal (i.e., intermodal) cueing in the design 

of future vehicles and aircraft flight decks (Ferris et al., 2006). Interestingly, participants 

also subjectively rated the inclusion of the auditory component as annoying, despite their 

superior task performance in its presence. As will be discussed in the next chapter (Chapter 

3), a link also exists between subjective workload and multimodal cueing, which can add 

further complexity to predicting task performance.          

As specified by Wickens (2002), there are advantages associated with visual-

auditory cueing. By negating intra-modal cueing such as visual-visual or auditory-auditory 
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combinations, disadvantages (e.g., masking) may be overcome. However, the combination 

of both visual and auditory information presented together is not always positive. The 

Colavita Effect (Colavita, 1974; Spence, 2009) is a well-known bias towards visual 

information when audio-visual stimuli are present. Where the two cues exist together, 

visual perception is commonly enhanced by auditory information, but only when they are 

aligned in temporal and spatial occurrences (i.e., synchronous; Frassinetti et al., 2002). In 

cases where an aircraft pilot is spatially disoriented, the additional auditory feedback can be 

disadvantageous to task performance, by increasing the cognitive workload of the operator 

(Lewkowicz et al., 2018). When auditory stimulus is perceived to be presented before the 

visual stimulus, or when a delayed offset is perceived between the two cues, the Colavita 

Effect can be minimised or eliminated (Koppen & Spence, 2007b). Similarly, when more 

than two different types of cues are presented concurrently, visual dominance can also be 

eliminated (Hecht & Reiner, 2009).   

In a study by Wada et al. (2003), the authors described the effects and interactions 

between auditory and visual cues. They measured the abilities of twelve participants to 

determine whether auditory cues were increasing or decreasing, visual cues were increasing 

or decreasing, and used combinations as well as ambiguous settings. The auditory and 

visual cues were each found to be dominant depending on the condition. These findings 

parallel the Sound-Induced Flash illusion, whereby a single flash of light accompanied by a 

series of auditory beeps, can induce the perception of multiple visual flashes (Shams et al., 

2005; Nava & Pavani, 2013). Similarly, Hecht and Reiner (2009) tested participants under 

different combinations of auditory, visual, and haptic stimuli; sometimes two combinations 

at a time, or sometimes three. The authors elaborated on the Colavita Effect, describing a 
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dominant bias towards the visual sense when auditory and visual stimuli were presented 

together. The authors concluded visual dominance to be usually found in bi-sensory tasks 

involving either auditory or haptic cues.  

As suggested by Koppen and Spence (2007c), the Colavita effect can be overcome 

by spatially locating the auditory cue away from the visual cue. Within audio-visual 

interactions, the effects appear to be one-way; that is, a visual stimulus can be influenced 

by auditory cues, but not in the reciprocal direction. Conversely, Roach et al. (2006) 

proposed that this one-way direction is possible to change and occur in both directions 

when the relative sensitivities of each cue are also matched. This would seem to have 

implications in very specific circumstances, and caution should be taken with these results 

due to a very small sample size. Nevertheless, these examples present obvious 

consequences to the field of RPAS and remote pilots, where the availability or not of some 

sensory cues are further complicated by the physical separation between the aircraft and 

human operator. Perceptual errors could be problematic for remote pilots if they have not 

been sufficiently exposed to, and/or experienced the visual flying conditions in person, or 

from inside a conventional aircraft cockpit. 

Temporal and spatial interactions are described by Alais et al. (2010) as factors 

influencing the perception of audiovisual information. In terms of spatial colocation or 

separation, the ventriloquist effect is used to demonstrate the dominance of visual versus 

auditory feedback, and when the signal-to-noise ratio is low (Choe et al., 1975; Slutsky & 

Recanzone, 2001; Alais et al., 2010). The ventriloquist effect takes its name from 

ventriloquism, whereby to an observer, the location of speech sound comes from an 

apparent visual source (i.e., the non-speaking puppet). It can be also measured with simple 
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visual and auditory stimuli when presented at disparate temporal and spatial locations (Jack 

& Thurlow, 1973; Slutsky & Recanzone, 2001). As demonstrated by Alais and Burr (2004), 

although previous studies of the effect (Pick et al., 1969; Mateeff et al., 1985) suggested the 

visual system to dominate the auditory, the reverse can also occur when the visual stimuli is 

blurred (i.e., increased signal noise). Moreover, when the visual stimulus is partially 

degraded (e.g., slightly blurry), the authors argue the processing that occurs is not 

dominated by one sense over the other, but rather equally, via an optimal pairing (Alais & 

Burr, 2004). It is therefore apparent, that perceptual errors are also contingent on the quality 

of the sensory source of information.  

 In a meta-analysis by Burke et al. (2006), forty-three studies of similar nature were 

described relating to the effects of visual-auditory and visual-tactile feedback in the form of 

force feedback or vibrations, on user performance as compared to visual-only stimulus. The 

authors explained the potentially negative effects of technology in terms of extra 

information and the potential for cognitive overload, with poor decision-making outcomes 

and a degraded level of situational awareness. However, when the extra information was 

provided in the form of additional cueing, advantages of adding the extra cues could be 

seen, including improved reaction time and overall performance scores of participants. 

Furthermore, there appeared to be no effect on error rate regardless of the additional cues 

being available or not. Audio-visual feedback improved performance when workload was 

low, but for high workload it was determined to have the opposite effect due to the two 

modalities being cognitively related (Burke et al., 2006; Sigrist et al., 2013). This 

conclusion is in contrast to other studies involving navigation in flight or driving simulators 

(Sigrist et al., 2013).  



 

 

41 

In a visual search and tracking task, Bronkhorst et al. (1996) found improved 

performance (i.e., total search time), and lower subjective workload ratings by participants, 

when a 3-Dimensional auditory alert was added to a visual radar representation of a target 

aircraft. As concluded by the authors, the synchronised auditory feedback, unburdened the 

visual processing channel (Bronkhorst et al., 1996). A similar study by Tannen et al. (2004) 

produced comparable results for workload in a flight simulator visual search task. Notably, 

head motion data was also captured, with the authors finding the additional auditory cues 

assisted the visual search strategy. This was substantiated by fewer head movements by 

participants (Tannen et al., 2004). Further evidence of the benefits of utilising multimodal 

displays (i.e., auditory and visual) on driving performance was found by Liu (2001) in a 

driving simulator. Participants using the multimodal display in a navigation task were 

found to perform more accurately, with faster response times, and lower subjective 

workload ratings, compared to the visual-only displays. Liu (2001) explained the visual-

only display having a negative effect on participants’ attentional resources, leading to less 

safe driving overall. These findings are further supportive of the usefulness of 

multimodality.   

In an investigation of human performance limitations and user interface design in 

remotely operated robots by Chen et al. (2007), FOV was found to contribute to erroneous 

speed judgements by the human operators. Additionally, in the case of multiple cameras 

being used on the one device, attention switching (i.e., having to shift visual focus between 

different camera views), and change blindness (i.e., interpreting changes in different visual 

scenes) were also listed as negative effects. Depending on the camera and imagery 

transmission to the operator, depth perception, time delays and imagery frame rates were 
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found to lead to degraded motion perception, as well as underestimation or overestimation 

of distances and sizes. However, auditory information can be usefully incorporated to 

address cognitive tunnelling associated with teleoperated and/or augmented visual displays 

(Olmos et al., 2000; Chen et al., 2007; Wickens et al., 2009; Dicke et al., 2013). In the 

context of RPAS, combined auditory-visual feedback could be beneficial under current 

ecological BVLOS operating conditions. 

During time-constrained periods with high workload, access to multiple sources of 

sensory information could also be advantageous by providing redundant cues or feedback, 

and better facilitating cognitive processing (Oskarsson et al., 2012; Haas & van Erp, 2014; 

Huang et al., 2019; Marucci et al., 2021). Furthermore, multiple sources of sensory 

information provided by two or more different cue types can be beneficial in overcoming 

illusions (Brill et al., 2015; Cunio et al., 2019). However, the addition of auditory 

information to visual stimuli may not always be optimal, or useful (Deatherage, 1972; Ho 

& Spence, 2008). Similarly, if redundant visual cues (i.e., two or more, unimodal) are 

paired with auditory cues, performance can also be negatively affected (Lees et al., 2012). 

This is also possible if auditory alerts are communicated in the presence of background 

noise, where the background noise masks the alert (Baldwin et al., 2012; Cunio et al., 

2019).  

The weightings applied to interpreting equivalently presented multimodal stimuli 

has been previously described, however the threshold of intensities for two or more sensory 

information sources is not always of equal levels (Manjarrez et al., 2007). Stochastic 

resonance is a counterintuitive phenomenon (Söderlund et al., 2007), and is described as the 

application of a moderate intensity of acoustic noise to a weak signal (e.g., visual), in order 
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to amplify its detection, and enhance information processing (Rausch et al., 2014; Van der 

Groen & Wenderoth, 2016). In a separate study by Manjarrez et al. (2007) a weak visual 

signal was enhanced by an acoustic noise; an effect that deteriorated when the visual signal 

was strong. This parallels the “inverse effectiveness” (Ross et al., 2007, p.1,147) of 

multisensory integration, in which visual stimuli enhanced the perception and 

comprehension of speech in a noisy environment. These examples reflect some of the 

nuances of multimodal stimuli on performance, and have an association with ‘just 

noticeable differences’ as will be discussed below. 

 

2.4.2 Just Noticeable Differences   

 

Weber’s Law describes the detection of small changes in stimuli, where the degree 

of change in background stimuli divided by the background stimuli will be a constant, most 

notably, for the perceptual changes of sound and light (Shen, 2003). Subjectively observed 

changes have been tested by several studies, including visual changes in velocity, weight, 

auditorily perceived changes in time, changes in pressure, and differences in smell (Ekman, 

1959; Ekman et al., 1961; Solomons, 1900; Stone & Bosley, 1965). These relative changes 

are sometimes referred to as the “just-noticeable-difference” (Shen, 2003, p. 241-242). In 

the context of RPAS, and the limited sensory cueing environment available to remote pilots 

relative to conventional pilots, being able to identify small changes in stimuli may be 

critical. Hence, the addition of other sensory cueing, including the combination of visual 

feedback with real-time auditory feedback, could provide enough information to the 

operator to perform tasks when the available stimuli is degraded or non-existent. A related 
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example of this was found by McLane and Wierwille (1975) who measured driving 

performance in a driving simulator utilising auditory (vehicle sound) and haptic (motion 

cues, roll, yaw) feedback. Participant performance was compared under combinations of 

cueing, with either all cueing or only some removed, and considered previous examples 

involving aircraft simulators. Although no statistically significant findings were found from 

the auditory cueing, participants’ abilities to maintain a certain speed reduced when the 

auditory cue was removed, suggesting the importance of this information in assessing 

correct equipment function.  

In a separate study by Hulusic et al. (2008), the authors investigated the effect of 

related and unrelated sounds in perceiving the rendering quality of a visual, virtual scene. 

Related sounds were determined to induce an attention response in participants to the scene, 

where slight degradations in scene quality were more noticeable, compared with scenes that 

included unrelated sounds (Hulusic et al., 2008). It was suggested the unrelated sound was 

distracting (i.e., perceived as noise), where no noticeable changes to the visual rendering 

quality were observed. Hence, it was an effect that could be exploited in future 

computational processing requirements. Nevertheless, in terms of audio-visual cueing, for 

correct perception of the visual scene, the two senses need to be aligned and congruous. 

This effect is similarly reported by McGurk and McDonald (1976) in terms of speech 

perception, where the auditory component of syllables was incorrectly dubbed over the 

visual component of lip movement (McGurk & McDonald, 1976).  

Real-time visual information from the RPA is typically the only sensory cue 

available to remote pilots at present. However, auditory information in the form of alerts or 

warnings that are received at the GCS, as opposed to real-time auditory feedback directly 
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from the RPA motors or engines, are also common. While historically, real-time visual 

cueing has been provided to remote pilots, the possibility of introducing concurrent 

auditory stimuli (i.e., multimodal cueing) is dependent upon technological advances. There 

are examples of both advantageous and disadvantageous outcomes of including the two 

sensory information types, depending on the associated workload and the cognitive 

facilitation required. While the context of the research portrayed in this chapter has also 

included other fields such as automobiles and general remotely operated equipment, there 

are important crossovers relevant to RPAS. Furthermore, the effect of additional stressors 

like workload, its interaction with multisensory information, and how this influences 

human performance, will be discussed in the following chapter (Chapter 3).  

 

2.5 Summary 

 

This chapter has provided an overview of the theory relating to auditory, visual and 

multimodal feedback, relevant to remote pilots. The induced human physiological and 

psychological reactions in response to auditory and visual information and feedback have 

been widely studied, including the interactions between more than one cue type and their 

effects on task performance. From an aviation human factors research perspective, with 

more than a century of data and a collaborative international approach through ICAO, 

systems have been designed where the human is placed centrally in the aircraft system. The 

proliferation of cheap, accessible RPAS to civil operators presents new challenges given 

the scale and speed at which new systems are being designed, including the operations they 

are being used for. At present, the remote pilot must adapt to the system. This includes 
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adapting to the limited or degraded sensory environment. In this context, the variability of 

the task, the equipment available, and the presence or not of auditory sensory cueing in 

addition to standard (i.e., ecological) visual feedback, present challenges to remote pilots.  

The effects of added or removed sensory cueing on human performance, 

particularly for civil remote pilots remains an area of limited applied research. This is 

particularly the case in terms of the availability of real-time auditory feedback transmitted 

from the remotely located aircraft, directly to the remote pilot. Specifically, there are 

knowledge gaps which remain in terms of understanding how remote pilots can operate 

effectively within a sensory deprived environment. Moreover, there is limited applied 

research in how the effects of auditory and visual cueing can influence the performance of 

remote pilots under different workload levels. 

In the following chapter (Chapter 3), an overview of mental workload will be 

presented. Furthermore, some relevant behavioural models of performance will be 

discussed, including the Yerkes-Dodson Law, Arousal Theory, and the Maximal 

Adaptability Model. These concepts will further contextualise the three experiment 

chapters, with application to remote pilots.  
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CHAPTER 3 – MENTAL WORKLOAD AND PERFORMANCE 

 

3.1 Overview 

  

This chapter will discuss mental workload, the ways it can be measured, and its 

relationship with arousal, adaptability, and performance applicable to remote pilots. To 

better predict task performance influenced by mental workload, behavioural models are 

considered. In terms of task performance, remote pilots typically rely on automation to 

assist mental workload regulation. While automation can facilitate cognitive resources to be 

more appropriately allocated to perception and decision-making tasks, negative effects 

associated with under arousal and an overreliance on the technology also exist, all of which 

will be discussed in this chapter.  

 

3.2 Mental Workload  

 

The definition of 'mental workload' appears to be nebulous (also referred to as 

cognitive workload, hereon referred to as workload interchangeably; Volante et al., 2016), 

and has been described by authors in different ways. Perhaps too succinctly, Estes (2015) 

defines workload as simply “the work done by the mental system” (p. 1,176). Wickens and 

Tsang (2015) define workload as the “relationship between the resources required to carry 

out a task and the resources available to, and hence supplied by, the operator” (p. 277). 

Nygren (1991) defines workload as a reflection of “the interaction between a particular 

individual and the demands imposed by a specific task“ (p. 18). Common to these 
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definitions is the limited cognitive resources available. Hence, the following definition of 

mental workload is adopted for this thesis: the demand on cognitive resources while 

performing a task.  

What is less ambiguous with workload is its effect on performance. Bainbridge and 

Dorneich (2009) explain stressors to be any source that leads to a deterioration in 

performance, and can include noise and workload (Gaillard, 1993). As a stressor, workload 

can induce stress (MacDonald, 2003). Importantly, while related, stress and stressors are 

distinguishable. Gaillard (1993) acknowledges the ‘broadness’ of stress as a concept and 

describes its meaning in relation to environmental demands, behavioural reactions under 

strain, a state of feeling, and the process in response to strain over time. As such, workload 

as a stressor, and even the smallest amount of it, can be seen as a source of stress.    

Importantly, stressors do not affect individuals equally (Gaillard, 1993). Hence, 

adverse performance is not an automatic response. According to Hart and Staveland (1988), 

mental, physical, and temporal demands of a task can vary, and are often dependent on 

experience and training. Within an automated system, Hooey et al. (2017) contends the 

following four elements drive workload: environmental factors, the task itself, the 

equipment being operated, and the operator. This parallels the SHEL model (System, 

Hardware, Environment, Liveware) first proposed by Edwards (1972), acknowledging 

automation as a function used to assist the operator in performing the required task. This is 

particularly the case during periods of low and high workloads (Bruggen, 2015; Volante et 

al., 2016).  

Task performance during transitions from low to high and high to low workloads, 

has been shown to diminish (Cox-Fuenzalida, 2007). High mental workload can potentially 
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impair performance via a fatigue response (Fan & Smith, 2017). The expected changes in 

performance induced by workload, either low or high (Brookhuis & de Waard, 2010), can 

also relate to behavioural mechanisms such as boredom (Smith, 1981), and hypo/hyper-

arousal (Dehais et al., 2020). Borghini et al. (2014) elaborate further on the relationship 

between mental workload and performance, by describing an additional factor of situational 

awareness, defined by Endsley (1988) and Stanton et al. (2001) as the perception, 

comprehension and projection of a dynamic environment. As mental workload increases, 

situational awareness decreases, further decreasing performance (Borghini et al., 2014).   

A closely associated construct to mental workload, is working memory, defined by 

Arlinger and colleagues (2009) as “the ability to simultaneously store and process 

information over a short period of time” (p. 373). It requires short term memory utilising 

sensory subsystems (e.g., auditory and visual; Baddeley & Hitch, 1974) and the storage and 

processing of information simultaneously (Baddeley, 1992). It assists the relationship 

between sensory inputs, information processing, cognitive load and task performance 

(Norman, 2013). When mental workload is high, the functioning of these processes can 

become impeded, leading to performance detriments (Hockey, 1997; Cox-Fuenzalida, 

2007; Groemer et al., 2010), as evidenced by previous aviation accidents such as discussed 

below.  

During an approach to Blackbushe Airport, UK, the pilot of an Embraer EMB-505 

Phenom 300 (i.e., light business jet aircraft) encountered thirty-six traffic collision alerts 

(audible, automated voice) in a two-minute period during the downwind leg. The pilot had 

to manoeuvre to avoid a microlight and other light aircraft operating in the vicinity (AAIB, 

2016b). Changes in trajectory requiring a climb in altitude occurred at a mentally 
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demanding stage of flight, positioning the aircraft higher and faster than required for the 

final approach. Despite ineffectively deploying the speed brakes to slow the aircraft, it 

touched down 700m beyond the threshold, overrunning the runway, resulting in four 

fatalities. As determined by the investigation:  

 

Towards the end of the flight, a number of factors came together to create a very 

high workload situation for the pilot, to the extent that his mental capacity could 

have become saturated. His ability to take on new and critical information, and 

adapt his situational awareness, would have been impeded. In conjunction with 

audio overload and the mental stressors this can invoke, this may have lead (sic) 

him to become fixated on continuing the approach towards a short runway. (AAIB, 

2016b, p. 45)   

 

The fixation described in this accident could be described as a tunnelling effect, 

with attention limited to one channel of information (Li et al., 2022). This effect can be 

explained by insufficient residual cognitive resources induced by information overload 

(Wickens, 2005; Wickens & Alexander, 2009). The consequences of such an overload were 

further witnessed in the loss of Air France Flight 447. When the aircraft entered a dense 

region of convective weather, the accumulation of ice crystals blocked the pitot tube, 

thereby disabling the airspeed indicator. A series of events followed (e.g., instrument 

failures, autopilot and autothrust disconnection, audible alerts/warnings, and aerodynamic 

stall), from which the pilots were unable to recover. While degraded manual flying skills 

contributed to the accident (Haslbeck & Hoermann, 2016), increased mental workload 
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shifted the pilots’ attention away from responding to the aerodynamic stall. Seemingly, they 

did not notice they were even stalling (BEA, 2012). According to the final report:  

 

The crew never referred either to the stall warning or the buffet that they had likely 

felt. This prompts the question of whether the two co-pilots were aware that the 

aeroplane was in a stall situation. In fact the situation, with a high workload and 

multiple visual prompts, corresponds to a threshold in terms of being able to take 

into account an unusual aural warning. In an aural environment that was already 

saturated by the C-chord warning, the possibility that the crew did not identify the 

stall warning cannot be ruled out. (BEA, 2012, p. 179) 

  

Recall in the previous chapter, noise was described as unwanted auditory information that 

can negatively affect performance. However, in this accident example, due to an 

overwhelming situation and apparent saturation of cognitive resources, the audible stall 

warning (i.e., wanted information) could not be attended to. The failure to perceive/detect 

the stimuli is again representative of overwhelming mental workload, via attentional 

tunnelling.  

RPAS operators are not immune from the above described effects. In 2012, a USAF 

MQ-9A in the Republic of Seychelles (USAF, 2012a) crashed shortly after take-off. An 

audible alert and visual warning message indicating an incorrect flap setting, led the remote 

pilot to incorrectly shut down the fuel supply to the engine. Assuming an engine failure, the 

remote pilots initiated an emergency landing and returned to the airport. However, given 

the urgency of the manoeuvre and associated high workload, the landing gear was not 
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extended, crashing in a gear-up configuration. In the investigation report (USAF, 2012a), a 

contributing factor was determined to be “channelized attention” (p. 18), whereby “an 

overly tight focus of attention leading to the exclusion of comprehensive situational 

awareness” (p. 18). This was further supported by one of the remote pilot’s testimony who 

explained they were only focused on their altitude, airspeed and range (USAF, 2012a).  

Channelised attention was also found to be a contributing factor for another crash 

involving an MQ-9A in Nevada (USAF, 2015) during high workload stages of flight. An 

instructor and student remote pilot were performing a training mission comprising a series 

of take-offs and landings. During the mission, the student remote pilot failed to maintain 

the required ground track, air speed and altitude, forcing the instructor pilot to make 

corrections. On the tenth approach, after the student pilot initiated a descent, the instructor 

also directed a descent, doubling the rate. Because of the increased descent rate, the RPA 

became obscured to the GCS by terrain, degrading the visual signal quality. By the time a 

climb was initiated, the RPA impacted with the ground (i.e., CFIT; USAF, 2015).  

Despite many definitions of mental workload, its importance in safety-critical 

operating environments is evident by previous accidents. A challenge of measuring the 

effects of mental workload in applied settings relates to the ethics and consequences of 

creating conditions that may result in accidents (e.g., inducing fatigue, or high workload 

while driving on public roads; Brookhuis & de Waard, 2010). A consequence of the many 

definitions are the various ways in which mental workload can be measured objectively and 

subjectively (Brookhuis & de Waard, 2010; Tjolleng et al., 2017; Gao & Wang, 2020). The 

next section will discuss how workload is measured, focusing on objective and subjective 

methods. 
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3.2.1 Mental Workload Measurement  

 

Objective measurement of mental workload can be performed using physiological 

responses and/or by proxy via task performance (Young et al., 2015). Physiological 

methods are advantageous by enabling real-time measurement, and as stated by Young et 

al. (2015), “are a natural type of workload index since work demands physiological activity 

by definition” (p. 4). Some measures include heart rate, respiration, skin resistivity, eye 

movement, and brain electrical activity via electroencephalogram (also referred to as 

‘EEG’; Tao et al., 2019). For example, in response to workload changes, heart rate has been 

shown to vary (Jorna, 1993; Henelius et al., 2009; Mansikka et al., 2016).  

In a driving study by Hidalgo-Muñoz et al. (2019) differences in breathing rate and 

heart rate were also found in response to varying workloads. Importantly, the effectiveness 

of the measures were relative to the task itself: heart rate was more sensitive to the 

combined workload-driving task, while breathing rate was sensitive to different workloads 

only. As Charles and Nixon (2019) explain, no one physiological parameter can be used to 

provide an overall measure of mental workload. Other potential shortcomings include their 

intrusiveness and cost of instrumentation (Azman et al., 2010; Knoll et al., 2011; Krigolson 

et al., 2017).  

Objective workload assessment can also be determined via the performance of 

secondary tasks (Ogden et al., 1979). The type of tasks can require reaction/response time 

to a stimulus, memory, tracking, monitoring and mental arithmetic (Huddleston & Wilson, 

1971; Owen, 1991). The n-back is one commonly used example (Kirchener, 1958), 
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requiring working memory to remember a stimulus n times back (e.g., visually displayed 

numerals, appearing individually in sequence; Jaeggi et al., 2010). Another technique 

includes the Serial 3s and Serial 7s and involves a verbal count backwards from a pre-

defined starting number, then a continued subtraction of 3 or 7 respectively from each 

previous number. While performance in secondary tasks can be used as an assessment of 

workload, some limitations do exist, such as practice or learning effects, individual 

intelligence quotient and/or previous education (Williams et al., 1996). Hence, workload 

can also be evaluated using alternate methods like subjective measures, which in many 

cases offer a feasible and more practical substitute. 

Subjective ratings of mental workload comprise surveys and questionnaires (Young 

& Stanton, 2004; Xiao et al., 2005; Park & Jung, 2006). In experimental settings, these 

ratings are said to assess workload changes in response to manipulated independent 

variables (e.g., external stressors). However, unlike objective physiological measures which 

can assess responses to workload in real-time, subjective measures rely on measurement 

and analysis, post-event. Despite the potential shortcomings associated with this, and 

provided an acknowledgement is made, subjective measures remain a practical, cost-

effective, and useful tool for mental workload assessment.   

An example of a univariate subjective measure includes the Cooper-Harper Scale 

(also referred to as ‘modified’ i.e., from the ‘original’ Cooper-Harper Scale; Cooper & 

Harper, 1969; Mansikka et al., 2019). It is a useful measure for assessing overall mental 

workload, and presents a flow-chart/decision-tree to the user for determining one of ten 

possible ratings (Wierwille & Casali, 1983; Kilmer et al., 1988; Cummings et al., 2006). 

Another univariate measure is the Rating Scale for Mental Effort (RSME), consisting of a 
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vertically-aligned scale with nine possible descriptors (i.e., from ‘no effort’ to ‘extreme 

effort’), presented at spaced, unequal intervals (Verwey & Veltman, 1996; Widyanti et al., 

2013a). Its advantages are simplicity, and short duration to complete (Ghanbary Sartang et 

al., 2016). However, a limitation of the RSME addressed by alternative multivariate 

measures, is the ability to determine subfactors contributing to mental workload (Wierwille 

& Eggemeier, 1993).  

 An alternate to the RMSE is the Subjective Workload Assessment Technique 

(SWAT; Reid & Nygren, 1988). SWAT is a multidimensional measure, rating the loadings 

of time, mental effort, and psychological stress from 1 (low) to 3 (high) (Dey & Mann, 

2010). It’s validity has been questioned by Boyd (1983) who argued the dimensions used 

should be further developed, and queried peoples’ ability to accurately assess their own 

workload. However, others have since found the test to be reliable and valid (Rubio et al., 

2004; Xiao et al., 2005). A limitation of this method is the requirement for memory recall, 

and the time it takes to complete and score (i.e., estimated to exceed 45-minutes; Widyanti 

et al., 2013a).   

A further example is the Workload Profile (WP) measure (Tsang & Velazquez, 

1996) which compares the mental workload between tasks of different difficulties. The 

assessment measures eight dimensions of workload: perceptual/central processing, 

response, manual output, speech output, and spatial, verbal, visual and auditory processing 

(Tsang & Velazquez, 1996; Rubio et al, 2004). It is considered a reliable test with moderate 

face and convergent validity (Longo & Orru, 2019), and concurrent validity with task 

performance (Tsang & Velazquez, 1996). Despite the disadvantage of increased 
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complexity, multivariate methods are advantageous for exploring workload 

multidimensionality.   

Another widely used assessment measure is the NASA (i.e., National Aeronautics 

and Space Administration) Task Load Index (NASA-TLX, see Appendix 2; Hart & 

Staveland, 1988). This questionnaire measures perceived workload via six subcategories: 

mental demand (i.e., how mentally demanding the task was), physical demand (i.e., how 

physically demanding the task was), temporal demand (i.e., how hurried or rushed the pace 

of the task was), performance (i.e., how successfully the task was thought to be completed), 

effort (i.e., how hard the work was required to maintain a level of performance), and 

frustration (i.e., how insecure, discouraged, irritated, stressed or annoyed the participant 

was in completing the task). Possible scores for each category range from ‘Very Low’ 

being equal to 0 and ‘Very High’ being equal to 100, and is considered a useful method for 

predicting individual task performance (Rubio et al., 2004). It has been shown to have high 

correlation with performance, and also a very high convergent validity compared with the 

SWAT and WP measures (Rubio et al., 2004). Moreover, Hart and Staveland (1988), 

determined the NASA-TLX to be most valid for measuring subjective workload among 

participants, and having the highest user acceptance of four questionnaires reviewed.  

The high user acceptance is also demonstrated by other studies utilising the NASA-

TLX. Byers et al. (1988) assessed four subjective workload questionnaires administered to 

four crews operating within a simulated RPAS Ground Control Station (GCS). The authors 

found the NASA-TLX to have the highest validity and best user acceptance compared with 

the Modified Cooper-Harper, Overall Workload and SWAT assessments. Other studies 

incorporating the multivariate NASA-TLX, include tasks involving the supervision of 
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multiple RPAS (Ruiz et al., 2015b), RPAS flight training (De la Torre et al., 2016; 

Albeaino et al., 2021), and virtual reality environments (Dell’Agnola et al., 2020).  

One argument against subjective measures, however, is that humans estimating their 

own performance or ability can be inadequate (i.e., Dunning-Kruger effect; Kruger & 

Dunning, 1999; McIntosh et al., 2019; Wang et al., 2022). Furthermore, there is a 

requirement for memory recall post event, which does not compare with objective 

measurements, like physiological data, obtained in real-time. Subjective scales are also 

vulnerable to interpretation variances (Widyanti et al., 2013b), and have susceptibility to 

context bias (Colle & Reid, 1998). While these challenges/problems apply equally to 

workload scales, previous research has demonstrated correlation between objective (e.g., 

EEG) and subjective (e.g., survey) measures relating to workload (Zeier, 1994; Murata, 

2005; Lin & Cai, 2009; Zhou et al., 2014). This includes within aviation settings (e.g., the 

assessment of air traffic controllers; Aricò et al., 2016), and in other fields such as 

healthcare (Mazur et al., 2013; Dye et al., 2017). 

 

3.2.2 Workload and Automation  

 

Automation is defined by Parasuraman and Riley (1997) “as the execution by a 

machine agent (usually a computer) of a function that was previously carried out by a 

human” (p. 231). Sheridan and Verplank (1978) originally described ten different levels of 

automation, in the context of teleoperated undersea equipment, relating to the degree of 

human interaction with the system. Kaber and Endsley (2004) similarly describe these 

levels for multi-task environments. Others have defined computer/machine involvement in 
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the processing and filtering of information from multiple sources, decision-making, and 

task response or action (Sheridan, 2018; Kaber, 2018; Wickens, 2018). In multi-task 

environments, workload can be regulated by using automated systems. By removing some 

manual tasks, working memory capacity can be increased, allowing cognitive resources to 

be allocated to other tasks (Bainbridge & Dorneich, 2009).  

When humans interact with complex systems, a mental model is developed, based 

on the available information (Borgman, 1986; Staggers & Norcio, 1993). However, if there 

is too much information to contend with, cognitive resources can become overwhelmed 

(Baddeley, 1986, as cited in Bainbridge & Dorneich, 2009). Hence, automation can be 

useful for improving efficiency, enhancing safety, and reducing mental demand, and the 

perceived workload associated with complex tasks (Lee & Seppelt, 2012; Wickens et al., 

2021). While these benefits appear to offer a positive contribution to improving human 

performance, Harris et al. (1995) explain this logic as too simplistic. Put simply, “switching 

to automation becomes a source of demand. Automated tasks cannot be forgotten, but are 

metamorphosed into additional monitoring tasks. Even automated tasks have to be 

monitored, which can lead to an infinite regress” (Harris et al., 1995, p. 183). This criticism 

was exemplified in a monitoring task by Greenlee et al. (2018), whereby a decline in 

vigilance occurred via a failure to detect road hazards while operating automated vehicles. 

As the authors propose, sustained monitoring is demanding, increasing perceived workload 

and stress (Greenlee et al., 2018). Seemingly, the negative consequences of automation are 

also duration-dependent.  

In modern aircraft, automation has enabled more efficient flight control, navigation 

and fuel management (Kantowitz & Campbell, 1996; Landry, 2009). However, for pilots, a 
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number of negative issues were reported by Funk et al. (1999) including: inadequate 

understanding of the automated systems, unnoticed operation or function, overconfidence 

in the automation, inadequate training, poor design, negative changes to workload, and 

reduced job satisfaction. Furthermore, a reduction in situational awareness is possible 

(Dorneich et al., 2006; Onnasch et al., 2013). From an aviation perspective, these 

shortcomings are particularly relevant.  

In 2009, a Bombardier DHC-8-400 twin-engine turboprop aircraft crashed five 

nautical miles short of the runway following an aerodynamic stall while flying an 

automated instrument approach (NTSB, 2010). In response, Geiselman et al. (2013) 

describe the automated system function caught the pilots by surprise, causing an incorrect 

manual control response. At a critical stage of the flight, the automation could have 

communicated the changing state of the aircraft with more deliberate information. Instead, 

it “stopped flying the aircraft, startled the crew, and did not afford them adequate time to 

respond confidently” (Geiselman et al., 2013, p. 23).  

Another pertinent example occurred in 2013 when a Boeing 777-200ER operated by 

Asiana Airlines struck a seawall prior to landing at San Francisco International Airport. 

Although many contributing safety factors were recognised, a lack of automation 

understanding was acknowledged by the investigation. According to the NTSB (2014), the 

pilots failed to recognise how the autothrottle and autopilot modes interacted on approach; 

an incorrect response which led to the low energy state of the aircraft, and landing well 

short of the target zone. Furthermore, the airline’s policy of full automation for line flying 

enabled an overreliance on the auto-systems. Had the pilot “been provided with more 

opportunity to manually fly the 777 during training, he would most likely have better used 
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pitch trim, recognized that the airspeed was decaying, and taken the appropriate corrective 

action of adding power” (NTSB, 2014, p. xiii).  

This recommendation is similarly provided by Casner et al. (2013) who tested pilot 

response to abnormal events (e.g., engine loss during take-off), and described the benefits 

towards recognising the changing situation, as opposed to relying on automated alerts only. 

An overreliance on automation shifts the human’s central location, by decreasing the 

importance of their role, a situation highlighted by these accidents (Miller & Holley, 2017). 

Furthermore, the regulation of mental workload by automation can change states of 

perceived under/overwork.   

From an RPAS perspective, automation assists remote pilots by managing their 

level of workload in different operational conditions, and allowing them to better focus on a 

primary task (Cummings et al., 2014; Dixon et al., 2005; Dixon & Wickens, 2006; Mekdeci 

& Cummings, 2009). However, unexpected situations and how these contribute to overall 

task performance is an evolving area of research (Cummings et al., 2014). Automation is 

relied upon for different missions, including navigation between waypoints. Hence, for 

large portions of RPAS flights, the remote pilot will have a monitoring role only. When 

automation increases workload by requiring vigilance from the human operator monitoring 

the system (Szalma et al., 2004), the situation is described as a paradox by Warm et al. 

(1996). As they suggest, “although automation is designed to reduce the workload of 

operators, it may place them at a functional disadvantage through understimulation” (Warm 

et al., 1996, p. 185). Furthermore, long periods of low workload requiring monitoring of 

highly automated systems can lead to low arousal, boredom and distraction (Cummings et 
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al., 2013). Stimulation induced via arousal, and its potential effect on task performance will 

be further discussed in the next section.  

As RPAS technology continues to develop with increased automation, human 

remote pilots could place too much trust in the human-machine system (Liu et al., 2015), 

and thus become further removed from it. Equally, this over reliance could be detrimental 

under high time pressure conditions. For operations involving variable workload, as 

described by Harris et al. (1995), “where workload periodically exceeds operator capacity, 

it should be possible to maintain operator supervision of all tasks during all operational 

phases by having operators invoke automation during high taskload periods” (p. 183). 

Hence, the use of automation should be task and operator dependent, reflective of the 

workload required (Harris et al., 1995). The use or not of automation is likely to change 

mental workload, and consequently performance. Behavioural responses to this variability 

via arousal and adaptation are also likely.  

 

3.3  Workload and Performance 

 

In this section, the Yerkes-Dodson Law (Yerkes & Dodson, 1908), Arousal Theory 

(Broadbent, 1978), and the Maximal Adaptability Model (Hancock & Warm, 1989) will be 

explained. While several models/theories exist, these theories are considered to be the 

leading ones that describe task performance via arousal or behavioural adaptations in 

response to workload and/or exposure to external stressors.  
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3.3.1 Yerkes-Dodson Law  

 

The Yerkes-Dodson Law (Yerkes & Dodson, 1908) originated from habit-formation 

and stimulus strength experiments, involving mice learning a task in response to receiving 

increments of electric shock. It has been described as an inverted U-shaped curve of the 

relationship between arousal (i.e., response) and performance efficiency. As argued by 

Teigen (1994), the meaning of the law has evolved over decades, and has since been used 

to explain independent and dependent variable combinations including: stimulus strength 

and habit-formation, stress and learning, intensity of motivation and problem-solving, and 

level of arousal and quality of performance. A criticism of the law maintains no universal 

agreement on its definition, and that “its vicissitudes can be regarded as a demonstration of 

the mutability and fuzziness of allegedly ‘basic’ psychological concepts” (Teigen, 1994, p. 

526).     

Despite this criticism, its importance remains as a foundation for other since 

formulated theories, relating to human behaviour and predicted performance. In the context 

of mental workload, optimal performance is expected with moderate stimuli, decreasing as 

the stimuli becomes too low or too high. Furthermore, a relationship also exists between 

performance and other stressors, with responses differentiated between cognitively taxing 

and simple tasks.  
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3.3.2 Arousal and Performance 

 

 The construct of arousal has been described as activation, energy mobilisation and 

excitation, manifesting psychologically and physiologically (Duffy, 1957; Thayer, 1978; 

Neiss, 1988). Physiological arousal is differentiated from wakefulness, being “a state of 

heightened alertness/responsiveness to sensory inputs mediated by the ascending pathways, 

which is accompanied by an increase of physiological activity (postural tone, cardiac and 

respiratory rhythms)” (Adamantidis & De Lecea, 2008, p. 1,480). Arousal exists on a 

continuum ranging from low to high (Sanbonmatsu & Kardes, 1988), and like workload, 

can be measured objectively (e.g., biochemically, heart rate, skin conductivity, respiration 

rate; Lacey, 1959; Baum et al., 1982; Mehler et al., 2009; Reimer et al., 2009; Reimer & 

Mehler, 2011) or subjectively (Robertson et al., 2007; Rosebrock et al., 2017). The type of 

task can also elicit different physiological responses, depending on an acceptance or 

rejection of external environmental parameters, described by Lacey (1959) as an 

environmental intake or environmental rejection (Cacioppo et al. 1991). For example, 

visual detection tasks demand environmental intake while mental arithmetic or memory 

tasks require a degree of environmental rejection.  

Tang and Harvey (2004) refer to the multidimensional aspect of arousal, and 

distinguish physiological (e.g., heart rate, blood pressure, respiration, perspiration) from 

psychological arousal (also referred to as ‘cognitive arousal’) relating to the activation of 

the mind. The effect of arousal on emotion and performance are described by Reeve (2009), 

whereby low and high arousal can lead to negative emotions (i.e., boredom and stress, 

respectively), each corresponding with lower performance.  
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In modelling the association between arousal and performance, the U-shaped and 

inverted Hebb curve can be used (Hebb, 1955). However, as Diamond et al. (2007) discuss, 

a hybridisation of this with the Yerkes-Dodson law has occurred, through misunderstanding 

or misrepresentation over many decades. Accordingly, a ‘Hebbian’ version of the original 

Yerkes-Dodson curve has evolved, further refining the original linear/curvilinear 

relationship between arousal and performance, by different settings: a simple task, or 

difficult/complex task (Broadhurst, 1959; Teigen, 1994; Diamond et al., 2007; Engineer et 

al., 2012). During a simple task, performance increases more slowly from low to moderate 

arousal levels, and declines more quickly when arousal increases from moderate to high. A 

comparison of both the original Yerkes-Dodson and Hebbian curves is shown in Figure 1. 

 

Figure 1 

A Comparison of the Hebbian Curve (a) and Yerkes-Dodson Curves (b) 

 

Note. Figure reproduced with permission (Diamond et al., 2007).  

 

This relationship was demonstrated by Arent and Landers (2003) for a simple reaction time 

task, where physiological arousal was manipulated while riding a cycle ergometer.  
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Conversely for tasks with a higher level of complexity, performance rapidly 

increases from a state of low arousal. Small incremental increases in arousal translate to 

higher performance more quickly than for easy tasks. Similarly, performance reaches an 

optimum point, although slightly lower than in a simple task, before gradually declining as 

arousal increases (Kahneman, 1973; Diamond et al., 2007). For difficult tasks, performance 

is predicted to be at an optimum level well before a moderate level of arousal is induced. 

This signifies for complex tasks, a moderate level of workload will not automatically 

deliver optimal results, hence the introduction of an additional stressor may be detrimental.  

Like Hebb (1955), Broadbent (1978) describes Arousal Theory (AT), being linked 

with attention, and predicts when arousal is either low or high, the corresponding level of 

task performance is at a minimum. Hence, optimum performance exists between the two 

extremes of arousal. A stress-induced arousal response also impacts on workload, and can 

be used for motivation or effort to complete a task optimally. Arousal induced by workload 

has been linked to performance, and as exposure to external stressors increase, performance 

also increases to an optimum level before diminishing (Broadbent, 1978; Loewen & 

Suedfeld, 1992). For example, low arousal associated with driving a vehicle on a 

monotonous, low-demanding road, minimises performance ability (Thiffault & Bergeron, 

2003). As arousal increases, the efficiency to perform a task increases to an optimal point, 

before retreating as arousal continues to rise. High arousal could manifest as a state of 

disorganisation, impairing processing ability, and becoming detrimental to performance 

(Dang & Tapus, 2013; Ünal et al., 2013). Hence, in a simplistic way, if the difficulty of a 

task can be modelled, the resulting performance of the task can be better predicted or 

anticipated.  
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In the context of sensory information, arousal can also be used to explain the effect 

of noise exposure on task performance (e.g., accuracy, speed), via induced attentional 

narrowing under cognitively demanding tasks. Arousal has also been described as one 

mechanism responsible for a beneficial effect of noise on visual information processing, 

particularly when the visual stimuli quality is degraded (Sanders, 1983; Keuss et al., 1990). 

For example, as described by Keuss et al. (1990), a driver interpreting a traffic sign in poor 

visibility may do so more effectively if noise (i.e., low to moderate intensity) is also 

present.  

Alternate to Broadbent’s (1978) AT, Poulton (1979) describes a composite theory 

involving arousal and masking. For auditory information, noise can mask inner speech and 

degrade task performance. Poulton notes that short duration noise should promote arousal 

and facilitate performance, while intermittent noise becomes more disruptive compared to a 

continuous source. Like AT, Poulton’s theory suggests task accuracy to be more impaired 

than speed when exposed to noise (Poulton, 1978; Poulton, 1979). In addition to 

performance influenced by arousal, adaptational responses can also be elicited.  

 

3.3.3 Adaptability and Performance 

 

 The Maximal Adaptability Model (MAM; also described as the ‘Dynamic Adaptive 

Theory’; Hancock & Warm, 1989; Dehais et al., 2020) can be used to predict and explain 

performance. It maintains consistency with the previously described theories relating to 

arousal by attempting to define the location of optimal performance, explaining how other 

stressors impact on this function. The MAM describes how individuals generate an 
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adaptational response to stressors via a physiological or psychological response (i.e., 

behavioural, also referred to as “attentional resource capacity”; Hancock, 2022, p. 4). At the 

extreme regions of under or overstress, the adaptation can break down due to limitations 

associated with cognitive processing capacity. These regions are described as unstable (i.e., 

zones of dynamic instability), but importantly the task itself can be considered a source of 

stress (Hancock, 1987; Hancock & Szalma, 2008). Also represented as an inverted U-

shaped curve (see Figure 2), the MAM explains how an individual adapting to external 

stressors is at a minimum when these stressors are either low or high (i.e., hypostress or 

hyperstress). Adaptation ability is at a maximum in the plateau region between the two 

extremes, and considered as stable (i.e., the ‘comfort zone’; Hancock & Szalma, 2008).  
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Figure 2 

The Maximal Adaptability Model Curve 

 

Note. Adapted from the original maximal adaptability model of stress proposed by Hancock 

and Warm (1989).   

 

 The original and Hebbian Yerkes-Dodson curves, and the MAM are similarly 

shaped. Because of this, it is possible previous studies have misattributed findings to the 

various models (Hancock & Ganey, 2003; Doohan et al; 2022; Hancock, 2022). In response 

to one criticism of the model, Hancock (2022) argues: 

 

Experience with a stress, in general, provides some degree of defense against those 

self-same stress effects in relation to on-going task performance. Experience with a 
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task (skill), in general, provides some degree of defense against task failure, 

especially under stress. These tendencies are both expression of adaptation of 

differing response systems of the body. The ability of the individual, either with 

respect to the external stress or the task they are undertaking, are critical dimensions 

which determine the degree of performance change witnessed. (p. 5)  

 

One key difference between the MAM and other arousal models are its complexity, 

described as an ‘extended-U’ curve (i.e., differentiated from simple ‘inverted-U’), 

accommodating both physiological and psychological responses to stress (Hancock & 

Ganey, 2003; Hancock & Warm, 2003).  

An example of a relevant external stressor includes the auditory cueing described in 

Chapter 2. Szalma and Hancock (2011)’s meta-analysis of studies involving noise and 

human performance found the MAM (Hancock & Warm, 1989) to best explain the adaptive 

response made by individuals exposed to external stressors, like noise. Hancock and Warm 

(1989) propose noise can overload the processing capacity via masking, distortion of the 

auditory task-relevant information, and/or a vocal response. Similarly, under zero absolute 

dBA conditions (i.e., the absence of noise), the removal of a sensory cue can be equally 

disrupting, by limiting the ability to generate an adaptational response to no cue. 

Behavioural models like the MAM can be considered as further means of explaining task 

performance results under multistressor conditions (Yerkes & Dodson, 1908; Broadbent, 

1978; Poulton, 1979; Hancock & Warm, 1989; Szalma & Hancock, 2011). Recall in 

Chapter 2, noise as a stressor negatively influenced task performance via masking and/or 

attentional narrowing (Broadbent, 1978; Britton & Delay, 1989; Ke et al., 2021). While an 
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arousal response due to an external stressor may increase, where performance also 

increases to an optimum level before diminishing (Broadbent 1978; Loewen & Suedfeld, 

1992), the MAM outlines an alternate view between the relationship of noise and 

performance. Here, individual behavioural adaptations to external stressors are made. 

The process of experiencing and responding to auditory stimuli from a MAM 

viewpoint, follows three stages: at the input stage (e.g., where exposure to acoustic noise is 

associated with the task), the adaptation stage, (e.g., where a psychological response to 

noise occurs and an adjustment to task performance takes place), and at the output stage 

(e.g., the response speed or accuracy of a given task; Hancock & Warm, 1989). Szalma and 

Hancock (2011) identified several features associated with the type of acoustic noise 

experienced, and its effect on task performance. Intermittent noise was found to be more 

damaging to performance than continuous noise. This seems logical as it was previously 

theorised that people can find ways to adapt to longer duration noise, and develop the 

appropriate responses (e.g., habituation; Namba & Kuwano, 1988; Banbury & Berry, 

1997), as opposed to limited temporal exposure. Despite the potential for adaptation and/or 

habituation, irrelevant noise has also been shown to disrupt performance in a variety of 

tasks, irrespective of the meaningfulness of the stimuli presented (Banbury & Berry, 1998; 

Jahncke, 2012; Klatte et al., 2013). While short duration noise exposure could limit an 

adaptational response, it has been observed that an arousal response can also exist (Szalma 

& Hancock, 2011). Hence, a temporary increase to the information-processing resources 

available for completing a task via arousal rather than adaptation, may still remain possible.  

In responding to stressors, the type of task being performed is also relevant for the 

MAM. For example, negative effects of noise are more pronounced for cognitive tasks than 
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perceptual tasks, and for those requiring performance accuracy as opposed to reaction time 

or speed (Szalma & Hancock, 2011). During vigilance tasks (e.g., perception tasks), noise 

can facilitate performance via an increase in arousal, by increasing stimulation to an 

unstimulating task and/or environment. Conversely for cognitively demanding tasks, a 

reduction of resource capacity due to adaptive compensatory responses, may be incurred. If 

the intensity, duration, and content of the noise are dynamic in addition to the type of task, 

a resource-based approach could more effectively explain the effect of noise on 

performance. Namely, exposure to stress (i.e., a stressor from external stimuli, e.g., 

auditory feedback), and the cognitive demand of the task, determine the ability of the 

individual to form an adaptive response (Szalma & Hancock, 2011). 

With respect to RPAS operations, the type of task being undertaken could be 

benefited by an adaptational response to variable sensory cueing, like dynamic real-time 

auditory feedback. Because exposure to limited sensory cues (e.g., audio-visual) are 

thought to result in increased workload (Scerra & Brill, 2012; Hancock et al., 2013), task 

performance can be affected (Dunn et al., 2020). Consequently, exposure to dynamic 

stressors like auditory feedback, combined with stage of flight, affects the ability to make 

an adaptational response (Lee & Liu, 2003; Di Nocera et al., 2007; Crognale & Krebs, 

2011; Liu et al., 2016). Hence, because auditory information can be considered both noise 

(i.e., distraction/stressor; Kjellberg, 1990) or as a stimulant/arousing, the MAM is 

potentially more appropriate for predicting remote pilot performance under varying 

workloads.  
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3.4 Summary 

 

This chapter has provided an overview of mental workload, behavioural models 

relating to arousal, adaptability, and task performance. The Yerkes-Dodson Law, Arousal 

Theory and Maximal Adaptability Model (MAM) were each described. Three models 

suggest human task performance can be determined by stress-induced arousal, which has an 

optimum level in facilitating performance before reducing. Alternatively, the MAM 

explains how task performance can be controlled by adapting to stress-induced arousal 

through physiological and/or psychological means, broadening the optimal region of peak 

task performance. For both the AT and MAM, a defined level of workload could also be 

considered an additional external stressor. While the AT can be used to predict performance 

via arousal, and for the MAM, adaptation to external stressors, it is less certain how this 

translates to dynamic real-world environments involving multistressor variables, like a 

sensory deprived applied RPAS context. With this background, three applied experiments 

comprising the research for this thesis/study will be presented in the next chapters. A 

broader discussion of the key findings and implications of the study to the field of RPAS, 

and by extension to other automated and teleoperated systems, will be provided in the final 

chapter.    
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CHAPTER 4 – EXPERIMENT 1: EFFECTS OF AUDITORY AND VISUAL 

FEEDBACK ON REMOTE PILOT FLYING PERFORMANCE 

 

*Note. The contents of this chapter, with the addition of a brief introduction are 

published in the journal titled Ergonomics. Below is a reference for this 

publication.   

 

Dunn, M. J. M., Molesworth, B. R. C., Koo, T.; & Lodewijks, G., (2020). Effects of 

auditory and visual feedback on remote pilot manual flying performance. Ergonomics, 

63. https://doi.org/10.1080/00140139.2020.1792561 

 

4.1 Introduction 

 

It was established in the first chapter that most civil and commercial RPAS 

operations are flown under visual-line-of-sight (VLOS). To recap, in such conditions, the 

remote pilot must be able to see his/her aircraft visually and unaided. However, with 

advancing technologies, Beyond VLOS (BVLOS) operations, which have traditionally 

been used in the military, are increasing within the civil and commercial contexts. There are 

known human factors implications evidenced by previous RPAS accidents, where reduced 

sensory cues and workload were identified as contributing factors. When two or more 

sensory cues are experienced simultaneously, specifically the presence of auditory and 

visual feedback, task performance can be enhanced or degraded depending on the presence 

(or not) of other stressors, such as workload. Furthermore, behavioural theories including 
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the Maximal Adaptability Model (MAM; Hancock & Warm 1989; Szalma & 

Hancock 2011) can help explain human performance in response to external stressors.  

Because auditory feedback can be perceived as both useful information and noise, 

behavioural adaptations in response to this stressor may be more nuanced when operating 

in a sensory deprived environment. Hence, the first experiment was carried out with the aim 

of determining the degree to which auditory feedback, visual display type, and workload 

experienced by the participant, influenced task performance. Specifically, the effectiveness 

of unimodal (visual) and multimodal (auditory & visual) cueing on remote pilot manual 

flying performance was measured. In pursuit of this aim, three different visual display types 

(unimodal) were utilised and presented with and without real-time auditory feedback (i.e., 

transmitted directly from the RPA), in the main experiment flying task. A workload 

component, namely the presence or absence of wind shear, was introduced in a sequential 

flying task to further understand the advantages and limitations of available sensory cueing. 

In all experimental conditions, task performance was defined by measuring the horizontal 

flying accuracy and vertical flying accuracy via photos taken from the RPA at defined 

points in space within the experimental environment. The time taken to complete each 

flying task was also recorded. As such, one research question and two hypotheses were 

considered.  
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4.1.1 Research question 

 

How does unimodal (visual) and multimodal (auditory & visual) feedback change 

participant flying performance (accuracy and timeliness) under wind and no wind 

conditions?  

 

4.1.2 Hypotheses 

 

1. The real-time auditory feedback produced by the propellers will aid participant 

flying performance in terms of accuracy (horizontal and vertical deviation) and 

timeliness.  

2. Participant flying performance (accuracy and timeliness) will be adversely 

affected by the presence of wind shear (i.e., higher workload) in all flying 

conditions.  

 

These performance measures were considered central to the assessment of remote pilots’ 

manual flying ability (CASA, 2017). Navigation and spotting tasks under different levels of 

audio-visual cueing and workload were used to measure participant performance while 

manually piloting a small multi-rotor RPA.  
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4.2 Method 

 

4.2.1 Participants 

 

Eighteen pilots (three female), all cleared to fly solo in a traditional fixed-wing 

aircraft were recruited from the University of New South Wales Sydney, Flying Operations 

Unit at Bankstown Airport, Sydney Australia. Participants held the following licenses: 

Recreational Pilot Licence (n = 1), Private Pilot Licence (n = 2), Commercial Pilot Licence 

(n = 14) and Airline Transport Pilot Licence (n = 1). Demographic information regarding 

participants can be found in Table 1. 

 

Table 1 

Demographic Information of the Sample Group 

 

Note. M refers to ‘Mean’. SD refers to ‘Standard Deviation’. N = 18. 

 

 

Descriptive Variable 

 

M SD Range 

 

Age (Years) 

 

26.11 

 

9.74 

 

19 – 56 

 

Total Flying Hours 

 

1454.18 

 

2697.78 

 

70 – 10200 

 

Total Flying Hours in Past 90 Days 

 

51.28 

 

55.98 

 

0 – 200 
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All pilots held a Class 1 Medical certificate issued by the Civil Aviation Safety 

Authority (CASA), indicating they were in good physical and mental health. Except for one 

pilot who reported a total of ten hours, all other pilots recorded no previous RPAS 

experience. The research, including stimuli and procedure was approved in advance by the 

UNSW Sydney Ethics Panel (HC Number: HC180410). All participants signed a consent 

form prior to undertaking the experiment (Appendix 1). In addition, the research was 

conducted in accordance with CASR Part 101 (Unmanned aircraft and rockets) CASA 

Regulations. All participants were reimbursed for their time in the form of a $40 

Coles/Myer gift voucher.  

 

4.2.2 Design 

 

Two experimental designs featured in the research. The first experimental design 

(Task A - Navigational task) comprised a 3 x 2 repeated measures groups design while the 

second (Task B - Spotting task) comprised a 3 x 2 x 2 mixed repeated measures between 

groups design. In both designs, the first repeated measures factor labelled Visual Cue 

contained three levels: VLOS (Control), BVLOS Monitor (BVLOS-M) and BVLOS 

Goggles (BVLOS-G). The second repeated measures factor labelled Auditory Cue 

contained two levels: with real-time auditory feedback from the RPA (Auditory) versus no 

auditory feedback from the RPA (Quiet, i.e., ambient sound). The between groups factor 

for the spotting task (Task B) labelled Wind, also contained two workload levels: no wind 

condition versus wind shear. Two distinct tasks, one navigation (Task A) and one spotting 

task (Task B), were created as it was not possible to create wind shear sufficiently large 
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enough to cover the whole experimental area with the available resources. As a result, and 

to reduce a possible learning effect, the stimuli were presented in a Latin square 

counterbalanced design across all conditions. Task A was always followed by Task B; there 

were six counterbalanced combinations of Visual and Auditory Cues for Task A, and 

twelve counterbalanced combinations with the addition of the Wind component in Task B. 

Given the two different operational conditions (Task A vs. Task B), two separate 3 x 2 

repeated measures analyses were performed. Dependent variables for each task were 

timeliness, horizontal deviation, and vertical deviation. A summary of the experimental 

design and corresponding result tables are presented in Table 2. 
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Table 2 

Overview of the Experimental Design 

 

Task Dependent Variables  
Experimental Condition 

Factor 1 Factor 2 Factor 3 

   

Horizontal Deviation 

 

Vertical Deviation 

 

Timeliness 

 

(Table 3)  

VLOS (Control) Auditory 
- 

    Quiet 

Navigation 

(Task A) 
BVLOS-M Auditory 

- 

   Quiet 

 BVLOS-G Auditory 
- 

    Quiet 

  

Horizontal Deviation 

 

Vertical Deviation 

 

Timeliness 

 

(Table 4) 

  

VLOS (Control) Auditory No Wind  

      Wind 

    Quiet No Wind 

      Wind 

  BVLOS-M Auditory No Wind 

Spotting     Wind 

(Task B)   Quiet No Wind 

     Wind 

  BVLOS-G Auditory No Wind 

      Wind 

    Quiet No Wind 

      Wind 

 

4.2.3 Stimulus and Materials 

 

The RPAS operated by participants was a DJI (Dà-Jiāng Innovations) Phantom 4 

Professional Obsidian model quadcopter, with propeller guards, and five spare batteries. 

The quadcopter, fitted with propeller guards and microphone transmitter weighed 

approximately 1.6kg, had a maximum speed of 27 knots, and a battery life of 



 

 

80 

approximately 15-20 minutes in no wind conditions. A Vision Positioning System (VPS) 

was utilised in lieu of the Global Positioning System (GPS) for stability augmentation, 

employing onboard ground-facing cameras to maintain the RPA hovering position if/when 

participant manual control inputs temporarily ceased mid-flight. It had an on-board 20 

mega-pixel camera that provided real-time visual imagery, with an 84° field-of-view 

(FOV). The imagery presented via the DJI GO 4 app to a compatible external display 

source (e.g., monitor, goggles) was identical in terms of FOV and the positioning of the 

displayed telemetry. The auditory recording device was secured to the quadcopter using 

double sided tape and Velcro straps, while the microphone (used to transmit real-time 

auditory cues of the rotating propellers) was secured 20cm above the central point of the 

quadcopter using a purpose-built holder.   

To display visual imagery two Hewlett Packard (HP) Elite 23 inch (1920 x 1080 

resolution) high-definition monitors (model E232) were used for the VLOS (Control) and 

BVLOS-M conditions, and one DJI FPV Goggles was used in the BVLOS-G condition. To 

record and transmit propeller auditory feedback to the participant, the RØDELink 

Filmmaker Kit and Bose QuietComfort 35 wireless headphones II were used. One pair of 

Stihl ComfortMAX hearing protector (Class 5, 29 dBA) was used in the Quiet condition 

only. To create wind shear in Task B, one Ryobi leaf blower was used. Wind speed was 

measured using one Kestrel handheld digital anemometer.  

For the flying tasks, eleven carpet squares (456mm x 456mm); nine numbered from 

1 through 9, one coloured bright green (Task B target mat), and one coloured red with a 

circular ‘H’ located in the centre (home point; coloured white, over a black circular 

background) were used. A bright orange cone was also used for a pre-experiment 
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proficiency check. All numbered mats, the home point and the target mat were positioned 

on the ground 4.0m from each other in the horizontal X and Y planes, i.e., equidistant. The 

research was conducted in an enclosed aircraft hangar located at Bankstown Airport during 

summer daylight hours. The doors of the hangar were closed, and access was restricted to 

all non-participants in the hangar for the duration of the research. An additional briefing 

room (approximate size 2.5m x 2.7m) located in the same hangar building was used for the 

BVLOS-M and BVLOS-G visual conditions. The hangar area where the RPA was operated 

under the two BVLOS conditions was not visible from the adjacent briefing room. A 

representation of the experimental flying area is shown in Figure 3.  
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Figure 3 

A Diagram of the Flying Area for Tasks A and B 

 

 

Note. All Task A numbered mats were positioned on the ground at 4m from each other in 

the X and Y planes. For the VLOS (Control) condition, all participants had access to a 

monitor visual display.  
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4.2.4 Procedure 

 

Pilots were informed about the research through a series of flyers placed on notice 

boards at the Flying Operations Unit at UNSW Sydney. Interested pilots contacted the 

researcher via email or in person and made a mutually suitable time to complete the 

research. Prior to undertaking the main experiment, all participants (i.e., pilots) underwent 

training regarding RPAS operations. Instructions were provided to the pilots about the 

control inputs on the remote control, the capability of the RPA to hover in place if they 

needed to remove their hands from the remote control during the flight, the visual display 

interfaces, and how to obtain target photographs (depress right button on the remote 

control). The briefing was followed by a series of practice flights permitting them an 

opportunity to become comfortable with the flight controls. Once the participant reported 

being comfortable with the flight controls (on average 5 minutes), each participant had to 

demonstrate their proficiency by completing three consecutive flying tasks, under each of 

the three different visual conditions: VLOS (Control), BVLOS-M, and BVLOS-G. The pre-

experiment proficiency test involved flying the RPA from the home point (specified cruise 

height at 2.0m, as shown by telemetry available on the monitor and goggles display), 

navigating to the target (bright orange cone), utilising the visual display interface to obtain 

a target photograph (orange cone) and returning to the home point (see Figure 3). On 

average, this proficiency test took approximately 10 minutes to complete and represented 

the main flying task requirements of Tasks A and B. Following the pre-experiment 

proficiency test, participants were provided a briefing and instructions for the main 
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experiment including to complete each task as accurately and timely as possible. No 

emphasis was placed on the importance of one dependent variable versus the other.  

In the case of the VLOS (Control) condition, two visual cues were presented 

simultaneously to the participant (RPA and monitor). The participant visually sighted the 

physical RPA with their own eyes, as well as the video transmitted in real-time from the 

RPA onboard camera to the monitor display. The participant used the monitor display to 

assist with aligning the target mat and referencing the altitude information to maintain the 

task requirements. In the BVLOS conditions (Monitor and Goggles) only one visual cue 

was presented (see Figure 4).  
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Figure 4 

A Representation of the Numbered Mat Shown to Participants 

 

 

 

Note. The imagery presented was identical in all VLOS (Control), BVLOS-M and BVLOS-

G conditions with real-time telemetry information. Abbreviations located in the bottom of 

the screen represent H – flight altitude (in metres), H.S - horizontal speed and V.S – 

vertical speed (in metres per second). 

 

Task A (navigation task) was performed once under each of the six experimental 

conditions. Participants were tasked to take-off from the home point and ascend to a height 

of 2.0m, as indicated by real-time telemetry presented on the visual display (see Figure 4). 
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From there, they were to proceed to the target mat labelled ‘1’, take a photograph of the 

mat with the mat as centred as possible, and continue this routine in numbered order to the 

last mat labelled ‘9’. In this experiment, nine waypoint mats presented in a 3 x 3 format 

provided participants an opportunity to complete two right hand turns and two left hand 

turns. Upon completion of photographing the last numbered mat ‘9’, participants were 

tasked to return to the home point and land.  

In Task B (spotting task), participants were required to photograph only one mat 

(i.e., the target mat; see Figure 3), with and without the additional wind shear component. 

Specifically, participants were asked to take-off from the home point and ascend to a height 

of 2.0m, proceed directly to the Task B target mat, descend to a height of 0.5m over the 

mat, take a photograph of the target mat with the image as centred as possible, ascend back 

to 2.0m and then return and land at the home point. In this task, two different wind 

component conditions were presented to modify workload (i.e., no wind and wind), and 

like in Task A, each were completed with auditory feedback and without auditory feedback. 

In the no wind condition, the flight was performed with zero wind, i.e., the same operating 

conditions presented during Task A. In the wind condition, wind shear was simulated using 

the electric wind blower, hidden adjacent to the Task B target mat inside a wooden box and 

out of view of the participant. Wind, at a speed of 16 knots (as determined by a Kestrel 

handheld digital anemometer) was introduced overhead the Task B target mat between a 

height of 1.2m and 1.8m. The manufacturer recommends the RPA not to be flown in wind 

conditions that exceed 19.4 knots, hence this task was completed safely within the 

operating limits of the RPA.  
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In all Auditory conditions, participants adjusted the headphone volume (Bose 

headphones) to suit. In all Quiet conditions, the Stihl hearing protector attenuated the 

sound. Ambient sound levels in the hangar ranged from 40-43 dBA. The sound level of the 

RPA, at five metres (closest point to operator) was measured at 72 dBA. The noise 

reduction rating of the hearing protector was 29 dBA. The at ear sound level with the RPA 

operational, hearing protector on, and participant standing 5 metres from the RPA was 

recorded at 42 dBA (test apparatus included sound level meter with plastic ear cup mould 

with O-ring seal; see Burgess & Molesworth, 2016). The ambient sound level in the 

adjacent briefing room under the same conditions was between 39-42 dBA.  

In all experimental conditions, participants were provided a seat. However, the seat 

was only voluntarily used by participants in the BVLOS-M and the BVLOS-G 

experimental conditions. In the VLOS (Control), participants elected to stand. This method 

is ecologically congruent with real world operations. The total time to complete the 

research, per participant was on average two hours.    

 

4.2.5 Measurements 

 

The photographs obtained had dimensions of 4864 x 3648 pixels, thus, the central 

point of the photo was determined to be at the 2432 x 1824 pixel coordinate. Horizontal 

deviation was calculated by determining the distance between the centre of the target mat, 

and the central point of the photograph by measuring pixel distance to one decimal point 

and converting to a physical length in centimetres. Vertical deviation was measured by 

comparing the mat width in pixels against the applicable vertical height reference photo. 
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The length of time to complete each flight (i.e., taking off from the home point, flying the 

required task, returning to the home point and landing) was recorded through the use of a 

stopwatch. The timing measurement was performed by the same researcher for all 

participants.  

 

4.2.6 Data Analysis 

 

 The sample size was sufficient to detect between-group effects using Cohen’s 

(1988) criteria. With alpha at .05, and power at .95, the projected sample size needed (using 

G*Power3.1) for this effect size is 14 (N). Three dependent variables featured in each 

operational condition for both Task A and Task B, namely: 

 

• horizontal deviation (absolute, in centimetres) away from centre of target,  

• vertical deviation (absolute, in centimetres) from specified target flying height, and  

• time (seconds) taken to complete the task.  

These variables were analysed using a repeated measures analysis of variance (ANOVA). 

Prior to each analysis, all data was screened for violations of the assumptions of 

homogeneity of variance using the interquartile range technique suggested by Moore et al. 

(2009), and amended using the next highest or lowest score plus one technique (stated 

when occurred; Tabachnick & Fidell, 2013).  

Alpha was set at .05 for all analyses, including the repeated measures ANOVA and 

planned post-hoc pairwise comparisons in accordance with Rothman (1990) and Armstrong 

(2014). Since the interpretation of a single test is dependent on the performance of other 
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tests, which is contained within that specific data set, protection against type II error was 

maintained. If data was repeatedly used across tests, alpha was corrected using Bonferroni 

correction to protect against type I error (alpha level stated when this occurred; Howell, 

2009). Pre-data screening revealed 17 missing data points. Missing data resulted when the 

participant thought a photograph had been taken, but was not, and was managed by 

substituting the missing data with the mean individual value for each participant, as 

recommended by Tabachnick and Fidell (2013). The complete dataset was then screened 

for outliers. A total of 28 outliers out of 1,188 data points were identified and transformed, 

leaving the dataset homogeneous. 

To determine the influence of pilot flight experience on the obtained results, a series 

of Pearson product-moment correlations (with alpha set at .05) were performed between 

total flight hours and performance (horizontal deviation, vertical deviation, and time) 

during the control condition (VLOS (Control) and no wind) for each task (Task A and Task 

B). The correlational analysis failed to reveal any significant relationship between total 

flight hours and the three dependent variables, (largest r, r(18) = .20, p = .43) for vertical 

deviation in Task A. Since no relationship was found between previous flight hours and 

task performance as measured in this experiment, flight experience was not included as a 

covariate in any analysis.  
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4.3 Results 

 

4.3.1 Task A: Navigation Task 

 

4.3.1.1 Horizontal and Vertical Deviation  

 

Table 3 displays the inferential statistics from the repeated measures analysis for 

Task A. Only one significant main effect for visual display type was found for horizontal 

deviation (p = .034). No main effect or interaction were evident for vertical deviation. 
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Table 3 

Summary of Main and Interaction Effects in the Navigation Task (Task A) 

 

Note. MS refers to ‘Mean Square’.  

 

Figure 5 displays the results of the simple effect post hoc analysis, namely a series of 

pairwise comparisons for the horizontal deviation for the visual condition. As can be seen 

from this figure, remote pilots in the BVLOS-M condition were horizontally more accurate 

than compared to the VLOS (Control) condition (p = .030). There was no statistically 

 

Variables 

 

MS* F p
2 

 

p 

 

Horizontal Deviation 

 

 

Visual  

 

 

 

 

14.21 

 

 

 

 

3.76 

 

 

 

 

.18 

 

 

 

 

.03 

Auditory .16 .02 .00 .90 

Visual x Auditory 3.51 1.01 .06 .38 

    
 

 

Vertical Deviation  

 
   

 

Visual 413.48 1.93 .10 .16 

Auditory 22.49 .19 .01 .67 

Visual x Auditory 52.70 .27 .02 .77 

 

     

Timeliness     

Visual 3253.90 6.93 .29 .003 

Auditory 1108.48 3.58 .17 .08 

Visual x Auditory 142.68 .39 .02 .68 
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significant effect between the BVLOS-M and BVLOS-G (p = .289) conditions or the 

VLOS (Control) and BVLOS-G (p = .107) task conditions.  
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Figure 5  

The Mean Horizontal Deviation (a) and Mean Timeliness (b) in Task A for Three Visual 

Display Types 

a) 

 

b) 

 

Note. The error bars denote the standard error of the mean. Note: * p < .05, ** p < .01. 
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4.3.1.2 Timeliness 

 

The results of the repeated measures analysis for timeliness are shown in Table 3. 

Only one main effect for the Visual display type was present. The results of the simple 

effects post-hoc analyses for visual display are presented in Figure 5. As evident in this 

figure, no significant effect was found between the VLOS (Control) and BVLOS-M visual 

conditions (p = .523). However, significant effects were found between the VLOS 

(Control) and BVLOS-G condition (p = .006) and BVLOS-M and BVLOS-G condition (p 

= .004). Participants took longer to complete the task when they were using the goggles 

compared to the two other conditions. 

 

4.3.2 Task B: Spotting Task  

 

4.3.2.1 Horizontal Deviation 

 

Task B involved a spotting exercise under two distinct wind component conditions 

(No Wind vs Wind). Table 4 displays the results of the first repeated measures ANOVA 

examining the differences between groups based on horizontal deviation. Two significant 

main effects were present, one for Auditory and one for Wind.  
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Table 4 

Summary of Main and Interaction Effects in the Spotting Task (Task B) 

 

Note. MS refers to ‘Mean Square’.  

Variables 

 

MS* F p
2 p 

 

Horizontal Deviation 

 

Visual  

 

 

 

18.85 

 

 

 

1.4 

 

 

 

.08 

 

 

 

.25 

Auditory 36.39 7.65 .31 .01 

Wind 93.91 6.26 .27 .02 

Visual x Auditory .65 .05 .00 .95 

Visual x Wind 4.82 .44 .03 .65 

Auditory x Wind 16.41 2.03 .11 .17 

Visual x Auditory x Wind 1.10 .10 .01 .91 

 

Vertical Deviation 
    

 

Visual  

 

128.21 

 

1.17 

 

.07 

 

.32 

Auditory 22.69 .24 .01 .63 

Wind 49.69 .51 .03 .48 

Visual x Auditory 462.46 4.66 .21 .02 

Visual x Wind 23.92 .32 .02 .73 

Auditory x Wind 97.88 .55 .03 .47 

Visual x Auditory x Wind 701.05 5.31 .24 .02 

 

Timeliness 
    

 

Visual  

 

548.46 

 

1.65 

 

.09 

 

.21 

Auditory .30 .00 .00 .98 

Wind 4446.30 15.92 .48 .001 

Visual x Auditory 147.57 .74 .04 .48 

Visual x Wind 285.57 1.77 .09 .19 

Auditory x Wind 271.13 1.49 .08 .24 

Visual x Auditory x Wind 91.13 1.03 .06 .37 
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As shown in Figure 6, the presence of auditory feedback was found to improve horizontal 

accuracy (i.e., a lower value is more accurate). Recall in Task A, which had no wind 

conditions, no main effect of auditory feedback was found in terms of horizontal accuracy. 

There was also no Auditory by Wind interaction. Compared to Task A, the additional wind 

component present in Task B appeared to be enough to produce a significant effect. 
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Figure 6  

The Mean Horizontal Deviation (a) and Timeliness (b) for Auditory and Wind Conditions 

in Task B 

a) 

 
b)  

 

Note. The error bars represent the standard error of the mean. Note: * = p < .05, ** = p < 

.01. 
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A main effect for wind is also illustrated in Figure 6. As can be seen in this figure, the 

addition of the wind component adversely affected participant task performance. 

 

4.3.2.2 Vertical Deviation 

 

As can be seen in Table 4, a two-way interaction between the Visual and Auditory 

conditions, and a three-way significant interaction between the Visual, Auditory and Wind 

conditions was evident for vertical deviation accuracy. Since the three-way interaction 

captures the two-way interaction, only this interaction was investigated further. Hence, the 

three-way interaction for ‘Visual’ by ‘Auditory’ by ‘Wind’ was analysed by using a series 

of simple effect analyses. The first involved two separate two-way interactions for Visual 

by Auditory, one for the ‘Wind’ condition and the other for the ‘No Wind’ condition: a 

significant interaction was found for Visual by Auditory with Wind (p = .039) and with No 

Wind (p = .004) task conditions. The second simple effect analysed involved a series of 

two-way interactions for Auditory by Wind, for the three different visual conditions: no 

difference was found for the VLOS (Control) or BVLOS-G conditions, however a 

significant two-way interaction was found for the BVLOS-M (p = .016) visual display 

condition. The third involved two separate two-way interactions for Visual by Wind, for the 

two auditory conditions (i.e., Auditory and Quiet); no significant results were evident in 

either of the conditions. Each simple effect analysis that was significant was followed by a 

series of paired samples t tests with statistically significant results presented in Figure 7. 
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4.3.2.3 Visual by Auditory Interaction 

   

In terms of the series of paired samples t tests for the Visual by Auditory interaction 

with Wind, no statistically significant differences were noted between the three different 

visual conditions based on auditory feedback, largest t, t(17) = 2.11, p = .050 (BVLOS-G 

auditory vs BVLOS-G no auditory). In addition, there were no statistically significant 

differences between the visual display types for the two different auditory conditions, 

largest t, t(17) = 2.07, p = .054 (VLOS (Control) no auditory vs BVLOS-G no auditory). 
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Figure 7 

The Mean Vertical Deviation for the VLOS (Control) and BVLOS-M Visual Display Types 

for Auditory Cues in Task B 

 

 

Note. The results are for feedback (●) and non-feedback (▼) of auditory cues in Task B. 

The error bars represent the standard error of the mean. Note: * p < .05, ** p < .01.  

 

In terms of the series of paired samples t tests for the Visual by Auditory interaction 

with No Wind, the results revealed one significant difference between the two BVLOS-M 

conditions for Auditory and Quiet task conditions, t(17) = 2.14, p = .047. When participants 

were using the monitor display under BVLOS-M conditions, vertical deviation from the 

target mat was superior when no auditory feedback was present (M = 10.81, SD = 7.03), 

compared to when auditory feedback was present (M = 16.17, SD = 8.18). A medium to 

large effect size (r2 = .21) was indicated by the mean difference of 5.36 between the two 
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conditions, 95% CI [.08, 10.64]. One significant effect was also evident between the two 

visual display types, VLOS (Control) and BVLOS-M, and with auditory feedback in the 

same No Wind condition, t(17) = 3.46, p = .003. No other results were significant, largest t, 

t(17) = 2.05, p = .056 (VLOS (Control) Quiet vs BVLOS-M Quiet). Participants’ 

performance for vertical deviation was also superior under the VLOS (Control) (M = 10.93, 

SD = 6.14) condition with auditory feedback compared to the BVLOS-M (M = 16.17, SD = 

8.18) condition with auditory feedback. A large effect size (r2 = .41) was indicated by the 

mean difference of 5.23 between the two conditions, 95% CI [.08, 10.64].     

 

4.3.2.4 Auditory by Wind Interaction 

 

A series of paired samples t tests were also performed for the two-way auditory by 

wind interaction for the BVLOS-M display type. In addition to the result highlighted prior 

between the two auditory conditions (Auditory vs Quiet) for the BVLOS-M display type, 

only one statistically significant result was revealed between the two wind conditions 

(Wind vs No Wind), t(17) = 2.16, p = .046. When wind shear (M = 11.10, SD = 5.59) was 

present, the participants’ performance was superior compared to the No Wind task 

conditions (M = 16.17, SD = 8.18). A medium to large effect size (r2 = .21) was indicated 

by the mean difference of 5.07 between the two conditions, 95% CI [.11, 10.02].  
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4.3.2.5 Timeliness 

 

The final repeated measures ANOVA for timeliness revealed only one main effect, 

for wind, as can be seen in Table 4. Participants performed the flying task faster in the No 

Wind condition compared to the Wind condition, as shown in Figure 6. This result shows a 

detrimental effect of wind shear on manual flying performance.  

 

4.4 Discussion 

 

The aim of this experiment was to assess the effectiveness of unimodal (visual) and 

multimodal (auditory & visual) cueing on participant manual flying performance. In pursuit 

of this aim, two hypotheses and one research question were asked. In terms of the first 

hypothesis, which predicted the presence of real-time auditory feedback would aid 

participant accuracy and timeliness, partial support was found (Task B, however, not Task 

A). Moreover, in Task B, the Spotting Task, auditory feedback was found to improve 

horizontal accuracy. It also improved vertical accuracy, although the results for this 

variable are more nuanced. The BVLOS-M condition in the presence of wind, with the 

inclusion of real-time auditory feedback, was found to improve vertical accuracy (i.e., 31% 

increase) when compared to the same visual condition with no wind. Since wind shear is 

not reliably predictable in a real-world setting, this result highlights the benefits of the 

inclusion of transmitting real-time auditory feedback to RPAS operators, or at least having 

it available for specific operating conditions. When there was no wind, auditory feedback 

hindered the participants’ vertical accuracy in the BVLOS-M condition, and in this instance 
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could be seen as a distraction rather than as confirmatory of an additional stressor (i.e., an 

increase in workload). In the VLOS (Control) condition, auditory feedback improved their 

accuracy when there was no wind only.  

For participant timeliness, the presence (or not) of auditory feedback did not 

produce a statistically significant result in either Task A or Task B. For Task A, auditory 

feedback increased task completion time by almost six seconds. In Task B, when wind 

shear was present, auditory feedback also increased task completion time by two seconds. 

Interestingly, when calm conditions were present (i.e., there was no wind shear) this trend 

reversed by almost the same margin. In this instance, auditory feedback improved task 

completion time by almost two seconds.  

The second hypothesis predicted a main effect for wind shear (a condition only 

evident in Task B); however, a main effect was only evident for horizontal accuracy and 

timeliness. In both conditions (horizontal: 26% increase; timeliness: 15% increase), manual 

flying performance in the horizontal plane was less accurate and participants took longer to 

complete the exercise in the presence of wind shear, compared to the calm air conditions. 

While no main effect was evident for vertical accuracy, recall the nuanced results for this 

task and in relation to the first hypothesis, where real-time auditory feedback from the 

propellers was expected to aid participant flying performance in terms of accuracy 

(horizontal and vertical deviation) and timeliness. Only the BVLOS-M with auditory 

feedback, and in the presence of wind shear, produced a statistically significant result for 

superior vertical accuracy. In contrast to Task A, this task required participants to vertically 

descend the RPA through a layer of turbulent air. It is possible no main effect was evident 

for vertical accuracy due in part to the relatively simpler nature of the task (i.e., vertical 
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descent from a single fixed point above the target mat, versus navigating between multiple 

waypoint mats). A further explanation could also involve the utility of one of the three 

visual display types: visual-line-of-sight + monitor display. While potentially 

disadvantageous from the perspective of two intra-modal (i.e., visual) cues and lateral 

movements, being able to visually sight the RPA with one’s own eyes and seeing vertical 

movement could be assistive irrespective of the presence (or not) of a wind shear 

component.  

The research question asked how unimodal (visual) and multimodal (auditory & 

visual) feedback changes participant flying performance (accuracy and timeliness) under 

wind and no wind conditions. The main effects evidenced in Task A and B, as well as the 

interaction in Task B suggest the BVLOS-M visual display type to be advantageous when 

compared with the VLOS (Control) and BVLOS-G visual conditions. When an auditory 

component was included to form a multimodal feedback combination, its influence appears 

to be most vulnerable to the additional workload stressor, formed by wind and evidenced in 

the Task B interaction. These results appear to show a trend that is representative of the 

expected results when considering the Maximal Adaptability Model (Hancock & Warm, 

1989), and the prediction of task performance. Hence, these findings will be considered and 

further explored within the context of the MAM in the next two experiments.    
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4.4.1 Effects of Auditory and Visual Feedback on Task Performance 

 

The results from this experiment highlight the task specificity of visual and auditory 

feedback on manual flying performance. The results support the findings of Frassinetti et 

al. (2002) that visual perception can be enhanced by auditory information, but only when 

there is temporal and spatial alignment between the two cues. From an applied perspective, 

Wickens (2002) suggests two intra-modal cue types presented together could be 

problematic, but two different cues could be advantageous. As shown in Task B in the 

BVLOS-M visual condition with auditory feedback, vertical accuracy was superior in the 

presence of wind shear, a result not anticipated. When auditory stimulus is perceived as 

being presented before visual stimulus, or when a delayed offset is perceived between the 

two, the Colavita Effect can be minimised or eliminated (Koppen & Spence, 2007b). 

However, a disadvantageous example was also seen in Task A for horizontal deviation 

where the VLOS (Control) condition was least accurate. It is likely two visual cues 

presented together (i.e., via the combined monitor display and the visual sighting of the 

physical RPA by the participant) caused a perceptual dissonance in the movement of the 

RPA in response to control inputs from the participant. A visual change displayed on the 

monitor display due to a left or right manual control input, could appear differently in 

person when perceiving the same movement change of the physical RPA. Depending on its 

orientation relative to the remote pilot controlling the RPA, this difference could be 

amplified. While remote pilots are faced with reduced sensory cues compared to their 

conventional pilot counterparts, redundant cues such as two visual forms of feedback 

presented together, may become burdensome if oppositely oriented.  
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From a theoretical perspective, the results from this experiment contribute to the 

audio-visual literature. Frassinetti et al. (2002) noted the unidirectional nature of auditory 

information; it will enhance visual information, but not the other way around. The results 

support this, however, they indicate that it may be contingent on the operating situation. 

Recall in Task B and the BVLOS-M condition with wind, auditory information enhanced 

performance. When there was no wind, performance notably reduced. In contrast, auditory 

information enhanced performance in the VLOS (Control) condition only when there was 

no wind. This finding suggests an interaction between audio-visual feedback and the task 

being undertaken. Auditory information is highly valued when the visual stimuli is lacking 

in detail. However, when the visual stimulus is sufficient, the auditory information could be 

considered as noise (i.e., sound that is unwanted), and cognitively taxing. As described 

previously in Chapter 2, auditory noise has repeatedly been shown to adversely affect task 

performance as a distractor, and by unnecessarily consuming individuals’ limited 

information processing resources (Becker et al., 1995; Ljung et al., 2009; Molesworth et al., 

2013; Molesworth et al., 2014; Molesworth et al., 2015).  

 

4.4.2 Limitations and Future Research 

 

The results of this experiment (Experiment 1) provide a valuable insight into the 

dynamic effects of audio-visual feedback on remote pilot task performance under two 

workload levels. However, these findings do need to be interpreted within the confines of 

the research environment. The experiment was conducted between the daylight hours of 

1100 and 1600 during summer. How the time of day and visual setting afforded by daylight 
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compared to night conditions affected participant performance remains unknown. The 

research was also conducted under controlled environmental conditions inside an aircraft 

hangar and allowed for a wind and non-wind environmental component. From an 

experimental perspective, this aids in conducting high quality research, however from an 

applied perspective this may limit the extent to which the results can be generalised. Hence, 

both areas for future research.  

This experiment also involved manually-controlled BVLOS operations, a unique 

configuration normally requiring extensive pilot training and licencing to perform in a real 

world environment. As such, the experiment could not be conducted outdoors due to safety 

and regulatory requirements imposed by the national aviation regulator (CASA), and 

university policy. Therefore, all participants were conventional fixed-wing aircraft pilots, 

with the requirement that they had flown a single-engine aircraft solo. Non-pilot 

participants (i.e., with no previous piloting experience or training), and remote pilot 

participants (i.e., those who hold a remote pilot licence or equivalent and/or who had 

received substantial RPAS training/experience), were explicitly absent from the sample and 

were not targeted for recruitment. While differences in the performance of the fixed-wing 

pilots were measured across the different auditory, visual and workload levels, it is evident 

that collectively the group performed the task successfully. No crashes of the RPA were 

recorded, and all tasks were completed successfully. Given the task involved manual flying 

only, and no automation was available, how non-pilots or professional remote pilots might 

have navigated the course in a BVLOS setting is unknown. Furthermore, how their 

performance would have compared to conventional pilots between each task and the 

associated variables is also unknown. Hence, further areas of research. 
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The lack of a subjective workload assessment could also be considered a limitation 

of this first experiment. The additional wind component in Task B, and the requirement to 

manual fly the RPA through the turbulent wind layer produced obvious challenges 

compared to the calm conditions for the duration of all Task A flying. This was evidenced 

anecdotally by participants following the experiment, who suggested the additional wind 

component made the task more difficult to complete. While the two tasks were different, no 

formal secondary task (i.e., an additional task completed simultaneously) was used to 

induce a controlled workload change. This limitation provided an opportunity to assess 

subjective workload in future research, and was addressed in the second and third 

experiments.   

Furthermore, all flying tasks required hands-on control inputs to fly the RPA 

throughout the research area. In a real-world setting under BVLOS operating conditions, 

RPA flights are normally conducted in an automated configuration involving pre-

programmed flight paths. It is more common for these flights to make use of monitor 

displays only (i.e., no FPV goggles, and no VLOS). While it was useful in this experiment 

to assess participants’ ability to manually control an RPA under different workload levels 

and auditory feedback, it remains an unknown how task performance might have differed 

under automated flying conditions. Hence, another area for future research. 

This experiment measured the effects of auditory feedback, visual display type and 

two levels of workload on remote pilot manual flying task performance. While nuanced 

results were found, they broadly reflect the expected values associated with predictive 

behavioural models of task performance, namely the Maximal Adaptability Model and 

Arousal Theory. In a civil or commercial context, operating an RPAS can draw attention 
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from onlookers, whether they be curious professionals or members of the public. This can 

be a source of distraction, and hence divert the RPA operators’ attention away from the task 

of monitoring and controlling the RPA, particularly if is being operated in an automated 

configuration. How these distractions, or additional layers of workload, impact on the task 

performance of the remote pilot via changing concentration or increased arousal, remains 

unknown. Hence, in consideration of the MAM and AT behavioural models, further 

investigation into remote pilot task performance will be assessed in the next experiment, 

specifically with further increments of workload added to the experimental conditions.  

 The current experiment also required participants to manually operate the RPAS 

under both VLOS and BVLOS conditions. However, future civil RPAS flights will 

increasingly be operated under automated BVLOS configurations. How performance varies 

under such conditions remain unknown. Hence, Experiment 2 will also measure the task 

performance of participants under automated conditions, while continuing the manipulation 

of auditory feedback and workload variables. Furthermore, the current experiment only 

tested participants with previous fixed-wing flying experience. While this allowed for 

consistency between all task conditions, it is important to also test non-pilots who 

increasingly have access to and are operating civil RPAS presently. Experiment 2 will 

expand upon the findings of this experiment by continuing the investigation into the effect 

of auditory feedback on remote pilot task performance, including its potential to be 

perceived as helpful information or noise when combined with different workload levels. 

Experiment 2 will also test for differences in task performance between two groups under 

automated RPAS flying conditions: pilot participants with previous fixed-wing flying 

experience, and non-pilots.    
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4.5 Summary 

 

This chapter described the first of three experiments, which tested participants’ 

manual operation of an RPAS under various conditions. All participants in this experiment 

had previous fixed-wing flying experience in a conventionally piloted aircraft. Task 

performance was measured under a series of experimental conditions comprising three 

different visual display types and the presence or not of both real-time auditory feedback 

and wind shear. Participant flying performance was found to be superior when using a 

monitor visual display type. The presence of additional stressors in the form of auditory 

feedback and workload (i.e., wind shear) also influenced task performance. Specifically, 

how the availability of sensory cueing in the form of real-time auditory feedback, and the 

degree to which workload as an added stressor influenced task performance was 

investigated. 

The findings suggest performance including timeliness and horizontal accuracy can 

be enhanced under BVLOS conditions where a monitor display as opposed to FPV goggles 

are used. The first hypothesis predicted auditory feedback, generated from the RPA 

propellers, would aid the performance of the participant in terms of accuracy and 

timeliness. This was evident in the spotting task for horizontal deviation where a main 

effect was found. Vertical deviation also improved in the spotting task when two visual 

sources (i.e., VLOS (Control)) were available to the participant, and presented 

simultaneously with auditory feedback. Conversely, auditory feedback was found to have a 

detrimental effect on vertical deviation when utilising the BVLOS-M display type under no 
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wind conditions. Furthermore, wind shear adversely affected participant performance in 

terms of horizontal accuracy and timeliness and is a partial confirmation of the second 

hypothesis. Hence, it is the specificity of the task in combination with different auditory 

cueing intensities which appears to be most influential on remote pilot performance. 

Although statistically significant results were not attained for all task conditions and 

variables, the findings broadly represent the expected numerical trends predicted by the 

Maximal Adaptability Model. It is apparent that the BVLOS-Monitor visual operating 

condition, irrespective of level of workload, reflects an optimal configuration to facilitate 

superior task performance. How this flying configuration is affected by further increments 

of workload and the presence or not of auditory feedback in an automated setting, as well 

as for participants with no previous flying experience, will be explored in the next 

experiment.  

 

  



 

 

112 

CHAPTER 5 – EXPERIMENT 2: MEASURED EFFECTS OF WORKLOAD AND 

AUDITORY FEEDBACK ON REMOTE PILOT TASK PERFORMANCE 

 

*Note. The contents of this chapter, with the addition of a brief introduction are 

published in the journal titled Ergonomics. Below is a reference for this 

publication.   

 

Dunn, M. J., Molesworth, B. R., Koo, T., & Lodewijks, G. (2022). Measured effects of 

workload and auditory feedback on remote pilot task performance. Ergonomics, 65(6), 

886-898. https://doi.org/10.1080/00140139.2021.2003870  

 

5.1 Introduction 

 

Experiment 2 directly extends the findings of Experiment 1 and examines the effect 

of other known stressors, such as workload and real-time auditory feedback on participant 

task performance (i.e., spotting accuracy and spatial orientation accuracy). However, for 

this experiment, an automated BVLOS flying task was used. In the previous experiment, 

nuanced examples were found of auditory feedback effects on remote pilot manual flying 

performance under VLOS and BVLOS operating conditions. Specifically, in operating 

conditions perceived to be reflective of high workload (i.e., wind shear), auditory 

information presented as real-time auditory feedback from the remotely piloted aircraft 

(RPA) was found to assist the remote pilot in a spotting task. Conversely, in operating 

conditions perceived to be reflective of low workload (i.e., nil wind), real-time auditory 
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feedback from the RPA hindered performance, possibly because it was considered as noise 

(i.e., unwanted, or distracting sounds). These findings were derived from traditional fixed-

wing pilots manually flying an RPAS and hence, the research leaves open at least three 

issues.  

First, changes in the level of workload were inferred based upon the manipulated 

meteorological conditions (i.e., an increase in wind shear). Whether changes in workload 

manipulated through more traditional and accepted methods (e.g., performing a secondary 

task during the main experiment) yields similar results remains unknown. The introduction 

of a subjective measure, such as the NASA-TLX, to verify this manipulation is hence 

warranted. Second, all participants had previous fixed-wing flying experience (i.e., 

involving conventional aircraft cockpits and with the associated availability of audio-visual 

sensory cueing). How this prior experience, and the presence or absence of auditory 

feedback under BVLOS conditions impact task performance, also remains unknown. Third, 

the task that was employed required the participant to manually control and fly the RPA in 

an enclosed indoor environment. RPAS operated under BVLOS conditions are commonly 

programmed for automated flight (Fang et al., 2018; Zmarz et al., 2018), and thus, require 

little or no operator input during normal operations (Politi et al., 2021). However, for non-

routine operations (e.g., inflight system failures), how audio-visual feedback affects 

operator performance under BVLOS conditions also remains unknown. Hence, Experiment 

2 was designed to address these three issues.  

Continuing the prediction of task performance measured in Experiment 1, and the 

extent to which the AT or MAM could be used to explain those findings, three research 

questions and three hypotheses were considered.  



 

 

114 

 

5.1.1 Research Questions  

 

1. What is the effect of real-time auditory feedback on participant perception and 

decision-making performance? 

2. How does workload moderate this effect?  

3. How does piloting experience moderate this effect? 

 

5.1.2 Hypotheses 

 

1. Auditory feedback will have more of an effect on the decision-making task 

performance than the perception task.  

2. Task performance levels will deteriorate as workload increases (i.e., participant 

performance will correspond with the right-hand side of the inverted U-curve; see 

Figure 1 and 2).  

3. Pilots will perform the tasks more accurately than the non-pilot group.  
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5.2 Method 

 

5.2.1 Participants 

 

Thirty-six (eight female) participants comprising eighteen undergraduate student 

fixed-wing pilots (2 female) and eighteen undergraduate non-pilot students (6 female) were 

recruited from the UNSW Flying Operations Unit, and the UNSW Sydney main campus 

respectively. Demographic information regarding participants can be found in Table 5.  
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Table 5 

Demographic Information of the Sample Group 

 

 

Descriptive Variable 

 

 

M 

 

SD 

 

Range 

 

Pilots (n=18) 

 

   

Age (Years) 21.10 1.70 19.00 – 25.00 

 

Total Flying Hours  

 

Total RPAS Experience (Hours) 

 

 

Non-Pilots (n=18) 

 

Age (Years) 

 

Total Flying Hours 

 

Total RPAS Experience (Hours) 

114.00 

 

1.10 

 

 

 

 

23.80 

 

0 

 

6.10 

73.40 

 

2.70 

 

 

 

 

2.60 

 

0 

 

25.90 

45.80 – 245.00 

 

0 – 10.00 

 

 

 

 

20.00 – 29.00 

 

0 

 

0 – 110.00 

    

 

Note. M refers to ‘Mean’. SD refers to ‘Standard Deviation’. N = 36. 

 

Fixed-wing pilots reported a mean of 114.0 flying hours (SD = 73.4) and non-pilots 

reported no previous flying experience. Participants reported no previous RPAS flying 

experience except for three fixed-wing pilots who reported a mean of 1.25 hours (SD = 

3.15) and one non-pilot who reported a total of 110 hours. The research, including the 

stimuli and procedure was approved in advance by the UNSW Sydney Ethics Panel (HC 

Number: HC190808). The research took approximately one hour to complete per 
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participant, for which participants were reimbursed in the form of a $20 large department 

store gift voucher. 

 

5.2.2 Design 

 

The experimental design comprised a 3 x 2 x 2 mixed repeated measures design. 

The first repeated measures factor labelled Workload contained three levels: Low, 

Moderate and High. The second repeated measures factor labelled Auditory Feedback 

contained two levels: with real-time auditory feedback from the RPA (Auditory) versus no 

auditory feedback from the RPA (Quiet, i.e., ambient). The sole between groups factor 

labelled Aircraft Flight Experience contained two levels and was included to answer the 

third research question: participants with traditional fixed-wing flying experience (Pilots) 

versus no flying experience (Non-Pilots). To reduce a possible learning effect, the stimuli 

comprising six conditions (Workload and Auditory feedback) were presented in a balanced 

Latin-square design (Table 6) ensuring each task and video pairing were unique for each 

participant.  
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Table 6 

Balanced Latin-square Design for Task Order and Video Pairings 

 

 Flight 1 

 

Flight 2 

 

Flight 3 

 

Flight 4 

 

Flight 5 

 

Flight 6 

 

Participant 1 A6 B3 F4 C5 E2 D1 

Participant 2 B6 C1 A4 D3 F2 E5 

Participant 3 C3 D4 B2 E6 A5 F1 

Participant 4 D6 E1 C2 F5 B4 A3 

Participant 5 E4 F3 D2 A1 C6 B5 

Participant 6 F6 A2 E3 B1 D5 C4 

 

Note. Letters represent the task condition (A through F), and numbers represent the paired 

video (1 through 6). 

 

Dependent variables for each task were waypoint spotting accuracy (perception task) and 

spatial orientation accuracy (decision-making task). A summary of the experimental design 

is presented in Table 7. 
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Table 7 

Overview of Experimental Design 

 

 

Dependent Variables 

 

 

Experimental Condition 

 

 

Factor 1 (Workload) 

 

Factor 2 (Auditory Feedback) 

 

Waypoint Spotting 

Accuracy (Correct 

Recordings) 

 

 

 

 

Spatial Orientation 

Accuracy (Degrees) 

 

 

 

Workload (Low) 

 

Auditory 

 

 

Quiet 

 

 

 

Auditory 

Workload (Moderate) 

 

 

 

Quiet 

 

 Auditory 

Workload (High) 

 

 

 

Quiet 

 

 

Waypoint spotting accuracy involved correctly identifying and recording the 

numeral on each waypoint mat, via an iPad display as it appeared on the monitor display. 

The RPA onboard camera would always face directly to the ground, hence the imagery 

transmitted from the RPA to the monitor display would be always consistent during the 

flight. Depending on the RPA’s flight path, the number would appear correctly oriented, 

upside-down or on a side. To avoid confusion between the number 6 and number 9, 

participants were made aware that only the number 9 was presented as shown on the scale 

map provided to them and available for reference throughout the experiment. That is, only 

the numbers 1, 2, 3, 4, 5, 7, 8 and 9 (underlined) were presented to the participant for every 
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flight. An error was recorded into one of two groups: when either a number was missed 

(labelled ‘Miss’) or was incorrectly identified (labelled ‘Wrong ID’).  

Spatial orientation accuracy involved the participant correctly placing a Velcro dot 

on the perimeter of the monitor display, in the 360-degree horizontal plane direction of the 

Home Point relative to the final position of the RPA at the end of each flight. At the 

conclusion of the experiment, the researcher calculated the spatial orientation error for each 

flight (measured in degrees). Using a 360-degree protractor, the difference in angle (in 

degrees) between the perceived Home Point direction (location of the Velcro dot) and the 

true Home Point direction (determined by string intercept) was determined (see Figure 8). 
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Figure 8 

A Representation of the Method Used to Calculate Spatial Orientation Error 

 

Note. The flying area is overlayed for reference. One end of a piece of string ① was placed 

over the centre of the final waypoint mat as it appeared paused on the computer monitor 

visual display. The end of a second piece of string was then placed on the centre of the 

computer monitor visual display. The two pieces of string were then held in the 

researcher’s hand and tensioned to the centre of the Home Point location (not shown on 

screen, but overlayed in this figure for reference, middle bottom square) until the two 

strings intercepted. The correct direction of the Home Point was determined by the 

Researcher ② who then placed a white reference Velcro dot on the edge of the computer 

screen. The angle difference in degrees (absolute) between the white reference Velcro dot 
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and the participant’s Velcro dot (shown on the computer monitor visual display edge in this 

example in orange colour) was then measured ③ from the centre of the screen. 

 

5.2.3 Stimuli and Materials 

 

Six pre-recorded videos representing an automated RPAS flight were presented to 

participants. The apparatus comprised: a DJI (Dà-Jiāng Innovations) Phantom 4 

Professional Obsidian model quadcopter (for recording of videos, utilising on-board 20 

mega-pixel, 84° FOV camera), a Samsung 10 Galaxy phone (to record auditory feedback in 

four phases of flight: take-off, stationary/hovering, turning (yaw), and forward movement), 

the Movavi Video Editor Plus 2020 software (for pairing auditory feedback and video 

imagery), one computer, one computer mouse, two keyboards and two HP 23 inch (1920 x 

1080 resolution) high-definition monitors (model LA2306x; for displaying pre-recorded 

videos; the first monitor was used by the participant and the second by the researcher in 

mirrored mode enabling the loading of videos out of sight of each participant), an Apple 

iPad (used by the participant in the spotting task to record the waypoint mat numbers), DT 

770 Pro headphones (worn by the participant only in the auditory feedback conditions), and 

six pre-recorded videos depicting an RPAS flight over eight waypoints (order randomly 

assigned) and one home point (labelled ‘H’), which were equally spaced 8 meters apart 

(main experimental task; see Figure 9).  
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Figure 9 

A Representation of the Flying Area 

 

Note. All squares are equidistant in the X and Y planes.  

 

The research was conducted in similarly configured rooms (approximate size 4m x 

6m) at Bankstown Airport for pilots, and at the UNSW Sydney main campus, with a 

partition separating the researcher and participant (see Figure 10).  
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Figure 10 

A Diagram of the Experimental Area Setup (Top-down View) 

 

 

 

The materials comprised: a paper copy of the experiment instructions, a scale map 

of the flying area, a demographic questionnaire (i.e., age, flying experience, gender), the 

Serial 3s secondary task (for Moderate workload; Castro et al., 2019), the Serial 7s 

secondary task (for High workload; Hayman, 1942; Williams et al., 1996; Scholey et al., 

2001), and the NASA-TLX questionnaire (unweighted and widely used to capture 

subjective workload assessment, see Appendix 2; Hart & Staveland, 1988). 

 

5.2.4 Procedure 

 

Participants were informed about the research through online internal UNSW 

advertisements and broadcast emails. Interested participants contacted the researcher, and a 

mutually suitable time was arranged to complete the research. Prior to undertaking the main 

Opaque Barrier 
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experiment, all participants received a written and verbal briefing about the research. 

Following the briefing, and signing of the consent form (Appendix 3), participants were 

provided instructions (in paper form) about the main experiment and were asked to 

complete the supplied demographic questionnaire. A shortened trial task representing the 

main experiment (duration = 1 minute 30 seconds) was provided to each participant to 

demonstrate their proficiency in using the apparatus and to acknowledge the instructions 

given for the main experiment. Two of the six experimental conditions involved a low level 

of workload (Low). Two involved a moderate level of workload (Moderate) and two 

involved a high level (High). Utilising the Serial 3s (i.e., for Moderate workload) and Serial 

7s (i.e., for High workload) procedures respectively, these secondary tasks were performed 

concurrently with the primary spotting task. Prior to the main experiment, baseline readings 

were obtained for the Moderate and High workload conditions and involved verbally 

counting backwards (i.e., subtracting from the previous number) in 3s for two minutes, 

followed by 7s for two minutes. The Researcher recorded on paper the verbal numbers 

stated by the participant. Following this, the main experiment commenced, and the six tasks 

were presented in the counterbalanced experimental order.     

The primary task of spotting and recording waypoints was performed in each of the 

six experimental conditions. Participants were tasked to start the video by pressing the 

space bar of the keyboard which would commence the flight. The RPA would then take-off 

from the Home Point vertically to a height of approximately 4 meters before flying 

automatically towards the first of several waypoints (represented by the numbered mats on 

the ground) programmed for that flight. The waypoints were not flown in numerical order, 

but in a predefined and random pattern unknown to the participant and varied for each 
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flight. Participants were then asked to record each waypoint by noting them in the order 

they appeared on the monitor screen using the supplied iPad (i.e, spotting - perception 

task). Each waypoint mat appeared on screen for an average of 6.37 seconds (SD = 1.48 

seconds). The RPA flew horizontally between the waypoints at a speed of approximately 

4km/hr (1m/s). At all times, a scale map (in paper form) of the flying area was available to 

the participant to assist with navigation. At a pre-designated waypoint unknown to the 

participant, the RPA would cease its mission (i.e., simulate a failure) and hover over the 

final waypoint mat. The participant was tasked to press the spacebar key to stop the video 

as soon as they realised the mission had failed. The final task in each of the six conditions 

required the participant to place a Velcro dot on the side of the monitor to indicate their 

perceived direction of the Home Point from the final RPA position (i.e., spatial orientation - 

decision-making task).  

In four of the six conditions, a secondary task was introduced to alter the perceived 

level of workload. For the Moderate workload (with and without auditory feedback) 

conditions, participants were required to verbally count aloud backwards, starting from a 

predefined number between 790 and 799 in 3s (e.g., with a starting number of 798 the 

participant would say aloud ‘798, 795, 792’, and so forth). Likewise, in the High workload 

conditions, participants were required to verbally count aloud backwards from the same 

predefined numbers, however this time in 7s (e.g., with a starting number of 790 the 

participant would say aloud ‘783, 776, 769’, and so forth). The predefined starting number 

varied to ensure no two conditions were the same, thus minimising any learning effect. 

Participants were instructed to continue counting if they forgot their previous number or 

counted a wrong number. In all three conditions with auditory feedback (i.e., real-time, 
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from the RPA propellers), participants adjusted the headphone (DT 770 Pro) volume to 

suit. Finally, at the end of each task condition, participants completed the subjective 

workload measure, the NASA-TLX questionnaire.   

Ambient noise levels in the room ranged from 40 – 43 dBA in the Bankstown 

Airport briefing room for pilots and 39 – 42 dBA in the Kensington briefing room for non-

pilots (test apparatus included sound level meter with plastic ear cup mould with O-ring 

seal; see Burgess & Molesworth, 2016). In all experimental conditions, participants were 

provided a seat which is ecologically congruent with real world operations.  

 

5.2.5 Data Analysis 

 

 An a priori analysis using G*Power 3.1 determined a minimum of 16 participants 

per group was sufficient to detect a medium to large between groups effect (i.e., Cohen’s, 

(1988) criteria). Power was calculated using the following assumptions: effect size 0.20, 

alpha error probability 0.05, power 0.8, number of groups 2, number of measurements 6. 

Since there were six experimental conditions, sample size featured in multiples of six, and 

thus 18 participants per group. Three dependent variables featured in each operational 

condition:  

• Subjective NASA-TLX Score,  

• Waypoint Spotting Accuracy, and  

• Spatial Orientation Accuracy. 

These variables were analysed using a repeated measures analysis of variance (ANOVA). 

The NASA-TLX was used as a proxy to confirm any differences between each of the 
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manipulated workload conditions. Prior to all analyses, the data was screened for violations 

of the assumptions of homogeneity of variance using the interquartile range technique 

suggested by Moore et al. (2009). If outliers were present, the data was transformed using 

the next highest or lowest score plus one technique as suggested by Tabachnick and Fidell 

(2013; stated when occurred).  

Alpha was set at .05 for all analyses, including the repeated measures ANOVA and 

planned post-hoc pairwise comparisons in accordance with Rothman (1990) and Armstrong 

(2014). Since the interpretation of a single test is dependent on the performance of other 

tests, which is contained within that specific data set, protection against type II error was 

maintained. If data was repeatedly used across tests, alpha was corrected using Bonferroni 

correction to protect against type I error (alpha level stated when this occurred; Howell, 

2009). 

Pre-data screening revealed one missing data point which resulted when the 

participant erased the recorded waypoints accidentally. The missing data point was 

managed by substituting the missing data with the mean individual value for that 

participant, as recommended by Tabachnick and Fidell (2013). The complete dataset was 

then screened for outliers and transformed where identified, leaving the dataset 

homogeneous. 
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5.3 Results 

 

5.3.1 Subjective Workload  

 

The first analysis sought to determine the effectiveness of the secondary task, 

namely the workload manipulation of the serial 3s (Moderate workload) and 7s (High 

workload) procedure. Thus, subjective total scores on the NASA-TLX under the three non-

auditory conditions were examined by means of three planned comparisons (t tests). With 

alpha adjusted to control familywise error (Bonferroni adjustment .05/2), the results 

revealed significant differences between all three pairings (i.e., Low vs. Moderate, Low vs. 

High, and Moderate vs. High; smallest t, t(35) = 3.378, p = .002, r2 = .25, for Moderate vs. 

High workload). As can be seen in Table 8, the subjective level of workload increased in 

line with expectations. 
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Table 8 

Average NASA-TLX Values (Unweighted; in %) for Perceived Workload 

 

 

Descriptive Variable 

 

 

M 

 

SD 

 

Range 

 

 

   

Workload – Low 

 

Workload – Moderate 

 

Workload – High  

16.44 

 

43.58 

 

50.60 

 

12.88 

 

16.94 

 

16.20 

 

 

1.67 – 47.50 

 

4.17 – 79.17 

 

15.00 – 80.00 

   

 

Note. M refers to ‘Mean’. SD refers to ‘Standard Deviation’. N = 36. 

 

5.3.2 Waypoint Spotting Accuracy (Perception Task) 

 

The primary task was completed by most participants with a high level of accuracy. 

That is, 182 out of the 216 possible tasks (i.e., 6 tasks per participant x 36 participants) 

were completed with no waypoint recording errors. As such, an analysis of this dependent 

variable could not be completed using the intended repeated measures procedure with an 

acceptable level of confidence due to the high number of ‘zero’ (i.e., perfect) recording 

errors.  

Since errors in this task could result from a miss or wrong identification, an analysis 

was conducted to examine if one type of error was more common. Due to the type of data 
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(frequency counts), a series of one-way chi-square analyses were employed. The first 

analysis examined differences between groups (Miss vs. Wrong Identification – Wrong 

ID). With alpha set at .05, the results revealed a significant difference between the two 

groups, χ2 (1, N = 54) = 6.00, p = .014. As can be seen in Table 9, if an error was to occur,  

a Miss was twice as frequent as a Wrong ID.  

 

Table 9 

The Frequency Count for Miss and Wrong ID Error Types Across Each Task Condition 

 

Task Condition 

 

 

Error Type (Miss) 

 

Error Type (Wrong ID) 

 

 

  

Low Workload – No Auditory 

 

Low Workload – Auditory 

 

Moderate Workload – No Auditory 

 

Moderate Workload – Auditory  

 

High Workload – No Auditory 

 

High Workload – Auditory  

 

Total 

1.00 

 

0.00 

 

5.00 

 

6.00 

 

10.60 

 

13.00 

 

35.60 

3.00 

 

0.00 

 

4.00 

 

4.00 

 

4.00 

 

3.00 

 

18.00 

   

 

Note. Count values include one substituted missing data point using the mean individual 

value, as described in Section 5.2.5.  
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The next analysis examined the effect of auditory feedback and workload on the 

two error types; hence a series of one-way chi-square analyses were performed. With alpha 

set at .017 (.05/3) to control for familywise error, the results revealed two statistically 

significant differences for the Miss error type; the first between the Low and Moderate 

workload groups (χ2 (1, N = 12) = 8.33, p = .004), and the second between the Low and 

High workload groups (χ2 (1, N = 25) = 21.16, p < .000). In contrast, there was no 

significant difference between the Moderate and High workload groups for the Miss error 

type (χ2 (1, N = 35) = 4.83, p < .028) nor between any of the three workload groups with 

the Wrong ID error type, largest χ2 (1, N = 11) = 2.27, p = .132 (between the Low and 

Moderate workload groups). Comparing errors based on workload between the two error 

types, a significant difference was only found in the High workload condition, χ2 (1, N = 

31) = 9.32, p = .002. This result indicates that under a high level of workload, when an 

error was to occur, it was more likely to be a Miss than a Wrong ID.  

The presence (or not) of auditory feedback did not have the same effect as workload 

on error type, as the frequency counts were similar between the two error groups, largest χ2, 

χ2 (1, N = 18) = 0.89, p = .346 (for Wrong ID error type). However, as can be seen in Table 

10, when auditory feedback was present, the Miss error type was approximately three times 

greater than a Wrong ID (χ2 (1, N = 26) = 5.54, p = .019; alpha set at .025 to control for 

familywise error). In the absence of auditory information, no differences between the two 

groups were evident, χ2 (1, N = 28) = 1.29, p = .257.  
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Table 10 

The Frequency Count for Miss and Wrong ID Error Types Across Workload and Auditory 

Feedback Experimental Conditions, and Pilot Experience 

 

 

Group 

 

 

Error Type (Miss) 

 

Error Type (Wrong ID) 

 

 

Experimental Condition 

  

 

Low Workload  

 

Moderate Workload 

 

High Workload 

 

No Auditory  

 

Auditory 

 

Pilot Experience 

 

Pilots 

 

Non-Pilots 

 

1.00 

 

11.00 

 

23.60 

 

16.60 

 

19.00 

 

 

 

19.00 

 

16.60 

 

3.00 

 

8.00 

 

7.00 

 

11.00 

 

7.00 

 

 

 

6.00 

 

12.00 

   

  

Note. Count values include one substituted missing data point using the mean individual 

value, as described in Section 5.2.5.  

 

In terms of previous flying experience, no statistically significant effects were found 

between the Pilot and Non-Pilot groups in terms of Miss and Wrong ID error type, largest 

χ2, χ2 (1, N = 18) = 2.00, p = .157. However, for pilots the error type was approximately 

three times more likely to be a Miss than a Wrong ID, χ2 (1, N = 25) = 6.76, p = .009 (alpha 
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set at .025 to control for familywise error). In comparison for non-pilots, no statistical 

difference was evident between the two error types, χ2 (1, N = 29) = 0.86, p = .353.  

 

5.3.3 Spatial Orientation Accuracy (Decision-making Task) 

 

The results of the 3 x 2 x 2 mixed repeated measures analysis for spatial orientation 

accuracy did not show a significant main effect for Workload, Auditory Feedback, or 

Flying Experience. As can be seen in Table 11, however, a significant two-way interaction 

between Auditory Feedback and Workload was evidenced.  
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Table 11 

Summary of the Main and Interaction Effects for Spatial Orientation Accuracy 

 Variables MS* F p
2 p 

 

Auditory 

 

126.19 

 

1.57 

 

.04 

 

.22 

Auditory x Participant 23.40 .29 .01 .59 

Workload 232.65 2.09 .06 .13 

Workload x Participant 88.96 .80 .02 .13 

Auditory x Workload 1198.62 10.82 .24 .000 

Auditory x Workload x Flying Experience 67.361 .61 .02 .55 

Flying Experience (Pilot and Non-Pilot) 1.65 .01 .00 .93 

 

 

 

 

Note. MS refers to ‘Mean Square’.  

 

 

A series of simple effects post-hoc tests, namely paired samples t tests revealed 

three significant effects, one in each of the three workload conditions (i.e., Low workload 

with and without auditory feedback, Moderate workload with and without auditory 

feedback and High workload, with and without auditory feedback; smallest t, t(35) = 2.62, 

p = .013, r2 = .16, for the Moderate workload condition). As can be seen in Figure 11, with 

the addition of auditory feedback, participants’ performance was superior in the Low 

workload condition (M = 8.73, SD = 6.61) compared to the same condition without 
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auditory feedback (M = 14.41, SD = 10.86). The difference in means of 5.68, 95% CI 

[1.66, 9.69] represented a medium-large effect (r2 = .19). A similar effect was also evident 

under Moderate workload conditions. Auditory feedback enhanced accuracy (M = 11.68, 

SD = 10.44) when compared with the Quiet condition (M = 18.46, SD = 13.32). The 

difference in means of 6.78, 95% CI [1.52, 12.04] also represented a medium-large effect 

(r2 = .16). However, in the High workload condition, the reverse was found: the presence of 

auditory feedback adversely affected performance. With a difference in means of 7.87, 95% 

CI [2.93, 12.82] representing a medium-large effect (r2 = .16), spatial orientation accuracy 

was found to be superior in the Quiet condition (M = 10.09, SD = 7.85) when compared to 

the Auditory condition (M = 17.96, SD = 14.58).    
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Figure 11 

The Mean Spatial Orientation Accuracy in Degrees (Absolute) 

 

 

Note. The error bars denote standard error of the mean. High values on the vertical axis 

represent lower accuracy, and vice versa. Note: * = p < .05, ** = p < .01.  

 

  A significant effect was also found between the Moderate and High workload 

conditions in the absence of auditory feedback (i.e., Quiet condition), t(35) = 3.40, p = .002 

(see Figure 11). Under Moderate workload conditions, spatial orientation accuracy was less 

accurate (M = 18.46, SD = 13.32) when compared with the High workload (M = 10.10, SD 
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= 7.85). A mean difference of 8.37, 95% CI [3.37, 13.38] represented a large effect (r2 = 

.25). When auditory feedback was introduced, a significant effect was found between the 

Low and High workload conditions (i.e., each with auditory feedback), t(35) = 3.28, p = 

.002, and between the Moderate and High workload conditions (i.e., each with auditory 

feedback), t(35) = 2.57, p = .015. Conversely, spatial orientation accuracy was superior in 

the Low workload condition with auditory feedback (M = 8.73, SD = 6.61) when compared 

to the High workload condition (M = 17.96, SD = 14.58; see Figure 11). A mean difference 

of 9.23, 95% CI [3.51, 14.95] represented a medium-large effect (r2 = .23). Similarly, the 

Low workload condition with auditory feedback was superior compared to the Moderate 

workload and Quiet condition, evidenced by a significant effect, t(35) = 4.40, p < .001. 

Spatial orientation accuracy was also found to be superior in the Moderate workload 

condition (M = 11.68, SD = 10.44) when compared to the High workload condition in the 

presence of auditory feedback (see Figure 11). A medium-large effect (r2 = .16) was 

represented by a mean difference between the two conditions of 6.28, 95% CI [1.32, 11.24].  

 

5.4 Discussion 

 

 Experiment 2 was designed to examine the effect of real-time auditory feedback on 

participant perception and decision-making task performance. Furthermore, how different 

workloads and previous piloting experience moderated this effect were also investigated. 

Auditory feedback was set by each participant to a volume that was comfortable to them. 

Workload was manipulated via a secondary task, subjectively measured by utilising the 

NASA-TLX questionnaire, and found to confirm the expected incremental perceived 
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differences of participants between the three workload levels. Participants were separated 

into two groups, those with previous fixed-wing flying experience in a conventionally 

piloted aircraft, and those without.  

 The first research question sought to determine what effect real-time auditory 

feedback had on participant task performance. In terms of the spotting task (i.e., 

perception), the results revealed a high level of successful performance, irrespective of the 

level of workload or  participant group. That is, all participants correctly identified and 

recorded the waypoint mat numbers as the automated flight of the RPA passed overhead 

each mat, with a high level of accuracy. For the decision-making task (i.e., spatial 

orientation accuracy), real-time auditory feedback was found to influence performance, 

evidenced by an interaction with workload. Under Low and Moderate workload conditions 

without auditory feedback, spatial orientation accuracy was lower when compared to the 

High workload condition. When auditory feedback was introduced, spatial orientation 

performance improved in the Low and Moderate workload conditions only, while it 

deteriorated in the High workload condition. As with the spotting task, no statistically 

significant differences in performance were noted between the Pilot and Non-Pilot 

participant groups. 

 Two of the three hypotheses were confirmed. The presence of real-time auditory 

feedback did indeed influence task performance and was more effective on the decision-

making task than the perception task. Furthermore, task performance levels did deteriorate 

as workload increased. However, in terms of previous piloting experience, no statistically 

significant difference was found in task performance between two groups. These findings, 

from both a theoretical and applied perspective, will be further discussed.  
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5.4.1 Low Error Rate of Perception Task 

 

The two possible error types for this task were separated into either a Miss or 

Wrong ID. A Miss error occurred when the participant simply missed recording the 

waypoint mat. A Wrong ID occurred when the participant incorrectly recorded the 

waypoint number (e.g., the number ‘7’ was incorrectly recorded as the number ‘2’). Of the 

total errors that did occur, Miss errors were twice as frequent as Wrong ID errors. 

Furthermore, both pilots and non-pilots committed more Miss errors than Wrong ID errors. 

However, a significant difference between error types was found for the Pilot group only. 

While there are clear differences between error type frequency in these results, the reasons 

for these can be explained by acknowledging a Miss error requires the participant to simply 

not see the stimuli which could be due to many reasons (e.g., distraction, boredom, or 

looking elsewhere at the required moment). However, for a Wrong ID, it needed to be 

misinterpreted and incorrectly identified. Given the numbers were all 1-digit (i.e., 1 through 

to 9, and no number 6) and displayed onscreen for an average of six seconds each, it is 

reasonable to consider this to be a simple task, hence the likelihood of misidentification 

was less than for a complete miss. While these results could also be reflective of task 

difficulty, the limited effect of auditory feedback on attention/perception task performance, 

compared with more cognitively challenging decision-making tasks, is predicted by 

behavioural models such as the MAM. This is evident in the present findings.       
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5.4.2 Research Findings in the Context of Behavioural Models  

 

The results from Experiment 2 can be interpreted in relation to the Arousal and 

MAM theories. Moreover, with respect to both theories, under low and moderate workload, 

auditory feedback could be regarded as stimulatory (i.e., arousing), thus aiding in 

performance (i.e., task accuracy in terms of spatial orientation was highest). Low workload 

with auditory feedback produced the most accurate spatial orientation and possibly reflects 

an optimum level of arousal (though not statistically different to the Moderate workload 

and auditory condition). Conversely, moderate workload without auditory feedback 

produced the least accurate performance out of all six conditions, including the three non-

auditory conditions (though not statistically different to Low workload and no auditory 

condition), thus a possible reflection of participant boredom associated with a low level of 

arousal and/or a cognitive underload (i.e., hypostress).  

As highlighted in Hancock and Warm’s (1989) adaptability model of performance 

and stress, where an underload or overload of work exists (i.e., external stressors), the 

behavioural adaptability potential of the individual to these external stressors is at its 

lowest. Prior to reaching the plateau of maximal adaptability, which in the present 

experiment is represented by the measured task performance, a zone of instability exists 

whereby slight increments in the level of stress can rapidly raise the adaptability transition 

level from minimal to maximal. The reverse occurs where slight increments to the stress 

level reaches the zone of hyperstress, and behavioural adaptability rapidly diminishes from 

the maximal to minimal levels. The findings from Experiment 2 indeed match the predicted 

curve. At low and moderate workload, the addition of auditory stimuli has a transforming 
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effect on participant task performance by improving their spatial orientation accuracy 

during the task. It would appear a behavioural response is induced, requiring adaptation to 

the additional auditory stressor, which by its location in turn assists in task performance to 

a point. At a high level of workload, it is the addition of auditory stimuli that appears to 

push the level of stressor experienced by participants into the region of hyperstress, thereby 

reducing the level of adaptability to the stimuli and resulting in task performance 

deterioration. 

 As was shown by the interaction, there is an inflexion or tipping point where 

auditory stimuli adversely affects task performance. Because this point occurred under high 

workload, it is plausible that auditory feedback no longer had an arousing or stimulating 

effect on participants but was in fact perceived and experienced as noise, and thus became 

an added stressor. What is unclear, however, is where this tipping point precisely occurred, 

and how it fits onto the predicted adaptability, and by extension, performance curve. While 

the three workload levels are each incrementally different, it is unclear if these increments 

are objectively equidistant. That is, while the subjective assessments obtained via the 

NASA-TLX can provide an indication of perceived workload, there are limitations to 

relying solely on this measure (as discussed in Chapter 3). As such, while the results 

suggest a transition occurs whereby the auditory stimuli changes from useful feedback into 

perceived noise, the resolution of this change point requires refinement. The results from 

this experiment in terms of spatial orientation accuracy, therefore, reflect the expected 

performance based on the MAM, however it is unclear exactly where on the curve they can 

be superimposed, as well as the extent of this overlay.  
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5.4.3 The Performance of Pilots and Non-Pilots 

 

The significant results found for spatial orientation task performance occurred 

uniformly across the two participant groups (i.e., Pilot and Non-Pilot). All participants in 

this experiment were required to perform monitoring tasks that are reflective of an 

automated RPA BVLOS visual flying condition. The use of automation is congruent with 

similar tasks performed by traditional pilots in conventional aircraft, except for the reduced 

sensory cueing available. As hypothesised, it would be reasonable to expect a group (i.e., 

Pilot) with previous flying experience, and a demonstrated aptitude in performing similar 

tasks would be advantaged versus a group without this experience (i.e., Non-Pilot). 

However, the lack of statistically significant results between the two groups in this 

experiment show this is not the case. While it is not clear whether the measured responses 

are due to the stressors of both workload and auditory stimuli exceeding individuals’ 

cognitive resources or due to the overarousal effect, it is possible both explanations may be 

suitable given the two different participant groups. That is, the mechanism responsible for 

the decline in spatial orientation accuracy task performance in each participant group may 

differ. However, given the methods utilised to measure task performance in Experiment 2, 

it is not possible to ascertain this with certainty.     
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5.4.4 Applied Research Findings 

 

From an applied perspective, the findings from this experiment are important to the 

field of RPAS in terms of the design of future systems. These findings support the inclusion 

of additional sensory systems, and have implications for the recruitment, selection and 

training of the individuals operating the RPA systems, and regulatory bodies assessing the 

risk involved with BVLOS operations in a civil setting. The moderating effect of previous 

piloting experience was not evident in this experiment, which is an important finding. The 

BVLOS visual operating conditions which this experiment attempted to replicate are 

considered highly challenging by aviation regulatory authorities (i.e., CASA, FAA, CAA), 

and therefore can only be performed by skilled and appropriately trained remote pilots (e.g., 

commercial, or military pilots with an Instrument Flight Rule (IFR) rating). Assuming the 

mechanism involved in the non-significant difference between the two participant groups 

are the same, this requirement, at least for operations requiring minimal control inputs 

and/or interaction between the remote pilot and RPA, is not supported by the findings.  

There are also important applications in professions beyond the traditional RPAS 

field, including other teleoperations, such as Urban Air Mobility (Fu et al., 2019) which 

seeks to utilise vertical take-off and landing (VTOL) aircraft to transport people, cargo and 

medical equipment/inventory, over relatively short distances in and around city and 

suburban environments (Koo et al., 2022). Similarly, workplaces transitioning to automated 

and/or remotely operated practices could also benefit from these findings, particularly when 

considering the training and recruitment of personnel required to teleoperate the equipment.  
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Furthermore, adding auditory stimuli to tasks which are potentially boring or 

monotonous may increase individuals’ performance, particularly at critical times if the 

stimuli is targeted, or expected changes to perceived workload occur as the task progresses. 

Recognising the adverse effect of auditory stimuli when combined with high workload is 

also important, and thus in such situations where a change in workload level is 

unanticipated, individuals should be educated about these effects and provided an 

opportunity to eliminate the stimuli. Similarly, where changes to workload are anticipated, 

the introduction of dynamic and adaptive auditory stimuli could also be warranted. In terms 

of RPAS, the developers of future systems should consider the inclusion of real-time 

auditory feedback (i.e., stressor) from teleoperated equipment that can be linked to the stage 

of flight or workload experienced by the human operator. For operations that are varying in 

complexity, or during periods of changing workload, consideration could also be given to 

the addition of an auditory component for automated tasks that is also adaptable. 

 

5.4.5 Limitations and Future Research 

 

Like the first experiment, the results from the second experiment need to be 

interpreted with a level of caution. This experiment focused on a series of simulated, 

automated RPA flights, under BVLOS operating conditions and required no manual 

takeover of flying control. Therefore, while two aspects of BVLOS operations were tested 

(spotting accuracy and spatial orientation accuracy), the manual flying skills of each 

participant were not. While the experimental design using simulation offered several 

advantages including the ability to test non-pilot participants without the need for 
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regulatory approvals, as well as controlling the experimental environment consistently 

across each participant, how this compares to the real world is unknown. Future research 

under real-world conditions would therefore be beneficial. A real-world experiment 

involving non-pilots operating RPA (and under BVLOS) may be difficult to achieve from a 

regulatory perspective, however in an enclosed large outdoor environment, where access to 

such facilities is feasible, there may be some benefit in determining their task performance 

abilities.  

The Pilot and Non-Pilot groups showed no statistically significant differences in 

task performance. However, it is still unknown how previous traditional flying experience 

and the pressures associated with external, commercial operating conditions contribute to 

task performance. Although a lack of observed differences between the two user groups 

may not extend directly to some real-world settings (e.g., in non-segregated airspace; a 

future commercial environment, and currently beyond the scope of most current civil RPAS 

users), it is possible differences between pilots and non-pilots may exist. For example, 

variations between the two groups could lie in aeronautical judgement and airmanship as 

opposed to monitoring and physical manipulation tasks. Hence, this is an avenue for future 

research. Nevertheless, using the results from this experiment as a baseline and determining 

whether differences in performance occur in a commercial real-world setting, these findings 

have the potential to contribute to the design of future RPAS training. Furthermore, 

regulatory changes when higher usage of automation are implemented, may also be 

warranted. For non-pilots, this could be a substantial change, given at present the many 

barriers to entry including financial, the requirement for extensive previous aviation 

experience, and special licencing.   
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 This experiment was also relatively short in duration in comparison to traditional 

flying, and long-endurance RPAS BVLOS operations. As RPAS technology progresses in 

terms of flight endurance and performance, it would be valuable to understand the effects 

of dynamic sensory cueing (e.g., adaptive auditory feedback) linked to the temporal 

workloads of long-duration BVLOS flights on human performance. How an extended task 

duration, and the inclusion of other environmental variables such as those relating to visual 

degradation through meteorological or night conditions may affect performance is also an 

area for future research. However, as with other fields of research, limiting factors include 

access to resources. In the context of RPAS and human performance, these limitations are 

even more acute when regulatory limitations are included.   

Experiment 1 and Experiment 2 each measured the effect of auditory feedback and 

workload on participant task performance. The results obtained from these experiments 

broadly reflect the predicted values of task performance in the context of behavioural 

models including the MAM. However, the transition or inflection points whereby 

performance declines in conjunction with additional stressors (i.e., auditory feedback, 

and/or workload) is not at sufficient resolution to confidently superimpose on the model. 

There are at least three possible reasons for this: 1) the changes to the variables 

manipulated are not at sufficient increments; 2) the context of remote pilots and RPAS 

involves performing tasks in a sensory deprived environment, which could influence how 

stressors are perceived and responded to by participants; and 3) a combination of reason 1 

and reason 2. Hence, Experiment 3 will seek to further expand upon the findings previously 

determined, and specifically retain the methodology of Experiment 2. 
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The next experiment will also introduce an element of adaptive auditory cueing, by 

maintaining three workload levels, but increasing auditory feedback by two additional 

levels, pre-determined individually by each participant. Task performance relative to the 

predicted values of the MAM will be further explored by using incremental changes above 

and below a comfortable volume setting. Furthermore, an understanding of the individual 

subjective strategies used to deal with the presence of auditory feedback, and specifically at 

sound intensities which are considered as either beneficial information or noise, will be 

investigated.  

 

5.5 Summary 

 

In this chapter, the design and results of Experiment 2 were described. Specifically, 

this experiment sought to determine the effect of real-time auditory feedback on remote 

pilot spotting (i.e., perception) and spatial orientation (i.e., decision-making) task 

performance, between two participant groups: Pilots and Non-Pilots. While the mechanism 

responsible for the measured task performances is unclear (i.e., auditory feedback perceived 

as noise, and exceeding individuals’ cognitive resources or creating an overarousal effect), 

the results build upon previous findings related to workload and auditory feedback. 

Specifically, the findings are relevant to remote pilots operating in sensory deprived 

environments, and more broadly others utilising teleoperated systems. Three workload 

levels were introduced to further measure the effect on task performance. Two additional 

participant groups were also measured to determine if task performance is moderated by 
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previous piloting experience, however no statistically significant effects were found 

between the Pilot and Non-Pilot groups.  

This experiment further expanded upon the validity of the Maximal Adaptability 

Model and Arousal Theory in predicting the associated level of performance when external 

stressors are introduced, with reference to remote pilots operating RPAS under automated 

BVLOS visual flight conditions. Workload and auditory feedback were found to have 

influenced performance of the perception task in terms of error types committed, with Miss 

errors more frequent than Wrong ID errors in occurrence. However, decision-making task 

performance was benefited by the stimulatory effect of real-time auditory feedback from 

the RPA under low and moderate workload only. Moreover, under high workload 

conditions, a tipping point in participant task performance occurred. Auditory feedback 

affected task performance evidenced by degraded spatial orientation accuracy, a result 

consistent with the detrimental effects of noise (i.e., an additional stressor). The results 

from this experiment suggest performance is broadly aligned with behavioural models of 

adaptability and will be discussed further in the discussion in the final chapter (Chapter 7).  
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 CHAPTER 6 – EXPERIMENT 3: COMBINED WORKLOAD AND 

INCREMENTED AUDITORY FEEDBACK EFFECTS ON TASK PERFORMANCE 

  

6.1 Introduction 

 

The results of Experiment 1 revealed superior task performance when a monitor 

display was used under BVLOS conditions. Furthermore, under higher workload and with 

auditory feedback (i.e., Task B), horizontal flying accuracy also improved. The results of 

Experiment 2 revealed superior task performance (as measured through spatial orientation 

error accuracy (i.e., decision-making task)) under low and moderate workloads with a 

comfortable level of auditory feedback, when compared to the Quiet (i.e., ambient) auditory 

conditions. The results from both experiments broadly reflected the predicted values of the 

Maximal Adaptability Model (Hancock & Warm, 1989). However, the two auditory 

feedback conditions were limited in range (i.e., Quiet versus ‘comfortable’). Therefore, to 

better understand the effects of stressors on performance, and to identify where auditory 

feedback transitions more precisely to noise, further increments of auditory volume need to 

be measured.   

In both Experiment 1 and 2, participants controlled the volume at which the 

auditory feedback was presented. They did this based on the instructions that asked them to 

set it at a volume they considered comfortable. From an applied perspective, this may not 

always be possible. Therefore, in Experiment 3, ‘dynamic’ auditory feedback on remote 

pilot task performance will be examined. As discussed in Chapter 2, auditory feedback can 

provide useful information, aiding the operator. It can also be unwanted, interpreted as 
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noise, thereby hindering performance. Understanding the effect of ‘dynamic' auditory 

feedback on RPAS operator performance is important, as well as what, if any strategies 

individuals employ to deal with variations in dynamic auditory feedback. Hence, three 

research questions and one hypothesis were proposed for this experiment.    

 

6.1.1 Research Questions 

 

1. What is the effect of +/-10 dBA (i.e., incremental) from a comfortable level of 

auditory feedback on participant perception and decision-making task 

performance (i.e., waypoint spotting accuracy and spatial orientation)?  

2. What are the effects of combined workload and incremental auditory feedback 

on participant task performance?  

3. Does the auditory management style employed by participants mediate the 

effect of auditory feedback and workload on decision-making task performance 

(i.e., spatial orientation accuracy)? 

 

6.1.2 Hypothesis 

 

1. Task performance (i.e., waypoint spotting accuracy and spatial orientation) in the 

Baseline condition (i.e., consisting of an average of the two best auditory conditions 

from Experiment 2 - Low and Moderate workload under Comfortable auditory 

feedback conditions) will be superior to the Moderate Workload (Soft), Moderate 
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Workload (Loud), High Workload (Comfortable), High Workload (Soft) and High 

Workload (Loud) workload-auditory paired task conditions.  

 

6.2 Method 

 

6.2.1 Participants 

 

The results from Experiment 2 strongly influenced the design of Experiment 3. 

Since there were no statistically significant differences in task performance between the 

two participant groups (i.e., Pilots and Non-Pilots) in Experiment 2, all participants 

recruited for Experiment 3 were non-pilots. Twenty-four (eleven female) participants were 

recruited from the UNSW Sydney main campus. Demographic information regarding 

participants can be found in Table 12. As can be seen in this table, the mean age of the 

participants were 24.75 (SD = 4.07) years, and the mean hours of RPAS experience was 

2.72 (SD = 8.46). The research, including stimuli and procedure was approved in advance 

by the UNSW Sydney Ethics Panel (HC Number: 210309). All participants signed a 

consent form prior to commencing the experiment (Appendix 4). The research took 

approximately one and a half hours to complete per participant, for which participants were 

provided a $30 large department store gift voucher. 
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Table 12 

Demographic Information of the Sample Group 

 

Descriptive Variable 

 

 

M 

 

SD 

 

Range 

 

 

   

Age (Years) 24.75 4.07 19.00 – 32.00 

 

Total Flying Hours  

 

Total RPAS Experience (Hours) 

0 

 

2.75 

0 

 

8.46 

0 

 

0 – 30.00 

 

 

    

 

Note. M refers to ‘Mean’. SD refers to ‘Standard Deviation’. N = 24. 

 

6.2.2 Design 

 

Experiment 3 comprised a 3 x 4 repeated measures design. The first repeated 

measures factor labelled Workload contained three levels: Low, Moderate and High. The 

second repeated measures factor labelled Auditory Feedback contained four levels: the first 

level was determined by the participant at a volume setting that they deemed to be 

comfortable with (i.e., labelled Auditory-Comfortable), the second level was 10 dBA above 

the comfortable level (i.e., labelled Auditory-High), the third level was 10 dBA below the 

comfortable level (i.e., labelled Auditory-Low) and the fourth level was without auditory 

feedback (i.e., ambient; labelled Quiet). To reduce a possible learning effect, the stimuli 

comprising twelve conditions (Workload x Auditory feedback conditions) were presented 
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in a balanced Latin-square design ensuring each task and video pairing were unique for 

each participant. Dependent variables for each task were consistent with Experiment 2 (i.e., 

waypoint spotting accuracy and spatial orientation accuracy), however with one small 

difference. Due to limited resource availability, way point mat numbers were recorded via 

pen and paper instead of iPad, as was previously used. A summary of the experimental 

design is presented in Table 13.   
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Table 13 

Overview of Experimental Design 

 

Dependent Variables  

 

Experimental Condition 

  
 

Factor 1 (Workload) 

  

 

Factor 2 (Auditory Feedback) 

  
 

 

 

 

 

 

 

 

Waypoint Spotting Accuracy 

(Correct Recordings) 

 

 

 

Spatial Orientation Accuracy 

(Degrees) 

 

 

 

 

 

 

 

 

 

  

Auditory – Comfortable 

 

Auditory – High 

 

Auditory – Low 

 

Quiet 

 

 

Workload (Low)  

 

 

Workload (Moderate)   

Auditory – Comfortable 

 

Auditory – High 

 

Auditory – Low 

 

Quiet 

Workload (High) 

 

Auditory – Comfortable 

 

Auditory – High 

 

Auditory – Low 

 

Quiet 
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6.2.3 Stimuli and Materials 

 

Twelve pre-recorded videos representing a series of automated RPAS flights were 

presented to the participants. The apparatus comprised: a DJI (Dà-Jiāng Innovations) 

Phantom 4 Professional Obsidian model quadcopter (for recording of videos, utilising on-

board 20 mega-pixel, 84° FOV camera), a Samsung 10 Galaxy telephone (to record 

auditory feedback in four phases of flight: take-off, stationary/hovering, turning (yaw), and 

forward movement), the Movavi Video Editor Plus 2020 software (for pairing auditory 

feedback and video imagery), one IBM compatible computer, one computer mouse, two 

keyboards and two HP 23-inch (1920 x 1080 resolution) high-definition monitors (model 

LA2306x; i.e., for displaying pre-recorded videos; the first monitor was used by the 

participant and the second by the researcher in a mirrored mode, located in an adjacent 

room enabling the loading of videos out of sight of each participant), DT 770 Pro 

headphones (worn by the participant only in the auditory feedback conditions), and twelve 

pre-recorded videos depicting an automated RPAS flight over eight waypoints (i.e., the 

main experimental task; see Experiment 2 - Chapter 5). The research was conducted at the 

UNSW Sydney main campus, with a physical wall separating the researcher and participant 

(Figure 12).  
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Figure 12 

A Diagram of the Experimental Area Setup (Top-down View) 

 

 

The materials comprised: a paper copy of the experiment instructions, a scale map 

of the flying area, a demographic questionnaire (i.e., age, flying experience, gender), the 

Serial 3s and Serial 7s (for Moderate and High workload; see Chapter 5), the NASA-TLX 

questionnaire (unweighted; see Appendix 2), a reference table to determine correct volume 

level for the auditory feedback conditions (see Appendix 5), and an Auditory Management 

Strategy questionnaire. The Auditory Management Strategy questionnaire contained a 

single question, where participants were asked to state their strategy employed to manage 

the auditory stimuli. Four potential strategies were presented, as can be seen in Figure 13. 

Participants had to circle the strategy they employed.  
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Figure 13  

The Auditory Management Strategy Questionnaire 

 

 

6.2.4 Procedure 

 

Participants were informed about the research through online internal UNSW 

advertisements, broadcast emails and noticeboard paper flyers located throughout the 

university. Interested participants contacted the researcher, and a mutually suitable time 

was arranged to complete the research. Prior to undertaking the main experiment, all 

participants received a written and verbal briefing about the experiment. Following the 

briefing, and signing of the consent form, participants were provided instructions (in paper 

form) about the main experiment and were asked to complete the supplied demographic 

questionnaire. A shortened trial task representing the main experiment (duration = 1 minute 

30 seconds) was provided to each participant to demonstrate proficiency using the 

apparatus and to acknowledge the instructions for the main experiment. Four of the twelve 

experimental conditions involved a low level of workload (Low). Four involved a moderate 
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level of workload (Moderate) and Four involved a high level (High), utilising the Serial 3s 

and Serial 7s procedures respectively, and performed concurrently with the primary 

spotting task. Prior to the main experiment, baseline readings were obtained for the 

Moderate and High workload conditions and involved verbally counting backwards in 3s 

for two minutes, followed by 7s for two minutes from pre-defined starting numbers. The 

Researcher recorded on paper the verbal numbers stated by the participant. Following this, 

the twelve videos were presented in the counterbalanced experimental order. The primary 

task of spotting and recording waypoints was performed once under each of the twelve 

experimental conditions. The experimental procedure was the same as performed in 

Experiment 2 (see Chapter 5).  

In the Auditory-Comfortable condition (i.e., with real-time sound from the RPA 

propellers), the headphone volume was adjusted by each participant to suit, determined 

prior to the main experiment commencing. In the Auditory – Low, and Auditory – High 

conditions, the volume was adjusted by the researcher, utilising a pre-defined table (see 

Appendix 5), and based upon the individual pre-determined comfortable sound level. Under 

the Low auditory setting, the volume was decreased by 10 dBA below the Auditory – 

Comfortable level. Similarly, under the High auditory setting, the volume was increased by 

10 dBA above the Auditory – Comfortable level. The 10 dBA value was elected based on 

the results of a pilot study with five participants, which revealed noticeable audible 

differences, instead of a +/-5 dBA level (Fastl & Zwicker, 2007). After each of the twelve 

tasks, participants completed the subjective workload measure (i.e., NASA-TLX 

questionnaire), consistent with Experiment 2. The Auditory Management Strategy 

questionnaire was then completed.  
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Ambient noise levels in the room ranged from 39-42 dBA (i.e., test apparatus 

included sound level meter with plastic ear cup mould with O-ring seal; see Burgess & 

Molesworth, 2016). In all experimental conditions, participants were provided a seat which 

is ecologically congruent with real world operations. 

 

6.2.5 Data Analysis 

 

 An a priori analysis using G*Power 3.1 determined a minimum of 19 participants 

was sufficient to detect a medium to large effect (i.e., Cohen’s (1988) criteria). Power was 

calculated using the following assumptions: repeated measures, effect size .20, alpha error 

probability = 0.05, power = 0.8, number of measurements = 12. Since there were twelve 

experimental conditions, sample size featured in multiples of twelve, and therefore, 24 

participants in total. Four dependent variables featured in each task condition:  

• Subjective NASA-TLX Score,  

• Waypoint Spotting Accuracy,  

• Spatial Orientation Accuracy, and, 

• Subjective Auditory Management Strategy (and relationship to Spatial Orientation 

Accuracy). 

The NASA-TLX featured as a manipulation check, consistent with Experiment 2, to 

determine if task workload and auditory feedback influenced the subjective level of 

perceived workload by participants using a 3 (workload) x 4 (auditory feedback) repeated-

measures analysis. A Chi-square analysis was used to analyse the Waypoint Spotting 

Accuracy in terms of error type, while a series of Fisher’s Exact tests (due to some task 
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conditions with very low error counts, i.e., < 5) were used to analyse error type (i.e., Miss 

Error or Wrong ID; refer to Chapter 5) based on the level of Auditory Feedback and 

Workload, and between the Baseline and other task condition pairings. 

Because the results from Experiment 2 for spatial orientation accuracy also 

informed the design of the present experiment, a series of a-priori planned comparisons 

were made. The first planned comparison was a manipulation check to ensure that spatial 

orientation accuracy performance in the Low Workload (Comfortable) and Moderate 

Workload (Comfortable) groups were similar (i.e., no statistically significant difference), 

and thus consistent with Experiment 2. Following this confirmation, data from these two 

groups were collapsed to form a single Baseline group. Significant differences were 

expected to be found between the Baseline group and the five other auditory conditions 

with Moderate and High workloads. The remaining five task conditions (i.e., Low 

workload, and other Quiet task conditions) were included in the analysis, however no 

statistically significant effects were expected to be found. The expected significant and 

non-significant differences between the Baseline condition and all other conditions for 

spatial orientation accuracy (i.e., decision-making task) are shown in Table 14.  
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Table 14  

Ten Baseline-Group Pairings for Expected and Not Expected Statistically Significant 

Differences in the Planned Comparisons Analysis 

Significant Differences Expected 

 

 

Significant Differences Not Expected 

 

Baseline and:  

Moderate Workload (Soft) 

Moderate Workload (Loud) 

High Workload (Comfortable) 

High Workload (Soft)  

High Workload (Loud)  

Baseline and:  

Low Workload (Quiet) 

Low Workload (Soft) 

Low Workload (Loud) 

Moderate Workload (Quiet) 

High Workload (Quiet) 

 

Finally, a Kruskal-Wallis and series of Mann-Whitney tests (post-hoc test) were 

used for measuring the auditory management strategy (and in addition, the relationship to 

spatial orientation accuracy) variables. Prior to all analyses, the data was screened for 

violations of the assumptions of homogeneity of variance using the interquartile range 

technique suggested by Moore et al. (2009). If outliers were present, the data was 

transformed using the next highest or lowest score plus one technique as suggested by 

Tabachnick and Fidell (2013). This was stated when occurred. Alpha was set at 0.05 for all 

analyses. Pre-data screening revealed one missing data point which was managed by 

substituting the missing data with the mean individual value for that participant, as 
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recommended by Tabachnick and Fidell (2013). The complete dataset was then screened 

for outliers and transformed where identified, leaving the dataset homogeneous. 

 

6.3 Results 

 

6.3.1 Subjective Workload  

 

The first analysis (i.e., a manipulation check) sought to confirm the effect of 

Workload and Auditory feedback on participants’ subjective level of perceived workload. 

Mean total scores on the NASA-TLX were compared between all conditions using a 3 x 4 

repeated-measures ANOVA. The results revealed two main effects, one for Workload (F(2, 

46) = 108.85, p < .001, 2 =.83), and one for Auditory Feedback (F(3, 69) = 14.30, p < 

.001, 2 = .38). There were no interaction effects. Table 15 shows a summary of the 

NASA-TLX data distributed across groups.  
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Table 15 

A Summary of the Mean Participant NASA-TLX Values (Unweighted; in %) for Perceived 

Workload 

 

Independent Variable 

 

 

M 

 

SD 

 

Range 

 

 

Workload 

 

Low 

 

Moderate  

 

High 

 

Auditory Feedback 

 

Quiet 

 

Soft 

 

Comfortable 

 

Loud 

 

 

 

 

 

 

20.73 

 

40.59 

 

48.20 

 

 

 

32.14 

 

37.77 

 

36.18 

 

39.94 

 

 

 

 

16.19 

 

18.10 

 

17.51 

 

 

 

20.14 

 

21.74 

 

19.56 

 

21.10 

 

 

 

 

 

 

0.00 – 64.17 

 

5.00 – 85.00 

 

9.17 – 90.83 

 

 

 

0.00 – 82.50 

 

2.50 – 90.83 

 

2.50 – 80.83 

 

2.50 – 86.25 

 

Note. M refers to ‘Mean’. SD refers to ‘Standard Deviation’. N = 24. 

 

Post hoc tests revealed statistically significant differences between all three levels 

for workload (p < .001; largest difference between the Low and High workload conditions), 

with results shown in Figure 14a. For the auditory condition, the post hoc tests revealed 

significant differences between four of the six auditory level combinations. Statistically 

significant differences were found between the Quiet group and all three other auditory 
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groups, and between the Comfortable and Loud groups (+10 dBA). Significant effects were 

not reached between the Soft (-10 dBA) and Comfortable, and Soft (-10 dBA) and Loud 

groups (+10 dBA).  
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Figure 14 

The Mean NASA-TLX Values (Unweighted) for a) Workload and b) Auditory Condition 

a)  

 

b) 

 

Note. The error bars denote standard error of the mean. Note: * = p < .05, ** = p < .01.  
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6.3.2 Waypoint Spotting Accuracy (Perception Task) 

 

The waypoint spotting accuracy task was completed by most participants with a 

high level of accuracy. That is, 232 out of 288 possible tasks (i.e., 12 tasks per participant x 

24 participants) were completed with no waypoint recording errors. Consistent with 

Experiment 2, and since errors in this task could result from a ‘miss’ or ‘wrong 

identification’, an analysis was first conducted to examine if one type of error was more 

common. With alpha set at .05, the one-way Chi-square analysis failed to reveal a 

significant difference between groups (i.e., Miss vs. Wrong Identification (Wrong ID)), χ2 

(1, n = 55) = 3.07, p = .08.  

The next analysis examined the effect of Auditory Feedback and Workload on the 

two error types. Because the expected frequency count was < 5 in several task conditions, a 

series of Fisher’s exact tests were employed. The results failed to reveal any significant 

differences for Auditory Feedback type (lowest p, p = .05 between Auditory - Quiet and 

Auditory – Comfortable), or Workload (lowest p, p = .36 (between Low Workload and 

Moderate Workload). A summary of the frequency counts for waypoint recording error 

types can be found in Table 16. 
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Table 16 

The Frequency Count for Miss and Wrong Identification Error Types Across Workload and 

Auditory Feedback Experimental Conditions 

 

 

Group 

 

 

Waypoint Error (Miss) 

 

Waypoint Error (Wrong ID) 

 

 

 

  

Auditory Condition 

 

Quiet 

 

Soft 

 

Comfortable 

 

Loud 

 

 

Workload 

 

Low 

 

Moderate 

 

High 

 

 

 

10.10 

 

10.00 

 

5.00 

 

9.00 

 

 

 

 

0.00 

 

13.10 

 

21.00 

 

 

 

3.00 

 

5.00 

 

8.00 

 

5.00 

 

 

 

 

1.00 

 

7.00 

 

13.00 

 

    

 

Note. Count values include one substituted missing data point using the mean individual 

value, as described in Section 6.2.5.  

 

The final analyses for waypoint spotting accuracy sought to determine differences 

between the Baseline and the 10 other task conditions in terms of error type. A series of 

Fisher’s exact tests were again utilised due to the expected frequency count being < 5 for 
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several task conditions (i.e., they were successfully completed with no errors). All tests (i.e. 

55 possible pairs) failed to reach statistical significance (lowest  p, p = .23 between the 

Baseline and Moderate Workload (Quiet) conditions; see Table 17). These results will be 

discussed in the Discussion.  
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Table 17  

The Frequency Count for Waypoint Error (Miss) and Waypoint Error (Wrong ID) Error 

Types Across Each Task Condition 

 

 

Task Condition 

 

Waypoint Error (Miss) Waypoint Error (Wrong ID) 

   

Baseline 

 

Low Workload (Quiet) 

 

Low Workload (Soft) 

 

Low Workload (Loud) 

 

Moderate Workload (Quiet) 

 

Moderate Workload (Soft) 

 

Moderate Workload (Loud) 

 

High Workload (Quiet) 

 

High Workload (Comfortable) 

 

High Workload (Soft) 

 

High Workload (Loud) 

 

Total 

1.00 

 

0.00 

 

0.00 

 

0.00 

 

4.10 

 

3.00 

 

4.00 

 

6.00 

 

3.00 

 

7.00 

 

5.00 

 

33.1 

2.00 

 

0.00 

 

0.00 

 

0.00 

 

1.00 

 

2.00 

 

1.00 

 

2.00 

 

4.00 

 

3.00 

 

4.00 

 

19.00 

    

 

Note. Count values include one substituted missing data point using the mean individual 

value, as described in Section 6.2.5. 
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6.3.3 Spatial Orientation Accuracy (Decision-making Task) 

 

The manipulation check examining differences in spatial orientation accuracy 

between the Low Workload (Comfortable) and Moderate Workload (Comfortable) 

conditions failed to reveal any statistical differences, as predicted (t(23) = 1.55, p = .14). As 

stated prior, the data from these two groups were combined and featured as the ‘Baseline’ 

group. Having effectively established the Baseline condition, reflecting the results of 

Experiment 2 (see Chapter 5 and Dunn et al., 2022), the next analyses involved the series of 

a priori planned comparisons. The results revealed a statistically significant result for 

unequal variances between the Baseline and all other workload-auditory groups (i.e., 

Levene’s test, F(10, 253) = 4.82, p < .001), hence the results assuming unequal variance 

were used. Significant effects were found between the Baseline and Moderate Workload 

(Soft) groups t(28.11) = 2.26, p = .032, the Baseline and the Moderate Workload (Loud) 

groups, t(28.80) = 2.29, p = .030, and the Baseline and High Workload (Loud) groups, 

t(29.74) = 2.20, p = .036. A summary of the mean values, and t statistics between the 

Baseline and all other task conditions are shown in Table 18.   
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Table 18  

Summary of Spatial Orientation Accuracy Means (degrees) for the Baseline and Other 

Task Conditions 

 

 

Task Condition 

 

 

M 

 

SD 

 

t 

 

Baseline 

 

 

9.28 

 

4.81 

 

- 

Low Workload (Quiet) 

 

10.89 6.28 1.00 

Low Workload (Soft) 

 

11.84 5.93 1.65 

Low Workload (Loud) 

 

12.76 9.86 1.56 

Moderate Workload (Quiet) 

 

10.80 9.00 0.73 

Moderate Workload (Soft) 

 

16.27 14.34  2.26* 

Moderate Workload (Loud) 

 

15.94 13.45  2.29* 

High Workload (Quiet) 

 

11.06 8.66 0.88 

High Workload (Comfortable) 

 

14.30 11.19 1.50 

High Workload (Soft) 

 

12.30 8.65 2.02 

High Workload (Loud) 

 

15.26 12.43   2.20* 

 

Note. Note: * = p < .05, ** = p < .01. M refers to ‘Mean’. SD refers to ‘Standard 

Deviation’. N = 24. The t values are between the Baseline and specific Task Condition. 

 

While the two further a priori comparisons (Baseline and High Workload (Soft); 

Baseline and High Workload (Comfortable)) failed to reach statistically significant levels, 

highest t, t(31) = 2.02, p = .052 (Baseline and High Workload (Comfortable)), their means 
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were each higher than the Baseline condition indicating a numerically reduced 

performance. These results are further highlighted in Figure 15. 
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Figure 15  

The Mean Spatial Orientation Accuracy in Degrees (Absolute) for Each Workload-auditory Task Condition Compared with the 

Baseline  

                

Note. The error bars denote standard error of the mean. Note: * = p < .05, ** = p < .01.   

* 

* 

* 
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6.3.4 Auditory Management Strategy  

 

The final analysis investigated the auditory management strategy used by 

participants and how this contributed to spatial orientation accuracy performance. Only 

tasks with auditory feedback were included for analysis (i.e., the three Quiet task conditions 

did not require a strategy to deal with the nil auditory feedback). Because the four potential 

management strategies that could be utilised by participants in each task condition were 

unequal, a Kruskal-Wallis nonparametric test was used for the Baseline and seven other 

auditory groups. No significant results were revealed for each of the four auditory 

management strategies (Passively Attend, χ2 (7, N = 94) = 5.82, p = .56, 2 = .06; Actively 

Attend, χ2 (7, N = 74) = 2.49, p = .93, 2 = .03; Actively Ignore, χ2 (7, N = 32) = 5.54, p = 

.60, 2 = .18; and Did Not Notice, χ2 (7, N = 16) = 8.27, p = .22, 2 = .55). A summary of 

these results is shown in Table 19.  
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Table 19  

Summary of Spatial Orientation Accuracy Means (degrees) and Counts for the Baseline and Other Task Conditions 

  

   

Passively 

Attend 

 

   

Actively 

Attend 

   

Actively 

Ignore 

   

Did Not 

Notice 

 

 

Task Condition 

 

M SD Count M SD Count M SD Count M SD Count 

Baseline 9.04 6.97 14.00 11.37 8.88 7.00 4.33 1.15 1.50 8.33 3.51 1.50 

LW (Soft) 11.47 5.05 17.00 16.70 7.53 3.00 9.00 - 1.00 6.50 9.90 3.00 

LW (Loud) 11.75 9.76 12.00 11.75 9.75 8.00 14.37 15.75 3.00 12.00 - 1.00 

MW (Soft) 17.47 16.57 11.00 15.59 12.47 7.00 30.55 14.92 2.00 7.00 4.55 4.00 

MW (Loud) 21.02 14.59 5.00 12.61 11.68 10.00 20.04 15.70 7.00 5.50 4.95 2.00 

HW (Comfortable) 14.03 14.93 4.00 12.71 9.82 14.00 14.60 10.53 5.00 36.10 - 1.00 

HW (Soft) 9.15 7.27 14.00 15.40 6.77 5.00 13.03 12.22 3.00 25.50 2.12 2.00 

HW (Loud) 8.67 2.31 3.00 17.39 13.33 13.00 14.26 13.15 8.00 - - 0.00 

 

 

 

Note. M refers to ‘Mean’. SD refers to ‘Standard Deviation’. N = 24. LW = Low Workload. MW = Moderate Workload. HW = 

High Workload. 
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Despite no statistically significant effects being found for the Auditory 

Management Strategy used, as can be seen in Figure 16, clear numerical trends are 

evident in the data. There are differences in the spatial orientation accuracy values 

between the Soft and Loud conditions. Moreover, a transition appears to occur from 

‘Passive’ to ‘Actively Attend/Ignore’ responses as the associated level of workload and 

auditory feedback also changes. While these results will be elaborated on in the 

Discussion, it is of note that under the soft auditory conditions a more Passive response is 

elicited by participants, and with higher spatial orientation accuracy. Conversely, it is 

apparent the ‘Loud auditory’ conditions induce more Active responses and with lower 

accuracies, most notably at Low and High workloads.  
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Figure 16 

Mean Spatial Orientation Accuracies (Degrees) and Frequency Counts for the Four Auditory Management Strategies Used 

 

   

Note. See Appendix 6 for large-sized figures.  
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6.4 Discussion 

  

The role of auditory feedback on remote pilot task performance was explored in 

Experiments 1 and 2. However in both experiments, auditory feedback levels were fixed 

(i.e., comfortable as set by the participant). In Experiment 3, auditory feedback was 

manipulated, providing two additional volume increments (+/-10 dBA). The subjective 

management strategies adopted by participants to deal with the incremental auditory 

feedback were also examined. Workload conditions remained consistent with 

Experiment 2 from Low to Moderate to High. However, combined with four auditory 

levels, a doubling of total conditions per participant occurred, from six to twelve.   

 

6.4.1 Subjective Workload and Waypoint Spotting Accuracy Task Results 

 

The results from the NASA-TLX assessment of subjective workload were 

consistent with the findings from Experiment 2. In terms of auditory feedback, 

workload was perceived to be at its lowest with no auditory feedback (i.e., 

Quiet/ambient), followed by the Comfortable volume level. Significant effects were 

found for all three auditory conditions when compared with the Quiet level, and only 

one significant effect was found between the Auditory-Comfortable and Auditory-High 

conditions.  

In terms of waypoint spotting accuracy, the task was completed with a high level 

of accuracy, as determined by correct scores. This result is consistent with Experiment 

2. However, and unlike Experiment 2, no analyses reached statistical significance. In 

terms of the first and second research questions, for waypoint spotting accuracy, the 

three workload and four incremental auditory feedback levels had no significant effect 
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on task performance. Numerically, the error frequency counts reflected the probable 

values based upon the condition difficulty. That is, error occurrence increased in value 

from Low to High workload. One possible explanation for the non-significant result 

could be related to the experimental design. In comparison to the previous, this 

experiment doubled the total number of task conditions per participant from six to 

twelve. Furthermore, the total spotting errors committed by participants remained low, 

and when further divided into two categories (i.e., ‘miss’ or ‘wrong identification’), the 

level of precision seen in these categories amplified.   

 

6.4.2 Spatial Orientation Accuracy 

 

This experiment introduced two additional real-time auditory feedback 

conditions: 10 dBA below the participant-defined comfortable level, and 10 dBA above 

the comfortable level. These additions were used instead of only comparing a single 

comfortable auditory feedback condition with a quiet condition under different 

workloads, as was the case for Experiment 1 and Experiment 2. In Experiment 2, Low 

and Moderate workloads, combined with comfortable auditory feedback produced the 

most accurate performance in terms of spatial orientation error. Hence, an average of 

these two auditory conditions was used for the Baseline level in Experiment 3.    

In terms of the first two research questions, task performance differences were 

observed with incremental changes to auditory volume, when combined with the two 

greater workload levels. For task conditions with the single stressor of workload only 

(i.e., the Moderate and High workload with Quiet auditory conditions), performance 

was numerically unaffected, albeit with a lower accuracy compared to the Baseline 

group. However, when two stressors were present, and the stressors were not able to be 
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controlled by the participant (i.e., at Soft and Loud auditory levels), performance 

deteriorated. With two stressors, and the ability to control one to reduce its effect (i.e., 

the participant-defined Comfortable level), task accuracy improved (see Table 18).  

The findings revealed for High workload, additional auditory feedback 

perceived as noise influenced performance, but not in a uniform way. Although the 

hypothesis was validated numerically, a statistically significant difference was not 

observed between the Baseline and High Workload (Comfortable or Soft) conditions 

(refer to Figure 15). In comparison to Experiments 1 and 2, the number of task 

conditions doubled from six to twelve. However in terms of exposure to auditory 

feedback (i.e., Experiment 1 and 2 each had three quiet conditions and three auditory 

conditions), there was a tripling of task conditions that included this stressor, from three 

to nine. The observed differences between the Baseline and the High Workload 

(Comfortable or Soft) conditions, indicate spatial orientation accuracy declined as the 

level of workload increased to the highest level. These results need to be interpreted 

with caution, as too few errors were evident to make a meaningful conclusion. However 

it is likely several factors contributed to task performance observed below the threshold 

of statistical significance. Firstly, High workload combined with a lower intensity of 

auditory feedback was arousing, albeit transitioning to an overload, evidenced 

numerically by an accuracy decline. Secondly, the number of additional tasks involving 

auditory feedback compared with the two previous experiments, possibly gave 

participants the opportunity to develop an adequate response (i.e., adapt).  

The results furthermore indicate with a Moderate level of workload, the addition 

of Loud or Soft auditory feedback is cognitively taxing, evidenced by the two lowest 

mean accuracies recorded. When Loud auditory feedback was combined with High 

workload, a similar effect was also noticeable.   
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6.4.3 Auditory Management Strategies  

 

In terms of the third research question, it is possible the management strategy 

employed by participants mediated the effect of workload and auditory feedback on task 

performance. In dealing with auditory feedback as a stressor, individuals reported to 

employ different strategies. If the sound was at a Soft level, it was noticed in the 

background. While this perception of the Soft sound continued to consume cognitive 

resources (Edwards, 2016), it is unlikely that under Low workload, this will adversely 

affect task performance. Conversely, under Moderate or High workload, Soft auditory 

feedback, irrespective of it being consciously perceived as noise (or not), consumed 

cognitive resources to a threshold, deteriorating performance.  

When the auditory feedback was Loud and perceived as noise, different 

strategies could be used to deal with it, including actively ignoring it, or actively 

attending to it. Each of these strategies consume cognitive resources to a level where 

performance deteriorates. In this experiment, when the auditory feedback was Soft, the 

addition of this sound consumed individuals limited cognitive resources (i.e., evidenced 

by lower accuracies), an effect that did not appear to be obvious to the participant. This 

was evident by their self-reported management strategy (i.e., noticed in background as 

opposed to making an active response). When the sound was perceived as subjectively 

Comfortable, its effect may have been arousing. While still consuming cognitive 

resources, it could have stimulated the individual to adapt, thereby performing the task 

more optimally.  

 



 182 

6.4.4 Limitations and Future Research 

 

In this experiment, several limitations could not be overcome. The auditory 

conditions were extended to four increments, and tested non-pilots only. While the 

specific volume level defined as ‘Comfortable’ varied in intensity between participants, 

the higher and lower relative volume increments of +/- 10 dBA remained equal for all. 

While valuable in an experimental setting, it may not be possible to adjust volume as 

precisely or consistently, in a real-world setting. Hence, the limited utility of these 

findings should be acknowledged. Furthermore, the Auditory Management Strategy 

questionnaire was introduced to better understand the noise effect on participants. While 

the questionnaire underwent a series of validity tests, as well as a pilot test with five 

participants, it remains a subjective measure, and as with all subjective measures relies 

on individuals’ ability to accurately appraise the situation. This is no easy feat, and 

remains a limitation. Future research might investigate other objective 

methods/measures (e.g., physiological) to determine the noise effect on cognition within 

an RPAS setting.  

As with Experiment 2, participants were also instructed to respond to a 

simulated failure, and therefore had prior knowledge that a failure was going to occur 

ahead of time. While the participants did not know when the failure would occur, there 

was again an anticipation that could not be removed due to the experimental design. 

This associated anticipation could, therefore, be considered an additional stressor that 

was not explicitly tested. Although workload was manipulated via secondary tasks in 

both Experiment 2 and 3, these data sets were not analysed. Future research could 

examine the accuracy of participants completing the secondary tasks as a measure of 

workload, and in response to the perceived intensities of concurrent auditory 
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information within an RPAS setting. Furthermore, the secondary task involved mental 

arithmetic requiring some level of environmental rejection (Lacey, 1959; see Chapter 3 

section 3.2). This was in opposition to the spotting task whereby environmental intake 

was necessary. In future research, the primary and secondary task directions could be 

reversed (i.e., environmental intake versus rejection) or paired, supporting 

unidirectional and multi-directional measurement.  

Finally, the failure to reach statistical significance in the perception (i.e. 

spotting) tasks, and between the Baseline and High-Quiet, High-Soft and High-

Comfortable pairs for decision-making (i.e., spatial orientation) accuracy, is perhaps a 

function of the experimental design. The spotting task was determined to be relatively 

simple in Experiment 2, compared to the spatial orientation task, however it was 

maintained in Experiment 3 for consistency. Furthermore, in contrast to the first two 

experiments, each with six task conditions, this experiment had twelve. While 

unavoidable, the number of tasks increased in order to accommodate the additional 

auditory volume increments. Although the task conditions were counterbalanced, the 

doubling of total tasks performed may have allowed the participants the opportunity to 

establish or adopt a coping response in order to deal with the stressors, and complete the 

tasks more effectively. Hence, future experiments might benefit from using more 

extreme task conditions, and/or with relatively higher contrasts in terms of task 

difficulty (i.e., via workload), volume level, and under different operating conditions 

(e.g., manual control instead of automated).  
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6.5 Summary 

 

This chapter described the design and results of Experiment 3. In contrast to the 

previous two experiments, this experiment utilised non-pilot participants only. 

Expanding upon the previous findings, the same methodology used in Experiment 2 

was also adopted, but with a notable difference. Specifically, the effect of incremental 

real-time auditory feedback, relative to a participant-defined comfortable level, was 

measured. Furthermore, the subjective auditory management strategies used by 

participants in dealing with the incremental changes to auditory feedback, paired with 

different workloads, was also compared with their decision-making performance. The 

subjective workload results were consistent with expected values.  

For the spotting accuracy task, a similar numerical trend was in line with the 

findings from Experiment 2. While no results reached statistically significant values in 

this experiment, it was likely due to a combination of high participant accuracy, and a 

dilution of the possible task pairs through a doubling of total tasks completed per 

participant (i.e., six in Experiment 2 versus twelve in Experiment 3). The results for the 

decision-making task showed a decline in performance when auditory feedback was 

considered ‘loud’ (i.e., +10 dBA from the comfortable level) or ‘soft’ (i.e., -10 dBA 

from the comfortable level), and when there was a sufficient level of increased 

workload (i.e., Moderate or High workload conditions). In terms of dealing with the 

auditory feedback, task performance was mediated by auditory management strategies 

employed. Irrespective of how the feedback was consciously noticed when the volume 

level was soft (i.e., not noticed or passively attended to in the background), it seemingly 

remained cognitively taxing when combined with moderate or high workloads. 

Conversely at loud levels, an active strategy of attending to, or ignoring, was required. 
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For comfortable levels (i.e., the Baseline condition), whilst still consuming cognitive 

resources, many participants attended to the stressor either passively or actively. With a 

high level of spatial orientation accuracy under this condition, it is likely the auditory 

feedback had a stimulatory or arousing effect on participants. Hence, it provides further 

consensus with the expected results of the MAM relating to predicted performance, and 

exposure to stressors.  

This chapter concludes the research component of this thesis. In the next and 

final chapter, a general discussion of the results from all three experiments will be 

described. In addition to the limitations of the three experiments collectively, 

implications and avenues for future research will be presented.   
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CHAPTER 7 – DISCUSSION AND CONCLUSION 

 

7.1 General Discussion 

 

Remote pilots and their conventional pilot counterparts are differentiated by one 

key distinction, physical separation from the aircraft they control. Sensory cues benefit 

conventional pilots located within a cockpit, having access to the full suite of stimuli for 

their perception. However, for remote pilots, the scope of sensory cues available are 

limited, and/or have reduced quality. As a result of this, their ability to perform a task 

sufficiently may become challenged. Primarily this study measured how the presence or 

absence of a sensory cue not normally available to remote pilots, namely real-time 

auditory feedback, influenced task performance. Furthermore, this was measured in 

combination with other external stressors (i.e., workload, control configuration, and 

visual display type). How behavioural models of adaptability and arousal could be used 

to predict task performance in applied RPAS settings were also considered. To facilitate 

this research, three experiments were conducted to measure performance under different 

intensities of real-time auditory feedback from the RPA propellers, and workloads.  

Experiment 1 examined how auditory feedback and workload pairings 

influenced the task performance of conventional fixed-wing pilots. They manually 

operated a small multi-rotor RPA within an enclosed environment, under different 

visual conditions. The counterbalanced repeated measures design comprised two tasks 

(i.e., Task A and Task B; completed in consecutive order), performed under six 

experimental conditions. For Task A and B, two real-time auditory feedback conditions 

(with and without), and three visual display configurations were utilised: VLOS 

((Control); i.e., VLOS + Monitor Display), BVLOS-Monitor (i.e., BVLOS with 



 187 

Monitor Display only) and BVLOS-Goggles (i.e., BVLOS with Goggles display only). 

In Task B, workload was increased, via the inclusion of a wind shear component (i.e., 

wind versus no wind). Task performance was measured in terms of vertical and 

horizontal flying accuracy, and timeliness to complete each task. The results revealed 

several findings. Firstly, the BVLOS-Monitor display type enabled superior task 

performance in comparison to the Control and Goggles conditions. Secondly, auditory 

feedback influenced task performance but not in the hypothesised direction. It was 

thought that real-time auditory feedback would assist participant task performance 

because it is not a sensory cue that is normally available to remote pilots under BVLOS 

conditions. However, statistically significant results were found in Task B for the 

spotting task accuracy only.  

Superior task performance was also only found in the presence of the additional 

wind shear component. When the workload level was low (i.e., no wind shear), task 

accuracy declined. Hence, auditory feedback was demonstrated to have both a 

stimulatory and distracting effect on participant performance. The third finding related 

to the effect of auditory feedback on timeliness for both Task A and B. Although not 

statistically significant, the results revealed a numerical trend consistent with the 

predicted values in reference to the MAM. In Task A, auditory feedback hindered 

performance by increasing timeliness by six seconds, and by two seconds in Task B 

when wind shear was present. However, when wind shear was removed in Task B, 

auditory feedback was found to improve task performance by almost two seconds. 

Hence, the results demonstrated the variable influence of auditory feedback on task 

performance. It was perceived as both useful information and noise (i.e., auditory 

information that is unwanted), evidenced by changes in performance results. 
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Experiment 2 sought to understand the differences between conventional fixed-

wing pilots and non-pilot participant groups involving an automated RPA flight task. 

Under these settings, participants were not required to perform manual control inputs, 

and thus had limited interaction with the RPA. Performance was again measured under 

real-time auditory feedback directly from the RPA propellers, however workload was 

presented differently by utilising a secondary task, and was expanded to include three 

levels. In contrast to Experiment 1, all tasks were performed under automated BVLOS 

visual flying conditions only, utilising pre-recorded videos of actual RPAS flights. 

Hence, while a spotting task was maintained, a different procedure was implemented. In 

each task, participants were required to note and record via an iPad the waypoint 

numbered mat as it appeared on the monitor display (i.e., not presented in numerical 

order, and in different order for each flight). At a random mat, and unknown to the 

participant, a failure would occur, and the RPA would hover continuously over a single 

mat without proceeding onwards, thereby signalling the end of the flight. Following this 

failure, participants were instructed to perform a spatial orientation task by indicating 

the correct home point direction (i.e., horizontal, 360-degrees) relative to the final 

waypoint mat location. With the RPA onboard camera oriented towards the ground for 

the entirety of the flight, the waypoint numbers would sometimes appear correctly 

oriented, upside down or on their sides. For support, a reference map was provided to 

participants to assist them maintain orientation for the duration of the flight.  

No statistically significant differences in spotting accuracy or spatial orientation 

performance between the pilot and non-pilot groups were found. This was an important 

finding. Given the task being measured (i.e., an automated BVLOS flight) is normally 

restricted to professional pilots, the non-pilots performed the task to an equivalent level 

of accuracy. In terms of the spotting task, it was performed with high accuracy. For the 
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errors that did occur, ‘Misses’ occurred almost twice as frequently as ‘Wrong 

Identifications’. Workload was also found to moderate errors, a finding consistent with 

expectations (i.e., more errors occurred under high workload, and fewer under low 

workload). However, the presence or not of auditory feedback did not have the same 

linear effect. In terms of spatial orientation, superior differences in accuracy occurred 

under Low and Moderate workloads, when auditory feedback was included. When 

workload increased to a High level, and auditory feedback was also included, accuracy 

declined. Again in this experiment, both the positive and negative effects of auditory 

feedback on task performance were evident. Depending on the workload level, and like 

the findings from Experiment 1, auditory feedback could be perceived as both positive 

sound containing important information, and noise. The results from Experiment 2 also 

appeared to align with the predicted performance values more closely in terms of the 

MAM. While these findings remained broadly consistent with those obtained in 

Experiment 1, the explicit location of task performance relative to the MAM curve was 

unclear. Hence, further refinement of the independent variables was required.  

In pursuit of this objective, and using the same methodology as Experiment 2, 

the third experiment introduced four auditory feedback levels (i.e., two additional levels 

of auditory feedback in comparison to Experiment 1 and 2). The three workload levels 

were also maintained. The aim of this modification was to further investigate the role of 

auditory feedback on task performance by using a finer grade of incremental conditions. 

Furthermore, because Experiment 2 established no difference in performance between 

the pilot and non-pilot groups, only participants without previous flying experience 

were recruited. The procedure was identical to the second experiment, except for an 

additional questionnaire included at the end of each task. This questionnaire recorded 

the auditory management strategy utilised by participants to deal with the auditory 
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feedback. In terms of the data analysis, the third experiment differed from the second. 

The results from the second experiment were used to define the research question, 

hence a planned comparisons a priori analysis was utilised to measure task performance 

via spatial orientation accuracy. The analysis consisted of a Baseline group, made up of 

the two best performing auditory feedback groups in the second experiment (i.e., with 

Low and Moderate levels of workload), and the other task conditions involving three 

workload and four auditory levels.   

In terms of the findings, firstly, the subjective workloads assessed via the 

NASA-TLX questionnaire were in line with expected values, and consistent with the 

results obtained in Experiment 2 (i.e., the mean scores increased as workload increased 

from Low to High, via the secondary task). Importantly, subjective workload increased 

consistently for the four auditory feedback levels in order: Quiet, Comfortable, Soft and 

Loud. Secondly, waypoint spotting accuracy was again completed successfully with 

high accuracy. No statistically significant findings were revealed, however observed 

differences for frequency counts (i.e., how many errors occurred in total) in each of the 

task conditions were in line with expectations, consistent with Experiment 2. Thirdly, in 

terms of spatial orientation accuracy, the planned comparisons analysis revealed 

statistically significant differences between the Baseline condition and other task 

conditions with two stressors (e.g., Moderate or High workload combined with Soft or 

Loud auditory feedback). Under Moderate workload, task accuracy declined when both 

Soft and Loud auditory conditions were included, suggesting the volume of auditory 

feedback was perceived as noise and/or cognitively taxing. Hence, while the two 

additional auditory levels were quite different in terms of intensity, their effect on 

performance was similarly negative.  
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Finally, the auditory management strategies used by participants in responding 

to the auditory feedback stressor, were also measured via the Auditory Management 

Questionnaire. When sound was perceived as Soft, although noticed in the background, 

it was found to induce poorer performance. When coupled with a Low level of 

workload, this volume may not be problematic in terms of task performance. However, 

when workload was High, the effect on task performance was found to be similarly 

detrimental. This was evident even if the strategies used to actively attend to, or ignore 

the auditory component, were different. Furthermore, when auditory feedback was at 

the Comfortable level, as defined individually by each participant, its effect under Low 

and Moderate workload conditions (i.e., the Baseline) improved task performance. It 

seems possible that while consuming cognitive resources, it also had an arousing or 

stimulatory effect, reflected by superior task accuracy. The results from Experiment 3 

provide further evidence of how auditory feedback effects remote pilot task 

performance; dependent on the volume level of the sound, as well as the combined level 

of workload.  

Consistently in all three experiments, different levels of real-time auditory 

feedback from the RPA propellers were maintained. Throughout the study, examples of 

the real-time auditory feedback being perceived as both sound and noise, via 

performance deterioration were demonstrated. Implications of the key findings, as well 

as limitations and opportunities for future research will now be discussed.  

 

7.1.1 Key Findings and Implications 

 

The first key finding from this research showed that in an environment with 

limited sensory cueing availability, the transitional nature of auditory information being 
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perceived as both useful auditory feedback and noise, influenced participants’ 

performance. For remote pilots who do not usually have access to a real-time auditory 

cue, it is reasonable to expect that any additional cue would be advantageous. However, 

this was shown not to be the case. Moreover, sound and workload pairings as two 

separate external stressors, interacted with each other and did not affect performance 

uniformly. The addition or removal of one, could tip performance from advantageous to 

disadvantageous, but was also related to the workload the participant was exposed to. 

Auditory information consumes cognitive resources for processing. The cocktail party 

effect whereby sound that is noticed and processed, even if subconsciously, still 

consumes cognitive resources to do so. The differences in performance could depend on 

individuals’ preferences for sound, and particularly in the three experimental conditions, 

the type of sound (i.e., directly from the RPA propellers). Furthermore, filter theories 

including Broadbent’s selective filter theory of attention, Treisman’s attenuation model 

of selective attention, and late-selection models could also be used to contextualise and 

explain some of these research findings. However, regardless of the mechanisms 

involved, it is important to recognise the mere addition of a sensory cue to an 

environment where it is usually non-existent does not automatically result in increased 

levels of performance. Furthermore, there are implications for future human-centred 

RPAS design and operation. By finding examples of positive and negative effects of 

auditory feedback on task performance, the inclusion of an additional sensory cue type 

should consider the type of task being undertaken (e.g., long endurance, automated 

BVLOS versus short endurance VLOS), as well as the stage of flight involving different 

workloads. Hence, there is justification for the inclusion of a dynamic or adaptive 

auditory cueing (as seen in Experiment 3) component made available to remote pilots, 

where it can be included and removed as necessary.  
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The second key finding came from Experiment 2, where no statistically 

significant differences in task performance between the Pilot and Non-Pilot groups were 

evident. In the context of current civil and commercial RPAS operations this is 

significant, as technologies that were historically exclusive to military and government 

operators are now accessible to non-aviation specialists. In the present regulatory 

environment, restrictions are placed upon remote pilots conducting BVLOS operations. 

The experimental settings involved automated BVLOS operating conditions, which are 

currently inaccessible (at least legally) to remote pilots without the appropriate licencing 

and training. It is perhaps an assumption that individuals without an aviation 

background or experience in the operating environment pose a greater threat to the 

safety of other airspace users. However, for specific tasks such as automated BVLOS 

flight involving limited user input, it is apparent that previous piloting experience is not 

necessarily an advantage when the focus is on perception (i.e., spotting) or decision-

making (i.e., spatial orientation) tasks. These findings are limited to specific operating 

conditions. However as future RPA users and uses change, the importance for remote 

pilots to have extensive qualifications, licensing and experience, could change. 

Regulatory amendments may also be warranted. 

The third key finding from this research relates to the behavioural models of 

performance, involving adaptability and arousal, in response to external stressors. In 

Experiment 1, participant performance was found to broadly reflect the expected values 

in consideration of the MAM. This was further demonstrated in Experiment 2 and 3, 

whereby task performance, particularly in terms of spatial orientation accuracy, was 

benefited by a comfortable auditory component. It also improved from low workload to 

superior performance as workload increased to a moderate level. Task performance then 

declined as workload further increased, or when the sound was perceived as noise. 
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When the auditory component featured additional increments of volume, at a level 

below and above the comfortable, each had negative effects on task performance. 

Hence, to include auditory feedback in future RPAS should be considered with caution, 

and with an acknowledgement of the variable effect on performance that auditory 

information can have.  

 

7.1.2 Limitations and Future Research 

 

As acknowledged in the experiment chapters, unavoidable limitations exist with 

the research performed. Controlled environments are advantageous for maintaining 

homogeneous testing conditions, and to reduce the influence of external variables on 

participant performance. However, by their nature, controlled environments also impose 

limitations on the spectrum of data that can be collected and the generalisability of the 

results.    

Experiment 1 examined manual flying RPA performance under BVLOS 

operating conditions, in a controlled indoor environment. The second experiment 

measured the performance of non-pilots against pilots, in an automated configuration. 

How non-pilots would have performed in Experiment 1, requiring manual control of the 

RPAS under BVLOS conditions is an unknown. At present, it is not possible to 

ascertain this information in many countries, including Australia, due to regulatory and 

institutional limits, and the necessity of remote pilots to hold appropriate licensing for 

BVLOS flights. While Experiment 2 and 3 each tested non-pilot participants under 

automated BVLOS flying conditions, other factors including real-world distractions and 

the associated pressures of performing a difficult task with monetary and/or safety 
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consequences, could not be captured entirely. This remains a limitation of an emerging 

sector within the broader aviation industry.  

In all three experiments, a multi-rotor RPAS was used. While the physical type 

and specifications of the RPAS remained consistent for all three experiments, it was not 

possible to use a fixed-wing RPA due to the confines of the research area, and 

experimental design. Like conventionally piloted aircraft and helicopters, the two 

different RPA types can be used for separate operating purposes, and are more suitable 

for certain environments. Hence, how the performance measurements of participants 

might have differed, if at all, by using a fixed-wing RPA remains unknown. 

Furthermore, how task performance could have changed under a differently sounding 

auditory cue (i.e., single engine/motor versus four motor propellers), when combined 

with the workload increments used in Experiment 2 and 3, also remains unknown, and 

hence is an area for future research.  

By extension, all experiments used a sound type generated from the aircraft 

engines. In the real-world, it is feasible that additional sounds including warning alerts, 

radio communications, and personal chatter between other colleagues or clients, may 

exist and occur simultaneously. This would likely create a distraction. How these 

combined sounds might influence task performance, or ‘tip’ a comfortable sound into 

one that is perceived as noise, is unknown. Thus, future research may benefit in utilising 

a real-world setting that includes other environmental sounds and distractions occurring 

simultaneously as the task is being measured.     

Workload was varied in all three experiments, however measured subjectively in 

two. While the results reflected the hypothesised predictions and subjective reports, 

future research should consider alternate measures of workload, with a focus on 
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objectively quantifying the workload, thus permitting a direct comparison between 

different experimental conditions.  

This study measured several participant groups with different piloting 

experience. However, there is some research, albeit limited that indicates personality 

can influence individual behavioural responses to noise (Belojević et al., 1997; Beheshti 

et al., 2019; Golmohammadi et al., 2021), which can ultimately change performance 

success. In the presence of loud noise, extroverts tend to perform better than introverts, 

while in quieter conditions the reverse effect is possible (Geen et al., 1985; Furnham & 

Strbac, 2002; Molesworth, 2016). Hence, future research should investigate the 

relationship between personality and auditory feedback/noise on RPAS performance.  

Finally, future research should investigate the above-mentioned limitations in 

relation to a combination of automated and manual RPA flying tasks. Moreover, the 

point at which the flights ended in Experiment 2 and Experiment 3 could be extended in 

future research, where a takeover request requiring manual RPA control to a pre-defined 

location could be employed. As this could introduce new perceived differences in 

workload, secondary tasks coupled with a manual takeover may provide further insight 

into decision-making and overall task performance.  

 

7.2 Conclusion 

 

Remotely piloted aircraft systems offer new capabilities in a growing civilian 

field. Whilst the technologies continue to develop, unlike the established broader 

aviation industry which has adopted a human-centred system approach, the same is not 

universal for remotely piloted aircraft. This study presented three experiments  testing 

the effects of real-time auditory feedback from the RPA, combined with incremental 
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workload, on participant task performance. Nuanced effects of auditory feedback were 

found, where it was perceived as both useful information and helpful, or as noise, 

reflected by changes in task performance measurements. When exposed to the external 

stressors of auditory feedback and workload, the results broadly met the expectations of 

predictive models of adaptational behavioural performance, including the Maximal 

Adaptability Model.  

The sensory deprived environment in which remote pilots interact with RPAS is 

unique, however this also provides a ‘clean slate’ opportunity for the design of future 

systems. The research findings provide evidence for the usefulness (or not) of different 

auditory feedback intensities when combined with varying workloads. Depending on 

the type of RPAS mission and stage of flight, it could be reasonable to include 

additional sensory cues like real-time auditory feedback from the RPA to enhance the 

remote pilot’s adaptability and assist with optimal performance. Similarly, at other 

stages of the flight, the real-time auditory cue could be removed to reduce the cognitive 

load placed on the operator (i.e., utilise an adaptive system). How these cues are 

interchanged is dependent on the mission, the task itself, individual differences of the 

remote pilot, and the level of RPAS automation involved. Finally, no statistically 

significant differences were observed between the pilot and non-pilot participants, under 

automated conditions. Individuals without conventional flying experience might, 

therefore, be suitable for more complex RPAS operations, including highly automated 

BVLOS flights.  
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APPENDIX 1: Experiment 1 Participant Information Sheet & Consent Form 

 

School of Aviation 

 

PARTICIPANT INFORMATION STATEMENT AND CONSENT FORM 

Remotely Piloted Aircraft: A Human Factors Investigation into Human Performance Limitations 

Dr. Brett Molesworth (Chief Investigator) & Mr. Matthew Dunn (Student Investigator) 

HC Number: HC180410 

 

 

What is the research study about? 

You are invited to take part in this research study. The aim of the proposed research is to investigate 

the effect of different visual displays and auditory information on the operational performance of a 

remotely piloted aircraft (RPA) operator.  

 

Who is conducting this research? 

The study is being carried out by Mr. Matthew Dunn (Student Investigator - SI) under the 

supervision of Dr. Brett Molesworth (Chief Investigator) from the School of Aviation at UNSW 

Sydney.  

 

Inclusion/Exclusion Criteria 

Before you decide to participate in this research project, we need to ensure that it is okay for you to 

take part. The research study is looking to recruit 2nd Year and 3rd Year Bachelor of Aviation 

(Flying) students who meet the following criteria: 

Pilot (cleared to fly solo)  

No previous Remotely Piloted Aircraft (RPA) / drone flying experience 

 

This research project is not related to the Bachelor of Aviation (Flying) course curriculum, and is 

voluntary. 

Do I have to take part in this research study? 

Participation in any research project is voluntary. If you do not want to take part, you do not have to. 

If you decide to take part and later change your mind, you are free to withdraw from the project at 

any stage. 

If you decide you want to take part in the research study, you will be asked to: 

• Read the information carefully (ask questions if necessary; take the form with you); 

• Sign the consent form; 

• Complete a series of short questionnaires; and  

• Complete a series of flights using a remotely piloted aircraft (RPA). 

 

What does participation in this research require, and are there any risks involved? 

 

If you decide to take part in the research study, the research team will ask you to complete the 

following tasks: 

• Complete demographics questionnaire (3 minutes) 

• Complete one pre-task motion-sickness questionnaire and one after each flight (average 

time to complete each questionnaire – 1 minutes). 
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• Participate in a briefing about an RPA and live demonstration of its functions and controls 

(5 minutes).  

• Complete pre-experiment test flights under three different visual conditions (minimum 10 

minutes):  

o Visual Line of Sight (VLOS); 

o Beyond Visual Line of Sight (BVLOS) using First Person View – Goggle (FPV-

G); 

o Beyond Visual Line of Sight (BVLOS) using First Person View – Monitor (FPV-

M).  

• Complete six experimental tasks using the RPA under three different visual conditions and 

two different auditory conditions (20 minutes).  

 

With added breaks as required and to transition between tasks, the research will take no longer than 

1 hour and 30 minutes to complete. We don’t expect the RPA flying task to cause any harm or 

discomfort, however if you experience feelings of distress as a result of participation in this study 

you can let the research team know and the research will be ceased. You will also be offered 

assistance.  

 

Completion of Questionnaires  

 

The research team will ask you to complete a series of short questionnaires. The first questionnaire 

relates to demographic information such as age, gender and flying experience. The following 

questionnaires are designed to examine motion-sickness, and hence you will be asked to complete 

one at the start of the research, and another after each time you have flown the RPA/drone. While we 

do not expect that you will suffer severe motion-sickness from operating the RPA/drone, it is 

important that if you do, that we are aware of this. If by the remote chance that you do experience 

severe motion-sickness, it is important that you tell us immediately, and we will cease the research. 

You will be provided an area to rest, as well as water until you recover. 

 

Completion of RPA flights  

 

The research also involves completing a number of flights using an RPA. Since flying an RPA will 

be new to you, we will provide you training. During the training, you will be provided sufficient 

time to feel comfortable flying. At the conclusion of the training, we will ask you to complete three 

small tasks, allowing us to assess your competency. After this, you will be asked to complete four 

additional flights. Each flight should last approximately 15 minutes. There is a small chance that you 

may lose control of the drone during training flights and hence it impacts you. In order to protect 

against this, we have taken a number of steps, including, placing a geofence around the area where 

the RPA will be flown; you are outside of this area, inserted barriers where possible, and installed 

guards on the propellers. During the experiment flights, you will be located inside a classroom 

adjacent to the hangar and will be protected by the walls and windows.  

 

What are the possible benefits to participation? 

We hope to use information we get from this research study to benefit others who will be operating 

RPA in the future. The technology is rapidly evolving, and we are using currently available 

technology to determine the most appropriate methods to control RPA in potential situations such as 

medical emergencies, search and rescue, humanitarian aid and post-disaster events. By 

understanding the limitations of human performance, new and safer autonomous systems can be 

developed in future which are constructed around the human operator in the instance of an 

emergency scenario.    
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What will happen to information about me? 

By signing the consent form you consent to the research team collecting and using information about 

you for the research study. We will keep your data for 7 years in accordance with the National Ethics 

Guidelines. We will store information about you in a non-identifiable format securely within the 

UNSW School of Aviation Kensington campus. Your non-identifiable information will only be used 

for the purpose of this research study only and for statistical analysis. It will be disclosed in 

academic publications and presentations in the future.  

 

How and when will I find out what the results of the research study are? 

The research team intend to publish and report the results of the research study in a variety of ways. 

All information published will be done in a way that will not identify you. 

If you would like to receive a copy of the results you can let the research team know by adding your 

email or postal address within the consent form.  We will only use these details to send you the 

results of the research.  The results will also be made available via the school’s website, under the 

news tab.  www.aviation.unsw.edu.au  

 

What if I want to withdraw from the research study? 

If you do consent to participate, you may withdraw at any time. You can do so by completing the 

‘Withdrawal of Consent Form’ which is provided at the end of this document. Alternatively, you can 

ring the research team and tell them you no longer want to participate.  If you decide to leave the 

research study, the researchers will not collect additional information from you. Any identifiable 

information about you will be withdrawn from the research project. Your decision not to participate 

will not affect your relationship with UNSW Sydney or the UNSW Aviation. 

 

What should I do if I have further questions about my involvement in the research study? 

The person you may need to contact will depend on the nature of your query. If you want any further 

information concerning this project or if you have any problems which may be related to your 

involvement in the project, you can contact the following member of the research team: 

 

Research Team Contact Details 

Name Dr Brett Molesworth 

Position Chief Investigator 

Telephone + 61 2 9385 6757  

Email b.molesworth@unsw.edu.au 

 

Support Services Contact Details 

If at any stage during the project, you become distressed or require additional support from someone 

not involved in the research please call: 

Name/Organisation Bankstown Hospital Medical Centre 

Telephone + 61 2 9722 8453 

Fax + 61 2 9722 8570 

 

What if I have a complaint or any concerns about the research study? 

If you have any complaints about any aspect of the project, the way it is being conducted, then you 

may contact: 

 

Complaints Contact  

Position Human Research Ethics Coordinator 

Telephone + 61 2 9385 6222 

Email humanethics@unsw.edu.au  

HC Reference 

Number 

HC180410 

http://www.aviation.unsw.edu.au/
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Consent Form – Participant providing own consent  
 

Declaration by the participant 

 

 I understand I am being asked to provide consent to participate in this research project; 

 I have read the Participant Information Sheet, or someone has read it to me in a 

language that I understand;  

 I understand the purposes, study tasks and risks of the research described in the project; 

 I understand that the research team will collect personal information about me which 

will be de-identified for statistical purposes including age, sex, flying rating, 

endorsements and hours; I provide my consent for this to happen. 

 I provide my consent for the information collected about me to be used for the purpose 

of this research study only. 

 I have had an opportunity to ask questions and I am satisfied with the answers I have 

received; 

 I freely agree to participate in this research study as described and understand that I am 

free to withdraw at any time during the project and withdrawal will not affect my 

relationship with any of the named organisations and/or research team members; 

 I would like to receive a copy of the study results via email or post, I have provided my 

details below and ask that they be used for this purpose only; 

 

Name: _____________________________________  

 

Address: ___________________________________ 

 

Email Address: ______________________________ 

I understand that I will be given a signed copy of this document to keep; 

 

Participant Signature 

Name of Participant (please 

print) 

 

Signature of Research 

Participant  

 

 

Date 

 

 

 

Declaration by Researcher* 

I have given a verbal explanation of the research study, its study activities and risks and I believe 

that the participant has understood that explanation.  

 

Researcher Signature* 

Name of Researcher (please 

print) 

 

Signature of Researcher   

 

Date 

 

 

*An appropriately qualified member of the research team must provide the explanation of, 

and information concerning the research study. 

Note: All parties signing the consent section must date their own signature. 
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Form for Withdrawal of Participation 
 

 

I wish to WITHDRAW my consent to participate in the research proposal described above and 

understand that such withdrawal WILL NOT affect my relationship with The University of 

New South Wales, or the UNSW School of Aviation. In withdrawing my consent, I would like 

any information which I have provided for the purpose of this research project withdrawn. 

 

Participant Signature 

Name of Participant 

 (Please print) 

 

Signature of Research 

Participant  

 

 

Date 

 

 

 

The section for Withdrawal of Participation should be forwarded to: 

CI Name: Dr. Brett Molesworth 

Email: b.molesworth@unsw.edu.au 

Phone: 02 9385 6757 

Postal Address: School of Aviation 

Old Main Building 

Second Floor, Room 205 

The University of New South Wales 

Sydney, NSW Australia 2052 
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APPENDIX 2: The NASA-TLX Questionnaire 

 

NASA Task Load Index 
 

Participant 

 

Task Date 

 

Mental Demand How mentally demanding was the task? 

 

 
Very Low            Very High 

 

Physical Demand How physically demanding was the task? 

 

 
Very Low           Very High 

 

Temporal Demand How hurried or rushed was the pace of the task? 

 

 
Very Low             Very High 

 

Performance    How successful were you in accomplishing what you were asked to 

do? 

 

 
Very Low             Very High 

 

Effort     How hard did you have to work to accomplish your level of performance? 

 

 
Very Low            Very High 

 

Frustration     How insecure, discouraged, irritated, stressed, and annoyed were you? 

 

 
Very Low             Very High 
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APPENDIX 3: Experiment 2 Participant Information Sheet & Consent Form 

 

 

School of Aviation 

 

PARTICIPANT INFORMATION STATEMENT AND CONSENT FORM 

Remotely Piloted Aircraft: A Human Factors Investigation into Human Performance Limitations 

Dr. Brett Molesworth (Chief Investigator) & Mr. Matthew Dunn (Student Investigator) 

HC Number: HC190808 

 

 

What is the research study about? 

You are invited to take part in this research study. The aim of the proposed research is to investigate the 

effect of auditory feedback and workload on the operational performance of a remotely piloted aircraft 

(RPA) operator.  

 

Who is conducting this research? 

The study is being carried out by Mr. Matthew Dunn (Student Investigator - SI) under the supervision of 

A/Prof. Brett Molesworth (Chief Investigator) from the School of Aviation at UNSW Sydney.  

 

Inclusion/Exclusion Criteria 

Before you decide to participate in this research project, we need to ensure that it is okay for you to take 

part. The research study is looking to recruit people who meet the following criteria: 

Hold an Aviation Reference Number (ARN) from the Civil Aviation Safety Authority (CASA).  

 

Do I have to take part in this research study? 

Participation in any research project is voluntary. If you do not want to take part, you do not have to. If 

you decide to take part and later change your mind, you are free to withdraw from the project at any 

stage. Your decision to withdraw from the study will have no impact on your studies at UNSW Sydney. 

If you decide you want to take part in the research study, you will be asked to: 

• Read the information carefully (ask questions if necessary; take the form with you); 

• Sign the consent form; 

• Complete a series of short questionnaires; and  

• Complete a series of flights using a remotely piloted aircraft (RPA). 

 

What does participation in this research require, and are there any risks involved? 

If you decide to take part in the research study, we will ask you to complete the following tasks: 

• Complete one Demographics Questionnaire (5 minutes). 

• Complete one Personality Questionnaire (10 minutes). 

• Complete one pre-task and subsequent post-task Workload Questionnaires (1 minute per 

questionnaire; 5 minutes total). 

• Participate in a briefing about an RPA and live demonstration of its functions and controls (5 

minutes).  

• Complete a training flight with the RPA until you feel confident flying (10 minutes). 

• Successfully complete three pre-task test flights using the RPA to demonstrate proficiency (5 

minutes).  

• Complete four main experiment flights (5 minutes each – total time 20 minutes).   
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With added breaks as required and to transition between tasks, the research will take no longer than 1 

hour to complete. 

 

Completion of Questionnaires  

 

The research team will ask you to complete a series of short questionnaires. The first questionnaire relates 

to demographic information such as age, gender and flying experience. The second questionnaire relates 

to personality and measures personal traits such as extraversion, agreeableness and conscientiousness. 

The third questionnaire will be completed initially for baseline information and then at the completion of 

each flying task and relates to your perceived workload of the task.   

 

Completion of RPA/Drone flights  

 

The research also involves completing a number of flights using an RPA/drone. You will receive a 

briefing and will be trained and provided a demonstration before undertaking the main experimental 

tasks. During the training, you will be provided sufficient time for you to feel comfortable flying. 

Following this training we will ask you to complete three short tasks to demonstrate proficiency before 

proceeding to the main experiment. You will then be asked to complete four additional flights. Each flight 

should last approximately 5 minutes. There is a very small chance that you may lose control of the drone 

during training flights. In order to protect against this, we have taken a number of steps, including 

securing the area where the RPA/drone will be flown and restricting outside access, inserting barriers 

where possible and signage for the perimeter exclusion zone, installing guards on the propellers, and most 

importantly operating the RPA behind a translucent barrier. Additionally, the Student Investigator who 

will be training you holds a Remote Pilot Licence (RePL) issued by CASA. 

 

What are the possible benefits to participation? 

We hope to use information we get from this research study to benefit others who will be operating RPAS 

in the future. The technology is rapidly evolving, and we are using currently available technology to 

determine the most appropriate methods to control RPAS in potential situations such as medical 

emergencies, search and rescue, humanitarian aid and post-disaster events. By understanding the 

limitations of human performance, new and safer human-centred autonomous systems can be developed.    
 

What will happen to information about me? 

By signing the consent form, you consent to the research team collecting and using information about you 

for the research study. We will keep your data for 7 years after the completion of the study in accordance 

with the National Ethics Guidelines. We will store information about you in a non-identifiable format 

securely within the UNSW School of Aviation Kensington campus. Your information will only be used 

for statistical analysis and will be disclosed in academic publications and presentations in the future.  
 

How and when will I find out what the results of the research study are? 

The research team intend to publish and report the results of the research study in a variety of ways. All 

information published will be done in a way that will not identify you. If you would like to receive a copy 

of the results you can let the research team know by adding your email or postal address within the 

consent form.  We will only use these details to send you the results of the research.   
 

What if I want to withdraw from the research study? 

If you do consent to participate, you may withdraw at any time. You can do this by leaving the study site. 

If you withdraw from the research, we will destroy any information that has been collected. Once you 

have submitted the questionnaires however, we will not be able to withdraw your responses as the 

questionnaires are anonymous.  
 

What should I do if I have further questions about my involvement in the research study? 

The person you may need to contact will depend on the nature of your query. If you want any further 

information concerning this project or if you have any problems which may be related to your 

involvement in the project, you can contact the following member/s of the research team: 
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Research Team Contact Details 

Name Associate Professor Brett Molesworth 

Position Chief Investigator 

Telephone + 61 2 9385 6757  

Email b.molesworth@unsw.edu.au 

 

Support Services Contact Details 

If at any stage during the project you become distressed or require additional support from someone not 

involved in the research, please call: 

Name/Organisation UNSW Counselling and Psychological Services 

Telephone + 61 2 9385 5418 

Email counselling@unsw.edu.au 

 

What if I have a complaint or any concerns about the research study? 

If you have any complaints about any aspect of the project, the way it is being conducted, then you may 

contact: 

Complaints Contact  

Position Human Research Ethics Coordinator 

Telephone + 61 2 9385 6222 

Email humanethics@unsw.edu.au 

HC Reference Number TBA 
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Consent Form – Participant providing own consent  
 

Declaration by the participant 
 

 I understand I am being asked to provide consent to participate in this research project; 

 I have read the Participant Information Sheet, or someone has read it to me in a language 

that I understand;  

 I understand the purposes, study tasks and risks of the research described in the project; 

 I understand that the research team will collect personal information about me which will be 

de-identified for statistical purposes including age, sex, flying rating, endorsements and 

hours; I provide my consent for this to happen. 

 I provide my consent for the information collected about me to be used for the purpose of 

this research study only. 

 I have had an opportunity to ask questions and I am satisfied with the answers I have 

received; 

 I freely agree to participate in this research study as described and understand that I am free 

to withdraw at any time during the project and withdrawal will not affect my relationship 

with any of the named organisations and/or research team members; 

 I would like to receive a copy of the study results via email or post, I have provided my 

details below and ask that they be used for this purpose only; 

 

Name: _____________________________________  

 

Address: ___________________________________ 

 

Email Address: ______________________________ 

I understand that I will be given a signed copy of this document to keep; 

 

Participant Signature 

Name of Participant (please 

print) 

 

Signature of Research 

Participant  

 

 

Date 

 

 

 

Declaration by Researcher* 

I have given a verbal explanation of the research study, its study activities and risks, and I believe 

that the participant has understood that explanation.  

 

Researcher Signature* 

Name of Researcher (please 

print) 

 

Signature of Researcher   

 

Date 

 

 

 

*An appropriately qualified member of the research team must provide the explanation of, 

and information concerning the research study. 

Note: All parties signing the consent section must date their own signature. 
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Form for Withdrawal of Participation 
 

 

I wish to WITHDRAW my consent to participate in the research proposal described above and 

understand that such withdrawal WILL NOT affect my relationship with The University of New 

South Wales, or the UNSW School of Aviation. In withdrawing my consent, I would like any 

information which I have provided for the purpose of this research project withdrawn. 

 

Participant Signature 

Name of Participant 

 (Please print) 

 

Signature of Research Participant   

 

Date 

 

 

 

The section for Withdrawal of Participation should be forwarded to: 

CI Name: Brett Molesworth 

Email: b.molesworth@unsw.edu.au 

Phone: 02 9385 6757 

Postal Address: School of Aviation 

The University of New South Wales 

Sydney, NSW Australia 2052 
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APPENDIX 4: Experiment 3 Participant Information Sheet & Consent Form 

 

School of Aviation 

 

PARTICIPANT INFORMATION STATEMENT AND CONSENT FORM 

Measured effects of workload and dynamic auditory feedback on remote pilot perception and decision-making 

A/Prof. Brett Molesworth (Chief Investigator) & Mr. Matthew Dunn (Student Investigator) 

HC Number: 210309 

 

 

What is the research study about? 

You are invited to take part in this research study. The aim of the proposed research is to investigate the 

effects of dynamic auditory feedback under changing workload levels on task performance by the 

remotely piloted aircraft (RPA) operator.  

 

Who is conducting this research? 

The study is being carried out by Mr. Matthew Dunn (Student Investigator - SI) under the supervision of 

A/Prof. Brett Molesworth (Chief Investigator) from the School of Aviation at UNSW Sydney.  

 

Inclusion/Exclusion Criteria 

There is no inclusion/exclusion criterion to participate in this research.  

 

Do I have to take part in this research study? 

Participation in any research project is voluntary. If you do not want to take part, you do not have to. If 

you decide to take part and later change your mind, you are free to withdraw from the project at any 

stage. Your decision to withdraw from the study will have no impact on your studies at UNSW Sydney. 

If you decide you want to take part in the research study, you will be asked to: 

• Read the information carefully (ask questions if necessary; take the form with you); 

• Sign the consent form; 

• Complete a series of short questionnaires; and  

• Complete a series of remotely piloted aircraft (RPA) flight monitoring and decision-making 

tasks. 

 

What does participation in this research require, and are there any risks involved? 

If you decide to take part in the research study, we will ask you to complete the following tasks: 

• Complete one Demographics Questionnaire (5 minutes). 

• Complete thirteen Workload Questionnaires (1 minute per questionnaire; 13 minutes total). 

• Complete a familiarisation task (3 minutes) 

• Complete twelve main experiment tasks (5 minutes each – total time 60 minutes). 

 

With added breaks as required and to transition between tasks, the research will take no longer than 1.5 

hours to complete. 
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Completion of Questionnaires  

The research team will ask you to complete a series of short questionnaires. The first questionnaire relates 

to demographic information such as age and gender. The second questionnaire will be completed initially 

for baseline information and then at the completion of each flying task and relates to your perceived 

workload of the task.  

 

Auditory Feedback  

During the research, you will be exposed to auditory feedback from the RPA propellers. You will be 

asked to set the volume level of the feedback to a level that is comfortable. As part of the research, we 

will increase this level by 10 dBA for some tasks. Noise levels above 85 dBA for 8 hours or more are 

known to cause hearing damage. Based on our previous research, the level of the auditory feedback is 

typically around 60 dBA. Hence, it is unlikely that the noise level with reach 85 dBA and as a result no 

damage is expected (plus the study lasts no longer than 1.5 hrs). Nonetheless, we will ensure it does not 

exceed 85 dBA and as part of this, we will show you the sound level meter reading to put your mind at 

ease. If at any point you are uncomfortable with the sound level, please notify the student investigator, 

and the research will be ceased.    

 

What are the possible benefits to participation? 

We hope to use the information we get from this research study to benefit others who will be operating 

RPAS in the future. The technology is rapidly evolving, and we are using currently available technology 

to determine the most appropriate methods to control RPAS in potential situations such as medical 

emergencies, search and rescue, humanitarian aid and post-disaster events. By understanding the 

limitations of human performance, new and safer human-centred autonomous systems can be developed.   

  

What will happen to information about me? 

By signing the consent form, you consent to the research team collecting and using information about you 

for the research study. We will keep your data for 7 years after the completion of the study in accordance 

with the National Ethics Guidelines. We will store information about you in a non-identifiable format 

securely within the UNSW School of Aviation Kensington campus. Your information will only be used 

for statistical analysis and will be disclosed in academic publications and presentations in the future.  
 

How and when will I find out what the results of the research study are? 

The research team intend to publish and report the results of the research study in a variety of ways. All 

information published will be done in a way that will not identify you. If you would like to receive a copy 

of the results you can let the research team know by adding your email or postal address within the 

consent form.  We will only use these details to send you the results of the research.   
 

What if I want to withdraw from the research study? 

If you do consent to participate, you may withdraw at any time and all data collected from you will be 

destroyed. You can do so by completing the ‘Withdrawal of Consent Form’ which is provided at the end 

of this document. Alternatively, you can ring the research team and tell them you no longer want to 

participate.  Your decision not to participate will not affect your relationship with UNSW Sydney or the 

UNSW School of Aviation. 
 

What should I do if I have further questions about my involvement in the research study? 

The person you may need to contact will depend on the nature of your query. If you would like any 

further information concerning this project or if you have any problems which may be related to your 

involvement in the project, you can contact the following member/s of the research team: 

 

Research Team Contact Details 

Name Associate Professor Brett Molesworth 

Position Chief Investigator 

Telephone + 61 2 9385 6757  

Email b.molesworth@unsw.edu.au 

 



 268 

Support Services Contact Details 

If at any stage during the project you become distressed or require additional support from 

someone not involved in the research, please call: 

Name/Organisation UNSW Counselling and Psychological Services 

Telephone + 61 2 9385 5418 

Email counselling@unsw.edu.au 

 

What if I have a complaint or any concerns about the research study? 

If you have any complaints about any aspect of the project, the way it is being conducted, then 

you may contact: 

Complaints Contact  

Position Human Research Ethics Coordinator 

Telephone + 61 2 9385 6222 

Email humanethics@unsw.edu.au  

HC Reference 

Number 

TBA 
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Consent Form – Participant providing own consent  
 

Declaration by the participant 

 

 I understand I am being asked to provide consent to participate in this research project; 

 I have read the Participant Information Sheet, or someone has read it to me in a language 

that I understand;  

 I understand the purposes, study tasks and risks of the research described in the project; 

 I understand that the research team will collect personal information about me which will be 

de-identified for statistical purposes including age and sex; I provide my consent for this to 

happen; 

 I provide my consent for the information collected about me to be used for the purpose of 

this research study only; 

 I have had an opportunity to ask questions and I am satisfied with the answers I have 

received; 

 I freely agree to participate in this research study as described and understand that I am free 

to withdraw at any time during the project and withdrawal will not affect my relationship 

with any of the named organisations and/or research team members;  

 I would like to receive a copy of the study results via email or post, I have provided my 

details below and ask that they be used for this purpose only; 

 

Name: _____________________________________  

 

Address: ___________________________________ 

 

Email Address: ______________________________ 

I understand that I will be given a signed copy of this document to keep. 

 

Participant Signature 

Name of Participant (please 

print) 

 

Signature of Research 

Participant  

 

 

Date 

 

 

 

Declaration by Researcher* 

I have given a verbal explanation of the research study, its study activities and risks, and I believe 

that the participant has understood that explanation.  

 

Researcher Signature* 

Name of Researcher (please 

print) 

 

Signature of Researcher   

 

Date 

 

 

*An appropriately qualified member of the research team must provide the explanation of, 

and information concerning the research study. 

Note: All parties signing the consent section must date their own signature. 
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Form for Withdrawal of Participation 
 

I wish to WITHDRAW my consent to participate in the research proposal described above and 

understand that such withdrawal WILL NOT affect my relationship with The University of New 

South Wales, or the UNSW School of Aviation. In withdrawing my consent, I would like any 

information which I have provided for the purpose of this research project withdrawn. 

 

Participant Signature 

Name of Participant 

 (Please print) 

 

Signature of Research Participant   

 

Date 

 

 

 

The section for Withdrawal of Participation should be forwarded to: 

CI Name: Brett Molesworth 

Email: b.molesworth@unsw.edu.au 

Phone: 02 9385 6757 

Postal Address: School of Aviation 

The University of New South Wales 

Sydney, NSW Australia 2052 
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APPENDIX 5: Volume Reference Table (Experiment 3) 

 
Volume % Level dB(a) +10 dB(a) Vol % -10 dB(a) Vol % 

10 42.1   

11 42.1   

12 42.3   

13 42.3   

14 42.9   

15 43.6   

16 44.3   

17 44.9   

18 45.8   

19 46.9   

20 48.6   

21 49.8   

22 50.9 32 10 

23 51.9 34 11 

24 53.9 36 15 

25 54.9 38 17 

26 55.8 39 18 

27 56.7 40 19 

28 57.5 41 19 

29 58.2 42 20 

30 59.1 44 21 

31 59.9 45 21 

32 60.7 47 22 

33 61.5 48 23 

34 62.3 50 23 

35 63.1 51 24 

36 63.8 53 24 

37 64.4 54 25 

38 65.1 55 25 

39 66.3 57 27 

40 67.0 59 27 

41 67.6 61 28 

42 68.3 62 29 

43 68.7 63 29 

44 69.3 65 30 

45 69.8 66 31 

46 70.3 68 31 

47 70.9 69 32 

48 71.4 70 33 

49 71.9 71 33 

50 72.4 73 34 

51 72.9 74 35 

52 73.4 75 35 

53 73.9 77 36 

54 74.7 80 37 

55 75.2 82 38 

56 75.6 83 38 

57 76.1 85 39 

58 76.5 87 39 

59 76.9 89 40 

60 77.3 90 41 

61 77.8 92 41 

62 78.1 94 42 

63 78.5 96 42 

64 78.9 97 43 

65 79.3 99 44 

66 79.7 101 45 

67 80.1 104 46 

68 80.4 105 46 

69 81.1 110 47 

70 81.5   
 

*Using a Brüel & Kjær Integrating-averaging Sound Level Meter Type 2240 (calibrated 31 May 2021, +/- 0.2 dB). Using the LAeq 
i.e. the equivalent continuous ‘A’ frequency-weighted sound pressure level (linear average of all varying sound pressure level 

detected during a measurement; not time-weighted).  

**Audio balance on computer: L = 75%, R=100% to get equal dB(a) reading (91.0 dB(a) at 100% volume value for R side).  
*** Values obtained using flight 1, average reading from mm:ss  = 02:00 to 02:30.  
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APPENDIX 6: Large-Sized Figures Comprising Figure 16 
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