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ABSTRACT 

 

The accuracy of the navigation solutions can be greatly improved by using modernized 

GNSS with more visible satellites and multiple civilian frequencies. Another important 

performance criterion is integrity, which is defined to guarantee the safety of the 

navigation solution for such applications as civil aviation in which safety is of 

paramount issue. Integrity is used to quantify the risky situation when the position error 

is at a hazardous level with faults in the observations, but the user is not aware of it. 

Integrity faults can be a consequence of clock anomalies, cycle slips, multipath, etc. 

One of the popular integrity monitoring methods in civil aviation is Receiver 

Autonomous Integrity Monitoring (RAIM), which is essentially a consistency check on 

the GNSS observations by the aircraft. The output is the integrity indicators, such as 

Vertical Protection Level (VPL) and Horizontal Protection Level (HPL), which is a 

statistical bound on the position domain with given integrity risk. 

With the forthcoming of the modernized GPS system, new constellations and 

augmentation systems, the number of satellites will be increased and the multiple 

frequency signals will be available. Therefore, RAIM can be applied in more stringent 

procedures, such as LPV-200 for vertical guidance on a global scale. Two major RAIM 

architectures are recognized as feasible choices: Advanced RAIM (A-RAIM) and 

Relative RAIM (R-RAIM). Currently, there are two positioning methods (the range 

domain method and the position domain method) available in R-RAIM and two RAIM 

algorithms (the classic method and the multiple hypothesis solution separation (MHSS) 

method) available for both A-RAIM and R-RAIM. Based on different implementation 

methods, all these current choices are analysed by comparing the results within a 

generalized framework.  
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The algorithms to calculate VPLs and HPLs are critically important in deciding the final 

integrity results for both A-RAIM and R-RAIM, which is the focus of this thesis. With 

the notion that all current algorithms are expected to be conservative at different levels, 

the exact Protection Level (PL) value within pre-defined accuracy and computational 

efficiency is pursued to improve the service availability and promoting RAIM in more 

stringent services in civil aviation. 

There are mainly four methods to calculate VPL in literature, among which the ideal VPL 

method is the least conservative one with the exact value as the ultimate goal. To 

calculate the ideal VPL with given integrity risk, the bias with the maximum integrity risk, 

which is a function of the input VPL value, is searched in a boundary. To make sure the 

maximum integrity risk is equal with the given one, another VPL search loop is added 

upon the bias search. In this way, the computation becomes complex and the precision of 

the result is compromised. Therefore, a new procedure is designed with a new worst case 

search: the maximum VPL is searched among a range to encompass all possible sizes of 

the bias. VPL is calculated with a given integrity risk for each possible bias size in the 

search, so that the uncertainty of the arbitrary VPL input in the previous method is 

avoided. In this way, the calculation is simplified and the computation is faster, but the 

accuracy is still uncertain. With the inequality constrained maximization problem defined 

as the criterion, an optimization method can be applied to obtain a solution with a 

pre-defined accuracy as well as improved the computational efficiency. It is 

demonstrated that the new method to calculate the exact VPL is more reliable and 

efficient than the ideal VPL method. Worldwide simulation results show that the new 

approach has improved A-RAIM availability from 32%-38% to 74% with GPS and from 

44%-43% to 85% with Galileo. With the exact VPL, the conservativeness of all current 

algorithms can be analyzed and conclusions are provided in this thesis. 

Similarly, the same approach can be applied to obtain the worst case bias when 

calculating HPL. Besides the bias search, the calculation of HPL is more complex with 
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another approximation on the distribution of the two-dimensional position error. There 

are two types of approximations among current methods: the normal approximation and 

the chi-squared approximation. Both approximated distributions are analyzed with the 

exact distribution to determine conservativeness. An approach to calculate the exact 

distribution with high computational sufficiency is adopted. Together with the 

optimization method to obtain the worst case bias, the exact HPL is obtained within 

required accuracy and computational efficiency. In the same way, the conservativeness of 

current approximated HPLs is also concluded. RAIM is then generalized with a higher 

dimensional PL, where an example of three-dimensional PL is provided. Results show 

that the improvement of the service availability is from 50%~62% to around 87% with 

GPS.  

Furthermore, as a component of RAIM, Fault Detection and Exclusion (FDE) is 

investigated in the background of the classic reliability theory. After analyzing the 

performance of current FDE methods, theoretical proof on the optimality of test statistics 

in regard of detectability and separability is made. Plus, the current separability measure 

is found to be not applicable in one of the test statistics used in navigation, and a new 

measure is proposed without loss of generality. Results show that the new measure is 

more consistent with the performance of FDE. Lastly, RAIM is expanded from PL with 

fault detection only to PL with fault exclusion using the new separability measure. 

Consequently, a comprehensive framework for RAIM is established here with theoretical 

and numerical results. 
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CHAPTER 1  INTRODUCTION 

 

Since the first satellite system Transit was developed for the purpose of navigation in 

1964, the satellite navigation has progressed very fast in the following years. The optimal 

system should be able to determine high accuracy three-dimensional position solutions 

with global coverage under all weather conditions. Under this context, the development 

of GPS was put on agenda, became fully operationally and met the criteria in the 1960s. 

With the acceptance of the positioning ability, the application of GPS was expanded 

every day, from military to civilian, from aviation to road and ships. For example, Global 

Positioning System (GPS) has revolutionized the way geodetic measurements are made 

in traditional surveying, mapping and etc. The new developments include the GPS 

modernization (Macdonald 2002) and new navigation systems including Galieo, Beidou 

and GLONASS, which will further improve the navigation performance (GEAS 2010; 

2012). In the foreseen future, the increasing number of users will continue to raise the 

impact of Global Navigation Satellite System (GNSS) positioning on a large scale of the 

economy. However, with the accuracy more or less guaranteed with current systems, the 

integrity is of a big issue, which will limit the application of GNSS, especially for those 

where safety is of paramount importance. 

In this chapter, GPS and its positioning mechanism are introduced together with current 

approaches to deal with the integrity issue. With civil aviation as the major application, 

the integrity monitoring mechanism is also introduced as the starting point of further 

investigation. 

1.1 Background 

The GPS system nominally consists of 24 satellites equally distributed in 6 orbital planes 

with 11h 58min period of rotation. It is comprised of three segments: space segment, 
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control segment and user segment. The user receiver operates passively, and it is able to 

receive GPS data anywhere and anytime. The standard service is able to provide accuracy 

better than 13m (95%) horizontally and 22m (95%) vertically (GPS SPS 2008). The 

concept of Time of Arrival (TOA) is used for ranging, where highly accurate atomic 

clock is used on the satellites and clocks on the user side are of varying qualities. Ranging 

codes and navigation data are broadcast on frequency L1 (1575.42MHz) and L2 

(1227.6MHz). Ranging codes including the coarse/ acquisition (C/A) code and the 

precision P(Y) code are used to identify each satellite with civilian access to the C/A code 

only. The navigation data is used to determine the location of the satellite at the time of 

transmission. The earth-centered earth-fixed World Geodetic System (WGS) 84 is 

applied in GPS ephemeris calculation as the coordination system. With the time 

difference of signals travelling between satellite and user measured, the range can be 

determined, which is then applied in nonlinear equations together with the satellite 

position computed by the navigation data to solve the three-dimensional user position and 

the clock offset by linearization and estimation techniques (Kaplan and Hegarty 2005).  

The basic GNSS observation is the transmitting time between the satellite and the 

receiver multiplied by the speed of light. There are two types of GNSS observations: the 

code observation and the carrier phase observation. The pseudorange (code) is defined as 

the distance between receiver antenna and satellite antenna including receiver and 

satellite clock offsets, atmospheric delay and other errors. The phase measurement is in 

whole carrier phase cycles. The code observations are noisy, while the phase observations 

are more precise but have unknown integer ambiguities. Under the perfect condition, 

three different GNSS observations would form a unique interception point for the three 

unknown parameters in the position solution, but the errors in the observations make the 

unique interception point impossible. The positioning uncertainty caused by errors is 

dependent on the type of observations and positioning mode with a simple example of 

stand-alone positioning analyzed as follows. 
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An error that has major influence on the result is the clock offset, which is caused by the 

situation when the user receiver clock is not precisely synchronized with the GNSS clock. 

The clock offset is commonly compensated treated as another unknown parameter to 

preserve the accuracy by sacrificing the geometry strength. For the stand-alone GPS, 

these errors include the satellite clock offset, receiver clock offset, ephemeris error, 

relativistic effects, Ionospheric delay, Tropospheric delay, receiver noise, multipath and 

etc., which are assumed to be unbiased Gaussian and referred as User Equivalent Range 

Error (UERE) (Kaplan and Hegarty 2005). Efforts are made to model these errors, which 

is used in integrity prediction. A geometry factor is defined as the Dilution of Precision 

(DOP), which represents the amplification of the standard deviation of the observation 

error onto the position solution error. Therefore, the total position error is a function of 

both the pseudorange error (UERE) and the user-satellite geometry (DOP). 

1.2 Receiver Autonomous Integrity Monitoring  

In addition to the predictable UERE, anomalies may occur by the satellite, user or the 

control segment, such as the clock jump in satellites, the software/ hardware issue in the 

control segment and etc. (Kaplan and Hegarty 2005), which might result in abrupt large 

range errors above the operational tolerance. These integrity anomalies are rare, but can 

be critical for safety sensitive applications. In the future navigation system, more visible 

satellites and the increased burden of the control segment will not necessarily decrease 

the probability of anomalies occurring, so safety will continue to be a critical issue.  

Therefore, besides providing an accurate position and time solution, a navigation system 

should also be able to generate a valid and timely alerts to the user when the service 

should not be used. Integrity is defined as the measure of trust that can be placed on the 

correctness of the information supplied by the system (Plan 2008). Civil aviation imposes 

several requirements including precision, integrity, continuity of service and availability. 

Integrity is of one of the crucial ones to be satisfied, since the user travelling at high 

speeds can deviate from the flight plan very fast with any position anomaly, especially if 
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GPS is used as a primary navigation system. Three integrity architectures have been 

developed to provide integrity service for aviation users including Receiver Autonomous 

Integrity Monitoring (RAIM), Space Based Augmentation System (SBAS) and Ground 

Based Augmentation System (GBAS) (Annex 10 2006). Both SBAS and GBAS utilize 

differential techniques based on references to improve the positioning performance and 

generate corrections for the raw pseudorange observations, clock and ephemeris data, 

integrity data (e.g. satellite should or should not be used) and etc. SBAS uses 

geostationary satellite to broadcast differential GPS corrections and integrity data, which 

is used in LPV-200, APV I or II precision approaches. GBAS is an augmented version of 

GPS Standard Positioning Service (SPS) with a ground reference station, which is used in 

CAT III operations.  

RAIM is a technique that performs consistency checks in the receiver with redundancy in 

GNSS observations. It utilizes standalone GNSS without dependence on augmentation 

systems. The detailed introduction on RAIM can be found in Pervan (1996); Ober (2003); 

Wang and Kubo (2010). RAIM can be used to provide integrity services in en-route, 

terminal and non-precision/ precision approach phases of flight. It can be implemented in 

real time integrity monitoring and for predicting integrity outages with the flight plan. 

Traditional RAIM techniques (Brown and Chin 1997) are consistent of two major parts: 

fault detection and exclusion (FDE) and protection level computation (Wang and Ober 

2009).  

1.2.1 The Development of RAIM 

At the first stage, the function of fault detection with single alternative hypothesis was 

explored with different ways to utilize the redundancy. The redundancy in Lee (1986) is 

used to form a comparison between estimated and measured values in two basic domains: 

the range domain and the position domain, which are proved equivalent; the method of 

range comparison, the least squares residual and the parity method was also proved 
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equivalent under a unified theory framework in Brown (1992). At the second stage, the 

function of fault exclusion with multiple alternative hypotheses was pursued. The 

maximum likelihood estimation method was used to derive the single fault estimation as 

the test statistic in Sturza (1988); the range residual using full set or subset measurements 

was used as test statistic in Parkinson & Axelrad (1988). At the third stage, a 

comprehensive development of the RAIM algorithm comes into sight based on the 

previous study of fault detection and exclusion in the context of civil aviation. The 

requirements of different phases of flight (DO-229) were illustrated as the foundation to 

derive the final results in Kelly (1998). 

RAIM can be categorized by the number of hypothesis including RAIM with single 

alternative hypothesis in the classic method (Brown and Chin 1998) and RAIM with 

multiple hypotheses proposed by Pervan et. al (1998). The first one is based on fault 

detection while the latter one is possible to be expanded for fault exclusion. Other 

technical differences include: 1) the worst case is derived by a geometry parameter - the 

slope factor in the single alternative hypothesis test under single fault assumption, while it 

is decided by the final protection level values for each hypothesis in the multiple 

hypothesis test; 2) the process of allocating total risk onto each hypothesis with a prior 

probability of each hypothesis only exists in the multiple hypotheses framework. This 

process introduces uncertainty but also offers a chance to optimize the integrity result 

with the multiple hypothesis framework. The major advantage of the multiple hypothesis 

method is the straightforward relationship between the upper bound of the position error 

(the protection level) and pre-defined risks compared with the classic RAIM method. 

However, the correlation among multiple hypotheses adds to the ambiguity in the risk 

distribution process. The multiple hypothesis RAIM is adopted here and the classic 

method is adapted into this structure.  

The basic idea for RAIM with multiple hypotheses (Pervan et. al 1998) is to assume that 

the real position value is a sum of position values under each hypothesis with independent 
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probability densities. The position value under each hypothesis is assumed to be the 

subset position estimation with faulty measurements being removed. The multiple 

hypotheses method was further developed as the Multiple Hypothesis Solution 

Separation (MHSS) method in Blanch et al. (2007); Blanch et al. (2010); Blanch et al. 

(2012) based on risk definitions more relevant to civil aviation where a local continuity 

risk was defined to replace the global false alarm in Pervan et. al (1998). 

The issue in the MHSS method is the definition of the integrity risk, which is defined with 

one event: the positioning error is outside an upper bound. But the original and most 

accepted definition for this risk is “the probability of an undetected event where the actual 

position error is larger than the upper bound for more than Time to Alert (TTA)” (GEAS 

2008) which is based on the intersection of two events: the positioning error is outside an 

upper bound and no alarm is generated in the statistical test. Without loss of consistence, 

the original definition is adopted in this thesis.  

For the current stage, a new RAIM framework is under development with the promising 

of the modernized GNSS systems. The possibility of providing more stringent services 

(e.g. LPV-200) with worldwide performance in the near future is explored by researchers 

in the GNSS Evolutionary Architecture Study (GEAS) group (GEAS I 2008; GEAS II 

2010). New RAIM architectures are designed to take advantage of the promising new 

infrastructures. 

1.2.2 Fault Detection and Exclusion 

GNSS, like any other systems, is often subject to faults, which may greatly degrade the 

system performance. It is crucial to maintain the system reliability, especially for some 

applications where safety and various liabilities are of great concern. Given sufficient 

geometry, only by detecting faults in time and excluding them from final solutions can we 

achieve the required integrity level. Fault is defined as a deterministic bias (gross error) in 

an observation that is caused by the integrity anomalies with size big enough to produce 
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safety risks. The optimal accuracy is guaranteed with current estimation techniques in 

absence of faults. When a failure occurs, the optimality is lost and integrity is 

compromised. There are two ways to deal with the fault: designing a robust estimator to 

compensate the fault or combining the normal estimation with a procedure to detect and 

exclude the fault. The latter one is adopted here. FDE includes two distinct parts (Van 

Graas and Farrell 1993; Lee et al. 1996): fault detection and fault exclusion, with the 

detection as a consistency check to decide if there is any fault exists in the system in 

presence of noise, and if the answer is yes, exclusion of the detected fault follows to 

decide the location of the fault and then remove it from the full set observations. In the 

statistical test, a test statistic is compared with a threshold to decide between a null 

hypothesis and an alternative hypothesis. A common assumption in RAIM and FDE 

algorithms is that only one satellite is failed. 

The development of FDE techniques in the Navigation community is integrated in the 

development of RAIM during 1980s-1990s. The early stage RAIM algorithms (Lee 1986; 

Brown 1992) striked only to detect the failed satellites, with various methods proved 

equivalent. Then a geometric factor was defined to prune the satellite resulting in the 

worst geometry from the all in view solution (Chin et al. 1992; Van Dyke 1993). The 

maximum residual method can be used for fault exclusion (Banett and Lewis 1994), 

which was proved equivalent (Kelly 1998) with the standard parity space method (Sturza 

1988; Brenner 1990; Pervan et al. 1996) and the single detection method (Parkinson and 

Axelrad 1988). 

In the Geodesy community, FDE is referred as the outlier test with the context of the 

classic reliability theory with the purpose to control the effect of faults on final results. 

Based on the number of alternative hypotheses, the fault test can be divided into two 

categories: the single alternative hypothesis test with single fault (Baarda 1967; 1968) 

and two faults (Knight et al. 2010); the multiple alternative hypotheses (Förstner 1983; Li 

1986; Yang et al. 2013). The design limitation of the outlier test is the assumption on the 
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knowledge of the number and location of faults (fault mode), which is impossible to be 

gained before the test in practice. The performance of fault test in RAIM was analyzed by 

Hewitson and Wang (2006; 2007), and a new separability test was defined as the distance 

between two statistics (Wang and Knight 2012) to exclude the faulty satellite. It is 

acknowledged that Baarda’s w-test statistic is equivalent to the maximum residual test if 

there is no correlation among observations, and the solution separation statistic is 

recognized as equivalent as well. 

In the Control community, a popular method is the Generalized Likelihood Test (GLT) 

(Daly et al. 1979; Potter and Sunman 1977) designed as the ration of two log likelihoods 

of hypotheses. Based on the Neyman-Pearson Lemma, it is the most powerful test for a 

given significance level. GLT has an appealing analytic framework and it can partially 

solve the exclusion problem, whose test statistic can also be proved equivalent with 

Baarda’s w-test statistic. Two steps are defined: residual generation and decision making. 

The design of residuals with the concept of robustness in parity space is introduced. The 

optimal residual should be robust with respect to the random errors and sensitive to faults 

(Patton et al. 1992; Gertler 1991; Lou et al. 1986). A criterion was proposed (Zhang and 

Patton 1993) to design the optimally robust parity equation with an expanded version 

designed by Jin and Zhang (1999), which was proved equivalent with the GLT by Zhang 

et al. (2005).  

1.2.3 Protection Level Computation 

The RAIM inputs contain standard deviation of noise, geometry and the required 

performance for certain navigation service including the maximum allowed probability 

of a false alarm (PFA), probability of a missed detection (PMD), alert limit and TTA. The 

output is the protection level, e.g. the Vertical Protection Level (VPL) and Horizontal 

Protection Level (HPL), as an upper bound centered at the real position that is able to 

ensure the position solution is contained in this bound with given PFA and PMD (Kaplan 

http://en.wikipedia.org/wiki/Lemma_%28mathematics%29


9 

 

and Hegarty 2005). The computed PL is then compared with the given alert limit to 

decide if the service is available. In some case (GEAS 2008; 2010), integrity risk is 

defined to replace PFA and PMD, which is used in Section 2.3. Therefore, PL is a statistical 

error bound to guarantee the probability of position error exceeding this bound is within 

the required integrity risk. If the computed PL is larger than the given alert limit, an alert 

within required TTA should be generated by the system. This definition is an adaption 

based on the standard one (Annex 10 2006) (DO-229 2006).  

Current algorithms to compute the VPL and the HPL are introduced as follows. When 

calculating the VPL with the conventional algorithms, there are mainly three options: the 

classic method (Brown and Chin 1998), the Stanford method (Walter and Enge 1995) and 

the solution separation method (Brenner 1996). Different sizes of the unknown bias when 

calculation VPL were recognized in Ober (2003) including Minimal Detectable Bias 

(MDB), Minimal Hazardous Bias (MHB) and Worst Case Bias (WCB). MDB is used in 

the classic method, and WCB as the bias size between MHB and MDB is used to derive 

the exact value of VPL (Milner and Ochieng 2011; Milner and Ochieng 2010a). Also, the 

solution separation method is adapted in a multiple hypothesis structure as the MHSS 

method (Pervan et al. 1998; Blanch et al. 2007; 2010). The advantages of the multiple 

hypothesis structure include a) the ability to accommodate a complete set of failure 

modes; b) the flexibility of risk allocation onto each hypothesis; c) flexibility to define the 

prior probability of any fault mode according to the environment. Similarly, various 

methods are also proposed to compute HPL (Brown and Chin 1998; Walter and Enge 

1995; A-RAIM report 2012). 

1.3 Future Integrity Monitoring Architectures 

With the modernized GPS and GLONASS, as well as the new GNSS systems (Compass, 

GALILEO) underway, the number of satellites is to be increased and the multiple 

frequency signals are available. With double civilian frequencies being transmitted, the 

ionosphere error can be measured, and therefore removed from the error source which 
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will improve the precision. It is therefore reasonable to pursue the possibility of using 

RAIM in civil aviation for more stringent procedures, such as LPV-200 for vertical 

guidance on a global scale. This possibility was explored by US Federal Aviation 

Administration under the panel of GEAS, which has attracted attention of researchers 

thereafter.  

Currently, there are three technologies that can observe the faulty situation for civil 

aviation including RAIM, GBAS and SBAS. The integrity monitoring task is designed in 

the aircraft receiver, ground station and satellites separately. The tendency in the near 

future is to put the integrity monitoring responsibility in the satellite itself with dual 

frequency diversity, new constellation, build-in integrity function in the constellation, 

etc. 

Within the GEAS panel, the design of the integrity monitoring architecture, all the 

integrity information is centralized as the Integrity Support Message (ISM), which 

contains the error model (fault rate, error distribution etc.) information from all kinds of 

augmentation and monitoring systems that needs to be provided to the user. Together 

with the GNSS measurements, it is possible to output the integrity monitoring results as 

the indicator of service availability.  

Two major architectures have been identified as feasible choices to meet the LPV-200 

requirement: A-RAIM and R-RAIM. A-RAIM is the preferred choice and R-RAIM is 

only used when A-RAIM is unavailable. The major difference between these two 

architectures is in the positioning method such that only the code measurements are 

used in A-RAIM, and both code and Time-Differenced Carrier Phase (TDCP) 

measurements are used in R-RAIM to ensure higher precision without the necessity of 

integer ambiguity resolution. Examples of TDCP applications can be found in Serrano 

et al. (2004a; 2004b); van Grass and Soloviev (2004); Ding and Wang (2011). 

R-RAIM is further divided by the location where observations from two time epochs 
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are combined together as the range domain R-RAIM and the position domain R-RAIM, 

which results in different errors and projection matrices. With advantages in R-RAIM, 

the trade-off is more complicated errors and projection matrices, and therefore a more 

complicated process to transfer these errors with given risks in RAIM. 

To make the service available, the following requirements must be met: VPL, Effective 

Monitoring Threshold EMT and the vertical positioning accuracy. With VPL as the most 

difficulty to satisfy requirement, the algorithm to calculate VPL results is of major 

interest. By the number of alternative hypotheses, there are two types of RAIM 

algorithms for both A-RAIM and R-RAIM: the classic method with single alternative 

hypothesis (Brown and Chin 1998), and the Multiple Hypothesis Solution Separation 

(MHSS) method (Pervan et al. 1998; Blanch et al. 2007; 2008; 2010; 2012a). A brief 

comparison of these two RAIM algorithms within the A-RAIM context is provided in 

Blanch et al. (2008).  

In the latest A-RAIM report (2012) from the joint EU-US study, further details are 

provided on the performance requirements, user algorithm and fault modes, making the 

A-RAIM design more mature. Future works were recognized to be on the following 

aspects: evaluation of RAIM algorithms with the ISM messages, validation with GNSS 

observations, further development of the GNSS fault characterization, allocation and 

migrations of fault modes, definition of ISM requirements and etc. 

1.4 Critical Issues 

a) The A-RAIM structure for future integrity monitoring  

As the preliminary design for future integrity monitoring architecture, uncertainties exist 

in A-RAIM, which need further investigation and validation. For the structure design, 

there are many technical details need to be clearly defined, such as the ISM; the 

distribution of the integrity monitoring burden on space systems, ground systems and 

aircraft; the modeling of errors for future GNSS and augmentation systems; the FDE 
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procedure design including with the accommodation of the constellation fault; the 

distribution of the total risk onto each fault mode; the optimization method to improve 

integrity performance, and etc. (GEAS 2008; 2010; Blanch et al. 2012b).  

b) Conservativeness of current approximated protection levels 

There are two parts involving heavy computational burden to obtain the exact PL with 

given integrity risk: the probability of position error and the determination of the worst 

case to accommodate all possible bias values. To simplify the calculation, two 

approximated distributions of the horizontal position error were used in the conventional 

methods including the normal approximation (Lee 1995) and the chi-squared 

approximation (Ober 1997). The first one has the disadvantage of underestimating the 

probability in some cases and the latter one is an overestimate (Ober 1997). 

Approximations were also used on the second part to fasten the process. Without a search 

for the worst case, specific formulas were given in the conventional methods (Brown and 

Chin 1998; Walter and Enge 1995). These approximations are fast, but they are designed 

to be conservative with higher protection level than the exact one. The exact PL value can 

achieve higher service availability, which is pursued by computing these two parts 

without approximation but at the same time fast enough to be implemented in real time 

applications.  

These current algorithms (Brown and Chin 1998; Walter and Enge 1995) to calculate PLs 

are supposed to be conservative, so that they are safe to be used. But there is no specific 

proof of the conservativeness in current RAIM literatures. With the theoretical exact PL 

obtained,  conservativeness of current methods is analyzed by comparing it with the 

exact value with numerical examples. To be more convincing, the theoretical proof is 

provided without loss of generality. 
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c) Higher dimensional PL 

The PL is generally used in the form of the two-dimensional HPL or the one-dimensional 

VPL. In this way, the three-dimensional position is separated into the horizontal domain 

and the vertical domain, and the positional bound is separated as the horizontal bound 

within a two-dimensional ellipse and a vertical bound along the one-dimensional line. 

Also, the total integrity risk needs to be divided into the horizontal part and the vertical 

part. But in some applications, e.g. the Unmanned Aerial Vehicle (UAV) positioning, the 

position error might need to be bounded by a three-dimensional bound, which is named as 

the Positional Protection Level (PPL) in this thesis. Consequently, the calculation 

algorithms for VPL and HPL need to be generalized into three-dimensional and multiple 

dimensional PL. 

d) Optimality of test statistics and its influence on RAIM 

With existing test statistics designed from different perspectives, the reason to choose 

certain statistic is not justified yet. Therefore, the quality measures of detectability and 

separabilty are used to derive the criterion for optimal test statistics and its influence on 

RAIM, where separability is defined as the quality measure of the performance to 

distinguish between two alternative hypotheses in fault exclusion.  

e) The fault separability issue 

The current measure for separability in fault exclusion is the correlation coefficient. But it 

is observed that this measure is not general enough, which is only applicable to the case 

when observations are not correlated. Therefore, a more general measure is desirable.  

1.5 Contributions 

a) Current RAIM algorithms are applied and compared in A-RAIM with 

comprehensive numerical results for worldwide availability distribution. 
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b) A new approach to compute the exact VPL within required efficiency is 

proposed. In this method, a criterion is defined to search the worst case and 

solved by an interior point algorithm to optimize the calculation, which has 

higher precision and computational efficiency than the iterative search 

method used before. 

c) A new efficient approach to compute the exact HPL is proposed. First, 

current methods with approximations in both the probability of horizontal 

position error and the search for the worst case are recognized. The 

approaches to compute the exact value of both the probability and the worst 

case are proposed within required precision and computational efficiency.  

d) Conclusions on conservativeness of current RAIM algorithms are provided 

for both HPL and VPL. It is found that the method in Brown and Chin (1998) 

is conservative for both HPL and VPL with theoretical proof. The method in 

Walter and Enge (1995) is not safe for both HPL and VPL. The method in 

A-RAIM report (2012) is conservative for HPL and the solution separation 

method in Pervan et al. (1998) and Blanch et al. (2010) is conservative for 

VPL. 

e) RAIM is expanded with higher dimensional PL. PPL as the three dimensional 

PL is established based on the approach to calculate the exact HPL. Higher 

dimensional PL is easy to be derived based on PPL. 

f) Conclusions of the test statistics’ optimality on detectability and separability 

are made with theoretical proof on the minimum MDB with best 

detectability. 

g) A new sparability measure in the range domain is proposed with more 

generality than the old measure.  

h) RAIM is expanded with the risk and the non-centrality parameter obtained 

based on the new separability measure. 
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1.6 Thesis Outline 

This thesis consists of eight chapters and the organization of the following chapters is 

outlined as follows: 

In Chapter 2, the basic RAIM technique is introduced. The basic model is defined 

followed by the least squares estimation, least squares residuals and parity vectors. FDE 

is regarded as a component of RAIM, which is illustrated by introducing the global test 

and local test with different test statistics, the robustness issue and the reliability theory. 

The RAIM technique is then followed by first defining the requirements and integrity 

risks, and then providing current algorithms to compute VPL and HPL, together with two 

current integrity optimization methods. 

In Chapter 3, one of the future integrity monitoring structure R-RAIM is studied with two 

positioning methods including the range domain method and the position domain 

method, and two RAIM algorithms including the classic method and the MHSS method. 

The two positioning methods are shown to have very close precision, but the RAIM 

results are different with different projection matrices for errors. The position domain 

method with the MHSS RAIM algorithm is used as an example to further analyze the 

details. The two influencing factors on the final VPL results including the geometric 

factor and the statistical one are studied, followed by the analyze on the influence of 

different Coasting Time (CT)s on final results with a new dynamic CT tested. 

In Chapter 4, the other structure for the future integrity monitoring A-RAIM is studied 

with two RAIM algorithms including the classic method and the MHSS method. 

A-RAIM results are compared with the R-RAIM results with 99.9% service availability 

worldwide. The conclusions are obtained with precision and integrity results influenced 

by different positioning methods, RAIM algorithms and integrity monitoring structures. 

In Chapter 5, a new approach to calculate the exact VPL is proposed to generate results 

with a predefined accuracy and improved computational efficiency. The disadvantages in 
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the previous iterative method are analyzed followed by a new faster iterative method. An 

optimization method is then applied and results show that the accuracy is within control 

and it is much faster than other two iterative methods. With the exact VPL, the service 

availability worldwide is used to quantify the improvements. Also, the conservativeness 

of current methods is analyzed with both theoretical proof and numerical results. 

In Chapter 6, a similar approach is applied for HPL computation. The difference is that 

the distribution of the two-dimensional positional error is more complicated than the 

single dimensional one in VPL. Therefore, current approximation methods and a latest 

method are studied to obtain results within required accuracy and computational 

efficiency. Then the approach to obtain the worst case bias used in VPL computation is 

applied for HPL. Results are used to show different computational efficiency and 

accuracy with various methods. The conservativeness of current methods is analyzed 

with both theoretical proof and numerical results. Also, this method is generalized for 

multiple dimensional protection level with an example of three-dimensional PPL 

provided. 

In Chapter 7, the performance of FDE in detectability and separability is generalized in 

the form of theorems and proofs. A new criterion is proposed for the separability between 

two alternative hypotheses to fill in the gap of current reliability measures for fault 

exclusion. Then RAIM is generalized with the new separability measure with given 

definition of the Type III error. 

In Chapter 8, conclusions and suggestions for future study are provided based on this 

thesis.
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CHAPTER 2  RAIM AND FAULT DETECTION TECHNIQUES 

 

There are several requirements to be met in civil aviation for a navigation service to be 

available including precision, availability, integrity and continuity. Integrity is defined as 

the capability of providing timely warnings to users when the navigation solution is 

hazardous, which is used to guarantee the safety of different services in civil aviation. The 

integrity of the GNSS solutions is determined by performing integrity monitoring inside 

the aircraft receiver without any dependent on external augmentation systems. 

Redundancy in the available observations is taken advantage of for consistency check and 

a boundary is calculated with given integrity risk to indicate if the solution is outside 

certain safety level or not. Conventional RAIM algorithms follow three steps: fault 

detection, exclusion of the faulty satellite and protection level computation. At least five 

satellites are needed to provide integrity with possible faults detected. Six or more 

satellites enable the receiver to detect and perform the exclusion. The conventional RAIM 

technique is introduced here together with FDE for current constellations as the basis for 

further introduction on future integrity monitoring architectures.  

2.1 The System Model  

After linearization, the GNSS observation is expressed with a functional model and a 

stochastic model, 

            ;               (2.1) 

where: 
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    is the observation vector whose elements are the difference between the 

measured ones and predicted ones with dimension     and m is the number of 

observations. 

    is the unknown position vector with elements as the incremental deviations from 

the nominal state during linearization. The dimension is     and n=4 is used for GPS 

positioning with the first three elements as the east, north and up position components and 

receiver clock bias as the last one.  

    is the design matrix with the first three columns as the user-space vehicle (SV) 

line of sight unit vector and the fourth column is a vector of ones.  

    is the random error in observations, which is assumed to be of centred Gaussian 

distribution. 

    is the covariance matrix of the random error. 

b  is the deterministic error in observations. 

With   
   as the weight matrix, the Weighted Least Squares (WLS) estimator is the Best 

Linear Unbiased Estimation (BLUE) for the navigation solution estimation. The WLS 

criterion is the minimization of the sum of squares of the weighted residuals, 

          ̂    
       ̂        (2.2) 

 

The estimated position solution  ̂ is, 

 

 ̂       
          

             (2.3) 

 

where  ̂  [ ̂  ̂  ̂  ̂ ]
  with  ̂ ,  ̂ ,  ̂  as the east north and up estimation, 

and  ̂  as the clock estimation.   [        ]
  is the corresponding solution 

estimation matrix. 

The position error is the difference between the estimated value and the true value, which 
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also contains four elements with  ̃ ,  ̃ ,  ̃  as the east north and up error and  ̃  as the 

clock error, 

 

 ̃   ̂              (2.4) 

 

With   
   as the weight matrix, the variance of the position error is minimal (Teunissen 

2004). The standard deviation of the position error    [        ]  is the 

square root of the diagonal elements of the covariance matrix, 

   (    
   )

  
       (2.5) 

  

RAIM is based on consistency check and the least squares residual is commonly used as a 

measure of consistency, which is defined as the difference between the real observations 

and the estimated ones, 

      ̂  [   (    
   )

  
  ]                    (2.6) 

 

The covariance of the least squares residual is, 

 

            
                                   (2.7) 

 

Since the range residual is based on estimation, it is required that there are at least four 

observations. The parity vector   can be formed by a transformation matrix  , which 

is more general than the residuals as the measure of consistency without constraint of 

the four observations (Lou et al. 1986), 

      subject to           (2.8) 

To establish a valid parity vector for consistency check, it is required that the parity space 

is the orthogonal complement of the observation space to completely decouple the 

unknown vector x. There are various choices for the parity matrix  . A popular choice is 

the standard parity matrix    (Potter and Sunman 1977), which satisfies two conditions 
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at the same time:     
       and      .  

In this way, the matrix in least squares residuals    (    
   )

  
   can be regarded 

as a special case of  . The connection between the least squares residuals and parity 

vectors is expressed by the following equation,  

       
        

      
                       (2.9) 

The proof is as follows: According to the Cholesky decomposition, if    is symmetric 

and positive definite and has real entries, then it can be decomposed as, 

               (2.10)                                                               

where   is a lower triangular matrix with strictly positive diagonal entries. 

The orthogonal condition can be expressed as,  

                 (2.11)                                                                   

Therefore, the following equation can derived, 

                       [            ]            (2.12)                        

Multiply   on the left side and     on the right side of the parameters on both sides 

of the equation, and left multiply   
   on both sides of the equation, the following 

equation is derived, 

       
        

     
        

          
     (2.13)                            

With equation (2.7), the conclusion of eq. (2.9) is derived.  
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2.2 Fault Detection and Exclusion 

Least squares estimation is optimal under the no fault assumption, but the estimation 

would deviate from the true value greatly if there is any fault. FDE is then needed to 

reduce the effect of faults on final solutions. Fault Detection (FD) requires at least five 

visible satellites to detect the presence of an unacceptable large position error. An alarm is 

sent to the cockpit if a failure is detected to warn the pilot that GPS should not be used for 

navigation. If it is required that not only the failed satellite is detected but also excluded 

from the observations for generating navigation solutions, the RAIM should be extended 

with the fault exclusion operation, which requires at least six visible satellites.  

The FDE procedure is based on statistical hypothesis testing where the null hypothesis is 

tested against the alternative hypothesis by comparing with a pre-defined level of 

significance (PFA), which is the probability of incorrectly rejecting the null hypothesis, 

also known as the probability of false alarm. The power of the test (1-PMD) is the 

probability of correctly rejecting the null hypothesis with PMD known as the probability of 

missed detection. Normally the null hypothesis indicates there is no fault, while the 

alternative one is used for the faulty situation. PFA and PMD are also referred as Type I 

error and Type II error respectively. With the power of test as a performance measure of 

the test, GLT is Uniformly Most Powerful (UMP) with the Neyman-Pearson lemma.  

In the GLT (Daly et al. 1979; Potter and Sunman 1977), a chi-squared statistic is used to 

decide if there is any fault in the system. If the fault is detected, the exclusion of the fault 

should be considered, where two statistics with normal distribution are used. These two 

statistics are expressed with parity vectors without consideration of the covariance matrix 

(Patton et al. 2000), 

                      (2.14) 

 

     
  
            

√  
             

       (2.15) 
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where         is a zero vector with an one indicating the location of the fault. 

 

There are no statistical characteristics described in the GLT test statistics. To generalize 

the test with random error of any normal distribution, further generalization is pursued 

in the following parts with a division of global test and local test. In the global test, 

there is a single alternative hypothesis, while in the local test, there are multiple 

alternative hypotheses. The procedure for detection is simple with one decision to make 

between the null hypothesis and the single alternative hypothesis. With all the 

redundancy information used in the test statistics in a global test,it is able to decide if 

there is any fault exist in the whole observations. However, since the statistic is 

projected on the direction of the ith fault in a local test for a single alternative 

hypothesis, a single detection test is not able to decide if there is fault in the whole 

observations, and only if there is fault in the ith observation can be decided. With these 

characteristics, a local test can be used in the exclusion procedure, which is more 

complicated and uncertain without prior knowledge of the number and location of faults 

than the detection test. It is commonly assumed that there is only one fault existing in 

the system. In GLT, the maximum test statistics among all alternative hypotheses is the 

one that is most likely to have a failure. A more comprehensive statistical procedure is 

also defined for multiple alternative hypotheses (Förstner 1983; Li 1987). 

2.2.1 The Global Test  

The chi-squared statistic with m-n degree of freedom is (Brown and Chin 1998), 

 

      
        

        (2.16) 

 

In the statistical test, test statistic   is compared the threshold   to decide which of the 

following hypotheses to accept  

                          (2.17) 
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where    is the fault free hypothesis and    is the faulty hypothesis indicating there 

is fault existing in the observations;   is the non-centrality parameter of  . 

Consequently, Type I error   and Type II error   with the global test are, 

       |          (2.18) 

 

       |          (2.19) 

 

2.2.2 The Local Test 

The fault mode for    is defined as follows: the direction of the fault vector is 

        as a zero vector with the element of one indicating the location of the fault; 

the magnitude of the fault is    . 

Two commonly used test statistics for the data-snooping test are the w-test statistic 

(Baarda 1967; 1968) based on the mean shift model, and the studentized residual (Kelly 

1998), which is referred as the v-test statistic here. The w-test statistic under    is 

(Baarda 1967; 1968),  

   
  ̂ 

√   ̂ 

 
  
   

   

√  
   

      
    

      (2.20) 

 

where the estimation of the fault term   ̂  and its covariance    ̂ 
 are, 

  ̂     
   

      
     

    
   

        (2.21) 

   ̂ 
    

   
      

     
        (2.22) 

 

The v-test statistic under    is (Kelly 1998),  

 

   
  
  

√  
     

         (2.23) 
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The test statistic used in A-RAIM (GEAS 2010) is referred as the vertical solution 

separation statistic here. The subset solution estimation  ̂  is obtained with the i
th

 

observation removed from the full set. The vertical subset position estimation  ̂   is 

the third element in  ̂ . With the vertical solution separation as  ̂   ̂   and its 

standard deviation as     , the standardized solution separation is used as the test 

statistic for failure mode i, 

    
 ̂   ̂  

    
         (2.24) 

The relationship between the solution separation statistic and other test statistics is not 

clearly defined (Young and McGraw 2003). Assuming there is an unknown bias in the 

measurements,  ̂   was proved to be equivalent with the unbiased vertical position 

estimation (Deggelen and Brown 1994). Further proof based on this conclusion is 

provided in the Appendix B with the conclusion that the vertical solution separation test 

statistics is equivalent with the w-test statistic when all the measurements are 

uncorrelated, which is the case for GNSS RAIM.  

In the hypothetical test, test statistic     (         ) is compared the threshold    to 

decide which hypothesis to accept  

                              (2.25) 

where    hypothesizes a single fault in observation i and    hypothesize that there is 

no fault in observation i.    is the non-centrality parameter of    . 

Therefore, Type I error    and Type II error    with the local test are, 

     |   |    |           (2.26) 

     |   |    |           (2.27) 

With the magnitude of the parity vector as the test statistic for detecting faults (Kaplan 

and Hegarty 2006), these two statistics can also be expressed with the parity matrix. The 
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parity matrix in the w-test statistic is      
        

      , and in the v-test statistic it 

is     . There are also other examples of parity matrix, like   
            

       

with    as a unit matrix with the i
th

 diagonal element as zero. If and only if the 

observations are of the same variance without correlation, this statistic is equivalent with 

others. With the notion that different choices of parity matrix produce different test 

statistics, parity space is regarded as a general framework for the design of test statistics 

here. The geometric illustration of the test statistic in parity space is shown in Figure 1. 

Generalized Parity Space 

= Orthogonal Complement 

of R(A)

y

ei

Py

Pei

tsi

 

 Figure 1: the Test Statistic in Parity Space 

Based on the mechanism of statistical tests, a good test statistic should be easily 

distinguishable among different hypotheses to optimize the performance, and therefore, 

the effect of fault on test statistics should be strengthened and the uncertainty induced by 

other errors should be repressed. This is defined as the robustness issue in generation of 

test statistics. Under the mechanism of hypothetical test, the basic principle for generation 

of test statistics is the maximization of the effect of any fault and minimization of the 

effect of other errors that may disturb the performance in a bad way as shown in Figure 2 

and Figure 3. 
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Figure 2: the Effect of Noise on Test Statistics in Parity Space 

 
Figure 3: the Fault on Test Statistics in Parity Space 

2.2.3 The Reliability Measures 

With the test procedure defined, the performance of the test in terms of the power of 

detecting and excluding the fault also needs to be known due to the presence of random 

noise. Both the Type I error and the Type II error are used to quantify the reliability level 

of the navigation solution with quality measures such as internal reliability and external 

reliability in Geodesy. The internal reliability is also known as MDB, which is the fault 
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magnitude that can be detected with given significance level and the power of the test 

(Baarda 1968; Förstner 1985; Teunissen 1990; Wang and Chen 1994a; Wang and Chen 

1994b; Schaffrin 1997; Li and Yuan 2002). MDB is derived by the non-centrality 

parameter of the test statistic with given Type I error and Type II error. Therefore, MDB 

based on the chi-squared statistic is, 

      √
 

  
   

      
    

      (2.28) 

MDB based on the the v-test statistic is, 

      
  √  

     

|  
     

    |
       (2.29) 

MDB based on the w-test statistic is, 

      
  

√  
   

      
    

      (2.30) 

It can be proved that             , which can be found in Appendix A. Also, it is 

concluded that if and only if there is no correlation among observations, they are equal 

with each other. 

The external reliability is used to assess the effect of MDB on the position error (Baarda 

1967; Prószyñski 1994; Teunissen 2006) with an example of the w-test expressed as, 

    
|   |  

√  
   

      
    

        (2.31) 

Also, the test statistics and reliability measures were generalized with multiple outliers 

(Knight et al. 2010).  

Separability is a quality measure for the performance of fault exclusion. It conveys the 

capability of the test to distinguish the faulty observation with the correlation among all 

test statistics. The separability was studied in previous research (Hewitson and Wang 
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2007; Zhao 1990; Patton et al. 2000) with the correlation coefficient between two test 

statistics     as a commonly accepted measure. An equivalent measure was used as angel 

between two parity vectors in a geometric term in the parity space (Patton et al. 2000), 

                                  (2.32) 

 

As explained in Patton et al. (2000), the best case is when two parity vectors are 

orthogonal with each other with         , and the worst case is when the angle 

between two parity vectors is zero, which means it is impossible to separate these two 

faults and in this case         .  

 

2.2.4 A Numerical Example 

A single epoch example is shown below with the design matrix given, 

  

[
 
 
 
 
 
                          
                         
                         
                         
                         
                          ]

 
 
 
 
 

 

The random error is assumed to be of the standard normal distribution with unit variance 

and no correlation. Type I error and Type II error are given as 10
-5

 and 10
-3

 separately. 

With the two conditions satisfied, the standard parity space matrix is, 

 

   [
                                      
                                      

] 

 

The global test is used for FD and the local test for fault exclusion. This test was based on 

10,000 Monte Carlo experiments with simulated random error and determinant faults. 

With different fault sizes from 0m to 200m on each satellite, results of Probability of 
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Successful Detection (PSD) and Probability of Correct Isolation (PCI) are provided 

below. 

 

Figure 4: PSD with a global test 

 

Figure 5: PCI with a local test 

Based on the results in Figure 4, if there is a fault less than 200m on satellite 4, it is very 

hard to detect it, while other satellites have much better performance with fault size close 
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to 50m easily detected. From the results of Figure 5, the fault on satellite 2 and satellite 4 

is difficult to be excluded even when the fault is growing big, while all others are easily 

excluded when fault size is larger than 50m. 

The performance in the above two figures can be explained by the reliability measures 

including the MDB and        with results shown in the tables below. 

Table 1: MDB with a global test 

 1 2 3 4 5 6 

MDB(m) 43.4142 22.0696 13.6508 619.6476 17.4317 16.1460 

 

Table 2: the separability measure with a local test 

       
1 2 3 4 5 6 

1 0 0.6340 0.8871 0.7052 0.8312 0.4913 

2 0.6340 0 0.3934 0.0959 0.9953 0.9322 

3 0.8871 0.3934 0 0.3034 0.8768 0.9994 

4 0.7052 0.0959 0.3034 0 0.9814 0.9626 

5 0.8312 0.9953 0.8768 0.8768 0 0.4508 

6 0.4913 0.9322 0.9994 0.9994 0.4508 0 

 

With big MDB size on SV 4 in Table 1, the corresponding detection performance is also 

poor as shown in Figure 4. Also, a too small        value 0.0959 in Table 2 indicates 

small angle between SV4 and SV2, and therefore more difficulties to separate them, 
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which explains the poor performance of exclusion with these two SVs in Figure 5.  

 

2.3 Receiver Autonomous Integrity Monitoring Schemes 

The inputs to RAIM include the covariance of the observation noise, the user-satellite 

geometry and the required risks. The snapshot RAIM algorithm in support of RTCA 

SC-159 (Lee et al. 1996) to generate HPL for Non-Precision Approach (NPA) and the 

A-RAIM structure used to generate VPL for LPV-200 are introduced in this section.  

The multiple hypothesis structure in A-RAIM is adopted here to calculate both HPL and 

VPL, and therefore the local test is used. Two risks are defined in this structure 

including the integrity risk and the continuity risk. The continuity risk is defined as the 

probability of any alarm generated during an approach. Therefore, the continuity risk 

under fault free hypothesis can be used to derive PFA. The integrity risk is the 

probability of the navigation system failing to protect against the hazardous situation 

within the TTA, which is caused by faults producing undetected navigation errors 

greater than a VAL (GEAS 2008; 2010).  

With the multiple hypothesis structure (Pervan et al. 1998; Blanch et al. 2010) adopted 

for VPL and HPL computation in the following sections, the first step is to distribute the 

total risk onto each different fault modes as shown in Figure 6.  

Figure 6: Risk Distribution in Multiple Hypothesis RAIM 

Total Risk 

Fault, Hi 

Single Fault 

Multiple 
Faults 

Constellation 
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The integrity risk for the single failure mode    is distributed onto each hypothesis as 

    with the local test as, 

   ∑    
 
            (2.33) 

For the global test,   is divided by the fault free mode     and faulty mode    , 

                   (2.34)  

Then, each local risk is divided into the horizontal one and vertical one,  

                      (2.35) 

With the vertical one as an example, the vertical integrity risk under failure mode i      

is defined as follows, where   
 is the prior probability of the failure mode i, GEAS 

2008), 

       | ̃ |      |   |    |       
            (2.36) 

With the un-correlation among measurements in GNSS A-RAIM and the multivariate 

normal distribution of the position error and test statistic, the independence of these two is 

concluded (Milner and Ochieng 2010b). Therefore, the integrity risk can also be 

expressed as, 

       | ̃ |     |     |   |    |       
          (2.37) 

where the integrity risk     is a function of the probability of the vertical position error 

       | ̃ |     |   , the prior probability of    hypothesis    
 and   . 

Similarly, the horizontal one is defined as, 

       | ̃ |     |     |   |    |       
          (2.38) 
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where  ̃  is the horizontal position error as a two dimensional vector with east and north 

position errors [ ̃  ̃ ]. 

2.3.1 Current Methods to Calculate VPL 

The risk definition in A-RAIM for LPV-200 is defined as follows. The total integrity risk 

2×10
-7

 was divided into the horizontal and vertical case evenly. Within the vertical case, 

the multiple fault modes were excluded, leaving the single fault and fault free hypotheses 

with the integrity risk as 8.7×10
-8

. The integrity risk was distributed evenly onto each 

hypothesis. The prior probability of each single fault mode was 1×10
-5

. The probability of 

the null hypothesis was approximated as 1. The continuity risk under the fault free and 

single fault modes was 4×10
-6

 separately. Again, the continuity risk was distributed 

evenly onto each hypothesis.  

Two current methods that can be adopted for calculation of VPL in A-RAIM are studied 

and compared with R-RAIM in Jiang and Wang (2014a). VPL is then compared with 

Vertical Alert Limit (VAL) as one of the conditions to decide service availability. 

However, the application of other methods to calculate VPL under this framework is very 

limited. Efforts are made in this study to integrate all popular methods in this framework. 

Under the faulty mode, there is an unknown bias in both the position error and the test 

statistic, and the PMD under faulty mode is not given. Therefore, the straightforward 

derivation of VPL is impossible. There are algorithms aimed to obtain conservative VPLs 

with higher efficiency of computation, where the conservative VPL is able to guarantee a 

lower than given integrity risk.  

When calculating the VPL with the conventional algorithms, there are mainly three 

options: the classic method (Brown and Chin 1998), the weighted RAIM method (Walter 

and Enge 1995) and the solution separation method (Brenner 1996). There are also 

different ways to fix the size of the unknown bias in calculation of VPL (Ober 2003) 

including MDB, MHB and WCB. The WCB that produces the maximum integrity risk is 
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searched within the range of MHB and MDB. The MDB is used in the classic method, 

and the WCB was used to derive the ideal VPL with the exact value of VPL satisfying the 

required integrity risk (Milner and Ochieng 2011), which is also applied in the A-RAIM 

structure (Milner and Ochieng 2010a).  

Three current algorithms in the A-RAIM framework are listed below. 

In Brown and Chin (1998), the bias is fixed with given PFA, 
    

   

 and the noise is bounded 

by 
    

   

 (Angus 2007), which is referred as the classic method with its VPL noted as 

VPLBC, 

                      
    

    

         (2.39) 

where     is the inverse of the cumulative distribution function of a Gaussian random 

variable with zero mean and unit variance;    can be derived by given    and     
    

   

 

with the following procedure: 1) With the normal distribution of the test statistics, a 

threshold value is determined by a central normal distribution with given   ; 2) The 

non-centrality parameter is then determined by the non-central normal distribution with 

given threshold and   .; The slope parameter         is defined as the project matrix 

from the test statistic domain to the position domain, which was proved equivalent with 

standard deviation of the vertical solution separation (Blanch et al. 2010), 

 

        
|    |

√  
   

      
    

          (2.40) 

The final VPL is the maximum one among all faulty hypotheses, and this maximization 

process is applied in all RAIM algorithms, which will be omitted later. 

                          (2.41) 
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Instead of the bias, the threshold with given PFA is projected into the position domain in 

the weighted RAIM method (Walter and Enge 1995) with the VPL for each hypothesis 

defined as, 

           
  

 
             

    

    

                (2.42) 

The total position error is separated into the solution separation and the subset position 

error without the necessarily of projecting from the test statistic domain in Pervan et al. 

(1998); Blanch et al. (2010), which is referred as the MHSS method. The VPL based on 

this method is noted as VPLPB, 

           
  

 
            

    

    

                  (2.43) 

These three different methods to calculate VPL are illustrated in Figure 7. 
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Figure 7: Three VPL Calculation Mechanisms 
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2.3.2 Current Methods to Calculate HPL 

The original risk definition for NPA is based on the chi-squared test. With the multiple 

hypothesis structure, the risk for each hypothesis is set as (Brenner 1995; Kelly 1998): 

  =3.33×10
-7

/m,     =10
-7

,    
=10

-4
, and therefore the given value of 

    

   

 is 10
-3

.  

The integrity risk for the horizontal domain is, 

       | ̃ |     |     |   |    |       
    (2.44) 

where the horizontal position error  ̃  [ ̃    ̃ ]  is a vector with the east position 

error and the north position error.   | ̃ |     |         is the probability of 

horizontal position error. 

Current methods to calculate HPL are approximated with simplified distributions, due to 

the complicated calculation process to gain the exact probability, including the external 

reliability method (Brown and Chin 1998), the weighted RAIM method (Walter and 

Enge 1995) and the solution separation method (A-RAIM report 2012) 

The external reliability method (Brown and Chin 1998) was expanded with a random 

part (Angus 2007) with its HPL noted as HPLBC. Two approximated distributions can be 

used to calculate the PHPE. With the normal approximation, √‖ ̃ ‖  is approximated as 

a one degree Taylor series (Lee 1995),   

√  ̃ 
    ̃ 

  
  ̃ 

√  ̃ 
    ̃ 

 
  ̃    ̃   

  ̃ 

√  ̃ 
    ̃ 

 
  ̃    ̃     (2.45) 

where   ̃  and   ̃  are the non-centrality parameters of  ̃  and  ̃ ; The 

approximated variance is of normal distribution   √  ̃ 
    ̃ 

      . The variance 

   
        

  is projected on the direction of the faulty observation i with    

[
    

√      
        

 
   

    

√      
        

 
] and    as the covariance matrix of  ̃ . 
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With the normal approximation, HPLBC under    is (Angus 2007), 

                        
    

    

         (2.46) 

where    is derived by given    and    
    

   

 10
-3

; The horizontal slope parameter is 

defined as the project matrix from the ith observation domain to the horizontal position 

error domain (Brown and Chin 1998) with     [    ] , which is equivalent to the 

standard deviation of the horizontal solution separation as proved in Appendix B, 

         √
  
    

      

  
   

      
    

          (2.47) 

The second approximation is the chi-squared approximation, which is derived by the 

following inequality (Ober 1997), 

√‖ ̃ ‖  √
 

  
 ̃ 

   
   ̃      (2.48) 

where  ̃ 
   

   ̃           has 2 degree of freedom with    as the non-centrality 

parameter;    is the minimum eigenvalue of   
  . With the above inequality, it can be 

concluded that the chi-squared approximation is always safe (Ober 1997).   

In a similar way, HPLBC under    with the chi-squared approximation is derived as, 

        √
 

  
[           √       

    

   

 ]    (2.49) 

where    is also derived by given    and    
    

   

 10
-3

;        
    

   

  represents 

the value at probability   
    

   

 with the central chi-squared inverse cumulative 

distribution function and 2 degrees of freedom. The slope factor for each hypothesis with 

the chi-squared approximation is, 
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         √
  
    

   
       

  
   

      
    

      (2.50)   

Another popular method is the weighted RAIM method (Walter and Enge 1995) 

designed for precision approach with its HPL noted as HPLWE , 

                      
    

    

 √  
    

     (2.51) 

The solution separation method was proposed by Brenner (1996) and applied in a 

multiple hypothesis structure (Pervan et al. 1998), which is referred as the MHSS 

method in A-RAIM (A-RAIM report 2012) for service LPV-200. The MHSS HPL 

defined in A-RAIM is,   

       √     
       

      (2.52) 

where the east HPL is defined as, 

                 
   

    

         (2.53) 

where      as the standard deviation of the east solution separation, which is equivalent 

to  the east slope parameter 
|    |

√  
       

 (Blanch et al. 2010);     is the standard 

deviation of the subset position error  ̃  , which is derived with the ith observation 

removed in the estimator. The HPL for the north       can be derived in a similar way.  

2.3.3 Two Integrity Optimization Methods 

 

a) The Nio-RAIM Method 

The general idea of the Nio-RAIM method (Hwang and Brown 2005) is to update the 

weight matrix in the WLS estimator by a predicted PL value. The weight with the 

bigger PL value gets decreased after iterations. In this way, the satellite that is most 

sensitive to undetected fault will be suppressed in the WLS estimator. In this way, the 
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position accuracy is improved with any fault existing in observations. But the sacrifice 

is the increased computational burden with induced the correlation between the 

position error and the test statistic. The diagonal element of the new diagonal weight 

matrix   for each iteration is designed as, 

        
 ∏     

 
   

 
 

   
           (2.54) 

Therefore, the covariance matrix of the position error with the new weight matrix is   

                                      (2.55) 

The covariance between the estimation error and the test statistic is, 

     ̃      
                           

√  
   (     )

  
   

            (2.56) 

With correlation between the position error and the test statistic, the old way to calculate 

VPL is not valid any more. Therefore, the bivariate normal distribution function for 

integrity risk should be used to search for the new PL value, 

   

   

 ∫ ∫
 

      √      
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      √      
 

            
  

   

    

  
      

     (2.57)                                         

where      
 

 (      
 )

[
       

  
  (    )

 
 

           (    )

  
],     is the standard 

deviation of the position error with new weight matrix, and      
     ̃     

    
  is the 

correlation coefficient;    and    are the non-centrality parameters. 

Since the search for the PL value with above equation is too complex to be used in real 

time applications, there is a search table defined in Hwang and Brown (2005) to speed 

up the calculation. The calculation process is: all PL values are decided by a RAIM 

method; all these values are used as inputs to compute a new weight, which is used to 
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decide the standard deviation and the correlation coefficient; The PL value is then 

searched in a table with these values.  

The performance of Nio-RAIM is shown with an example in the following figures with 

     and design matrix as 

  

[
 
 
 
 
 
                          
                         
                        
                         
                        
                          ]

 
 
 
 
 

 

It is depicted that the slope parameters are more evenly distributed in Figure 8 and 

Figure 9, and therefore the worst case PL is reduced in Figure 10.  

 

Figure 8: Slope Parameters before NioRAIM    
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 Figure 9: Slope Parameters after Nio-RAIM 

 

Figure 10: External Reliability after 20 Iterations with Nio-RAIM  

Numerical results with HPLBC are shown in Figure 11 with improvements after 5 

iterations. 
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Figure 11: HPLBC with Nio-RAIM 

It is shown in Figure 11 that the optimized HPL value is reduced from the original 

value by around 1.5m. The averaged computational time per epoch is increased from 

1.71×10
-4

s with the conventional method to 0.214s. 

It can be seen from Figure 11 that the improvement after 5 iterations is not impressive 

and the computational time is too large. Plus, there are several disadvantages within the 

implementation of this method: 1) There is uncertainty and complexity involved in 

designing a search table; 2) It is shown in Figure 10 that there is an optimal step of 

iteration with the lowest PL value, and after that step, the PL value would increase. But 

this optimal step varies with different geometry, which increases the difficulty in 

implementation; 3) It can only be applied in one of the current RAIM algorithms of 

HPLBC, where the non-centrality parameter is fixed; 4) the compromised precision of 

the position estimation might beyond the required level with increase of the integrity 

level, which means a monitor of precision might be necessary. 
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b) Risk Distribution Optimization Method 

This optimization method takes advantage of the flexibility in the allocation of the 

faulty integrity risk onto each hypothesis (Lee 2008; Lee and McLughlin 2008; Blanch 

et al. 2010). With given     as the total integrity for faulty cases, the optimal PL 

(PLopt) is obtained by the risk distribution that is able to generate same PL for each   . 

The following equation is used to derive the optimal value,  

∑     
  (     )

 
                  (2.58) 

where     is the cumulative distribution function of a Gaussian random variable with 

zero mean and unit variance. Two examples are shown with the VPLBC and VPLPB, 

∑     
  ( 

                   

  
) 

            (2.59) 

∑     
  ( 

              
  
 
       

   
) 

           (2.60) 

This method is simpler to implement than the Nio-RAIM method and its performance 

is shown below with VPLBC, 
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Figure 12: VPLBC with risk distribution optimization method 

It is shown in Figure 12 that the optimized VPL value is reduced from the original 

value with around the scale of 1m. The averaged computational time per epoch is 

increased from 1.71×10
-4

s for the conventional method to 0.0159s. In this example, the 

improvements on integrity with these two methods are both not impressive. The risk 

distribution optimization method is faster and has less uncertainty compared with the 

Nio-RAIM method for the multiple hypothesis RAIM algorithms.  

2.4 Summary 

The navigation model and current algorithms for FDE and RAIM are introduced 

together with two integrity optimization methods as the basis for further study. The 

FDE test results are shown with the probability of successful detection and correct 

isolation, together with the two reliability measures for detectability and separability. 

Results with current RAIM methods will be shown in the next few chapters together 
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with new methods for comparison. Also, integrity improvements are shown with two 

available optimization methods.
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CHAPTER 3  RELATIVE RAIM 

 

In the architectures proposed by the GEAS panel including GNSS Integrity Channel 

(GIC), R-RAIM and A-RAIM (GEAS 2008) for airborne navigation integrity 

monitoring to provide world-wide LPV-200 service, several important factors are 

considered to obtain a balance of geometry and latency, such as the distribution of 

integrity monitoring burden among aircraft satellite and ground, the delay caused by 

transmitting the corrections from ground stations to aircraft to satisfy the TTA 

requirement and etc. GIC is the one that relies least on aircraft and most on outside 

augmentation systems, and therefore it is the most difficult one to satisfy the TTA 

requirement, but least demanding on the constellation geometry. A-RAIM is the one that 

is very similar with current RAIM methods except that dual-frequency is considered in 

A-RAIM and ionosphere delay can be removed. It performs the integrity monitoring 

mostly in avionics, and therefore it is more influenced by the constellation geometry. 

R-RAIM is the one in middle with integrity monitoring task shared among the aircraft, 

GNSS constellations and external monitors. The positioning and integrity monitoring 

functionality are performed by the user aircraft with relative carrier phase observations 

and code observations that have been validated by corrections from GIC. Therefore, 

there are a few seconds and perhaps even a few minutes for GIC information to age 

before being used, and it is more relaxing with the TTA requirement, which would 

facilitate the implementation of this method world-wide. With the code observations 

protected, fault detection is only necessary for TDCP used for relative positioning, 

which relaxes the TTA requirement as well. The positioning and integrity monitoring 

mechanisms in R-RAIM are introduced in this Chapter. 
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3.1 Relative Positioning Methods  

The positioning scenario for R-RAIM is shown in Figure 13. Depending on the different 

domain when merging the initial measurement and the delta range, there are two 

methods: the range domain method and the position domain methods. The range domain 

method merges these two types of ranges in the range domain and the position domain 

method merges them in the position domain. There are no obvious differences between 

these two different positioning methods with numerical results demonstrated in Ding 

and Wang (2011). The difference between these two methods for integrity monitoring 

reflects in the different ways of error propagation.  

 

Figure 13: R-RAIM Positioning Method 

The basic equation after linearization for positioning at the initial time t-T is, 

                                   (3.1) 

where:  
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    is the design matrix at the initial time t-T with t as the current time and T as the 

coasting time.  

      is the carrier phase smoothed code measurement vector at the initial time t-T 

with SV Doppler effect adjustment (Van Graas 2005). 

     is the user position at the initial time t-T.  

     is the random error of the code measurement for the initial position estimation 

with distribution         . The statistical model is adopted from GEAS (2008) to 

determine the standard deviation of the initial position error. 

     is the bounded bias error vector to account for faults of small size undetected 

by the GIC or errors that cannot be modelled with Gaussian distribution.  

The basic equation after linearization for positioning at the current time t is, 

                                     (3.2) 

where:  

     is the relative carrier phase measurement vector at time t-T and t with SV 

Doppler effect adjusted. 

     is the random error of the TDCP measurement for the relative position 

estimation with distribution         . The statistical model is adopted from GEAS 

(2008) to determine the standard deviation of the relative position error. 

     is the fault vector in the TDCP measurement. The code measurements with 

GIC integrity information are used for initial position estimation at the initial time t-T to 

guarantee the integrity. Therefore, it is assumed that no fault exists in the initial position 

error. With the difference of carrier phase measurement between two epochs, the bias is 

eliminated in the TDCP measurement. 
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3.1.1 The Range Domain Method 

The measurements from two time epochs are added together before position estimation 

in the range domain R-RAIM method. With the covariance matrix of the final solution 

error as         , the position error is expressed as, 

  ̃       
          

                (3.3) 

3.1.2 The Position Domain Method  

 

Figure 14: R-RAIM Position Domain Method 

In the position domain method, two measurements from two epochs are estimated 

individually before being combined together with the geometric illustration shown in 

Figure 14. The code measurements with GIC integrity information are used for initial 

position estimation at the initial time t-T to guarantee the integrity. Therefore, it is 

assumed that no fault exists in the initial position. With the projection matrix as 

      
   

     
    

   
  , the initial position error is, 

  ̃            (3.4) 
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The TDCP measurements are used to estimate the relative position between the initial 

time t-T and the current time t with assumption that no bias term exists in this position 

error, which is expressed as, 

  ̃              ̃   (3.5) 

    [                 ]  

where         is the geometry change during the coasting time T. Only satellites 

in view in common at t-T and t are used here;            
   with     

     
      

     ; the projection matrices                 .  

The final position error is the sum of two estimation errors at two epochs, 

  ̃   ̃   ̃  (3.6) 

The covariance is, 

   ̃      
   

     
                

   
     

       
         

   
     

   

(3.7) 

3.2 R-RAIM Algorithms 

Based on these two positioning methods, two current RAIM methods can be applied in 

R-RAIM including the classic method and the MHSS method. 

3.2.1 R-RAIM with the Classic Method 

VPL with the range domain method under    with the classic method is (GEAS 2008; 

Gratton et al. 2010),  

                       
   

    

    |  |        (3.8) 

where:  
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   √[     
      ]     is the standard deviation of the vertical position error. 

   ,  is the integrity risk of    under the global test.  

   
    is the prior probability of    under the global test. 

      is derived with given   and  =
   

   

.  

          is the bias vector with    used for integrity. 

                      where         √[                 ]    is the standard 

deviation of the vertical solution separation with    [   
     

     
    

     
  ] ,      as 

   with ith row and column eliminated,    [     
          

  ]  as the projection 

matrix for the bias vector. The notation []    stands for the 3
rd

 column and row of the 

matrix, and the notation []  means the 3
rd

 row of the matrix in this Chapter and the 

next Chapter.  

VPL with the position domain method under    with the classic method is (Gratton et 

al. 2010), 

                        
   

    

    |  |     (3.9) 

where:  

   [         ]   is the projection matrix for the bias vector.  

   √ [ ̃ ]      is the standard deviation of the position error.  

                     and         √   ̂     ̂     ,  ( ̂     ̂ )        

            and                              is    with the ith row and 

column eliminated.  
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3.2.2 R-RAIM with the MHSS Method 

VPL with the range domain method under    with the MHSS method is,  

             
  

 
         |     |         

   

    

      |  |       (3.10) 

where:  

               is the projection matrix for bias vector. 

     √[  
     

    ]   
    is the standard deviation of the vertical subset position error.  

VPL with the position domain method under    with the MHSS method is (Lee 2008; 

GEAS 2010), 

             
  

 
         |    |         

   

    

      |  |        (3.11) 

where:  

                     is the projection matrix for maximum bias vector; 

                         is the projection matrix for the nominal bias; 

     √   ̃     ̃        is the standard deviation is with  ( ̃     ̃ )as 

   
   

     
                  

   
     

         
           

   
     

  . 

3.3 Numerical Results 

The error model for range measurements are combined with the random error and the 

bias with characteristics carried in the ISM. Error models are defined for different errors 

in the range error for evaluation of continuity and integrity purpose in the GEAS report. 

There are two types of bias magnitudes in the GEAS report for the error model. One is 

designed for the nominal condition      used for evaluation of the continuity 
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performance. One is the maximum bias magnitude      used for evaluation of the 

integrity performance.  

3.3.1 R-RAIM VPL 

Test data was collected in the IGS station ABPO on 23 March 2009 for 24 hour with 30 

seconds sampling rate. The input of the simulation process is the number of visible 

satellites and geometry at each epoch from real data and the observation error model 

(Lee and McLaughlin 2008). First, the standard deviation of the horizontal and vertical 

position error with the range domain method the position domain method are shown in 

Figure 15 and Figure 16 respectively. 

 

Figure 15: Horizontal Accuracy with Position Domain and Range Domain Methods 

0 500 1000 1500 2000 2500 3000
0.5

1

1.5

2

2.5

3

3.5

4

4.5

Time(30s)

S
ig

m
a
 h

(m
)

 

 

range domain

position domain



54 

 

 

Figure 16: the Vertical Accuracy with Position Domain and Range Domain Methods 

As shown in the figures above, both accuracies with these two positioning methods is 

very close with each other. Similar conclusion can be found in Ding and Wang (2011). 

But the VPL results based on two positioning methods are different due to the different 

projection matrices for different errors, which will be shown with numerical results in 

Chapter 4.  

The R-RAIM results of CT 5min with two RAIM algorithms: the MHSS method and 

the classic method are shown in Figure 17, where the first one has worst results than the 

latter one.  
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Figure 17: R-RAIM with the MHSS Method and the Classic Method  

As defined in Section 3.2, the VPL difference with these two methods are caused by: 1) 

the adoption of different tests, the local test for the MHSS method and the global test for 

the classic method, and therefore the different integrity risk distribution from the total 

risk; 2) different VPL formulas as a conservative bound for the given integrity risk with 

two methods. Further comparison of these two methods is provided in Chapter 4 with 

both A-RAIM and R-RAIM structures. Also to test the difference of RAIM algorithms 

without the influence of different risk distributions, the classic method is adapted in the 

multiple hypothesis structure with the local test in Chapter 5, and compared with the 

MHSS method, so that the RAIM algorithms can be further studied in a unified 

structure.  

The position domain method and the MHSS RAIM algorithm are used as an example to 

further examine the VPL results. Test data collected from IGS station BRFT is used to 

analyse the influence of geometry and precision on final result of the position domain 

MHSS VPL with CT 30s in Figure 18 and Figure 19. 
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Figure 18: The geometric factors in R-RAIM VPL 

 

Figure 19: the statistical parameters in R-RAIM VPL 

As shown in the two figures above, the final VPL has similar dynamics with the 
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influences the VPL dynamics. As for the geometry change during the CT represented by 

Vertical Dilution of Precision (VDOP) coast, the value is bigger than the VDOP at 

initial values (VDOP GIC), which means a smaller standard deviation of observations 

would cause bigger positional precision degradation during the CT. Also, VDOP coast 

is more stable which means the DOP of the geometry change within constant CT is 

more stable than the DOP at the initial geometry. Therefore, the geometry during the 

coast time is more influencing on the final VPL value. The VDOP coast is not as 

continuous as the VDOP GIC as shown in Figure 18. This is caused by satellite lost if 

the CT is set large, since only the common satellite from current epoch to the last epoch 

were used. In the situation when there is less than 4 satellites, the VDOP is set as null.  

As for the two precision parameters at the initial time and during the CT, the latter one 

has higher precision than the first one, mainly due to the use of the relative carrier 

phrase observations. 

3.3.2 The Coasting Time 

The ABPO data is used to study the influence of the CT on the position domain MHSS 

VPL, which is shown in Figure 20. 
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Figure 20: Position Domain R-RAIM MHSS VPL with different CT 

 

Figure 21: VDOP with CT 8min 
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caused by the bigger delay with bigger time interval, which means the geometry change 

is reflected in the result slower. Also, the VPL value is increased with larger CT, and 

therefore there is an optimal CT value for better integrity performance and in this 

situation 1min is the best choice.  

In R-RAIM, positioning solutions at the current time is influenced by geometry both at 

the initial time and the current time with position error projected by geometry change 

matrix. With a lot of dynamics in geometry, it is hard to get a definite measure on the 

effect of geometry change. But in the above cases, where the CT was set to be 1min and 

3min, geometry change was very small and the projected error terms was small enough 

to be ignored compared with other error terms. However with the CT set as 8min, the 

geometry change is bigger and the error induced by the geometry change stays more 

dominant. 

As shown in the above figure, VPL with the CT set to be 3min is generally bigger than 

VPL of 1min. The reason is mainly due to the satellite lost during the CT. With the CT 

increased, the possibility of some satellites becoming invisible is also increased and 

weak geometry is propagated and exaggerated. With the position domain positioning 

method, only the satellites visible lasting from the initial time to the current time can be 

used in the delta range solution. Comparing R-RAIM with CT 1min and 3min, we can 

see if CT is increased, there is a small tendency of right shift. The reason is that VPL of 

the current time is related to the information (error and geometry) at the initial time 

within the CT. With a larger CT, results of the current time are related with the older 

information.  

There is not a dominant criterion to decide a fixed value for the CT. However, the 

choice of the CT can influence a lot of things, e.g., geometry change to project initial 

error to current time, probability of cycle slips and other faults happening during the CT, 

error covariance matrix with errors collected during the CT, etc. The risk caused by the 
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CT is accounted for in the covariance matrix and the prior probability of any fault exist 

in the system. 

As for the choice of a constant CT, if it was set to be too large, there would be 

unexpected big geometry changes. If it is too small, there is not enough time for the 

GIC integrity information to be transmitted. To account for the above problems, we try 

to use a dynamic CT, which is the longest time during which the number of satellite 

keeps stable. By using a dynamic CT, we can make the best use of all visible satellites 

and compensate for the effect of geometry change during the CT. Also in 

implementation, the effort to examine if satellites are lost during CT is saved.  

 

Figure 22: R-RAIM VPL with a dynamic CT 
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Figure 23: the Number of Visible Satellites  

Comparing Figure 22 and Figure 20, VPL at some point is improved but it is worse at 

other points. Therefore, the issue with a dynamic CT is that CT value is not under 

control as shown with the number of visible satellites in Figure 23 with the possibility 

of causing too big a geometric change to propagate the precision.  

3.4 Summary 

The R-RAIM structure is studied with the focus on two positioning methods and two 

RAIM algorithms. The precision based on two positioning methods is observed to be 

close, while the difference on RAIM algorithms will be shown in the next chapter 

together with the A-RAIM results. The influencing factors both geometric and statistical 

ones on final VPL results are shown with the conclusion that the geometry at initial time 

is dominant. Weak geometry is identified to be the main reason for service 

unavailability in R-RAIM. CT is the unstable element in the R-RAIM design without 

any mature method to fix an optimal value. A dynamic CT is designed and tested on 

R-RAIM with unsatisfactory results. Further work on an optimal CT in a relative 

positioning and RAIM scenario is needed.
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CHAPTER 4  ADVANCED RAIM 

 

A-RAIM is adopted as the main architecture in GEAS panel (GEAS 2010) with the 

advantages that it is not demanding on ground monitoring TTA requirement, since all 

faults would be detection and the integrity be monitored on the user aircraft. One of the 

roles of the ground and space monitoring is to maintain a priori fault rate that is later used 

as an input in the A-RAIM algorithm. With longer allowable TTA, the integrity 

information can be broadcast with the GNSS satellites, such as the L5 navigation message 

in modernized GPS. A-RAIM has simpler positioning method with the carrier smoothed 

code observations used compared with R-RAIM. There are two algorithms used to 

calculate the VPL including the classic method and the MHSS method, which are 

introduced in this Chapter.  

Also, a study is conducted to compare A-RAIM and R-RAIM with different positioning 

and RAIM algorithms. In GEAS (2008), the classic RAIM method is used in the range 

domain R-RAIM, and the MHSS method is used in A-RAIM. The MHSS method for 

the position domain R-RAIM is developed and optimized in Lee (2008); Lee and 

McLaughlin (2008). GEAS (2010) reported updated results with A-RAIM adopted as 

the major method and the position domain R-RAIM was only used when A-RAIM was 

not available. The MHSS method was applied on both architectures. Also, the 

optimization method developed for the MHSS (Blanch et al. 2010) can be applied on 

A-RAIM. Recent studies on A-RAIM with the MHSS method can be found in Milner 

and Ochieng (2010); Rippl et al. (2011); Wu et al. (2013) with a validation study in 

Choi et al. (2011a; 2011b).   
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The comparison of the range domain and the position domain R-RAIM methods with the 

classical RAIM method is conducted in Gratton et al. (2010). Another comparison of 

A-RAIM and position domain R-RAIM is provided in Jiang and Wang (2011) with the 

MHSS algorithm, where the difference in the integrity results is caused by both the 

position precision and propagation of the errors. These comparisons are conducted with 

only one or two existing algorithms under an un-unified framework. All existing studies 

on A-RAIM and R-RAIM are listed in Table 3. This study fills in the gaps of the existing 

studies and provides a comprehensive comparison with all candidates of RAIM 

architectures (A-RAIM, range domain R-RAIM, position domain R-RAIM) with both 

RAIM algorithms applied (the classical method and the MHSS method). The advantages 

and disadvantages of each candidate are to be pointed out for further study. 

Table 3: Existing A-RAIM and R-RAIM Mechanisms 

Architectures Measurements Positioning Algorithms 

A-RAIM Code Stand-Alone MHSS 

R-RAIM 

Range 

Code 

&Carrier-Phase 

Range 

Domain 

Classic  

R-RAIM 

Position 

Code 

&Carrier-Phase 

Position 

Domain 

MHSS, 

Classic 

 

4.1 A-RAIM Positioning Methods 

The normal snapshot positioning method is used for A-RAIM where position estimation 

is obtained using code measurements for the current time. The position error with 

A-RAIM is expressed as,  

 ̃       
          

                 (4.1) 
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where: 

         is the design matrix;  

          is the random error of the code measurement used in A-RAIM with 

distribution         ;  

        is the bias term with the scalar component as   and the vector 

component as the matrix of ones       ;  

       is the unknown fault vector. 

 

4.2 A-RAIM Algorithms 

4.2.1 A-RAIM with the Classic Algorithm 

VPL under    with the classic RAIM method is, 

                     
      

    

    |  |        (4.2) 

where: 

   √[    
   ]         is the standard deviation of the vertical position error;   

   [     
          

  ]   is the projection matrix for bias . 

                       where         √[                     ]    is the 

standard deviation of the vertical solution separation with 

     [   
     

     
    

     
  ]  and    and      are the design matrix and covariance 

matrix with ith observation removed.  

4.2.2 A-RAIM with the MHSS Algorithm 

VPL under    with the MHSS method is (GEAS 2008; 2010),  
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         |       |           
      

    

      |    |       (4.3) 

where:  

                  is the projection matrices for the bias vector. 

     √[  
     

    ]   
    is the standard deviation of the vertical subset position error. 

            and            ,    is a unit vector   with ith element as zero and 

   is used for calculation of accuracy. 

4.3 Numerical Results  

Generally, the difference between A-RAIM and R-RAIM is caused by different 

positioning methods. A comparison is made as follows: 1) Only code measurements are 

used for A-RAIM, while both code and carrier phase measurements are used for 

R-RAIM; 2) In R-RAIM, both the TDCP during the CT and the initial time observations 

are used to obtain the current position, while in A-RAIM, the current position is 

obtained by current code measurements directly; 3) Taylor expansion can be used for 

linearization for both methods, while a geometric relationship can also be used in 

R-RAIM for delta-range positioning (Van Graas 2005); 4) A-RAIM VPL is only a 

function of current time and location, while R-RAIM is related not only to current time 

and location but also to the initial time and location. 

With the same RAIM algorithm, the difference between these architectures when the 

calculating the upper bound is in the error model and the error projection matrix. The 

differences were tested on two RAIM algorithms with different mechanism to allocate 

risks onto the position error. To get explicit numerical results for LPV-200, the 

following numerical example was designed. 

All RAIM methods are shown with numerical results on A-RAIM and R-RAIM with 

the worldwide distribution for the availability of service LPV-200 around the world 
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within 24 hours. The definition of the error model for both architectures can be found in 

GEAS (2008; 2010). The nominal bias is 0.1m and the maximum bias is 0.75m. URE is 

0.25m and URA is 0.5m. The total integrity risk is       which is evenly divided 

into the horizontal and vertical cases. Within the vertical case, the multiple fault modes 

are excluded, leaving the single fault and fault free hypotheses with total integrity risk 

as         . The integrity risk is distributed evenly onto each hypothesis. The prior 

probability for each single fault mode is       . The prior probability for null 

hypothesis is approximated as 0. The total continuity risk is          and the 

probability of the fault free and single fault modes is       .  

The almanac data from the standard GPS constellation with 24 satellites is used to 

decide the geometry at each location with 5 x 5 degree grid on the world map at 50m 

altitudes. With the error model described above, VPL at each location is decided with 

1min interval for A-RAIM or different CT for R-RAIM within a 24 hour time span. The 

availability is computed by comparing each VPL value with the VAL to decide the final 

availability for each location. The percentage of over 99% availability over this time is 

shown worldwide. The software is based on the MATLAB Algorithm Availability 

Simulation Tool by Stanford University. The result is the LPV-200 availability from 

different methods with VAL set at 35m.   
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Figure 24: 99% Availability with the Classic Method 

 

Figure 25: 99% Availability with the Range R-RAIM Classic Method 
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Figure 26: 99% Availability with the Position R-RAIM Classic Method 

 

Figure 27: 99% Availability with the MHSS Method 
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Figure 28: 99% Availability with the Range R-RAIM MHSS Method 

 

Figure 29: 99% Availability with the Position R-RAIM MHSS Method 
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Table 4: 99% Availability with A-RAIM and R-RAIM 

Availability Coverage A B1 C1 

Vertical Precision <2 m  63.8% 75.54% 75.71% 

Classic RAIM VPL<35m 78.46% 85.68% 100% 

MHSS RAIM VPL<35m 31.46% 35.57% 99.03% 

*A: A-RAIM; B1: R-RAIM\ Range Domain\ CT 1min;  

*C1: R-RAIM\ Position Domain\ CT 1min. 

The influence of different positioning methods on different RAIM architectures can be 

seen from comparing the columns A/B1/C1 in Table 4 and the influence of different 

RAIM algorithms from the rows of classic and MHSS RAIM. Based on the results in 

Table 4, conclusions may be drawn as follows: 

 R-RAIM has better integrity results compared with A-RAIM, and R-RAIM with CT 

1min has better precision results compared with A-RAIM. The precision results 

with two R-RAIM positioning methods are very close, but the position domain 

method has better integrity results than the range domain one. 

 The classic method has better integrity results than the MHSS method that can be 

explained by a more relaxed integrity requirement for the alternative hypothesis. 

With same integrity risk for the faulty case and assumption of even allocation on 

each hypothesis, the faulty VPL with the classic method is derived by the integrity 

risk m times the one used in the MHSS method.  

 R-RAIM using the position domain method has a big advantage with the MHSS 

method compared with the other options. It is the best choice with the classic 

method, but the difference with the MHSS method is more obvious. 
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The reason for better integrity results with the R-RAIM position domain method is as 

follows. It is assumed that there is only fault in the delta carrier phase and no fault in the 

code measurement in the initial time. With the capability to separate the delta range 

positioning and initial time positioning in the position domain method, the continuity 

risk is only allocated to the delta range position error in the position domain method 

instead of the total position error in the other two methods. With much better precision 

of the delta range position from the delta carrier phase, the standard deviation with the 

continuity risk allocated is much smaller, resulting in lower VPL and better availability. 

The uncertainty in the R-RAIM architecture is the choice of coasting time, which will 

influence the results by the sampling rate (Jiang et al. 2010). If it is too small, there is 

not enough time for the integrity information to transfer. Three different choices of CT 

are tested in the following tables with both range and position domain methods. 

It can be seen in Table 5 and Table 6 that with the increase of the CT for the R-RAIM 

method, both the precision and the integrity results degraded, which is caused by the 

loss of visible satellites and errors accumulated during the CT. 

Table 5: R-RAIM Range with Different CT 

99% Availability Coverage B1 B2 B3 

Vertical Precision <2 m  75.54% 69.71% 49.49% 

Classic RAIM VPL<35m 85.68% 78.78% 67.87% 

MHSS RAIM VPL<35m 35.57% 31.74% 25.12% 
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Table 6: R-RAIM Position with Different CT 

99% Availability Coverage C1 C2 C3 

Vertical Precision <2 m  75.71% 72.7% 56.63% 

Classic RAIM VPL<35m 100% 97.83% 92.45% 

MHSS RAIM VPL<35m 99.03% 96.5% 91.7% 

*B2: R-RAIM\ Range Domain\ CT 2min; B3: R-RAIM\ Range Domain\ CT 3min  

*C2: R-RAIM\ Position Domain\ CT 2min; C3: R-RAIM\ Position Domain\ CT 3min  

4.4 Summary  

With the same definition of integrity risk and continuity risk, the classic RAIM method 

has better integrity results than the MHSS method with architectures of A-RAIM and 

R-RAIM. However, MHSS has the potential to accommodate more complicated failure 

modes with the multiple hypothesis structure. With the same RAIM algorithm, the 

R-RAIM position domain method has the best integrity results. The advantage of using 

this method is most obvious with the MHSS method. Coasting time for R-RAIM in this 

simulation is found to be best around 1min. With a longer coasting time period, the 

results deteriorate with lost satellites and accumulated errors. With better integrity 

results, the disadvantages of R-RAIM include the uncertainty of the coasting time and 

heavier computation burden.
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CHAPTER 5  A NEW APPROACH TO CALCULATE THE 

EXACT VPL  

 

When calculating the VPL with the conventional algorithms, there are mainly three 

options: the classic method (Brown and Chin 1998), the method in Walter and Enge 

(1995) and the solution separation method (Brenner 1996). There are also different ways 

to fix the size of the unknown bias for calculation of VPL (Ober 2003): MDB, MHB and 

WCB. The MDB is used in the classic method. The WCB has been used to derive the 

ideal VPL with the exact value of VPL satisfying the required integrity risk (Milner and 

Ochieng 2011), which is also applied in A-RAIM (Milner and Ochieng 2010). The WCB 

that produces the maximum integrity risk is searched within the range of MHB and MDB. 

However the disadvantage of this procedure is that WCB is highly dependent on the input 

VPL, which reduces the reliability and accuracy of the results. A new procedure to 

calculate the exact VPL value is presented to overcome this problem with the following 

procedure. First, the search bias is defined in the domain of Type II error, which has a 

one-to-one relationship with the bias size with a given Type I error. And then the VPL 

corresponding to each Type II error in the search domain is calculated. The maximum 

VPL is the desired result that is able to protect the user against all possible bias. Also, an 

optimization algorithm is adopted to reduce the computational time and improve the 

accuracy of the result. 

5.1 The Ideal VPL Method  

The exact VPL value that is able to prevent user against all possible bias is illustrated in 

Figure 30. What is worth noted is that the different    in VPLBC and the exact VPL, 
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where the first one has a fixed value as the given integrity risk 
    

   

, whereas the latter one 

needs to be searched. A procedure is designed to calculate the ideal VPL in Milner and 

Ochieng (2011).  
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Figure 30: Illustration of the exact VPL 

Since both value of VPL and bias size are unknown under the faulty case, it is impossible 

to get a unique solution without a search for the worst case bias. The calculation of 

VPLMO in Milner and Ochieng (2011) is designed with two search loops including a 

WCB search and a VPL search. The WCB with maximized integrity risk is searched 

within the range of MHB and MDB. The ideal VPL that matches the exact required 

integrity risk is searched within a VPL range. MHB is derived with   | ̃ |     |    

    

   

 with an arbitrary VPL input. MDB is derived with  |   |    |     
    

   

 . The 

correct WCB with given integrity risk relies on correct choice of the input VPL. An 
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example in Figure 31 is used to show this situation. The black horizontal line represents 

the given integrity risk which was used to derive the MHB and MDB. The integrity risk 

on the vertical axis is calculated with the bias on the horizontal axis and the VPLMO 

derived by the correct VPL input (red line) and the wrong VPL input (green line).  

 

Figure 31: an Example of the wrong input VPL in VPLMO 

Therefore another search loop of VPL is added to guarantee the correct VPL input. Thus, 

the computation process becomes complex and the accuracy of result is uncertain 

depending on the number of steps in these two loops. This method is referred as the 

iterative A method. 

5.2 The Design Process of the New Method  

To simplify the iterative A method, the following new procedure is proposed. Firstly,    

and the bias have a one-to-one relationship with the bias derived by    and    in eqs. 
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(2.22) and (2.23). When    is larger, the bias is smaller. Therefore, the search boundary 

is defined in the    domain as follows, 

    

   

               (5.1) 

The relationship between the    and VPL with a given integrity risk is shown in Figure 

32, and the relationship between the    and the integrity risk with a given VPL is shown 

in Figure 33.    is changed to the bias, and similar relationship is shown in Figure 34 and 

Figure 35. The input integrity risk in Figure 32 and Figure 34 is derived by the input VPL 

value in Figure 33 and Figure 35. The maximum    depicted in Figure 32 and Figure 33 

and the maximum bias shown in Figure 34 and Figure 35 are the same respectively. 

Therefore, the worst case is defined as the maximum VPL in the new procedure instead of 

the maximum integrity risk. The integrity risk with the maximum VPL is guaranteed to be 

not bigger than required one among the bias range. In this way, the uncertainty of the 

input VPL is avoided. 

 

 Figure 32: VPL as a function of Type II error 
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 Figure 33: Integrity Risk as a function of Type II error 

 

Figure 34: VPL as a function of Bias            
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Figure 35: Integrity Risk as a function of Bias 

In this method, the    range is first divided by pre-defined total number of steps. Within 

each step, the    value is then determined, and the VPL value satisfying defined 

conditions are calculated. The maximum VPL is the desired result. This is referred as the 

iterative B method with the criterion described as, 

    
   

    , subject to 
    

   

                   (5.2) 

where          stands for VPL as a function of    derived by the equation  

∫       
    

  
 ∫     

  

   
   

    

   
  

, and      is the probability density function of  ̃ .  

The computational efficiency is improved with one search loop in the iterative B method. 

But it is still not able to control the accuracy of the result. Therefore, an optimization 

method is applied to find the maximum of a single-variable function within a fixed 

interval. There are two MATLAB implementations that can be used to obtain result with 
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fminbnd algorithm is based on the Golden Section search and parabolic interpolation, and 

the fmincon algorithm is based on an interior point method. It is found out that the latter 

one is faster but is more complicated in implementation since it is designed for more 

general and complex problem. The first one is slower but simpler and more reliable for 

this problem. It is tested that the fmincon algorithm can be used for VPL with higher 

efficiency, but it is not able to be used for HPL. The fminbnd algorithm will be used for 

HPL computation in Chapter 6. The VPL within pre-defined accuracy is noted as VPLnew. 

Based on the definition of the exact VPL, the theoretical proof of conservativeness for 

current VPLs is provided in the Appendix B. 

5.3 Numerical Results 

The accuracy of the result is uncertain with two iterative methods as shown in Table 7 

with the new VPL result as 7.2404, the accuracy with iterative A is constrained by the 

VPL number of steps 5000 with 0~50 range. Also, it is shown that the accuracy is not 

necessarily better with more steps in the results with the iterative B method. Therefore, 

the iterative method is not reliable with possibility that the result is lower than the exact 

value, causing integrity outages. 

Table 7: VPL with two Iterative Methods of different number of steps 

Steps 10 30 50 100 300 

Iterative A(m) 7.24  7.24 7.24 7.24 7.24 

Iterative B(m) 7.2394  7.2402 7.2404 7.2403 7.2404 

 

The VPLnew determined by the analytical method together with other VPLs are shown in 

Figure 36 with GPS observations collected on UNSW campus within a 24 hour time 

span. The mask angle of GPS was 5°. The prior probability for each local hypothesis is 

1×10
-5

. The integrity risk under the faulty case is 2.175×10
-8

. The PFA of each hypothesis 
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is 4×10
-6

. The measurements are assumed to follow standard normal distribution without 

correlation among each other. It was found that after around 150 steps, the accuracy stays 

stable. Therefore, 150 steps were used. To ensure convergence in the analytical method, 

the initial values were chosen by using the search method. 

 

Figure 36: VPLnew and other VPLs  

VPLBC and VPLPB were always bigger than VPLnew with different levels of 

conservativeness, which is consistent with the proof in Appendix C. There were 

situations where VPLWE was smaller than VPLnew in this experiment, which is evidence 

that VPLWE is not safe to be used. The computation time with the all methods are listed 

in Table 8, where the    search use 150 steps and the VPL search use 200 steps in the 

Iterative A method. 
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Table 8: VPL Computational Time per SV in one epoch 

 Conventional Iterative A Iterative B  New 

Time (s)  1.71×10
-4

  3.56 0.7514 0.05 

 

The risk distribution optimization method for multiple hypothesis RAIM method is 

applied on the new VPL with the improvement shown in Figure 37. 

 

Figure 37: New VPL with Risk Distribution Optimization Method 
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Figure 38: 99% Availability with VPL PB, 24GPS 

 

Figure 39: 99% Availability with VPL BC, 24GPS 
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Figure 40: 99% Availability with New VPL, 24GPS 

 

Figure 41: 99% Availability with VPL PB, 27Galileo 
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Figure 42: 99% Availability with VPL BC, 27Galileo 

 

Figure 43: 99% Availability with New VPL, 27Galileo 
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Table 9: 99% VPL Availability with multiple hypothesis RAIM  

RAIM Algorithms VPLPB VPLBC VPLnew 

24 GPS 32.02% 38.43% 73.85% 

27 Galileo 44.39% 43.05% 85.56% 

 

It has been shown that A-RAIM performance is greatly improved using the new VPL 

with both GPS and Galileo. It should also be noted that the new VPL took around 100 

times more time to calculate than the other two methods. Also, VPLPB showed worse 

A-RAIM performance than VPLBC with GPS, but better performance with Galileo. 

Therefore, it is concluded that there is no definite conclusion comparing the size of 

VPLPB and VPLBC, which is influenced by geometry.  

Comparing the classic method with classic method in a global test 78%, the MHSS 

method with a local test 31% from Table 4 and the multiple hypothesis results with a 

local test 38% in Figure 39, it is concluded that risk distribution plays a major role in 

the final results. With the total integrity risk same, the global test only has one 

alternative hypothesis to be distributed the integrity risk, while the local test has 

multiple alternative hypotheses with each one distributed smaller integrity risk and 

therefore higher VPL. 

5.4 Summary  

The new procedure is demonstrated to be simpler, more reliable and more computational 

efficient than the ideal VPL to gain the exact value within the required integrity risk. 

A-RAIM performance is greatly improved with the new VPL compared with the 

conventional ones from 32%-38% to 74% with GPS and from 44%-43% to 85% with 

Galileo. Also, the VPLBC and VPLPB methods are proved to be safe regardless of the size 

of the bias, while the other method is not.  
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CHAPTER 6  THE EXACT HPL AND HIGHER DIMENSIONAL 

PROTECTION LEVEL  

 

There are two major issues to calculate the exact HPL with given integrity risk. First, the 

distribution of the horizontal position error is too complicated to calculate the probability 

of position error for real time applications. Second, the determination of the worst case is 

also not straightforward to accommodate all possible bias values. Various methods were 

proposed to simplify the calculation, resulting in approximated HPLs. Two approximated 

distributions of the horizontal position error are used in the conventional method 

including the normal approximation (Lee 1995) and the chi-squared approximation (Ober 

1997). The first one has the disadvantage of underestimating the probability in some 

cases and the latter one is an overestimate (Ober 1997). Approximations are also made on 

the second issue to speed up the process. Without a search for the worst case, specific 

formulas were given in the conventional methods (Brown and Chin 1998; Walter and 

Enge 1995; Brenner 1996). These approximations can speed up the HPL computation, 

but they are designed to be conservative with higher protection level than the exact one. 

The exact HPL value can achieve higher service availability, which is pursued by solving 

the two major issues. 

A Monte Carlo simulation is commonly used to calculate the probability of position error, 

which is very time-consuming. Two ways to calculate the exact position error probability 

are identified to be equivalent (Johnson and Kotz 1970; Ober 1997; Ober 1998): 1) the 

integration of the distribution for 2D position error in a quadratic form; 2) the integration 

of the bivariate normal distribution over a circle. Several implementations are studied and 
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compared for the first approach (Duchesne and Lafaye de Micheaux 2010) and the one in 

Imhof (1961) showing reliable results is used here. The latter one is applied with a 

method (DiDonato and Jarnagin 1961) to speed up the calculation, which was first used in 

navigation integrity monitoring by Milner and Ochieng (2010). These two 

implementations to calculate the probability can achieve a pre-defined accuracy, and they 

are both referred as the “exact distribution” in this paper.  

For the second issue, an iterative search was designed in Milner and Ochieng (2011) to 

search the worst case bias with the maximum integrity risk. But it is shown that the 

iterative method is not able to control the accuracy of the results with uncertainty caused 

by the number of steps, and computationally heavy with two search loops (Jiang and 

Wang 2014b). A new approach was developed here to improve these two performance 

criteria for the VPL computation (Jiang and Wang 2014b). A similar approach is applied 

here for HPL. A new iterative method with one search loop is shown to have higher 

computational efficiency, while the accuracy of the results is still uncertain. An 

optimization method is then used to generate results within a pre-defined accuracy, and 

also the computation is much faster than the other methods.  

6.1 The Exact HPL 

6.1.1 Probability of the Horizontal Position Error  

Two implementations to calculate the exact probability PHPE are studied: Imhof approach 

(Imhof 1961), DJ approach (DiDonato and Jarnagin 1961; Milner and Ochieng 2010b). 

They are chosen in consideration of the ability to control error tolerance for high 

accuracy, which is set at 10
-9

 for both implementations. 

The Imhof approach is introduced as follows. With the correlation between the east and 

north error, ‖ ̃ ‖  is not of chi-squared distribution, but a sum of independent 

chi-squared variables (Ober 1997), 
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‖ ̃ ‖   ̃    
     ̃  ∑   ‖  

  ̃‖
  

        (6.1) 

where  ̃      ̂ is the observation error vector, which is the difference between the 

real value and the estimated value; The eigen-decomposition of the symmetric matrix 

   
     is      with   as the diagonal matrix,    as the non-zero diagonal elements, 

   as the corresponding eigen-vector, which is the columns of the orthogonal matrix  . 

Therefore, ‖ ̃ ‖  is a linear composition of independent chi-squared variables ‖  
  ̃‖

 
 

with 1 degree of freedom and non-centrality parameter   . The probability of PHPE can be 

computed with the Imhof method, 
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       (6.4) 

With given error tolerance   , the upper bound of the upper limit U of the integral in eq. 

(6.2) can be derived by, 

     ∏ [  
 

    (
    

   

     
   

)] 
         (6.5) 

With the east and north de-correlated (Milner and Ochieng 2010b), the DJ approach was 

applied, where a rectangular bound was defined to replace the cross area between an 

ellipse and a circular to reduce the computational load (DiDonato and Jarnagin 1961). 

The center position of the circular is the absolute value of the bias position after rotation 

of the correlation system. The given error tolerance is used to adjust the rectangular 

bound. Both implementations and the two approximated ones (Chi-squared, Normal) are 

compared with the exact one in Figure 44 with a single epoch example of 7 visible 
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satellites and a 12m outlier on the first observation. The value obtained by the integration 

of cross area between the ellipse with the bivariate normal distribution and a circle is used 

as a reference which is referred as the Bivariate Normal.  

 

Figure 44: PHPE as a function of HPL with different distributions 

As shown in Figure 44, the probabilities based on the Imhof and DJ approaches with 10
-9

 

error tolerance are almost the same with the Bivariate Normal one. The chi-squared 

approximation is conservative with larger PHPE, while the normal approximation is not. 

Similar conclusion can be found in Ober (1997). With the Intel Core 2 Duo Processor 

E8400, the computational time per SV to calculate the PHPE with different approaches is 

shown in Table 10. 

Therefore, the DJ approach should be used with the higher accuracy and computational 

efficiency. It should be also noted that the Imhof approach is more general and can be 

used for higher dimensional cases. 
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Table 10: The average computational time of PHPE per SV 

per SV Bivariate Normal Imhof DJ Chi-squared Normal 

Time (ms)  100 85 0.5 0.79 0.35 

 

6.1.2 A New Approach To Calculate HPL 

The second issue is about the search of the worst case in a boundary. The boundary can be 

in the    domain as 
    

   

      with 
    

   

 given as 10
-3

, or equivalently in the bias 

range from 0 to MDB in Milner and Ochieng (2010b). With a closed boundary, it is 

guaranteed that there is always an extreme value. The mechanism is shown in Figure 45, 

with the decrease of of    in the range, the non-centrality parameter is increased from    

to   . The corresponding HPL increases from HPLa to HPLb and then decrease to HPLc. 

Therefore, a search is needed to obtain the worst case. 
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Figure 45: Illustration of the search method 

To search the worst bias among the    range, it is necessary to define the worst case first. 

Both the maximum HPL with a given integrity risk and the maximum integrity risk with a 
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given HPL can be used as shown in Figure 46 and Figure 47. Both the maximum values 

are obtained at the same    value point 0.1501, which means both produce the same HPL 

values. Therefore, two ways can be used to search two worst cases with the maximum 

integrity risk and maximum HPL respectively.  

 

Figure 46: Type II error and Integrity Risk with given HPL                
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  Figure 47: Type II error and HPL with given Integrity Risk 

A procedure is defined in Milner and Ochieng (2011) with maximum integrity risk as the 

worst case to calculate the ideal VPL, which can be applied for HPL too and referred as 

the iterative A method. There are two iterative search loops with the inner loops as the 

bias range and the outer one as the input HPL range. For each inner loop, there is a 

worst bias point that has the maximum integrity risk with the given input HPL. For all 

the input HPL values in the outer loop, the one that generates the maximum integrity 

risk closest with the given integrity risk is the desired value. The process is described as 

follows. In the outer loop, an upper value U is chosen to decide the range       

  with HPLk as the value at step k. The   range              is used in the 

inner loop with      as the value at step j. In each step j, the integrity risk 

 {√‖ ̃ ‖      |  }    is calculated and the maximum one among the inner loop is 

chosen. The HPLk that generates the maximum integrity risk which is closet to      is 

the final result. Therefore, the accuracy of the results and computational time is 

dependent on the number of steps in two loops.  
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A new criterion is designed to obtain the maximum HPL within a fixed interval of   , 

which has the same worst case and result as the maximum integrity risk, 

            with                  (6.6)  

where          stands for HPL as function of   , which is derived by the equation 

 {√‖ ̃ ‖     |  }        . 

An iterative method is designed as follows. First, the    range is divided by the number 

of steps N with    as the value at step j. Then, the      corresponding to each     are 

derived by equation  {√‖ ̃ ‖      |  }         , where optimization tool to 

solve non-linear equations are used. The maximum      is therefore the desired result. 

In this way, the outer loop is removed and it is referred as the iterative B method. The 

accuracy of the results and computational time is only dependent on the number of steps 

in one search loop.  

In these two iterative methods, the result would be close to the theoretical value if the 

steps are close to infinite. However, the number of steps cannot afford to be too big with 

the requirement of TTA in RAIM. Otherwise the integrity information cannot be 

transmitted to users in time. Normally, TTA should be within a few seconds, for example 

the TTA requirement for the LPV-200 service is 6.2 seconds. With smaller steps scale, it 

is observed that the accuracy of the results is not necessarily better with more steps. The 

reason lies in the uncertainty of the location of the worst case and the step size. An 

example is given in Figure 48 with various steps: 5, 10, 20 and 30. The worst case under 

each steps are marked with a rectangular box. It can be seen that the HPL with 20 steps is 

closer to the correct HPL than with 30 steps. With all the uncertainties, it is concluded that 

the iterative methods are not only too time consuming, but also lacks sufficient accuracy. 

Therefore, a new method is desirable that is able to control the result within a pre-defined 

accuracy level. 
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Figure 48: The uncertainty in iterative methods with the number of steps  

To gain a HPL value with higher accuracy and computational efficiency, an optimization 
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implementation fminbnd is used, which is able to find single local minima with a 
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tolerance is set as 10
-8

 to guarantee the accuracy of the final results. The maximization 
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Based on the definition of the exact HPL, the theoretical proof of conservativeness for 

current HPLs is provided in the Appendix D. 

6.1.3 Numerical Results  

Results from two iterative methods with different steps for    range are compared in 

Table 11, where the HPL is ranged between 0~50 with 50,000 steps to achieve 0.001m 

accuracy in the iterative A method. With the error tolerance of    set as 10
-8

, the result 

from the optimization method 7.3384m is used as the reference point.  

Table 11: Different HPL values in one epoch with various steps 

Steps 10 30 40 50 100 200 10000 

Iterative A (m) 7.241 7.337 7.337 7.332 7.338 7.338 7.338 

Iterative B(m) 7.2407 7.3368 7.3377 7.3319 7.3382 7.3383 7.3384 

 

It can be seen from Table 11 that with the result from the iterative B method is not 

necessarily getting better accuracy with larger steps comparing step 40 and 50, which is 

consistent with the analysis in Figure 48. But with extremely large steps 10000, the value 

is close to the optimization one. Also, with search step larger than 100, the result stays 

relatively stable with 10
-4

 accuracy. With an additional search loop in the iterative A 

method, the HPL precision is constrained by the outer the number of steps with 0.01m 

accuracy. But this accuracy is not reliable since it is still susceptible to the uncertainty 

caused by the search in the    range. An example is the result with 40 and 50 steps in 

Table 11, where the result with larger steps obtains less accurate result, which is the same 

as the iterative B method. Therefore, it is concluded that another search loop in the 

iterative A method is still not able to control the accuracy of the result. 
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To evaluate the result with more geometry varieties, the iterative B method with 150 steps 

and 10 steps are compared with the optimization method in Figure 49 with the same 

collected data used in Figure 36. It is assumed that the error is of standard normal 

distribution without correlation.   

 

Figure 49: The iterative methods and the optimization approach for the new HPL 
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Table 12: The average computational time of HPL in one epoch 

 per SV 7SV 8SV 9SV 10SV 

Iterative A(s) 2.60 19.2 20.4 23.2 25.4 

Iterative B (s) 1.30 4.86 9.44 13.8 17.8 

Optimization (s) 0.56 2.31 3.93 5.98 7.66 

 

With 100 search steps, the result from the iterative B and optimization method is close, 

but it is shown in Table 12 that the optimization method is faster with less than half of the 

time used per SV than the iterative B method. All existing approximated algorithms to 

calculate HPL are examined by comparing with the new optimization value in Figure 50. 
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Figure 50: the new HPL and other approximated HPLs 

As shown in Figure 50, the two HPLBCs and HPLPB are conservative which is consistent 

with the theoretical proof in the Appendix. HPLWE is not safe with cases with values 
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definition is the multiple hypothesis requirements for HPL defined in Chapter 2. Results 

of HPL at each location are decided every 6min among the 24 hour duration. Mask angle 

of GPS is set at 5°. The availability was determined by comparing each HPL value with 

the alert limit (35m) for each location in one day. The percentage of having over 99% 

availability over this time is shown worldwide. The simulation software is based on the 

MATLAB Algorithm Availability Simulation Tool provided by the Stanford University.  

 

Figure 51: 99% Availability with HPLBC1, 24 GPS 
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                       Figure 52: 99% Availability with HPLBC2, 24 GPS 

 

Figure 53: 99% Availability with HPLPB, 24 GPS                           
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                      Figure 54: 99% Availability with the new HPL, 24 GPS 

 

Figure 55: 99% Availability with HPLBC1, 27 Galileo 

Availability with HAL = 35, Coverage(99%) = 92.19%
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Figure 56: 99% Availability with HPLBC2, 27 Galileo 

 

Figure 57: 99% Availability with HPLPB, 27 Galileo 

Availability with HAL = 35, Coverage(99%) = 79.06%
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Figure 58: 99% Availability with new HPL, 27 Galileo 

Table 13: 99% HPL Availability with multiple hypothesis RAIM 

RAIM Algorithms HPLBC1 HPLBC2 HPLPB New HPL 

24 GPS 74.99% 56.88% 83.90% 92.19% 

27 Galileo 89.78% 79.06% 89.06% 95.56% 

 

It is shown that RAIM performance is greatly improved with the 99% availability 

worldwide. Although HPLPB showed lower value than HPLBC1 in Figure 50, the service 

availability is higher than HPLBC1 with 24 GPS and lower with 27 Galileo. This is another 

example beside the similar case with VPL in Chapter 5 to conclude that there is no 

definite conclusion comparing the size of HPLPB and HPLBC1, which is dependent on 

geometry. 
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6.2 Higher Dimensional Protection Levels 

For applications like UAV positioning, it is necessary to generalize current PL with one 

and two dimensions into higher dimensions. Three dimensional protection level (PPL) is 

pursued in this Chapter as a starting point of higher dimensional PL with different ways to 

obtain an approximated value and the exact value. Based on this, higher dimensional PL 

can be easily expanded. 

6.2.1 The Positional Protection Levels  

To calculate the position error with three dimensions, the two exact distributions applied 

for HPL are also applicable for PPL: the Imhof distribution (Imhof 1961) can be used 

directly and the simplified multivariate normal distribution can be found in DiDonato 

(1988).  

The two approximations used for HPL can be applied for PPL in a similar way. With the 

normal approximation, PPLBC under    is, 

                       
    

    

         (6.7) 

where    is derived by given    and     
    

   

 10
-3

; The horizontal slope parameter 

is defined as the project matrix from the i
th

 observation domain to the horizontal position 

error domain (Brown and Chin 1998) with      [      ] ,  

         √
  
     

       

  
   

      
    

      (6.8) 

In a similar way, PPLBC under    with the chi-squared approximation is derived as, 

        √
 

  
[           √       

    

   

 ]    (6.9) 
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where    is also derived by given    and     
    

   

 10
-3

;        
    

   

  represents 

the value at probability   
    

   

 with the central chi-squared inverse cumulative 

distribution function and 2 degrees of freedom;    is the minimum eigenvalue of   
  . 

The slope factor for each hypothesis with chi-squared approximation is, 

         √
  
     

   
        

  
   

      
    

      (6.10)   

The search method is also applicable here to obtain a PPL that is able to accommodate all 

bias values. 

6.2.2 Numerical Results 

First, the exact and approximated distribution to calculate probability of position error as 

a function of PPL is shown in Figure 59, where it is shown that the normal approximation 

is also not safe to be used in PPL.  

 

Figure 59: probability of the three dimensional position error 
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Then the exact and approximated PPLs are shown in Figure 60, where the two 

approximated PPLs are shown to be conservative with values smaller than the new PPL 

within a pre-defined accuracy.  

 

Figure 60: the new PPL with other approximated PPLs 

The 99% PPL availability with worldwide distribution and the standard 24 GPS 

constellation is shown with the error model adapted based on GEAS (2008) and the risk 

definition adopted from the definition for HPL.  
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Figure 61: 99% PPL Availability with PPLBC1, 24GPS 

 

Figure 62: 99% PPL Availability with PPLBC2, 24GPS 
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Figure 63: 99% PPL Availability with new PPL, 24GPS 

Table 14: 99% PPL Availability with multiple hypothesis RAIM 

RAIM Algorithms PPLBC1 PPLBC2 New PPL 

24 GPS 29.77% 16.36% 60.40% 

27 Galileo 46.29% 47.19% 72.65% 

Comparing the availability results with VPL, HPL and PPL in Tables 9, 13 and14, the 

size order is PPL>VPL>HPL. In A-RAIM, the alarm limit is set at 35m for both HPL and 

VPL, and therefore a higher limit should be used in applications where PPL is used. 

6.3 Summary 

It has been show that the new approach to calculate HPL has higher accuracy and 

computational efficiency, and therefore service availability can be improved in RAIM 

and GPS can be used in more stringent applications. Also the new iterative method has 

better performance than the old iterative method in the way that it is simple to be 
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implemented and faster to compute. With the exact HPL value validated in this paper, the 

conservativeness of current conservative HPLs is analyzed. It is theoretically proved that 

the chi-squared distribution is a safe choice to approximate the exact distribution, and 

also both HPLPB and HPLBC are conservative. Numerical results show that the normal 

distribution and HPLWE are not safe to be used. Also, HPL is generalized towards higher 

dimensional protection level with PPL as an example.
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CHAPTER 7  RAIM WITH A NEW SEPARABILITY MEASURE  

 

With the data snooping method and reliability theory (Baarda 1967; 1968), the 

detectability of outliers and the influence of the undetected outliers are described with 

measures of internal reliability and external reliability, respectively. Further 

developments of the reliability theory include: 1) the influence of geometry on reliability 

was studied in Förstner (1985), which has been generalized with correlated observations 

(Wang and Chen 1994a; Schaffrin 1997; Prószyñski 1994); 2) difficulties to apply the 

data snooping method with multiple outliers due to the outlier mask effects were 

recognized (Kok 1984); 3) the w-test statistic has been concluded to be uniformly most 

powerful (Teunissen 1991; 2000). To separate the outlier test from the estimation, parity 

space (Potter and Sunman 1977; Chow and Willsky 1984; Lou et al. 1986) is used to as a 

framework to generalize these developments in this study. 

Various outlier isolation tests are available in the current literature: reapplication of the 

detection test by a comparison to the threshold (Parkinson and Axelrad 1988); 

maximization of test statistics to be compared with the threshold (Kelly 1998); the 

separability distance was tested (Wang and Knight 2012) and the hypothetical test with 

two alternative hypotheses was proposed by Förstner (1983) and Li (1986), based on 

which, the separability multiplying factor and Minimum Separability Bias (MSB) were 

defined with given confidence level. With detectability being the measure of the ability to 

distinguish between the null hypothesis and the alternative hypothesis, separablility is the 

measure for distinguishing two alternative hypotheses in outlier isolation, which is of 

concern here. The probability of making wrong decisions in separability is described by 
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the event when the null hypothesis is correctly rejected, but the wrong alternative 

hypothesis is accepted, as Type III error (Hawkins 1980). 

There are two factors available to represent separability: the correlation coefficient 

(Förstner 1983; Wang and Chen 1994a; Li and Yuan 2002) and the separability 

multiplying factor (Li 1986; Wang and Chen 1994b). Yet correlation coefficient is not a 

function of a given confidence level and this study has found that it is not applicable to 

some statistics. Since separability multiplying factor is a function of correlation 

coefficient and Type I/II/III errors, it represents both separability and detectability. 

Therefore a new separability measure in the range domain as a function of Type III error 

is desirable. 

 

7.1 A New Criterion to Design Test Statistics 

Another way to derive the test statistic is from the perspective of the robustness of the 

parity vector (Lou et al. 1986; Patton et al. 1992). The optimal parity space method was 

proposed by Zhang and Patton (1993), which was proved to be equivalent with the GLT 

method (Daly et al. 1979; Potter and Sunman 1977) as an UMP test. Later work based on 

this method can be found in Jin and Zhang (1999), which was also proved equivalent with 

the GLT method (Zhang et al. 2005).  

The purpose is to design a robust parity vector, which have maximized sensitivity on 

certain fault mode and minimized sensitivity on random errors. To achieve this, the 

criterion is designed as the maximization of the norm ratio of two vectors. With the notion 

that statistical characteristics should not be neglected, the covariance of the random error 

is used in the criterion as the weight here. The new optimization criterion is designed as 

the ratio of two norms (statistical quadratic forms). 

With an optimized parity matrix for each fault mode, the parity vector is different for each 

hypothesis. The parity vector under    is defined as, 
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                                            (7.1) 

where        ,      . 

The new criterion is, 

     

‖    ‖
 

‖  ‖  
       

      
   

 

      
                         (7.2) 

Since       and      ,    can be expressed as the linear combination of    with 

           , 

     
                              (7.3) 

With Theorem 2 in Jin and Zhang (1999) and   as an arbitrary non-zero real number, the 

maximum value is obtained when 

           
                                (7.4) 

The optimized parity matrix and its variance    
 is therefore obtained. The studentized 

optimal parity vector is used as the test statistic, which is equivalent to the w-test statistic, 

     
  

   

 
  
   

        
       

√  
   

        
        

                     (7.5) 

7.2 Optimality in Fault Detectability and Separability  

7.2.1 Detectability 

The fault detectability is studied with the expectation of the test statistic and the MDB. 

The MDB vector for multiple faults is defined in a similar way as for the single fault 

(Teunissen 2000; Wang and Chen 1999). With given Type I error    and Type II error 

  ,      as the scalar component of MDB vector is, 

     
  √  

        

|  
    |

        (7.6)                                                                       
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The external reliability is (Knight et al. 2010), 

       |  
   

          
  |       (7.7) 

Theorem A: With fault mode i,   |   |  is maximum and      is minimum when 

the w-test statistic is used. 

 

Proof: Since    is the orthonormal basis of the left null space of the design matrix, 

  
   can be expressed as a linear combination of    with            , 

  
                 (7.8)                                                                              

Therefore the square of the expectation is expressed as, 

   |   |  
  

         
 

         
      

         (7.9)  

Since       
  is symmetric positive definite, The Cauchy-Schwarz inequality and 

Theorem 2 in Jin and Zhang (1999) is used. With   as an arbitrary non-zero real 

number, the maximum value of the above equation is obtained when 

      
   

        
            (7.10)                                                                      

Therefore,   |   |  is maximum when w-test statistic is used. Similar approach can be 

applied on the proof of the minimum MDB.  

7.2.2 Conditions of Best Detection and Separation 

Theorem B: With fault mode i, if the parity matrix satisfying the following two 

conditions:      and       
 ,  

   { (|   ||  )}    |   ||              (7.11) 
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The w-test statistic is able to obtain this conclusion, while the v-test statistic is not. 

Proof: With      and       
 , it is concluded that   is symmetric 

semi-positive definite, and the diagonal entries are real and non-negative. Therefore, the 

following equation is derived, 

  |   ||    √  
             (7.12)                                                              

The other expectations can be expressed as, 

 (|   ||  )  
  

    

√  
    

         (7.13)                                                               

Since   is symmetric semi-positive, the following inequality is obtained, 

√  
    √       |  

    |               (7.14)                                                   

In other words, with fault mode i, if    ,  

 (|   ||  )    |   ||            (7.15)                                                                 

Theorem B is thereby proved. The v-test statistic should not be used for fault isolation 

without the conclusion if there is any correlation in observations. 

7.3 A New Separability Measure  

7.3.1 The Design Process 

To design a new separability measure, the probability of choosing a wrong alternative 

hypothesis is defined, 

     {|   |  |   ||  }       (7.16)                     
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To obtain the measure in the range domain, the fault size with given     is desirable. 

The calculation process is described below. The probability density of a bivariate 

normal distribution of two test statistics         with fault mode i is    , 

    
 

  √     
 
      

 

 (     
 )

[        
  (         )

 
                  

      ]              (7.17) 

where    is the expectation of     and     is the correlation coefficient of     and    . 

         is the expectation of     with     as the ratio of expectations of test statistics 

    and    . As described in Theorem B, to satisfy the isolation performance, the 

condition of |   |    should be met. With |   |   , the test statistic should not be used 

since     is larger than 50%. With the w-test,     is equal to    . Therefore, |   | is 

guaranteed to be less than 1. With the v-test,     and     are not equal, and |   | is not 

guaranteed to be less than 1. 

 

The probability density is a function of both     and    . It is therefore reasonable to 

use     as the separability measure for the w-test statistic since        . Without loss 

of generality, the new separability in range domain is designed as a function of    ,     

and    . With the region defined as             ||   |  |   | , double integral is 

used to derive the non-centrality parameter   , 

∬        
    

     
        (7.18)                                                                  

Figure 64 depicts the mechanism, 
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Figure 64: the mechanism to calculate the non-centrality parameter    

 

  The relationship among                is illustrated in the following figures. 

 

    

Figure 65:     and    with         and varying    
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Figure 66:     and    with         and varying     

 

From Figure 65, if |   |   , then        , and if |   |   , then        . 

Therefore, the following analysis only applies to cases when |   |   . From Figure 65 

and Figure 66, as    increases, the probability θ   decreases, which means the bigger 

the fault is, the easier it is to separate     and    . With given fault size, the size of     

and     has no direct relationship with    . Therefore, the separability measure is 

defined as the fault size with given    . With the non-centrality parameter    derived 

in eq. (7.18), the new separability measure is, 

    {

  √  
        

|  
    |

|   |   

 ∞ |   |   

      (7.19) 

The proposal of S_ij is under the context of the classical reliability theory (Baarda 1967; 

1968).  Please refer to ( Förstner 1983;  Li and Yuan 2002) for more background 
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information. It has been a critical issue to define a quality measure for separability of 

alternative hypotheses which are correlated. Under the context of RAIM, it is the 

exclusion test that will use this measure if it is deeply investigated. 

The bigger value     is, the more difficult it is to separate these two alternative 

hypotheses. The infinite value is defined for the case when        . The 

corresponding external reliability for separability is defined as, 

           
   

          
            (7.20) 

                                                   

7.3.2 A Numerical Example 

To further validate the reliability measures, a numerical experiment is designed with 

four observations, one unknown parameter and two faults. The total number of fault 

modes is 6. Assuming these two faults have the same size, the vector components for all 

fault modes are:   
  [       ],   

  [       ],   
  [       ],   

  [       ],   
  

[       ],   
  [       ]. The probabilities of making wrong decisions are:       , 

       ,         . The geometry of leveling observations is shown in Figure 67. 

P0
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P2
P3

P4

 

Figure 67: an example of the Observation Geometry 

The design matrix and the covariance matrix are: 

   [     ]                        
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   [

            
            
            
            

]              

With known geometry, covariance and the probabilities of making wrong decisions, 

results of MDB, correlation coefficient, expectation ratio, the separability measure and 

external reliability are shown in Tables below.  

Table 15: the scalar component of MDB  

 1 2 3 4 5 6 

w-test  3.014 3.823 3.524 2.016 2.123 2.421 

v-test  3.033 4.155 4.343 2.326 2.326 2.430 

 

Table 16: correlation coefficient with the v-test statistic 

v-test 1 2 3 4 5 6 

1 1.0000 0.7502 0.7562 0.7286 0.6529 0.0890 

2  1.0000 0.4099 0.9782 0.3604 0.4099 

3   1.0000 0.5220 0.9860 0.4618 

4    1.0000 0.5000 0.5800 

5     1.0000 0.5800 

6      1.0000 
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Table 17: expectation ratio with the v-test statistic 

v-test 1 2 3 4 5 6 

H1 1.0000 0.6786 0.7645 0.6519 0.6519 0.0083 

H2 0.6850 1.0000 0.0906 0.8931 0.0000 0.0906 

H3 0.7160 -0.0735 1.0000 0.0000 0.9335 -0.0828 

H4 0.3835 0.8946 0.4279 1.0000 0.5000 1.0079 

H5 0.3835 0.2954 0.9128 0.5000 1.0000 0.9128 

H6 0.0000 0.3498 0.3940 0.5224 0.5224 1.0000 

 

Table 18: separability with the w-test statistic 

w-test 1 2 3 4 5 6 

H1 0 2.7976 3.0863 2.3104 2.3805 2.2507 

H2 3.5485 0 2.9578 3.5142 2.8707 2.8462 

H3 3.6082 2.7262 0 2.7101 3.0717 2.6444 

H4 1.5450 1.8527 1.5502 0 1.9418 3.1425 

H5 1.6766 1.5940 1.8504 2.0451 0 2.8796 

H6 1.8075 1.8021 1.8165 3.7740 3.2836 0 
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Table 19: separability with the v-test statistic 

v-test 1 2 3 4 5 6 

H1 0 2.8783 3.8413 2.7831 3.1184 2.2558 

H2 4.0152 0 3.0217 3.5222 3.1158 3.0217 

H3 4.5737 3.4330 0 3.3063 4.6728 3.4982 

H4 1.5573 1.9977 1.8288 0 2.0390 +  

H5 1.6324 1.7776 1.9397 2.0390 0 10.4378 

H6 1.8089 1.8916 1.9154 2.0626 2.0626 0 

 

Table 20: external reliability of separability with the w-test statistic 

w-test 1 2 3 4 5 6 

H1 0 -0.0153 -0.0169 -0.0126 -0.0130 -0.0123 

H2 1.6191 0 1.3496 1.6035 1.3099 1.2987 

H3 1.9421 1.4674 0 1.4587 1.6533 1.4234 

H4 -0.5699 -0.6834 -0.5718 0 -0.7162 -1.1591 

H5 -0.4810 -0.4573 -0.5309 -0.5867 0 -0.8261 

H6 0.3161 0.3151 0.3176 0.6599 0.5742 0 

 

As shown in Table 15, MDB with w-test is smaller than the v-test, which is consistent 

with Theorem A. To validate the separability measure, a Monte Carlo experiment with 

100,000 samples is designed to get     with two 4m faults for each fault mode. The 
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random error is of Gaussian distribution with zero mean and covariance matrix given in 

eq. (7.22). The simulated     are in the Table 21 and Table 22. 

Table 21:     with two 4m faults on w-statistics 

w-test 1 2 3 4 5 6 

H1 0 0.0208 0.0336 0.0035 0.0055 0.0024 

H2 0.0551 0 0.0221 0.0541 0.0165 0.0151 

H3 0.0584 0.0136 0 0.0121 0.0307 0.0092 

H4 0.0000 0.0010 0.0000 0 0.0017 0.0375 

H5 0.0002 0.0000 0.0011 0.0028 0 0.0259 

H6 0.0002 0.0002 0.0002 0.0678 0.0433 0 

 

Table 22:     with two 4m faults on v-test statistics 

v-test 1 2 3 4 5 6 

H1 0 0.0246 0.0722 0.0207 0.0355 0.0023 

H2 0.0812 0 0.0244 0.0544 0.0304 0.0239 

H3 0.1107 0.0488 0 0.0421 0.1176 0.0524 

H4 0.0000 0.0023 0.0005 0 0.0024 0.5193 

H5 0.0000 0.0002 0.0016 0.0023 0 0.2934 

H6 0.0002 0.0005 0.0010 0.0023 0.0026 0 
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It is shown in the above tables that the new separability measure has better consistency 

with the     results than the correlation coefficient. An example is the bold     value 

0.2934 in Table 22 with the v-test. The corresponding correlation coefficient is 0.5800, 

which is not reasonable comparing with other values in the table. The corresponding 

separability value is 10.4378, which is more consistent with    . Also, the +  

separability in Table 22 is corresponding to the situation when |   |    and 

       . 

The constraint of the new separability measure is that it is only able to represent each 

pair of alternative hypotheses, and the relationship between the maximization and the 

separability should be further studied with correlation among test statistics. 

7.4 Extended RAIM with Separability  

7.4.1 Extended Risk Definition 

The global test is used for FD, and therefore both the Type I error and the Type II error are 

defined in a global test as in eq. (2.18) and eq. (2.19). The local test is used for FDE if the 

detection is positive in the global test, and therefore both the Type I error and the Type II 

error are defined in a local test as in eq. (2.26) and eq. (2.27). Also the probability related 

to the exclusion in last section is applied here with the Type III error defined as the 

probability of choosing wrong hypotheses  
 
, 

          (|   |)  |   ||         (7.21)  

   can be expressed with a local probability    , and the distribution of    onto each 

hypothesis     is assumed to be known. 

     ∑    
     
           (7.22) 
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With the condition that         for the given statistic, the non-central parameter 

       is able to be derived for fault exclusion, which is a function of         with eq. 

(7.16). 

With VPL as an example, the following risk and formulas are defined, and similar 

conclusions can be derived for HPL, PPL and etc. The integrity risk on the vertical level 

with FD is defined as, 

       | ̃ |     |        |       
    (7.23) 

With Type III error defined above, the integrity risk on the vertical level with FDE is a 

sum of all single hypotheses  

     ∑ ∑       
     
   

 
         (7.24)  

With faulty mode i, the       is defined as, 

         | ̃ |     |    {|   |  |   ||  }   
   (7.25) 

 

7.4.2 The Extended Protection Level 

With the classic RAIM as an example, the following VPL formulas are derived, and 

similar conclusions can be derived with the MHSS method and VPLnew. The VPL after 

FD is        , 

 

                            
    

    

        (7.26) 

where   is derived with given   and   
    

   

 in a global test. 

The VPL after fault exclusion under Hij is          , 

 

                          
      

     

             (7.27) 
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where     is the    in eq. (7.17) as the non-centrality parameter derived with given      

 

The VPL after fault exclusion under Hi is          

 

            (         )       (7.28) 

 

The final result is,  

 

                             (7.29) 

 

It should be noted that VPLPB is not applicable to derive VPL for detection since it can 

only be used with multiple hypothesis, while a global test is used here. Both VPLBC and 

the new VPL can be used in extended RAIM. Similarly, HPLPB cannot be used. 

 

7.4.3 Numerical Results 

The risk definition for the detection part is based on the one in Chapter 5 except that 

each risk is not distributed to each hypothesis anymore with the global test used. 

Therefore, the prior probability of the alternative hypothesis is 1×10
-5

. The integrity risk 

under faulty case is 2.175×10
-8

. The PFA of the alternative hypothesis is 4×10
-6

. The risk 

definition for the exclusion part is also based on the one in Chapter 5, except that the risk 

is further divided into each local hypothesis. Therefore, the prior probability of the 

alternative hypothesis is 1×10
-5

. The integrity risk under faulty case is 2.175×10
-8

. The 

Type III error for each single hypothesis is 1×10
-6

. The VPL/HPL/PPL results for 

detection and exclusion separately are shown in the following figures. 
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Figure 68: VPLBC with FD and VPLBC with FDE 

 

Figure 69: HPLBC1 with FD and HPLBC1 with FDE 
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Figure 70 PPLBC1 with FD and PPLBC1 with FDE 

It is shown in the figures that PL after FDE is worse than the PL after FD especially at 

the peak points. With the same risk definition, the 99% availability with 35m AL is 

shown below. 
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Figure 71: 99% VPL Availability with VPLBC Exclusion, 24GPS 

 

 

Figure 72: 99% HPL Availability with HPLBC1 Exclusion, 24GPS 
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Figure 73: 99% PPL Availability with PPLBC1 Exclusion, 24GPS 

 

Table 23: 99% Availability with the extended RAIM and 24 GPS  

RAIM Algorithms VPLBC HPLBC1 PPLBC1 

Detection  78.46% 94.97% 62.35% 

Exclusion 17.47% 29.45% 5.95% 

 

As shown in  

Table 23, the different dimensional PL values with the same given integrity risk and 

RAIM algorithms have the size order as: PPL>VPL>HPL. The same conclusion can be 

obtained comparing results with the original RAIM algorithm in Figure 36, Figure 50 

and Figure 60. The results for exclusion are shown to have less availability than the 

RAIM results for detection with given Type III error in the classic method. 
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7.5 Summary  

A new separation measure in the range domain based on the probability of choosing a 

wrong alternative hypothesis has been proposed. The results show that the new measure 

is more consistent with the performance to separate two alternative hypotheses and 

more general for both statistics compared to the correlation coefficient. The constraint 

of the new separability measure is that it is only able to represent each pair of alternative 

hypotheses, and the relationship between the maximization and the separability should 

be further studied with correlation among test statistics. RAIM is therefore generalized 

using this separability measure, with PL defined for FD and FDE separately. 
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CHAPTER 8  CONCLUSIONS AND RECOMMENDATIONS 

 

The conventional RAIM algorithms are studied under the future integrity monitoring 

structures including A-RAIM and R-RAIM with multiple hypothesis. Then, these 

algorithms are optimized in the way to calculate both VPL and HPL to improve the 

service availability. The new approach aims to obtain the exact VPL and HPL value 

within a pre-defined accuracy. With the exact PL value, it is able to analyze if current 

algorithms are safe to be used. Also, the single dimensional VPL and the two 

dimensional HPL are generalized into a higher dimensional PPL by proposing two 

approximated algorithms and an approach for the exact PPL value, wherein the 

conservativeness analysis is also provided.  

Furthermore, the FDE as a component of RAIM is studied in background of the 

classical reliability theory. The optimality of test statistics on detectability and 

separability is concluded in a generalized parity space. Also, a new quality control 

measure is proposed for separability of two alternative hypotheses to improve the 

generality of the current measure. The new measure is in the range domain, similar with 

MDB, which can be further applied in other applications. Therefore, RAIM is expanded 

with two different scenarios: RAIM for FD and RAIM for FDE, with the new 

separability measure applied in the latter one.  

With the work summarized as above, the following conclusions and suggestions are 

obtained. 
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8.1 Conclusions 

a) The two positioning methods in R-RAIM including the range domain method 

and the position domain method have similar estimation precision, while the two 

RAIM algorithms including the classic method with a global test and the MHSS 

method with a local test have different VPL results with the classic method 

produce smaller PL values. 

b) With better results in R-RAIM than A-RAIM, the coasting time is an uncertain 

element in the design that cannot be too big or too small. The optimal value does 

not show stable characteristics and needs further investigation.  

c) The major difference between the A-RAIM and R-RAIM structure is the 

positioning method with the first one using the static single point positioning 

mode and the second one using a relative positioning method. The influence of 

different estimation methods on RAIM is investigated with the position domain 

R-RAIM showing obvious advantages. The 24h 99.9% LPV-200 availability 

worldwide is 99% with the MHSS method compared with the 31%~35% with 

other structures, and 100% with the classic method compared with the 

78%~85% with other structures. Since the implementation of R-RAIM is more 

complicated, the current design is to use A-RAIM most of the time and R-RAIM 

is used only when A-RAIM is not available. 

d) The new approach to obtain the worst case bias and calculate the exact VPL is 

proved to have accuracy within a pre-defined level of enough computational 

efficiency. The A-RAIM improvement in the 99% LPV-200 availability is from 

32%-38% with the conventional methods to 74%. 

e) With the exact VPL, two conventional VPL methods are theoretically proved to 

be conservative, while one is numerically proved to be not safe to be used whose 

value is smaller than the exact one, causing dangerous situations. 

f) Two approximations in calculation of HPL are identified including the 

approximated distribution of two dimensional position error and the 
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approximated worst case bias. Two exact distributions are compared with two 

approximated distributions with the conclusion that the normal approximation is 

not safe to be used and the chi-squared one is safe.  

g) With the exact HPL value obtained, one of the conventional methods is 

theoretically proved to be conservative, and one is numerically proved to be not 

safe.  

h) Similar conclusions are obtained for the PPL with two conservative methods 

proposed. The method to calculate the exact PPL is similar with the HPL, and 

the higher dimensional case can be easily obtained. 

i) There is no definite conclusion when comparing the size VPLPB and VPLBC. 

There are different results with different constellations, such as GPS and 

Galileo. This leads to the conclusion that geometry plays a key role in deciding 

which one produces better results. Similar results exist in the HPL results. 

j) Conclusions on MDB as the measure of detectability are made to obtain the 

optimal test statistic for FD. The w-test statistic is proved to be the best one with 

smallest MDB in all cases. Other statistics has larger MDB, in another word, 

worse FD performance, especially when observations are correlated. 

k) The correlation coefficient as the conventional quality measure of separability is 

found to be not applicable with the v-test when observations are correlated. 

Therefore a new measure is proposed without loss of generality. Results show 

that the new measure is consistent with the performance of identifying between 

two alternative hypotheses.  

l) The expanded RAIM result is dependent on the FDE process with two possible 

modes: RAIM with FD and RAIM with FDE. The exclusion performance is 

integrated with the new separability measure used to derive the PL results, 

which has worse integrity performance than the PL results with FD only. 
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8.2 Recommendations 

a) The solution separation method to calculate both the HPL and the VPL adopted 

in the latest EU-US study (A-RAIM report 2012) is proved to be conservative in 

this thesis. But it should be noted that this method is based on a different 

definition of integrity risk compared with the classic method, which needs 

further justification. The proposed RAIM method in this thesis to calculate the 

HPL and the VPL can be used in A-RAIM with higher availability. If the 

proposed extended RAIM is used, A-RAIM can be generalized with both 

detection and exclusion for multiple dimensional protection level calculation. 

b) The multiple hypothesis structure is adopted in the latest EU-US study 

(A-RAIM report 2012). But the assumption on the design of the multiple 

hypotheses RAIM should be noted, which is that there is no correlation among 

different hypotheses. But it is not true in the sense of FDE with multiple 

alternative hypotheses, which needs further investigation. 

c) Similar assumption exists in the even distribution of the Type I error on each 

hypothesis with a local test. The complexity and uncertainty exists between the 

relationship of a global test and a local test needs more attention in academia. 

d) The design to use R-RAIM when A-RAIM is not available is possible, since 

R-RAIM is shown to have better integrity results within all possible algorithms. 

But the complexity of R-RAIM should also be noted, such as the increased 

computation burden, the risk of any fault in the initial position and the choice of 

coasting time. The GIC information for the initial position estimation is trusted 

100% with no risk probability distributed here. If there is any fault in the initial 

measurement, the current design of R-RAIM is not able to protect the user from 

it. Also, the coasting time should be properly chosen since it can influence the 

probability of cycle slip and satellite fault, the geometry change during this time 

and the parameters in the error model. 
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e) The new approach to decide the worst case bias for calculation of both the VPL 

and the HPL in this thesis can be further optimized by customizing available 

MATLAB tool for this specific problem with the purpose to further improve the 

efficiency. 

f) The application for higher dimensional PL may be considered further. But with 

the increase of the variety of the positioning applications, it is expected that the 

requirement definition and algorithms to compute the higher dimensional PL 

would attract more attention. 

g) To apply the extended RAIM in real time applications, the computational 

efficiency to obtain the non-central parameter with given Type III error needs to 

be further optimized. 

h) The reliability theory for detection is mature, but more attention is needed for 

exclusion. A reliable method to exclude a fault is urgent, including the definition 

of the procedure, the choice of test statistics and the definition of the quality 

control measure. The latter two are discussed in this thesis, while the first one 

needs more investigation. The difficulty exists in the separability of all the 

alternative hypotheses, which are correlated. 

i) There are limitations on the design of statistical tests, such as the single fault 

assumption, the pre-defined fault mode, and etc. Efforts are made to generalize 

for multiple faults and modeling of existing fault modes. Any breakthrough in 

this direction would be mostly valuable.  
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                    APPENDIX A: COMPARING TWO MDB SIZE 

 

First,   ,   ,   
   and     

   are expressed as block matrices, 
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]        (a.1) 
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The following derivations are made: 
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Therefore, based on the above two terms, to compare the size between      
  and 

     
 , the size of        

      
  and          

        
      should be compared first. 

The difference between these two terms is,  
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With Schur Complement, if    is symmetric positive semidefinite and     is positive 

definite, then           
      is positive semidefinite.  
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Also, the condition for             is proved as follows. 
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 (a.19) 

Therefore, when     
   

     
      

 , which is equivalent to when   
   or    is a 

diagonal square matrix for any i,            .  

                 is diagonal     (a.20) 

   is diagonal                  (a.21) 

Therefore, the relationship of both necessity and sufficient is obtained, 

                 is diagonal     (a.22) 
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APPENDIX B: THE SOLUTION SEPARATION STATISTIC 

The subset solution estimation  ̂  is, 

 ̂     
    

     
    

    
           (b.1) 

where   ,    ,    are  ,   ,   with the ith element as zeros. 

The subset solution estimation without correlation is (Deggelen and Brown 1994), 

 ̂   ̂       ̂         (b.2) 

The solution separation on the vertical level and its variance are, 

     ̂   ̂   
      

   
   

  
   

      
    

      (b.3) 

     
    

√  
   

      
    

              (b.4) 

Same conclusion can be derived for the horizontal case as shown below.  

    √  ̂   ̂   
    ̂   ̂   

  
  
   

   √      
        

 

  
   

      
    

   (b.5) 

     
√      

        
 

√  
   

      
    

               (b.6) 

Also for the full solution, the statistic and its covariance matrix are,  

     ̂   ̂       ̂         (b.7) 

     
     

   

  
   

      
    

         (b.8) 

Therefore, the equivalence of the test statistics from the vertical and horizontal solution 

separation is obtained. 

   
   

    
 

   

    
 √        

           (b.9)  
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APPENDIX C: CONSERVATIVENESS OF VPL 

VPLex as the exact value is compared with other VPLs to analyze their conservativeness. 

VPLex can be expressed as a combination of the non-centrality part     and the random 

part, 

                  
    

   
  
            (c.1) 

where the second parameter is the random part as a function of     and 
    

   
  

. 

Based on the range value of   , the following inequality is derived, 

    [ (  
  

 
)   (  

    

   

)]            (c.2) 

When      , the following inequality is derived, 

 (    
    

   
  
)   (  

    

    
  
)    (  

    

    

)      (c.3) 

Therefore, the conservativeness of the VPLBC is obtained, 

                     (c.4) 

The position error can be regarded as a sum of two parts: solution separation and subset 

solution error, 

| ̃ |  | ̂   ̂  |  | ̂     |      (c.5) 

With the relationship of test statistic and solution separation, a given PMD can conclude,  

 {| ̂   ̂  |         |   }         (c.6) 

Consequently, 

 {| ̂     |                 |  }  
    

   
  

   (c.7) 
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Therefore, 

         (  
    

    
  
)   (  

  

 
)               (c.8) 

Consequently, VPLBC and VPLPB are always conservative irrespective of the size of the 

bias.  
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APPENDIX D: CONSERVATIVENESS OF HPL 

 

The conservativeness proof of         is as follows with       as the exact HPLBC 

value under normal approximation, which can be regarded as a combination of the 

non-centrality part       and the random part      .  

                       (d.1) 

Since       is the value under worst case bias with   ’s range,        have an upper 

bound, 

      [ (  
  

 
)      

    

   

 ]             (d.2) 

Also, since         under   , the following inequalities can be obtained, 

        (  
    

    
  
)      (  

    

    

)        (d.3) 

Therefore, the conservativeness of the HPLBC1 regardless of the bias size is obtained 

based on normal approximation, 

                   (d.4) 

Similar proof can be applied on the chi-squared approximation. With       as the 

exact value under chi-squared approximation, the proof of the conservativeness of 

        is as follows.       is larger    
    

   

 is used to derive the non-centrality 

parameter             
  and         is used for the probability of      

    

   

 . Therefore, the following inequality is obtained with      as the non-central 

chi-squared inverse cumulative distribution with 2 degrees of freedom, 

      √
 

  
  [    

    

   

              ]     (d.5) 

With the Triangle Inequality, it is derived that, 
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√
 

  
  [    

    

   

              ]            (d.6) 

Therefore, the HPLBC2 under the chi-squared approximation is proved to be 

conservative, 

                    (d.7) 
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