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Abstract

Safe robot navigation is a fundamental research field for autonomous robots includ-

ing ground mobile robots and flying robots. The primary objective of a safe robot

navigation algorithm is to guide an autonomous robot from its initial position to

a target or along a desired path with obstacle avoidance. With the development

of information technology and sensor technology, the implementations combining

robotics with sensor network are focused on in the recent researches. One of the

relevant implementations is the sensor network based robot navigation. Moreover,

another important navigation problem of robotics is safe area search and map build-

ing.

In this thesis, a global collision-free path planning algorithm for ground mobile

robots in dynamic environments is presented firstly. Considering the advantages

of sensor network, the presented path planning algorithm is developed to a sensor

network based navigation algorithm for ground mobile robots. The 2D range finder

sensor network is used in the presented method to detect static and dynamic obsta-

cles. The sensor network can guide each ground mobile robot in the detected safe

area to the target. The computer simulations and experiments confirm the perfor-

mance of the presented method. Furthermore, considering the implementations of

small-sized flying robots in industry, the presented navigation algorithm is extended

into 3D environments. In the presented method, a time-of-flight camera network is

used to detect the static and moving obstacles. With the measurements of the sensor

network, any flying robot in the workspace is navigated by the presented algorithm

from the initial position to the target and avoids any obstacles in the workspace.

ii
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Moreover, in this thesis, another navigation problem, safe area search and map

building for ground mobile robot, is studied and two algorithms are presented. In

the first presented method, we consider a ground mobile robot equipped with a 2D

range finder sensor searching a bounded 2D area without any collision and building

a complete 2D map of the area. Furthermore, the first presented map building

algorithm is extended to another algorithm for 3D map building.
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Chapter 1

Introduction

Collision-free navigation is a fundamental problem of robotics for mobile robots.

The collision-free navigation of a mobile robot is defined as the process of guiding

a mobile robot to a target or along a desired path with obstacle avoidance. With

the development of mathematics, electronics and communications, both the robot’s

computer performance and the control strategies are being improved dramatically

during the previous years.

With the development of mechanical engineering, varieties of mobile robots are

designed for different tasks in different environments. According to the environ-

ments where the robot works, the mobile robots are generally classified into three

categories; i.e. ground mobile robots, underwater robots and flying robots. In this

thesis, we focus on the navigation of ground mobile robots and flying robots.

The models we used in this thesis for both ground mobile robot and flying robot

are non-holonomic models. We consider a ground mobile robot as a differential

wheeled robot, which is a Dubin’s car with a non-holonomic constraint [194, 87,

136, 1]. Comparing with an omnidirectional mobile robot, like [147, 28, 66], the

non-holonomic ground mobile robot model is more practical. Moreover, we consider

a flying mobile robot as an under-actuated non-holonomic mobile robot [101, 188].

In this chapter, the previous research works in robot navigation and relevant

topics are studied and reviewed as follows.

1
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1.1 Robot navigation problems

Robot navigation is an important technology in engineering, military and commer-

cial applications; see [79, 153, 163, 162, 181, 107, 110, 8, 157, 188, 56]. Generally,

the solutions of the robot navigation problem are classified into two classes, local

and global navigation algorithms. A local navigation algorithm is to use the local

information measured by the robot’s sensors (e.g. range finder sensor, sonar sensor

and visual sensor) to guide the robot to a target; see [133, 180, 72]. However, with

the development of computer science, microelectronics and sensor network technol-

ogy, global navigation algorithms have become another significant type of solution

in current research works and implementations.

In the local navigation algorithms, the mobile robot obtains the environment

information by using the mounted sensors and determines the motion planning to

navigate the robot to a target or along a desired path; see [182, 184, 9, 173, 91]. In

the previous works in local navigation, there are different types of sensors used to

obtain the environment information. In the works [51, 77, 24], laser range finder is

considered because it can provide accurate map of the local area. In other works

[115, 21, 146], camera is used to capture the environment image and generate the

map for the local area. It involves image process, which is more complex than

laser range finder. Sonar sensor is another common sensor used for small-sized and

cheap robot; see [71]. In the past few years, there are a lot of local navigation

algorithms proposed. In the work [168], the authors propose a hybrid approach to

finish the tasks by combining the environment information with local perceptions.

In the work [179], a path planning algorithm is proposed based on the potential

field, which is widely used in many other works, such as [142, 143, 167]. In the work

[109], a sliding mode controller is proposed by using only distance from the robot

to a moving target to drive the robot to a predefined distance to the target. In the

work [99], the boundary following problem for a unicycle-like robot is addressed and

a sliding mode control law is proposed to drive a unicycle-like mobile robot at a

predefined distance from an obstacle’s boundary while moving along the boundary.
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In another work [98], a reactive navigation algorithm is proposed to guide a mobile

robot to a target with obstacle avoidance. In this research work, the obstacles can be

moving and deforming. The proposed control law is proved to be globally converging

according to the mathematical analysis.

Another significant problem in robotics is robot formation building with multi-

agent system [122, 121, 17, 196, 149]. The aim of the robot formation is to drive

multiple mobile robots to achieve prescribed constraints on their states [120]. Gener-

ally the problem can be classified into shape producing problem and shape tracking

problem. There are a lot of research works focusing on both of the two problems.

In the work [112], the market-based coordination protocols are used to solve the dy-

namical task assignment problem in the distributed formation algorithm for shape

producing, while another work [64] which provides an off-line task assignment strat-

egy. In the work [197], a model is proposed to describe the dynamic characteristic

of the multi-robot system and a model-based control strategy is given to solve the

formation and trajectory tracking problem. In the work [97], firstly, a collision-free

path tracking controller is designed for a single non-holonomic ground mobile robot.

Then the proposed controller is used to solve the formation problem for multi-robot

system. In another research work [165], the non-holonomic mobile robot is consid-

ered as the work [97]. In this work, a method for decentralized flocking and global

formation building for multi non-holonomic mobile robot network is proposed. The

robot model considered in this work has hard constraints on the robot’s linear and

angular velocities. The robots can be guide to move in a desired geometric pat-

tern. In another work [198], the authors propose a formation framework to control a

multi-agent robot system with a large number of robots in finite time by separating

the formation information into local and global parts. This method can perform the

navigation and formation control with less data exchange. In another work [37], the

time-varying formation control problem is addressed for flying robots. The control

method is proposed based on the Lyapunov approach combining with Riccati tech-

nique. A similar problem with [37] is mentioned and solved in another work [36] for
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linear time-invariant multi-agent systems. In this work, time delay is considered. In

the work [207], a distributed control algorithm for multiple non-holonomic robots

is proposed. In the research work, robots only can see a part of the environment

by camera and measure the range to other robots. The navigation algorithm drive

the robots to encircle a given dynamic target with uniform distribution over the

respective circle and collision avoidance.

In this thesis, we focus on two specific navigation problems. The first problem

is sensor network based navigation problem described in Section 1.2. The second

problem studied in this thesis is safe area search and map building problem which

is explained in Section 1.3.

1.2 Sensor network based navigation algorithms

As mentioned above, the sensor network based navigation problem becomes a new

challenge in recent years with the development of the sensor network. In the past

decade, the sensor network technology was developed significantly. There are a

variety of sensor networks proposed for different environments and implementations;

see [52, 178, 43, 68, 199]. The main advantage of the sensor network is that it can

capture the environment information in a wide area rapidly rather than single sensor

in a limited coverage. This advantage promote the cooperation of sensor network

and mobile robots in a lot of fields, such as development using mobile robots, data

collection, mobile robot localization and navigation; see [138, 65, 47].

In the past five years, there are a lot of works proposed in the sensor network

based navigation. Comparing with the local navigation algorithms, the sensor net-

work based navigation algorithms use much more information captured by the sen-

sor network to perform a more efficient navigation. The previously proposed re-

search works in the sensor network based navigation can be generally classified into

collision-free navigation methods and target-reaching navigation methods. The ob-

jective of a collision-free navigation algorithm is to use the measurements captured

by the sensor network to guide a mobile robot to a target with obstacle avoidance.
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It takes the main advantage of the sensor network to detect the static and dynamic

obstacles in the environments; see an example in [193].

In the previous works of sensor network based collision-free navigation, camera

sensor network is one of the common types of sensor networks used for obstacle

detection; see [183, 23, 211]. In the work [183], a harmonic navigation algorithm

for multiple ground wheelchair robots is presented by using wireless sensor nodes,

which are deployed in dynamic indoor environments. The sensor network used in

[183] consists of some cameras. The location of the wheelchairs and the occupied

area are estimated by the image process. It can guide the wheelchairs avoiding the

static obstacles and moving obstacles. In another work [23], the same camera sensor

network is used to localize the robots and recognize the obstacles. The proposed

algorithm in [23] allows the mobile robot or a vehicle which has less intelligence to

perform a sophisticated mobility without a large number of on-board computations.

The camera deployed in the indoor environment is also used in another work [211]

to guide a mobile robot. However, in the proposed method in [211], only the single

camera is used, not a sensor network. In addition to the camera sensor network,

there are other types of sensor network used in the previous works. In the work

[208], an ultrasonic sensor network is deployed on the ceiling of an indoor envi-

ronment according to the square grid. Each ultrasonic sensor node measures the

distance from the ceiling to the static obstacle below the sensor. According to the

presented ultrasonic sensor network, a 3D map of the environment can be built ap-

proximately. Then, a D*Lite [75] path planning algorithm is used to plan the robot

path. One of the disadvantages of the method in [208] is that the method requires

a large number of sensor nodes densely deployed in an indoor environment. In the

other two works [210, 39], the RSSI (received signal strength indicator) based sensor

network is used to perform a safe navigation for a ground mobile robot. In the work

[210], the authors propose an RSSI-based localization and navigation method in a

static environment. Similar as [208], the sensor nodes are deployed according to the

grid. Then, the A* path searching algorithm is used to search a collision-free robot
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path. However, the authors do not indicate which approach the sensor network used

to detect obstacles. In another RSSI-based method [39], RSSI-based sensor network

combined with RFID (radio frequency identification) is used to guide a ground mo-

bile robot in an static indoor environment and avoid obstacles. The RSSI-based

sensor network indicates the reference heading for robot and the RFID tags around

obstacles are used to perform the robot obstacle avoidance. The main difficulty of

applying the RSSI-based navigation methods in practical implementations is that

the sensor network involves a large number of sensors to cover the whole environ-

ment. The sensor nodes should be deployed manually, which is difficult in a larger

area and is not economical. In addition to the sensor networks above, the infra-red

(IR) sensors and 2D range finder sensors are used in the sensor network to detect

obstacles; see [20] and [203], respectively. In the work [20], a sensor network mea-

sures the environment data and uses the IR signals to couple the neighbour nodes

and recognize the obstacles. Then, the data collection points are determined and an

optimal collision-free data collection path is generated for the ground mobile robot.

In another work [203], a 2D range finder sensor network is considered in the environ-

ments. According to the measurements captured by different sensor nodes, a partly

detected map can be obtained and the PRM (probabilistic roadmap) algorithm is

used to generate a safe robot path. The main advantage of the work [203] is that the

2D range finder sensor network can obtain an accurate map indicating the detected

obstacles and unoccupied area. It involves much less number of sensor nodes than

RSSI-based sensor network to cover a same area. However, the authors of [203] do

not consider the motion control of any robot model in the work.

Target-reaching navigation is another topic in the sensor network based robot

navigation. The main difference of the target-reaching navigation with collision-

free navigation is that the collision and obstacles are generally not considered. The

objective of target-reaching navigation is to guide the mobile robot from an initial

position to a target sensor node or an unknown position estimated by the sensor

network. In this field, the RSSI-based sensor network is widely used for the robot
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navigation. One of the disadvantages of an RSSI-based sensor network is that it can-

not detect the obstacles and provide a collision-free navigation. Although there are

some RSSI-based collision-free navigation algorithms discussed above, the obstacle

detection is still not solved by the RSSI-based sensor network. In the collision-free

navigation algorithm proposed in the work [39], the RSSI-based sensor network does

not provide the obstacle avoidance. Therefore, the RFID tags are involved to indi-

cate the possible collision with static obstacles. In another work [210], the approach

of the obstacle detection in the RSSI-based sensor network is not discussed. In

other works of the RSSI-based target-reaching navigation, some of the works are

localization-free navigation, like [176, 32, 31], and some works requires the odome-

try of the mobile robot, like [209, 30]. In the work [32], the target is localized by

the RSSI-based sensor network and a pseudogradient is proposed to navigate the

mobile robot to the target. The robot’s location is also estimated by the sensor

network. In another work [31], a path generation strategy is proposed based on the

pseudogradient proposed in [32] to navigate the robot with a shorter trajectory. In

the work [176], a localization-free and range-free navigation algorithm for mobile

robot is proposed to guide the robot along the node-to-node path.

1.3 Safe area search and map building algorithms

Area search and map building is another important topic in robot navigation; [131,

11, 137, 29, 41, 49, 129]. The objective of an are search and map building algorithm

is to guide the mobile robot along a desired collision-free path while searching and

mapping the environment by the robot’s local sensors.

One of the primary requirements in this problem is collision-free robot navigation

for area exploration on the bounded flat ground. In the past few years, there are a lot

of local navigation algorithms which are presented. Generally there are two math-

ematical models used to describe the mobile robot, onmidirectional mobile robot

and non-holonomic mobile robot. The work [205] considers the obstacle avoidance

with an onmidirectional mobile robot and the work [107] considers the navigation
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of a non-holonomic mobile robot. In the work [200], an extended state observer and

a nonlinear controller are designed and analysed for obstacle avoidance of a non-

holonomic ground mobile robot. In another work [67], a switch-system approach

to obstacle avoidance is proposed. In the works [200, 67], the authors consider the

control of both the linear velocity and angular velocity of a non-holonomic ground

mobile robot with complex computation. In the work [45], the authors consider

the particle swarm optimization to search the robot’s collision-free path and in the

work [201], Q-learning is considered for robot obstacle avoidance navigation. The

main disadvantage of the particle swarm optimization and Q-learning is that the

performance of the algorithms cannot be proved mathematically. In another work

[125], the authors design an mobile robot obstacle avoidance algorithm by using

fuzzy potential field and sonar sensors.

Map building is another fundamental requirement of the topic. There are differ-

ent types of on-board sensors used to capture the environment information. The 2D

range finder sensor is a common type used to scan the obstacles in the environments.

It performs a more accurate map than a monocular camera or other vision sensors,

such as [33]. Although there are a number of researchers using time-of-flight (ToF)

camera to capture depth image of the environment for map building like [89, 166, 78],

a 2D range finder sensor is much more economical than a ToF camera and has a

larger scanning angle. It can be noticed that in the work [16], the authors used

the same type of sensor, 2D range finder sensor, to scan a 3D environment with an

accurate map, unlike the rough 2D map in [170]. However, in the work [16], the 2D

range finder sensor is connected with a motor, which can be controlled to adjust the

pitch of the sensor. It makes the map building control complicate.

Moreover, varieties of area search and map building problems for mobile robots

have attracted a lot of attention in the robotics community; see e.g. [110, 70,

118, 139, 57, 94, 190, 6, 185, 195, 119]. Recent publications in this field present

many achievements in both single robot mapping and multi-robot mapping. The

frontier-based exploration is the most common method in single robot exploration
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and mapping; see e.g. [4, 124, 42, 190]. For multi-robot systems, not only frontier-

based algorithms (see e.g. [2, 25]) but other approaches (see e.g. [53, 93]) are

proposed. For single robot exploration, there are a lot of achievements. The work

[4] provides an efficient and simple algorithm to explore an closed environment by

using incremental triangulation. However, this algorithm requires the obstacles in

the environments are polygons. Another work [124] presented a fast exploration

algorithm based on a simple prior topological map of the environment. One of the

disadvantages is that the algorithm of [124] cannot be implemented in a completely

unknown environment. The works [42, 190] provides two similar frontier-based ex-

ploration algorithms with search trees. The main difference of these two algorithms

is the algorithm of [42] selects a candidate randomly and the algorithm of [190]

determines the candidate by a multi criteria decision method.

1.4 Contributions

In this thesis, we present three algorithms of sensor network based navigation in

networked control systems; see examples [103, 104, 150, 105]. Moreover, two al-

gorithms of robot area search and map building are presented based on switched

control system, such as [102, 152, 159, 175].

In Chapter 2, 3 and 4, we study the navigation problem with micro-sized robot.

The robot is unable to take an environment detection sensor for local navigation;

therefore, a sensor network is proposed to help navigate the robot. Firstly, we solve

the global path planning problem by an artificial potential field based algorithm in

Chapter 2. Then, the algorithm is developed into a real-time navigation method

with practical sensor network in Chapter 3. Moreover, it is extended into 3D envi-

ronments for micro flying robots.

In Chapter 2, we present a novel sensor network based global path planning

algorithm for non-holonomic ground mobile robots. In this method, the motion

of obstacles is considered as uniform linear motion. A sensor network is used to

detect the static and dynamic obstacles in the 2D environments and generate the
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globally shortest candidate path for each mobile robot. Comparing with other works,

the main feature of this method is that the generated path is the globally optimal

path in dynamic environments. It is mathematically proved that when sampling

time approaches zero, the generated path converges to the globally shortest path in

the environment, whereas many other algorithms do not consider the optimal path

planning (e.g. [74, 117, 114, 81, 23]) or do not consider dynamic environments (e.g.

[14]). Moreover, a non-holonomic constraint on the motion of the mobile robot model

is considered in the proposed method unlike the most of other works. Moreover, the

performance of our method is proved mathematically and other heuristic algorithms

cannot be proved. (e.g. [54, 113, 26, 3, 202]). Additionally, our method only

requires a low-level path tracking controller on the mobile robot. It saves more

robot power in computation and sensors than other local navigation algorithms (e.g.

[54, 117, 74]). Furthermore, the proposed algorithm can be easily implemented in

multi-robot systems. The sensor network plans the path for each mobile robot at

any time.

In Chapter 3, we present a sensor network based ground mobile robot real-time

navigation algorithm. In this method, we take the advantage of the range finder

sensor network to navigate all the ground mobile robots centrally in the workspace.

The main feature of the proposed method is that the navigation tasks for all the

mobile robots are completely transferred and integrated into the sensor network.

Different types of robots can be navigated simultaneously in the workspace by the

sensor network. Each robot is only required to have a low-level path tracking con-

troller and some basic navigation sensors, like inertial navigation sensors or odometry

sensors. It does not require any robot sensor for obstacle detection and any other

extra navigation algorithm. Moreover, the sensor network based navigation is more

flexible in configuration than local navigation in an industrial environment with

different types of robots working cooperatively. New robots can be added into the

workspace directly without any specialization in navigation. Additionally, a sensor

network navigates robots according to the extensive measurements of the environ-



1.4. CONTRIBUTIONS 11

ment and performs a shorter and more efficient trajectory than local navigation

algorithm. Therefore, this is an efficient, safe and economic navigation system for

multiple robots in a dynamic industrial workspace. Furthermore, a practical non-

holonomic industrial mobile robot model is considered in our method and dynamic

environments with moving obstacles are supposed in our method, unlike other path

planning algorithms e.g. [206, 210].

In Chapter 4, we present a sensor network based flying mobile robot navigation

algorithm. In this method, we take the advantages of the 3D range finder sensor

network to navigate the flying robots in 3D dynamic environment. The main feature

of the presented method is that the navigation of all the flying robots is completely

transferred and integrated into the sensor network, which is different from the local

navigation algorithms; e.g. [90, 76]. Only a low-level path tracking controller is

required for each robot. The robot is not equipped with any obstacle detection

sensors and does not execute any complex algorithm. Different type of micro flying

robot can be navigated directly by the sensor network without any specialization. In

the previous works, the navigation approaches for flying robot with sensor network

are proposed in [12, 27]. In the work [12], RSSI-based sensor network is used to

achieve the flying robot navigation. In another work [27], binary sensors are used to

indicate the surrounding obstacles. Both of these two methods simplified the flying

robot navigation as 2D planar navigation, unlike our work. The main difference

between our work and these two works is that, in our method, the computation

load of the navigation is completely transferred to the sensor network and in the

other two works, the robot obtain the environment information from the sensor

network and perform the navigation on the robot’s computer. Moreover, in our work,

the 3D range finder sensors are used to obtain sophisticate maps of the dynamic

environment and the motion planning is considered, which achieves an accurate and

efficient navigation for flying robots. Because of the large detection rage of the

sensor network, the trajectories of the flying robots in our navigation algorithm are

shorter than local navigation algorithms. Therefore, this is an efficient, safe and
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economical navigation system for multiple micro unmanned aerial vehicles (UAVs)

in a dynamic environment. The proposed sensor network can be implemented as one

of the fundamental units in smart factory with multiple micro flying robots working

cooperatively. It also provides a centralized framework to manage and supervise the

working of each micro UAV for high-level management system.

In Chapter 5 and 6, we study the map building and area exploration problem

with single robot. We consider the robot only has limited capability of computation

for simple algorithm. Then we presented a simple area exploration and map building

algorithm for 2D environment in Chapter 5 and extended it into 3D environment

for 3D map building in Chapter 6.

In Chapter 5, we present a safe area search and 2D map building algorithm for

ground mobile robot in 2D environment. The main feature of our method is that it

combines complete map building with obstacle avoidance for a unicycle model with

constant speed, whereas some other papers do not solve the safe navigation problem

for this model. For example, in the works [42, 190], different methods to select the

candidate points and build a search tree are proposed. However, like the most of

other frontier-based exploration methods, these methods do not consider the motion

control from a candidate to next candidate for a special model. Therefore, safe

navigation should be considered additionally for these methods with special robot

models. Secondly, the proposed algorithm is relatively simple and computationally

efficient. Therefore, the computational load of the proposed randomized algorithm

is smaller than the most of frontier-based algorithms such as e.g. [124, 4, 10].

Moreover, the proposed algorithm is based on a 2D range finder sensor. Comparing

with other types of sensors (see e.g. [6, 133]), the range finder measurements are

simpler to process and the map is built more accurately with a range finder sensor;

see e.g. [191, 190]. Furthermore, a more realistic non-holonomic model of the mobile

robot’s motion is considered whereas many other papers [190, 4, 124, 195, 119] in

the area do not take into account non-holonomic motion constraints. Additionally,

unlike many other publications in this topic, a mathematically rigorous theoretical
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analysis of the developed algorithm is given.

In Chapter 6, we present an safe area search and 3D map building algorithm

for ground mobile robot in 3D environment. Comparing with the previous works,

the main feature of our method is that it combines the complete 3D map building

and the collision-free area search navigation together in one method, unlike other

works [166, 16, 78, 33]. Furthermore, we consider a 2D range finder sensor to scan

the 3D structure of the environment. It performs an accurate 3D map than a

monocular camera or other vision sensors; see [33]. Although there are a number of

researchers using time-of-flight camera to capture depth image of the environment

for map building like [89, 166, 78], a 2D range finder sensor we used is much more

economical than a ToF camera and has a larger scanning angle. It can be noticed

that in the work [16], the authors used the same type of sensor, 2D range finder

sensor, to scan the environment. However, in the work [16], the 2D range finder

sensor is connected with a motor, which can be controlled to adjust the pitch of

the sensor. It makes the map building control more complicate than our method.

Moreover, our proposed method is relatively simple and, therefore, it can be used in

small-sized robot with limited power supply and poor computer performance, like

the robot used in [170], to build an accurate 3D map, unlike the rough 2D map in

[170]. Another feature of our method is that a non-holonomic model is considered,

which is more practical than other works. According to the mathematical analysis,

it is proved that with the probability 1 the robot can complete the 3D map building

in a finite time.

1.5 Thesis outline

This thesis is organised as follows: In Chapter 2, we present a global path planning

algorithm for ground mobile robots by a 2D range finder sensor network. Then based

on the presented path planning algorithm, a real-time sensor network based navi-

gation algorithm is developed in Chapter 3. After that, the algorithm is extended

into 3D environments in Chapter 4.



14 CHAPTER 1. INTRODUCTION

We also present a 2D map building and area search algorithm for a ground mobile

robot in Chapter 5. It is extended to solve the 3D map building problem in Chapter

6.



Chapter 2

Global Path Planning for Ground

Mobile Robots

This chapter is based on the the publication [82]. It is the first stage of designing a

sensor network based navigation algorithm. The presented algorithm in this chapter

is an artificial potential field based path planning algorithm, which is improved in

Chapter 3 and 4 and combined with other methods to perform a real-time navigation.

In this chapter, we present an artificial potential field based global path planning

algorithm for a non-holonomic mobile robot. In our method, the motion of obstacles

is considered as uniform linear motion. A sensor network is used to detect the

obstacles. The velocity of each obstacle is estimated by the sensor network. In the

proposed algorithm, robot path is approximately represented as a series of equally

spaced points tracked by the non-holonomic mobile robot. Some candidate paths are

generated and optimized by the presented method to search the shortest candidate

path. The presented navigation framework is a networked control system that the

environment measurements, control input and robot’s states are exchanged through

the sensor network; see examples [103, 104, 150, 105].

15
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2.1 Problem description

A planar mobile robot is modelled as an unicycle with a non-holonomic constraint in

a planar environment. It is widely used to describe many ground robots, unmanned

aerial vehicles and missile etc. [186, 95, 108, 44, 154, 38]. The robot travels with a

constant speed vr and is controlled by angular velocity u. The model of the vehicle

is described as follows (see Fig. 2.1):

x

y

xr(t)

yr(t)

�r(t)
vr

Figure 2.1: Unicycle model of the robot.























ẋr(t) = vr cos θr(t)

ẏr(t) = vr sin θr(t)

θ̇r(t) = u(t) ∈ [−uM , uM ]

,

xr(0) = x0

yr(0) = y0

θr(0) = θ0

. (2.1)

In robot model (2.1), (xr, yr) is the Cartesian coordinate of the vehicle and θr is the

robot’s heading at time t. The robot’s minimum turning radius is

Rmin =
vr
uM

. (2.2)

The robot is equipped with an odometry sensor to help to obtain the position and

heading relative to its starting location and heading.

Assumption 2.1.1 The robot’s initial location (x0, y0) and heading θ0 are known.

In the planar environment, there are some disjoint static and moving obstacles

D1, D2, . . .. Notice that the shape of obstacles can be irregular and non-convex.
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Definition 2.1.1 For any i, Di is a closed, bounded, and connected point set.

To detect the obstacles, a sensor network is deployed on the ground. The sensor

network consists of several 2D range finder sensors that measure the distances to

the nearest obstacles in different directions in the scanning ranges (see Fig. 2.2).

A global map consisting of the obstacles’ boundaries and unoccupied areas can be

built by the sensor network.

Figure 2.2: Sensor network in the planar environment.

Assumption 2.1.2 Let p be an arbitrary point on the boundaries of obstacles. At

the initial time, there exists at least one sensor that the segment between the sensor

and point p does not intersect any obstacle. It means the point p can be detected by

at least one sensor.

Notation 2.1.1 Let p be an arbitrary point. For any closed set D, the minimum

distance ρ(D, p) between p and D is

ρ(D, p) := min
q∈D
‖p− q‖. (2.3)

Definition 2.1.2 Let ds > 0 be a given safety margin. The robot should keep this

safety margin to any obstacle while travelling. The ds-enlarged region E [D, ds] of a

closed set D is defined as follows (see Fig. 2.3):

E [D, ds] := {p : ρ(D, p) ≤ ds}. (2.4)
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Figure 2.3: Enlarged region E [D, ds].

Assumption 2.1.3 The planar sets E [Di, ds], i = 1, 2, . . . are closed, bounded, con-

nected and linearly connected sets.

Assumption 2.1.4 For any i 6= j, E [Di, ds] does not overlap E [Dj, ds] at any time.

Assumption 2.1.5 The motion of any obstacle Di, i = 1, 2, . . . is uniform linear

motion with the speed vDi
≤ vr.

Assumption 2.1.6 Let β =
vDi

vr
. For any i, the boundary of E [Di, ds] is smooth

and the curvature of the boundary is smaller than 1
(1+β)Rmin

at any point.

Remark 2.1.1 If Assumption 2.1.5 and 2.1.6 do not hold, the non-holonomic mo-

bile robot may fail to patrol the ds-enlarged boundaries of moving obstacles. In the

proposed algorithm, patrolling the ds-enlarged boundaries of obstacles is required.

With the above definitions and assumptions, the sensor network can detect the

complete boundary of any obstacle Di at the initial time. Moreover, with a given

sampling interval δ, the velocity vDi
of each obstacle Di can be estimated by calcu-

lating the translation during the sampling interval δ. For any obstacle Di, let Di(k)

denote the position of the obstacle at time kδ. At the beginning, Di(k) can be

predicted according to the detected initial position Di(0) and the estimated velocity

vDi
(see Fig. 2.4):

Di(k) = Di(0) + vDi
kδt. (2.5)

Assumption 2.1.7 Give a target point T . For any i and k, ρ(Di(k), T ) > ds.

Assumption 2.1.8 Let p = (x0, y0) be the initial position of mobile robot. For any

i, ρ(Di(0), p) > ds.
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Di(0)

Di(k)

vDi

Figure 2.4: Position prediction of obstacles.

Definition 2.1.3 Let te > 0 be the travel time of the robot. For a robot path P =

{(xr(t), yr(t)) : t ∈ [0, te]}, if the inequality

ρ(Di(
t

δ
), (xr(t), yr(t))) ≥ ds (2.6)

holds for any t ∈ [0, te] and

(xr(te), yr(te)) = T , (2.7)

then the path P is called a collision-free path.

Consider an X-Y-T spacetime for the path planning problem. For any collision-

free path with a travel time te > 0, the obstacles D1(t), D2(t), . . . are closed and

bounded set in the X-Y-T spacetime during the period [0, te] (see Fig. 2.5); and

the collision-free path is a curver from the initial position (x0, y0, 0) to the target

point (xr(te), yr(te), te) (see Fig. 2.6). Then, we present the following definitions

(see [145]).

Definition 2.1.4 Let P1 and P2 be two collision-free paths in the X-Y-T spacetime.

P1 and P2 are homotopic if and only if one can be continuously deformed into the

other without intersecting the obstacles D1(t), D2(t), . . .. The set of all paths that

are homotopic to each other is denoted as homotopy class.

Definition 2.1.5 Let P be a collision-free path in the X-Y-T spacetime. If for any

other paths which are homotopic to P , the travel time is larger than the travel time

of P , then P is called the locally shortest path in the corresponding homotopy class.
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Definition 2.1.6 Let P be a locally shortest path, if for any homotopy class which

P does not belong to, the travel time of the locally shortest path is larger than the

travel time of P , then P is called the globally shortest path.

Figure 2.5: Set Di(t) in the X-Y-T spacetime.

Figure 2.6: A robot path in the X-Y-T spacetime.

The objective of the proposed algorithm is to generate a path which converges

towards the globally shortest collision-free path with the minimum travel time te.

The environment measurements, robot’s position and heading, and robot’s angular

velocity are exchanged through the sensor network to construct a networked control

system; see examples [103, 104, 150, 105].

2.2 Path planning algorithm

Here, the shortest path planning algorithm is proposed. In the proposed method, a

robot path P is approximately represented by finite equally spaced points p0, . . . , pn

(see Fig. 2.7). The interval between any two successive points is
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L = vrδ, (2.8)

where δ is a the sampling interval of the computer control system.

p0

pn

Figure 2.7: Robot path approximately represented by a series of equally spaced
points.

To search a path (denoted by P ∗) which converges towards globally shortest

path, several candidate paths P1, . . . , Pm which converge towards different locally

shortest paths are generated by an iterative search algorithm. Each candidate path

is obtained by a proposed optimization algorithm with artificial potential fields.

The path P ∗ is proved to be the shortest path among the obtained candidate paths

P1, . . . , Pm. The path P ∗ can be tracked by a path tracking controller e.g. [22].

In the following parts, the path optimization algorithm and the iterative search

algorithm are presented respectively.

2.2.1 Path optimization algorithm

In the path optimization algorithm, a candidate path P is prolonged gradually from

the initial position p0 = (x0, y0) to the target T by generating the path points pi,

i = 1, 2, . . ., one by one in the artificial potential fields with the proposed rules.

Firstly, we define three vector fields ~FI , ~FR and ~FP in the plane. For any point

pi ∈ P , i 6= 0, the resultant vector in the three vector fields is

~F (pi) = ~FI(pi) + ~FR(pi) + ~FP (pi). (2.9)

The path P is optimized by moving any point pi, i 6= 0 to an equilibrium point

where ~F (pi) = ~0. When P is optimized and the last path point of P does not reach

the target T , a new path point is added into P next to the last path point to prolong

P . With the new path point, P needs to be optimized again since the equilibrium
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point might changes. The optimization can be presented as follows.

A1: For each point pi, i 6= 0, initialize a velocity vector ~vi = ~0 for pi.

A2: Start the following loop:

A2.1: Calculate ~F (pi) for each point pi, i 6= 0.

A2.2: Change the position and velocity of each pi, i 6= 0, according to the

following equations:











pi ← pi + ~vi

~vi ← GN~vi + ~F (pi)
, (2.10)

where 0 < GN < 1 is a tunable attenuation.

A3: Exit loopA2 if ‖~F (pi)‖ < Fth for any i 6= 0, where Fth > 0 is a given threshold.

Now, we are here to give the definitions of the three vector fields ~FI , ~FR and ~FP .

Definition of F̃I: ~FI is a vector field that guarantees the interval between any

two successive points of P is approximately equal to L. For any i 6= 0, let distance

li = ‖pi − pi−1‖ and ~ci be the unit vector pointing towards pi−1 from pi (see Fig.

2.8). Then ~FI(pi) is defined as follows:

~FI(pi) =











GI((li − L)~ci − (li+1 − L)~ci+1) , i 6= n

GI((li − L)~ci) , i = n
, (2.11)

where GI > 0 is a tunable gain.

pi-1 pi pi+1

li li+1{ {

ci ci+1

Figure 2.8: Vector ~ci and distance li .

Definition of F̃R: ~FR is the repulsion around obstacles. It guarantees that, for

any i, the minimum distance di from point pi to all obstacles Dj(i), j = 1, 2, . . . at
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time iδ is ≥ ds. Let ~ri be the unit vector from pi to the closest obstacle at time iδ

(see Fig. 2.9), then ~FR(pi) is defined as follows:

~FR(pi) =











GR(di − ds)~ri , di ≤ ds

~0 , di > ds

, (2.12)

where GR > 0 is a tunable gain.

Dj(i)

 

ds
ri

pi

{di

Figure 2.9: Vector ~ri and distance di.

Definition of F̃P: ~FP is a vector field that only acts on the last point pn. For

other points pi, i 6= 0 and n, ~FP (pi) = ~0. The vector ~FP (pn) guides the prolonging

of the path P with two modes R1 and R2. The two modes and the mode transition

rules are defined as follows (see Fig. 2.10).

R1: When mode R1 is active, ~FP (pn) points towards the target T with a constant

magnitude. Thus, the path P is prolonged towards the target. Mode R1 is the initial

mode at the beginning when P only contains the first path point p0.

R1 → R2: If there exists an obstacle Dϕ that makes ρ(Dϕ(n), pn) ≤ ds with

mode R1, the mode will transition to R2 from R1.

R2: When mode R2 is active, ~FP (pn) is a vector that can be decomposed into

two mutually orthogonal components. The first component points towards the ds-

enlarged boundary radially with a linearly proportional magnitude to the difference

of ρ(Dϕ(n), pn) and ds. Another component only has a constant magnitude. Thus,

the path P is optimized and extended to bypass the obstacle Dϕ with the guidance

of ~FP (pn).
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R2 → R1: If the line segment between pn and T does not intersect the ds-

enlargement of Dϕ(n) with mode R2, the mode will transition to R1 from R2.

p0 T

ds

(a) R1

T

p2
p0 Fp

(b) R1

T

Dφ

p4

p0

(c) R1→ R2

T

p5

p0

�p

Dφ

(d) R2

T

p8

p0

�R

�φ

(e) R2→ R1

T

p1�
p0

�p

��

(f) R1

Figure 2.10: Mode transitions with a static obstacle.

Let ~a be a unit vector pointing towards T from pn. Let h equals to ρ(Dϕ(n), pn)

and ~e be the unit vector pointing towards Dϕ(n) radially. Let ~b be a unit vector

perpendicular to ~e (see Fig. 2.11). For the last point pn, ~FP (pn) is defined as follows:

~FP (pn) =











GP~a , R1

GR(h− ds)~e + γGP
~b , R2

, (2.13)

where GP > 0 is a tunable gain. Notice that γ ∈ {1,−1} is a parameter that

determines the direction (clockwise or anti-clockwise direction) in which the path P

bypasses obstacle Dϕ with the guidance of ~FP .

Dφ(n)

 

 

b

pn

T

a

e

ds

h

Figure 2.11: Vectors ~a, ~rn, ~c and distance h.

Now, with the proposed path optimization algorithm A1-A3, the path prolong-

ing algorithm is presented as follows:

B1: Initialize a candidate path P = {p0(x0, y0)}. Mode R1 is active.
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B2: Start the following loop:

B2.1: Let pn denote the last point of P . Generate a new point pn+1 ∈ P next

to pn towards the target T with the distance L. n← n + 1.

B2.2: Optimize P by the path optimization algorithm A1-A3.

B2.3: If P meets the mode transition conditions, the active mode transitions

to another mode. Additionally, if R1→ R2 occurs, the parameter γ will

be determined.

B3: Exit loop B2 if ‖pn − T ‖ < L.

With the proposed algorithm A1-A3 and B1-B3, a candidate path P can be

generated. P is proved to converge towards the locally shortest path in the corre-

sponding homotopy class. The increase of GI and GR or decrease of GP can decrease

the error involved by discretization but may increase the time consumption of the

algorithm or make the algorithm unstable. Therefore, the gains need to be selected

according to different implementations.

2.2.2 Iterative search algorithm

In the algorithm B1-B3, a candidate path is generated by simultaneous prolonging

and optimization. During this procedure, the parameter γ is determined each time

when R1 → R2 occurs. It is easy to know that with different combinations of the

value choices of γ, the different paths belong to the different homotopy classes. Let

P be a set of candidate paths Here we present the iterative algorithm as follows:

C1: Initialize the first candidate path P1 = {p0(x0, y0)} and P = {P1}.

C2: Start the following loop:

C2.1: For any candidate path Pi ∈ P which does not reach the target, prolong

Pi by the algorithm B2-B3. During the prolonging, at each time when

R1→ R2 occurs, a new candidate path with duplicate path points of Pi
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is generated into P. The path Pi and the new candidate path are with

different value choice of the parameter γ.

C3: Exit loop C2 if any candidate path Pi ∈ P reaches the target. Then the

shortest candidate path is the path P ∗.

The presented iterative binary search algorithm can be used to search all the

homotopic classes of paths which are possible to be the shortest path in time-state

space. Then the presented artificial potential field based algorithm can be used

to find out the shortest path in each homotopic class with the smallest energy in

time-state space with the designed potential fields. Finally, the shortest path can

be obtained.

2.3 Computer simulations

In this section, computer simulations are carried out to confirm the performance

of the proposed method in both static and dynamic environments. Moreover, the

proposed method can be implemented with multi-robot systems. A computer simu-

lation is carried out to show the performance of the proposed method with multiple

robots.

2.3.1 Simulations in static environments

The first simulation (see Fig. 2.12) is carried out in a static environment. There are

some static non-convex obstacles on the plane. With the proposed path planning

algorithm, several candidate paths are generated and the shortest path P ∗ is chosen.

Table. 2.1 shows the parameters used in this simulation. According to the simulation

result, it can be seen that the mobile robot reaches the target successfully and keeps

a given safety margin ds to the obstacles (see Fig. 2.13). There are 152 samples in

this simulation. The control input satisfies the bound constraint.



2.3. COMPUTER SIMULATIONS 27

Table 2.1: Parameters of The First Simulation.

Name Symbol Value
Robot’s speed vr 0.5m/s

Robot’s maximum angular velocity uM 2rad/s
Sampling interval δ 0.3s

Safe margin ds 0.6m

0 5 10 15 20

X (m)
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m

)

T

Figure 2.12: Result of the first simulation. The blue lines are all the candidate paths
generates by the proposed algorithm. The red line is the trajectory of the robot.
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Figure 2.13: Minimum distance to obstacles in the first simulation.

2.3.2 Simulations in dynamic environments

The second simulation (see Fig. 2.14) is carried out in a dynamic environment

with some moving obstacles. The motion of each obstacle is uniform linear motion.

With the proposed algorithm, several robot candidate paths are generated like the

first simulation. Each candidate path is a target-reaching path. According to the

simulation result, the robot chooses the shortest candidate path to track and avoids

all the moving obstacles with the safety margin. Table. 2.2 shows the parameters
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used in this simulation. Notice that the safety margin ds is different from the

first simulation. It is changed to make the simulation result clear to be identified.

Fig. 2.15 indicates that the mobile robot keeps the safety margin ds to obstacles

while travelling. The proposed algorithm is a discrete-time control system. The

discretization involves the errors that cannot be eliminated in computer control

system. It makes the distance lower than safety margin slightly at 14s. The control

input satisfies the bound constraint.

Table 2.2: Parameters of The Second Simulation.

Name Symbol Value
Robot’s speed vr 0.5m/s

Robot’s maximum angular velocity uM 2rad/s
Sampling interval δ 0.3s

Safe margin ds 0.8m

In the third simulation, we consider the collision-free path planning for multiple

robots by the proposed algorithm. The paths of the robots are planned successively.

When plan the i-th path, the previous i− 1 robots are considered as obstacles with

known planned path. In this simulation, there are ten mobile robots in the planar

environment with different initial positions and targets. The result of the simulation

(see Fig. 2.16) shows that each mobile robot tracks the planned collision-free path

to the target. The Fig. 2.17 confirms that all the robots successfully avoid the

collision with any other robot and keep the safety margin ds = 0.8m to each other.

2.4 Summary

In this chapter, a shortest path planning algorithm is proposed here for non-holonomic

mobile robots in dynamic environments. The motion of the obstacles is considered

as uniform linear motion. The sensor network measures obstacles and estimates the

velocity of each obstacle. With the complete information of the obstacles, the pro-

posed method searches a path converging towards the globally shortest path with

obstacle avoidance.
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T

(a) t = 0s

T

(b) t = 15s

T

(c) t = 27.3s

Figure 2.14: Result of the second simulation. The blue lines is all the possible paths
generates by the proposed algorithm. The red line is the trajectory of the robot.
The black objects are the moving obstacles.
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Figure 2.15: Minimum distance to obstacles in second simulation.
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Figure 2.16: Result of the third simulation.
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Figure 2.17: Minimum distance between any robots in the third simulation.

The proposed method has some advantages. Firstly, the proposed path planning

algorithm guides the robot with a globally shortest collision-free path in a dynamic

environment. Secondly, a bounded control is considered. Furthermore, the proposed

global path planning algorithm can be implemented in multi-robot systems.



Chapter 3

Safe Navigation of Ground Mobile

Robots in Dynamic Environments

by a Sensor Network

This chapter is based on the the publications [83] and [86]. It is the second stage

of designing a sensor network based navigation algorithm. The path planning al-

gorithm presented in Chapter 2 is improved in this chapter. Moreover, a graph

search algorithm is presented and combined with the path planning algorithm to

perform a real-time navigation for ground mobile robot. In this chapter, we take

the advantage of the range finder sensor network to navigate all the mobile robots

centrally in the workspace. Each range finder sensor node is deployed in dynamic

environments, such as floor, to detect walls, equipments, moving robots and walking

people. Simultaneously, each robot measures its own real-time location and direction

by localization, like odometry, and sends the measurements to the sensor network

by the wireless communication. With the measurements of environment and robots’

position, temporarily safe paths can be dynamically generated and the robots are

navigated according to the generated path by the sensor network. The presented

ground mobile robots navigation system is a networked control system; see exam-

ples [103, 104, 150, 105]. In the presented system, the environment measurements,

31
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control input and robots’ states are exchanged through the sensor network.

3.1 Problem description

The Robot model we considered is the unicycle model presented in Chapter 2; see

Equation (2.1). In this chapter, (x(t), y(t)) is the Cartesian coordinates of the vehicle

and θ(t) is the robot’s heading at time t. The robot’s minimum turning radius is

Rmin =
vr
uM

. (3.1)

Assumption 3.1.1 The robot measures its location and heading by some localiza-

tion technologies, like odometry, etc.

In planar environments, there are some static and moving obstacles, like walls,

other robots and moving people. The obstacles can be non-convex and their velocity

can be dynamic and unknown. To detect the obstacles, a sensor network is deployed

in the workspace. The sensor network consists of some range finder sensor nodes.

Each node measures the distances to the nearest obstacles in different directions

within a measurement range denoted by Rs (see Fig. 3.1). Each range finder is

deployed higher than any mobile robots in the workspace. It means any mobile

robots on the floor cannot be detected by the sensor network. Furthermore, a central

computer node connects to the sensor network to obtain the real-time measurements

from each sensor node. The central computer also can obtain the location and

direction of any robots in the workspace by wireless communication. After obtaining

the environment information and the location and direction of each robot, the sensor

network dynamically generates a safe path for each robot according to the proposed

navigation algorithm and send the paths to the robots for tracking.

For each sensor node, obstacles are detected partly in the measurement range

and a detected area is obtained in the local coordinate system of the sensor node

(see Fig. 3.2).
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Figure 3.1: Sensor network in the planar environment.

Figure 3.2: Detected area of a sensor node.

Definition 3.1.1 For each sensor node, the detected area is a closed, bounded, and

connected point set.

Assumption 3.1.2 For each sensor node, the location and direction where it is

deployed are known.

Assumption 3.1.3 The physical size of any robot in the workspace can be covered

by a disk with a given radius Rr on the center of the robot (see Fig. 3.3). The disk

called robot disk.

With the help of the location and direction of each sensor node, the local detected

areas of all the sensor nodes at any time t can be converted to the global coordinate

system, then a total detected area, which is the union of the local detected areas, is

obtained. Moreover, the robot should avoid other mobile robots in the workspace.

According to Assumption 3.1.3 and other robots’ locations obtained by the central
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Figure 3.3: Physical size of a mobile robot.

computer, the unoccupied area denoted by A(t) can be calculated, which equals to

the relative complement of all the robot disks in the total detected area (see Fig.

3.4).

Figure 3.4: Unoccupied area A(t).

Notation 3.1.1 Let p be an arbitrary point. For any closed set D, the minimum

distance ρ(D, p) between p and D is

ρ(D, p) := min
q∈D
‖p− q‖. (3.2)

Assumption 3.1.4 Let p be an arbitrary point in the set A(t) and ∂A(t) denote the

boundary of A(t). The derivative of the minimum distance ρ(∂A(t), p) with respect

to time t is smaller than or equal to Vmax, where Vmax is a given constant which is

smaller than vr.



3.1. PROBLEM DESCRIPTION 35

Remark 3.1.1 If Assumption 3.1.4 does not hold, the robot may fail to avoid the

dynamic undetected areas, which may contain obstacles.

Definition 3.1.2 Let d > 0 be a constant. Let ∂D denote the boundary of a closed

set D. The d-reduction of the closed set D is a set R[D, d] defined as follows (see

Fig. 3.5):

R[D, d] := {p ∈ D : ρ(∂D, p) ≥ d}. (3.3)

Figure 3.5: d-reduced region R[D, d] of a set D.

Definition 3.1.3 The safety margin ds > 0 is a given constant that the robot should

keep from the boundary ∂A(t) at any time t.

Assumption 3.1.5 Let p be an arbitrary point on the boundary of R[A(t), ds]. At

any time t, if p is not a singularity and the osculating circle at the point p is to the

different side of the tangent with R[A(t), ds], then the radius of the osculating circle

is greater than or equal to Rmin (see Fig. 3.6).

Assumption 3.1.6 The robot’s initial position (x0, y0) belongs to the initial unoc-

cupied area R[A(0), ds].

The objective of the proposed algorithm is to drive the mobile robot to travel in

the dynamic and deformable ds-reduced area R[A(t), ds] and finally reach a target

point denoted by T with a relatively short trajectory. In the presented method,

the environment measurements, robot’s position and heading, and robots’ angular

velocity are exchanged through the sensor network to construct a networked control

system; see examples [103, 104, 150, 105].
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Figure 3.6: Osculating circle of the boundary of R[A(t), ds].

Assumption 3.1.7 The target T belongs to the set R[A(t), ds] at any time t.

Assumption 3.1.8 The set R[A(t), ds] is a connected set at any time t.

Assumption 3.1.9 The distance between the target and the initial position is >

2Rmin.

3.2 Safe navigation algorithm

In this section, we propose our sensor network based navigation algorithm. Firstly,

we give the brief introduction of the algorithm as follows. In an environment, each

node of a range finder sensor network is deployed to detect the surrounding obstacles.

There is a central computer node connecting to the sensor network to collect the data

from each node. Any robots in the workspace can upload the real-time locations

and directions to the central computer node via the sensor network by wireless

communication. Let δ be the given sampling interval. At any discrete time step

t = 0, δ, 2δ, . . ., the central computer node calculates the unoccupied area A(t)

according to the obtained real-time information. Then it generates a relatively

short safe path, denoted by P ∗, from the robot’s current position (x(t), y(t)) to the

target T . The path P ∗ satisfies the non-holonomic constraint of the robot’s motion.

Let T be a given time window, which is a positive integer. The path P ∗ is proved to

be safe over the time period [t, t+ Tδ]. However, the robot only tracks P ∗ over the

next sampling interval [t, t + δ], then the algorithm repeats and updates the path
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P ∗ at the next time step t+ δ. The algorithm repeats periodically at each time step

and navigates the robot to the target without any collision.

Let k = 0, 1, 2, . . .. To guarantee the safety of the robot in the partly detected

dynamic environment during the given time window [t, t + Tδ], we consider any

potentially unsafe areas in the environment and give the following definition.

Definition 3.2.1 Let t be the current time. According to Assumption 3.1.4, the

area which is obsoletely safe at time t + kδ is R[A(t), kδVmax]. Therefore we define

an area Â(t, k) as follows to help to generate a temporarily safe path:

Â(t, k) :=















R[A(t), kδVmax] if k ≤ T

R[A(t), T δVmax] if k > T

. (3.4)

Assumption 3.2.1 The target point T belongs to the set R[A(t), ds + TδVmax] at

any time t.

Assumption 3.2.2 The set R[A(t), ds + TδVmax] is a connected set at any time t.

Let p0 denote the robot’s current position (x(t), y(t)) at the current time t. A

robot path can be approximately represented as some finite equally spaced points

p0, p1, . . . , pn (see Fig. 3.7). Each point pk represents the position of the robot at

the future time t+ kδ. The interval between any two successive points is a constant

L which equals to vrδ. According to the non-holonomic constraint, the radius of

the circumscribed circle of any three successive points pk−1, pk and pk+1 should be

greater than or equal to Rmin and the angle between the robot’s current heading

θ(t) and the vector from p0 to p1 should be smaller than or equal to arcsin L
2Rmin

.

Definition 3.2.2 Let P = {p0, . . . , pn} be a robot path at time t. For any k, if the

point pk belongs to the set R[Â(t, k), ds], P is called a temporarily safe path. It is

guaranteed that the path P is absolutely safe over the time period [t, t + Tδ].

Definition 3.2.3 Let P = {p0, . . . , pn} be a robot path. If ‖T − pn‖ ≤ L, the path

P is called a target-reaching path. It guides the robot to the target T .
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Figure 3.7: Robot path represented as some equally spaced points.

Considering the minimum turning radius of the robot, we define two circles called

initial circles [157] as follows.

Definition 3.2.4 The two initial circles are tangent to the robot’s current heading

θ(t) and cross the robot’s current position p0(x(t), y(t)). The radius of each initial

circle is equal to Rmin (see Fig. 3.8).

Figure 3.8: Two initial circles.

Moreover, according to [145], we give the following definition of homotopic paths.

Definition 3.2.5 Let P1 and P2 be two paths with same initial point and target. P1

and P2 are homotopic if and only if one can be continuously deformed into the other

without intersecting the boundaries of the area A(t) and the initial circles. The set

of all paths that are homotopic to each other is denoted as homotopy class.

To generate the relatively short target-reaching path P ∗, firstly, a path planning

algorithm is proposed to adjust a candidate path to an approximate shortest tem-

porarily safe path among the homotopy class of the given path. It is followed by a
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graph search algorithm that generates several appropriate candidate paths, which

belong to different homotopy classes. Combining the graph search algorithm with

the path planning algorithm, different candidate paths, which belong to different ho-

motopy classes, are adjusted. Then, the path P ∗ is selected as the shortest adjusted

candidate paths.

3.2.1 Path planning algorithm

Let P = {p0, p1, . . . , pn} be a given candidate path that needs to be adjusted. A

path planning algorithm is proposed here to adjust the path P to an approximate

shortest temporarily safe path among the homotopy class of the path P . Any point

of P should be in the unoccupied area A(t).

We define four vector fields ~FI , ~FR, ~FP and ~FC in the plane. For any k 6= 0, the

resultant vector at point pk is

~F (pk) = ~FI(pk) + ~FR(pk) + ~FP (pk) + ~FC(pk). (3.5)

The path P is adjusted by moving any pk, k 6= 0 towards the direction of ~F (pk) to

an equilibrium point where ~F (pk) = ~0. Moreover, while adjusting, some path points

may be added or removed to prolong or shorten the length of P until ~F (pk) = ~0 for

any k. Now, we are here to give the definitions of four vector fields.

Definition of F̃I: ~FI is a vector field which guarantees that the interval between

any two successive points of P is approximately equal to L. For any k 6= 0, let ~lk be

the vector from pk to pk−1 (see Fig. 3.9), then ~FI(pk) is defined as follows:

~FI(pk) :=















GI(b(k)~lk − b(k + 1)~lk+1) if k 6= n

GI(b(k)~lk) if k = n

, (3.6)

where GI > 0 is a tunable gain and b(k) is

b(k) := 1−
L

‖~lk‖
. (3.7)
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Figure 3.9: Vector ~lk.

Definition of F̃R: ~FR is a vector field which guarantees that the minimum

distance from the point pk to the boundary of Â(t, k) is greater than or equal to ds

for any k 6= 0. Let ~rk be the shortest vector from pk to the boundary of A(t), then

~FR(pk) is defined as follows (see Fig. 3.10):

~FR(pk) :=















GR(1−
d̂s(k)
‖~rk‖

)~rk if ‖~rk‖ ≤ d̂s(k)

~0 if ‖~rk‖ > d̂s(k)

, (3.8)

where GR > 0 is a tunable gain and d̂s(k) is

d̂s(k) :=















ds + kδVmax if k ≤ T

ds + TδVmax if k > T

. (3.9)

Figure 3.10: Vector field ~FR and vector ~rk.

Definition of F̃P: ~FP is a vector field that only acts on the last point pn. For

any other k 6= n, ~FP (pk) = ~0. For the point pn, let ~a be a unit vector pointing

towards T from pn (see Fig. 3.11), then ~FP (pn) is defined as follows:

~FP (pn) := GP~a, (3.10)

where GP > 0 is a tunable gain.
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Figure 3.11: Vectors ~a.

Definition of F̃C: ~FC is a vector field which guarantees that the path satisfies

the non-holonomic constraint at the beginning. For any k, let ~hk be the vector from

the point pk to the centre of the initial circle which is to the same side of the robot’s

heading direction with the point p1 (see Fig. 3.12), then ~FC(pk) is defined as follows:

~FC(pk) :=















GC(1−
Rmin

‖~hk‖
)~hk if ‖~hk‖ ≤ Rmin

~0 if ‖~hk‖ > Rmin

, (3.11)

where GC > 0 is a tunable gain.

Figure 3.12: Vector field ~FC .

Now, we are here to propose the path planning algorithm as follows to adjust

the given candidate path P :

A1: For each point pk ∈ P , k 6= 0, initialize a velocity vector ~vk = ~0 for pk.

A2: Start the following loop:

A2.1: Calculate the resultant vector ~F (pk) for any point pk.

A2.2: Change the position vector and velocity vector of each pk as follows:
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









pk ← pk + ~vk

~vk ← GN~vk + ~F (pk)
, (3.12)

where 0 < GN < 1 is a tunable attenuation.

A2.3: Let plast denote the last point of P . If ‖plast − T ‖ < L, remove plast from

P . If ‖plast − T ‖ > L, add a new path point next to plast in P . Here L

and L are two given constants, which satisfy the inequalities 0 < L < L

and L < L < 2L.

A3: Exit loop A2 if the inequality ‖~F (pk)‖ < Fth holds for any k 6= 0, where

Fth > 0 is a given threshold.

According to the proposed path planning algorithm, an approximate shortest

temporarily safe path among the homotopy class of the path P can be obtained,

which satisfies the criteria defined in Definition 3.2.2 and the non-holonomic con-

straint; e.g. see Fig. 3.13. The increase of GI , GR and GC or decrease of GP can

decrease the error involved by discretization but may increase the time consumption

of the algorithm or make the algorithm unstable. Therefore, the gains need to be

selected according to different implementations.

(a) The path before adjustment (b) The path after adjustment

Figure 3.13: Adjustment of a given target-reaching path.

3.2.2 Candidate paths generation

A graph search algorithm is proposed here to generate some target-reaching candi-

date paths belonging to the different homotopy classes. Then, these candidate paths
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are adjusted according to the algorithm A1-A3 to search the path P ∗. Firstly we

introduce a graph as follows.

The boundary of the ds-reduced area R[A(t), ds] can be represented as the union

of some simple closed curves denoted by C0, C1, . . .. Let C0 denote the largest curve

which encircles other curves C1, C2, . . ..

Definition 3.2.6 For any i, if a line passing through the target T is tangent to

Ci and the segment between the tangent point and the target T does not intersect

with any curve, the tangent point is called an (A)-point and the segment is called

an (AT )-segment (see Fig. 3.14(a)); if the segment between the tangent point and

the target T intersects with any Cj, i 6= j, the tangent point is also called an (A)-

point and the closest point of intersection to the (A)-point is called an (A′)-point;

the segment between a pair of (A)-point and (A′)-point is called an (AA′)-segment

(see Fig. 3.14(b)). Furthermore, a ray that its endpoint is the robot’s position

p0(x(t), y(t)) and its direction is opposite to the target T intersects with the curve

C0 at some points which are called (S)-points (see Fig. 3.14(c)).

According to Definition 3.2.4, there exist two initial circles. For each initial

circle, there exists one tangent line which passes through the target T and is able

to be tracked by the robot to exit the initial circle from the tangent point. If the

tangent point is not encircled by any curve Ci, i 6= 0, it is called a (B)-point. If the

segment between the (B)-point and the target T does not intersect with any curve,

the segment is called a (BT )-segment (see Fig. 3.14(d)); otherwise the closest point

of intersection to the (B)-point is called a (B′)-point and the segment between a pair

of (B)-point and (B′)-point is called a (BB′)-segment (see Fig. 3.14(e)). Moreover,

if the initial circles intersect with any curve, the points of intersection are called

(V )-points (see Fig. 3.14(f)).

Definition 3.2.7 A graph denoted by G is introduced that its vertices are the target

T , robot’s position p0(x(t), y(t)), the points of (A), (A′), (B), (B′), (S) and (V )

types. Its edges are the segments of the curves C0, C1, . . ., the arc of the initial

circles and the segments of (AT ), (AA′), (BT ) and (BB′) types (see Fig. 3.15).
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(a) (AT )-segment (b) (AA′)-segment (c) (S)-point

(d) (BT )-segment (e) (BB′)-segment (f) (V )-point

Figure 3.14: Different types of segments and points.

Figure 3.15: Graph G. The red lines are the edges of the graph including the
boundaries of the enlarged obstacles and the two initial circles. The red points are
the vertices of the graph including the robot’s position and the target.

Now, we propose the candidate paths generation rules as follows to generate

some candidate paths iteratively according to the graph G:

1. At the beginning, initialize two candidate paths, each of which only includes

the point p0. Generate new points along the different initial circle to prolong

each candidate path respectively until the candidate path meets a (B)-point

or a (V )-point.

2. If a candidate path meets an (A)-point or a (B)-point, continue generating

new points along the corresponding segment of (AA′), (AT ), (BB′) or (BT )

type until the candidate path meets an (A′)-point, a (B′)-point or the target

T .

3. If a candidate path meets an (A′)-point or a (B′)-point, generate a new can-
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didate path with the duplicate points of this candidate path, then continue

generating new points of these two candidate paths along the curve in different

directions until each candidate path meets an (A)-point or an (S)-point.

4. If a candidate path meets a (V )-point, continue generating new points along

the curve in the same direction with the initial circle (clockwise or anti-

clockwise direction) until the candidate path meets an (A)-point or an (S)-

point.

5. If a candidate path meets an (S)-point, this candidate path is abandoned.

6. If a candidate path meets the target T , the generation of this candidate path

is completed.

By following the paths generation rules, some target-reaching candidate paths

can be generated iteratively according to the graph G (e.g. Fig. 3.16). Then, all the

candidate paths are adjusted according to the proposed path planning algorithm

A1-A3. Finally, the shortest adjusted path is selected as the path P ∗, which should

be tracked by the robot.

(a) (b)

(c) (d)

Figure 3.16: Target-reaching candidate paths generated by the graph G.

Remark 3.2.1 Instead of adjusting all the candidate paths, we can only select and

adjust the shortest candidate path. It reduces the computation of the navigation

algorithm in practical implementations.
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Notice that there exist two cases, in which the adjustment of a candidate path

cannot be successful and the corresponding candidate path should be abandoned.

The first case is that the vector field ~FC clashes with the field ~FR. The second case

is that the field ~FR clashes with itself.

3.3 Computer simulations

In this section, computer simulations are carried out to confirm the performance

of the proposed navigation algorithm in static and dynamic environments. In the

presented computer simulations, the practical scenes are simulated with static and

moving obstacles. In the scenes, the static obstacles can be walls, machines and

equipments and the moving obstacles can be walking people and other moving

robots. The presented simulations focus on the navigation of a single robot to

assess the performance of the proposed navigation algorithm. In general cases with

multiple robots, any robots can be navigated simultaneously to the destination by

the sensor network.

Firstly, to drive the ground mobile robot to track the generated path P ∗ during

each sampling interval, we are here to give a simple control strategy, which is a

modification of the control law proposed in [107]. Let e(t) be the minimum distance

from the robot’s position to the path P ∗, which is a polygonal chain with vertices

p0, p1, . . . , pn belonging to P ∗ (see Fig. 3.17), and make the minimum distance

positive if the closest point on the polygonal chain to the robot’s position is in the

upper half-plane of the robot’s local coordinate system and negative if in the lower

half-plane. Let λ > 0 and σ > 0 be tunable constants. The angular velocity of the

robot is controlled as follows:

u(t) = uMsgn[ė(t) + X (e(t))]. (3.13)

The saturation function X (z) is
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X (z) :=















λz if |z| ≤ σ

λσsgn(z) if |z| > σ

(3.14)

and the sign function sgn(x) is

sgn(x) =































1 if x > 0

0 if x = 0

−1 if x < 0

. (3.15)

Figure 3.17: Minimum distance e(t).

Now, we are here to carry out four simulations in different scenes including static

and dynamic environments. To reduce the computational load, only the shortest

candidate path generated according to the graph G is selected and adjusted, instead

of all the candidate paths.

3.3.1 Simulations in static environments

To confirm the performance of the proposed navigation algorithm in static environ-

ments, we build two static scenes with same static obstacles but different deployment

of the sensor nodes.

In the first scene, there are some static, non-convex and irregular-shaped obsta-

cles. To detect these obstacles, there are some range finder sensors deployed in the

scene (see Fig. 3.18). The main parameters in this simulation are indicated in Table

3.1. The parameters Vmax and T are 0.5m/s and 4. In this scene, a robot moves

from the initial position to a target (see Fig. 3.19). It can be seen that the robot’s

trajectory is relatively short. During the travelling, the robot avoids all the obsta-
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cles and undetected areas successfully and keeps the given safety margin (see Fig.

3.20). The proposed algorithm is a discrete-time control system. The discretization

involves the errors that cannot be eliminated in computer control system. It makes

the distance lower than safety margin slightly at 47s. The control input satisfies the

bound constraint.

Table 3.1: Main Parameters for the First Scene
Measurement range Rs 15m

Speed of robot vr 1m/s
Maximum angular velocity uM 0.5rad/s

Safety margin ds 1m
Sampling interval δ 1s

Figure 3.18: First scene and the boundaries of the unoccupied area. The asterisks
are sensor nodes. The dashed lines are the measurement range of each sensor node.

Figure 3.19: Simulation in the first scene. The green circle is the target. The blue
line is the trajectory of the robot.
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Figure 3.20: Minimum distance to the undetected areas in the first scene.

In the second scene, there are the same obstacles with the first scene. Comparing

with the first scene, less range finder sensors are deployed (see Fig. 3.21). All the

parameters, robot’s initial position and target are same as the first simulation. In

this scene, a robot successfully reaches the target with a safe and relatively short

trajectory in the unoccupied area (see Fig. 3.22). During the travelling, the robot

keeps the given safety margin to the undetected areas (see Fig. 3.23). The control

input satisfies the bound constraint.

Figure 3.21: Second scene and the boundaries of the unoccupied area. The asterisks
are sensor nodes. The dashed lines are the measurement range of sensor nodes.

3.3.2 Simulations in dynamic environments

To confirm the performance of the proposed navigation algorithm in dynamic envi-

ronments, we build another two scenes with moving obstacles. The moving obstacles

can be walking people and other robots.

In the third scene, there are four obstacles moving in the plane. To detect these

obstacles, there are four range finder sensors deployed in the scene (see Fig. 3.24).

The safety margin ds, the measurement range Rs of the sensor nodes, the parameter
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Figure 3.22: Simulation in the second scene. The green circle is the target. The
blue line is the trajectory of the robot.

Figure 3.23: Minimum distance to the undetected areas in the second scene.

T and the maximum speed of obstacle Vmax are 3m, 50m, 7 and 0.5m/s in this

simulation. The other parameters are the same as Table. 3.1. In this scene, these

obstacles can be detected completely by the sensor network. A robot moves towards

a given target in this scene and avoids the moving obstacles (see Fig. 3.25). During

the travelling, the robot keeps the given safety margin to the obstacles as we expect

(see Fig. 3.26). The control input satisfies the bound constraint.

In the fourth scene, there are three moving obstacles arranged in the environ-

ment. The measurement range Rs of the sensor nodes is 50m. Therefore, the

obstacles in this scene cannot be detected completely (see Fig. 3.27). Other param-

eters in this simulation are the same as the third simulation. In this scene, a robot

moves with a safe and relatively short trajectory and avoids the obstacles and the

dynamic deformed undetected areas (see Fig. 3.28). It can be seen that the robot

keeps the given safety margin to the dynamic undetected areas (see Fig. 3.29). This

simulation indicates that the mobile robots can be navigated to avoid any possible

obstacles which are not detected by the sensor network. The control input satisfies
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Figure 3.24: Third scene. The asterisks are sensor nodes. The dashed lines are the
measurement range of sensor nodes.

(a) t = 20s (b) t = 40s

(c) t = 50s (d) t = 78s

Figure 3.25: Simulation in the third scene. The green circle is the target. The blue
line is the trajectory of the robot.

the bound constraint.
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Figure 3.26: Minimum distance to the undetected areas in the third scene.

Figure 3.27: Fourth scene. The asterisks are sensor nodes. The dashed lines are the
measurement range of sensor nodes.

3.4 Experiments with real mobile robot

To evaluate and confirm the performance of the proposed navigation system in

practical environments, three experiments with a range finder sensor network and a

real mobile robot are carried out in this section. In the presented experiments, the

similar scenes to practical environments are arranged with some static obstacles and

moving people. The presented experiments focus on the navigation of a single robot.

In general cases with multiple robots, any robots can be navigated respectively and

simultaneously to the targets by the sensor network.

In the experiments, a real sensor network is deployed on the floor of an indoor

environment. The sensor network consists of three SICK LMS-200 laser range finders

(see Fig. 3.30(a)), which are connected to a central computer node. Each laser

range finder’s scanning range is 180◦. The location and direction of each laser

range finder are known previously. The central computer is programmed with the

proposed navigation algorithm. It collects measurements of the environment and
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(a) t = 5s (b) t = 20s

(c) t = 30s (d) t = 40s

(e) t = 60s (f) t = 89s

Figure 3.28: Simulation in the fourth scene. The green circle is the target. The blue
line is the trajectory of the robot.

Figure 3.29: Minimum distance to the undetected areas in the fourth scene.
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obstacles from each sensor node, obtains the location and heading of the mobile

robot from the robot. Then, the computer calculates the safe path P ∗ according

to the obtained information and sends the path P ∗ to the mobile robot by wireless

communication. The target coordinates is predetermined. The real mobile robot

used in the experiments is a Pioneer3-DX mobile robot (see Fig. 3.30(b)). It has an

on-board computer and a wireless network device. It can upload the location and

heading direction to the central computer and receive the path P ∗ from the central

computer. The mobile robot is programmed with the proposed controller (3.13) to

track the received path P ∗. The mobile robot measures its location and heading

direction by odometry. The robot’s initial location is (0, 0) and the initial heading

is 0◦. The odometry error can be ignored in the experiments because the scenes in

the experiments are not large. In larger and practical factories, other approaches

can be used to reduce the odometry error e.g. [34, 35, 148]. The inertial navigation

sensors also can be used to increase the accuracy of the localization. The presented

algorithm in this chapter is designed based on the algorithm in Chapter 2. The

suboptimal path is calculated at each time step with a time consumption of about

1s. Therefore, it can be implemented with a real sensor network and ground mobile

robot.

(a) SICK LMS-200 laser range finder (b) Pioneer3-DX robot

Figure 3.30: Laser range finder and mobile robot used in the experiments.
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3.4.1 Experiments in static environments

There were two experiments made in static indoor environments. Some folding

cartons were arranged as static obstacles. The sensor network was deployed in the

environment to detect the obstacles. The main parameters in the experiments are

indicated in Table 3.2. Notice that the safety margin ds in the second experiment

was changed to 0.6m.

In the first experiment (see Fig. 3.31), it can be seen that three laser range find-

ers detected different parts of the environment and the central computer combine

the measurements from each sensor node. Then, it navigated the mobile robot from

the initial position to the predetermined target without collision. The experimental

result (see Fig. 3.32) shows that the sensor network mapped the environment cor-

rectly and navigated the mobile robot accurately with a relatively short trajectory.

According to Fig. 3.33, it can be seen that the distance from the obstacles and

undetected areas to the mobile robot were larger than the safety margin ds while

the robot was travelling. There are 61 samples in this simulation. The control input

satisfies the bound constraint.

Table 3.2: Main Parameters for the First Experiment
Measurement range Rs 8m

Speed of robot vr 0.3m/s
Maximum angular velocity uM 1.2rad/s

Safety margin ds 0.5m
Sampling interval δ 1s

Similarly, in the second experiment (see Fig. 3.34), the sensor network navigated

the mobile robot to avoid any obstacle on the floor and reach the target. The

experimental result (see Fig. 3.35) shows the trajectory of the robot and the map

built by the sensor network. According to Fig. 3.36, it can be seen that the mobile

robot was keeping the safety margin ds while travelling. The control input satisfies

the bound constraint.
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(a) t = 0s (b) t = 34s

(c) t = 49s (d) t = 66s

Figure 3.31: Pictures of the first experiment.

Figure 3.32: Experimental result of the first experiment. The green circle is the
target. The blue line is the trajectory of the robot.

Figure 3.33: Minimum distance to the undetected areas in the first experiment.

3.4.2 Experiments in dynamic environments

In the third experiment (see Fig. 3.37), we tested the proposed navigation algorithm

in a dynamic environment. In this scene, some folding cartons were arranged as two
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(a) t = 0s (b) t = 14s

(c) t = 30s (d) t = 42s

Figure 3.34: Pictures of the second experiment.

Figure 3.35: Experimental result of the second experiment. The green circle is the
target. The blue line is the trajectory of the robot.

Figure 3.36: Minimum distance to the undetected areas in the second experiment.

static obstacles and two volunteers were walking in this scene. The volunteers’ speed

were smaller than the given maximum speed Vmax, which is 0.4m/s. The parameter

T is determined as 2. Other parameters for this experiment are indicated in Table

3.3. According to the experimental result in Fig. 3.38, it can be seen that the
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sensor network built the real-time map of the dynamic environment. The mobile

robot successfully avoided both the static obstacles and the moving obstacles. Fig.

3.39 shows that the mobile robot was keeping the safety margin ds while travelling.

The control input satisfies the bound constraint.

Table 3.3: Main Parameters for the Third Experiment
Measurement range Rs 8m

Speed of robot vr 0.5m/s
Maximum angular velocity uM 2rad/s

Safety margin ds 0.5m
Sampling interval δ 1s

(a) t = 0s (b) t = 23s

(c) t = 30s (d) t = 45s

(e) t = 49s (f) t = 54s

Figure 3.37: Pictures of the third experiment.
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(a) t = 11s (b) t = 23s

(c) t = 30s (d) t = 43s

(e) t = 48s (f) t = 54s

Figure 3.38: Experimental result of the third experiment. The green circle is the
target. The blue line is the trajectory of the robot.

Figure 3.39: Minimum distance to the undetected areas in the third experiment.

3.5 Summary

In this chapter, we take the advantage of the range finder sensor network and propose

a sensor network based navigation algorithm for any types of mobile robots working

in the environments. Comparing with other types of sensor network, the range finder

sensor network can obtain accuracy environment maps to help perform a faster and
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more reliable navigation than RSSI-based sensor networks. Moreover, It involves

simpler data processing than visual sensor networks.

The proposed sensor network is deployed in dynamic environments to detect the

static and dynamic obstacles. Simultaneously, each robot measures and uploads

its own location and direction by the wireless communication. Then, the sensor

network navigate each mobile robot respectively according to the environment and

robots information.

The main advantage of the proposed method is that the navigation tasks for any

mobile robots are integrated into the sensor network. The sensor network can be

used to navigate different types of robots simultaneously. The proposed navigation

method does not require any robot sensor for obstacle detection and any other extra

navigation algorithm. Moreover, the proposed method is flexible in configuration for

multiple robots. Each robot is only required for a low-level path tracking controller.

Therefore, this is an efficient, integrated and economic navigation system for multiple

robots in practical dynamic environments.

The proposed navigation framework can be implemented as one of the most fun-

damental units with various robots working cooperatively. With the arranged sensor

network, manufacturers can purchase any types of robots without considering the

navigation and obstacle avoidance. This system also provides a centralized frame-

work to manage and supervise the working of all the robots. The sensor network

collects each robot’s status and sensor measurements, such as battery, system errors

and radiant intensity alarm, and sends the information to the manager or high-level

management system. On the other hand, the manufacturers of mobile robots can

remove the obstacle detection sensors and navigation algorithms from the robots to

decrease the robots’ cost and price.



Chapter 4

Safe Navigation of Flying Robots

in Dynamic Environments by a

Sensor Network

This chapter is based on the the publications [84] and [85]. In this chapter, we extend

the path planning algorithm presented in Chapter 2 and 3 into 3D environment

and combine it with a probabilistic roadmap to perform a real-time navigation for

micro flying robot. In this chapter, we take the advantages of the wireless sensor

network to navigate the flying robots. The sensor network consists of some 3D range

finder sensors, such as time-of-flight cameras. Each sensor node is deployed in the

dynamic environments, such as floors and walls, to detect the obstacles like walls,

equipments and walking people. Simultaneously, each flying robot measures the

real-time location and direction by localization technology, like odometry, and sends

the measurements to the central computer via the wireless sensor network. With

the measurements of the environment and each robot’s position, instant safe paths

are dynamically generated from each robot’s current position to the destinations by

the central computer. The instant safe paths are updated at each time step and

the flying robots keep tracking the generated path to the targets. The presented

flying robot navigation framework is a networked control system that the sensor

61
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data, control input and flying robots’ states are exchanged via the sensor network;

see examples [103, 104, 150, 105].

4.1 Problem description

In this chapter, we consider any micro flying robot in the IIoT as a three-dimensional

under-actuated non-holonomic autonomous vehicle, which is widely used to describe

3D robots and missile; e.g. [188, 101, 100, 126, 61, 127]. For different types of

real flying robots (e.g. quadcopter and fixed-wing aircraft), a suitable controller

can be designed such that the real flying robot can move like this model. In [92],

such a controller is designed and implemented with a real robot ARDrone for 3D

Dubins curve tracking. Moreover, a navigation algorithm designed for this kinematic

model also has been successfully implemented with real flying robots in [188, 189].

Furthermore, the 3D kinematic model for flying robots studied in this chapter is

a natural extension of 2D kinematic model for planar robots. Controllers designed

based on the 2D kinematic model were successfully implemented with Pioneer type

ground robots, wheelchairs and autonomous hospital beds, see e.g. [106, 187, 163].

The flying robot is equipped with the inertial measurement unit (IMU) and a wireless

communication device. The mathematical model of the flying robot is as follows.

Let

s(t) := [x(t), y(t), z(t)] (4.1)

be the Cartesian coordinates of the robot in the 3D space. For multiple flying

robots, let si denote the i-th robot’s position. Then, the motion of the robot can

be described by the following equations (see Fig. 4.1):











ṡ = vr~i

~̇i = ~u
, (4.2)
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where vr is a constant speed, ~i ∈ R
3 is the unit vector indicating the direction of the

robot’s velocity. ~u ∈ R
3 is a two degree of freedom control input, which is subject

to











‖~u‖ ≤ UM

~i ⊥ ~u
. (4.3)

Here ⊥ denotes that two vectors are orthogonal. The robot’s location s(t) and the

direction of velocity ~i(t) can be obtained by the robot’s IMU and odometry. The

constraint of the control input ~u implies that the minimum turning radius of the

flying robot is

Rmin =
vr
UM

. (4.4)

Figure 4.1: Flying robot model.

Notation 4.1.1 Let p be an arbitrary point. For any closed set D, the minimum

distance ρ(D, p) between p and D is

ρ(D, p) := min
q∈D
‖p− q‖. (4.5)

Considering the minimum turning radius, we define a torus called initial torus,

which is a extension of the initial circle proposed in [157]; also see [96].



64 CHAPTER 4. FLYING ROBOTS NAVIGATION

Definition 4.1.1 Let B be a circle described as follows:

B = {p ∈ R
3 : (p− s) ⊥ ~i, ‖p− s‖ = Rmin}. (4.6)

Then, an initial torus Q can be defined as follows (see Fig. 4.2):

Q := {p ∈ R
3 : ρ(B, p) = Rmin}. (4.7)

Figure 4.2: Initial torus.

In an practical environment, there are static and moving obstacles (e.g. walls,

walking people, etc.) with irregular shape and dynamic velocity. To detect the

obstacles extensively, we consider a WSN deployed in the workspace (see Fig. 4.3).

Each sensor node is a 3D range finder, which measures the distances to the nearest

obstacles in different directions within the field of view (see Fig. 4.4). There are

two types of 3D range finder that are commonly used in many applications. The

first type is spinning 2D range finder, see [123], which provides omnidirectional

measurements of distance. The second type is ToF camera that only measures the

distance in a limited field of view like a normal camera; such as [5]. However, a

ToF camera has a better performance in dynamic environments than a spinning 2D

range finder. Both of these two types of 3D range finder can be used in the proposed

method.

Assumption 4.1.1 For any sensor node, the location and attitude, in which it is

deployed, are static and known.

Generally, in an environment, the sensor nodes are fixed on the walls, ceilings
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Figure 4.3: A 3D range finder WSN in the environment.

Figure 4.4: A 3D range finder.

or ground. The RSSI is commonly available for current WSN and flying robots.

Therefore, the locations of both the sensor nodes and the flying robots can be

estimated based on RSSI; see examples [171, 144]. Moreover, magnetic sensor and

gravity sensor can be simply used on sensor nodes to obtain the attitude of each

sensor node. In the presented method, a central computer is involved to execute

the proposed navigate algorithm for the micro flying robots. It connects to one of

the sensor nodes and accesses all the sensor nodes via the WSN to collect the real-

time measurements of the obstacles from each 3D range finder. Then, the central

computer combine the measurements to build a 3D map of the unoccupied area.

In addition, the flying robots in the workspace can connect to the WSN. Thus, the

central computer can communicate with any flying robot via the WSN as well. In

practical implementations in environments, the micro flying robots can be equipped

with some light sensors for some tasks and upload the sensor data to the central

computer. For instance, radiation detectors can be mounted on the flying robots

to monitor the radiant intensity in nuclear power stations. The framework of this

navigation system is shown in Fig. 4.5.

In the environment, the obstacles and flying robots can be detected by the sensor
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Figure 4.5: Framework of the proposed method.

nodes. For any i and time t, the i-th sensor node detects objects partly in its field of

view and obtains a 3D detected region, denoted by Ni(t). The region Ni(t) can be

obtained by converting the sensor’s measurements to the global coordinate system

from its local coordinate system with the help of the its location and attitude (see

Fig. 4.6).

Figure 4.6: Detected region Ni(t) of the i-th sensor node.

Definition 4.1.2 For any i and t, the detected region Ni(t) is a closed, bounded,

and connected point set in R
3.

Definition 4.1.3 Let d > 0 be a constant. Let ∂D denote the boundary of a closed

set D. The d-reduction of the closed set D is a set R[D, d] defined as follows (see

Fig. 4.7):

R[D, d] := {p ∈ D : ρ(∂D, p) ≥ d}. (4.8)

Definition 4.1.4 Let d > 0 be a constant. The d-enlargement of the closed set D
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Figure 4.7: d-reduced region R[D, d] of a set D.

is a set E [D, d] defined as follows (see Fig. 4.8):

E [D, d] := {p ∈ R
3 : ρ(D, p) ≤ d}. (4.9)

Figure 4.8: d-enlargement region E [D, d] of a set D.

Assumption 4.1.2 The physical size of any flying robot in the workspace can be

covered by a sphere with a given radius Rr on the center of the robot (see Fig. 4.9).

The sphere is called robot sphere; i.e. the i-th robot sphere is the set E [si(t), Rr].

It is noticed that each micro flying robot’s location is uploaded to the central

computer. At the same time, it is also detected by the 3D range finder sensors.

Therefore, we suppose that error correction for the robot’s odometry is applied.

There are a lot of methods in the error correction of odometry by 3D range finder,

such as [50].
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Figure 4.9: Physical size of a flying robot.

Moreover, because the location of each robot is known and the size of each robot

is micro, a filter should be involved to remove the effect of any robots on each 3D

region Ni(t), i = 1, 2, . . .; i.e. for the measurements of the i-th sensor node, the

occupied positions belonging to any robots can be recognized by using the robots’

positions and radius Rr, then a low-pass filter is applied on the depth measurements

corresponding to the robots’ occupied positions. Here, let N̂i(t) denote the estimated

region of Ni(t) by the filter (see Fig. 4.10).

Figure 4.10: Estimated region N̂i(t) without the effect of micro flying robots for the
i-th sensor node.

Now, an unoccupied area, denoted by A(t), can be calculated as follows (see Fig.

4.11):

A(t) =
m
⋂

i=1

N̂i(t), (4.10)

where m is the number of the sensor nodes.

Assumption 4.1.3 Let p be an arbitrary point in the set A(t) and ∂A(t) denote the

boundary of A(t). The derivative of the minimum distance ρ(∂A(t), p) with respect
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Figure 4.11: Unoccupied area A(t).

to time t is smaller than or equal to Vmax, where Vmax is a given constant, which is

smaller than vr.

Remark 4.1.1 If Assumption 4.1.3 does not hold, the robot may need to avoid

the dynamic obstacles and undetected regions which are faster than the robot. It is

obvious that in this case, it is impossible to obtain mathematically rigorous conditions

for the robot to surely avoid collisions for any navigation strategy. However, there

are still some algorithms that can be modified and combined to help the robot keep

safe in some conditions of this case; see the algorithm and mathematical analysis in

[163].

Definition 4.1.5 The safety margin ds > 0 is a given constant that the flying

robots should keep from the boundary ∂A(t) at any time t. It satisfies the following

inequality:

ds ≥ Rmin. (4.11)

Assumption 4.1.4 The robot’s initial position s(0) belongs to the set R[A(0), ds]

and is far away from the boundary of A(0).

Assumption 4.1.5 The set R[A(t), ds] is a connected set at any time t.

The objective of the proposed algorithm is to drive a micro flying robots to travel

in the dynamic and deformable ds-reduced region R[A(t), ds], avoid any other flying

robot and reach a target, which is denoted by T , with a relatively short trajectory. In

the presented method, the environment measurements, robot’s position and heading,
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and robots’ control signals velocity are exchanged through the sensor network to

construct a networked control system; see examples [103, 104, 150, 105].

Assumption 4.1.6 The target T belongs to the set R[A(t), ds] at any time t.

Assumption 4.1.7 The target T is far away from the robot’s initial position s(0).

4.2 Safe navigation algorithm

In this section, we propose a discrete-time navigation algorithm for the micro flying

robots in the workspace based on the presented WSN. Each flying robot tracks a

relatively short and temporarily safe path denoted by P ∗, which is generated by the

central computer according to the proposed navigation algorithm.

The path P ∗ is represented as some successive and finite equally spaced points

denoted by P ∗(0), P ∗(1), . . . , P ∗(n) (see Fig. 4.12), where n is the length of the path.

P ∗(0) is the flying robot’s current position s(t). For any k, P ∗(k) represents the

possible position of the robot at the future time t+kδ. The distance between any two

successive points is a constant L, which is equal to vrδ. P ∗ should approximately

satisfy the non-holonomic constraint of the flying robots; i.e. the radius of the

circumscribed circle of any three successive points should be greater than or equal

to Rmin and the point P ∗(1) should not be within the initial torus Q.

In the proposed method, we consider two conditions of a micro flying robot. In

the first condition, a flying robot is steady at its current position before a target is

arranged or after it reach a target. In this case, P ∗ has only one point, i.e. n = 0.

In the second condition, the flying robot is travelling to an arranged target with a

generated path P ∗, i.e. n > 0.

Let δ be the sampling interval. At each time step t = 0, δ, 2δ, . . ., the central

computer calculates the unoccupied area A(t) and obtains the flying robots’ real-

time positions s1(t), s2(t), . . . via the WSN. Then, at each time step, the paths

P ∗
1 , P

∗
2 , . . . for all the robots are updated successively according to the real-time

unoccupied area and the robots’ positions.
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Figure 4.12: A 3D robot path represented as some equally spaced points.

Let T be a given time window ,which is a positive integer. The generated path P ∗

has the following properties. Firstly, P ∗ is a path from the robot’s current position

s(t) to the target T . Secondly, P ∗ satisfies the non-holonomic constraint of the

robot’s motion. Thirdly, P ∗ is guaranteed to be collision-free to the obstacles and

other robots over the time period [t, t + Tδ]. Because P ∗ is updated at each time

step with interval δ, the robot finally can reach the target successful without any

collisions. If P ∗ is updated with a time delay which is smaller than Tδ, the robot is

still safe in tracking P ∗.

To guarantee the safety of each robot in the partly detected dynamic environ-

ment, we consider any potentially unsafe regions excluding robot spheres in the

environment and give the following definitions and assumptions.

Definition 4.2.1 Let k = 0, 1, 2, . . . and t be the current time. Over the time

window T , the region which is obsoletely safe at time t+ kδ, k ≤ T is

Ā(t, k) := R[A(t), kδVmax]. (4.12)

Then we extend it as follows to help to generate a temporarily safe path in the time

window T :

Ā(t, k) := R[A(t), T δVmax] , k > T. (4.13)

Definition 4.2.2 Let k = 0, 1, 2, . . . and t be the current time. For the i-th micro

flying robot, considering the collisions with other robots, a valid area Â(t, k) at any
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future time t+ kδ is defined as follows:

Â(t, k) := Ā(t, k) \
⋃

j 6=i

E [P ∗
j (k), Rr]. (4.14)

Here we extend any robot’s path P ∗
j as follows

P ∗
j (k) := P ∗

j (n) , k > n (4.15)

and \ denotes the set difference.

Assumption 4.2.1 For any t and time step k, the target point T belongs to the set

R[Â(t, k), ds].

Assumption 4.2.2 For any t and k, the set R[Â(t, k), ds] is a connected set.

Definition 4.2.3 The path P ∗ is called a temporarily safe path, if for any k and t,

the point P ∗(k) belongs to the set R[Â(t, k), ds].

Definition 4.2.4 The path P ∗ is called a target-reaching path if ‖T −P ∗(n)‖ ≤ L.

Now, we are here to briefly introduce the two parts of the proposed navigation

algorithm. The first part of the algorithm is rough path generation. It is followed by

the second part, which is path planning. At each time step, for any flying robot, if a

target is arranged and the robot needs to be navigated to the target, an initial rough

path P̄ need to be generated firstly by the probabilistic roadmap algorithm. Then

the generated rough path P̄ is adjusted to be the path P ∗ by the proposed path

planning algorithm. With the presented algorithm, any micro flying robot navigated

by the WSN can avoid any obstacles and other flying robots in the workspace and

reach the target successfully.

4.2.1 Rough path generation

To initialize a temporarily safe rough path for a micro flying robot with an arranged

target T , the probabilistic roadmap method is used to generate a relatively short



4.2. SAFE NAVIGATION ALGORITHM 73

rough path P̄ in the area R[A(t), ds + TδVmax]. The probabilistic roadmap method

proposed in [69] is widely used in robotics to solve the motion planning problem;

e.g. [145].

In the probabilistic roadmap method, a graph G is construct to search the short-

est path from a starting point to a target point in the graph. The vertices of the

graph G are the random samples of the configuration space of the robot, the starting

point and the target point. Each edge of the graph G represents a valid path con-

necting the corresponding pair of vertices. Then, a shortest path search algorithm

is used to find the shortest path from the starting point to the target point in the

graph G. In our method, the vertices of G, excluding the starting point and the

target point, are randomly taken from the area R[A(t), ds + TδVmax] with uniform

distribution. Then, we give a definition and the algorithm description as follows.

Definition 4.2.5 Let D be a closed point set. A line segment path between any two

points a, b ∈ D is called a valid path if the line segment between a and b does not

intersect with the boundary of D (see Fig. 4.13).

Figure 4.13: A valid path between two points.

Now, we are here to give the rough path generation algorithm as follows (see

Fig. 4.14):

A1: Initialize a graph G = (V,E), where the set of vertices V and the set of edges

E are empty sets.

A2: Let Ns > 0 be a given integer. Then, select Ns points {ξ1, ξ2, . . . , ξNs
} ran-

domly from the point setR[A(t), ds+TδVmax] with uniform distribution. Then,
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add these selected points into the set V as follows:

V ← V ∪ {ξ1, ξ2, . . . , ξNs
}. (4.16)

A3: Let Nc > 0 be a given integer that is smaller thanNs. For any point ξi ∈ V , i =

1, 2, . . . , Ns, choose the Nc closest vertices, denoted by {ξ′i,1, ξ
′
i,2, . . . , ξ

′
i,Nc
}, in

V according to the distance. For each chosen vertex ξ′i,j ∈ V , j = 1, 2, . . . , Nc,

if the line segment between ξi and ξ′i,j is a valid path in R[A(t), ds + TδVmax],

add the corresponding edge into the set E as follows:

E ← E ∪ {(ξi, ξ
′
i,j)}. (4.17)

A4: Let ξinit be the flying robot’s current position s(t) and add it into the set V

as follows:

V ← V ∪ {ξinit}. (4.18)

For the starting vertex ξinit ∈ V , choose the Nc closest vertices, denoted by

{ξ′init,1, ξ
′
init,2, . . . , ξ

′
init,Nc

} in V according to the distance. Considering the con-

straint of the control input (4.3), for each chosen vertex ξ′init,j ∈ V , j =

1, 2, . . . , Nc, if the line segment between ξinit and ξ′init,j is a valid path in

R[A(t), ds + TδVmax] and the following inequality holds:

arccos(
a(t)ζj
‖a(t)‖‖ζj‖

) ≤ arcsin(
LUM

2vr
), (4.19)

where ζj = ξ′init,j − ξinit, then add the corresponding edge into the set E as

follows:

E ← E ∪ {(ξinit, ξ
′
init,j)}. (4.20)

A5: Let ξgoal be the target point T and add it into the set V as follows:

V ← V ∪ {ξgoal}. (4.21)
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For the goal vertex ξgoal ∈ V , choose the Nc closest vertices, denoted by

{ξ′goal,1, ξ
′
goal,2, . . . , ξ

′
goal,Nc

} in V according to the distance. For each chosen

vertex ξ′goal,j ∈ V , j = 1, 2, . . . , Nc, if the line segment between ξgoal and ξ′goal,j

is a valid path in R[A(t), ds + TδVmax], then add the corresponding edge into

the set E as follows:

E ← E ∪ {(ξgoal, ξ
′
goal,j)}. (4.22)

A6: Search the shortest path from the starting vertex ξinit to the goal vertex ξgoal

in the graph G. Generally, Dijkstra’s algorithm can be used to search the

shortest path in a graph.

A7: Convert the selected shortest path to the rough path P̄ , which consists of

equally spaced points with interval L.

x

y z

A(t)

s(t)

T

Figure 4.14: Rough path generation by probabilistic roadmap method. The black
lines are the graph and the green line is the shortest path in the graph.

4.2.2 Path planing

Now, we are here to propose the path planning algorithm that adjusts a given flying

robot path to be an temporarily safe path P ∗, which is relatively short in the valid

area R[Â(t, k), ds]. Let P denote the given path that needs to be adjusted. It can

be the initialized rough path P̄ or the last temporarily safe P ∗ at the last time step.

Here, let p0, p1, . . . , pn denote the path points of the given path P . Then, we

define four vector fields ~F I , ~FR, ~F P and ~F C in R
3 to help adjust the path points
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of P . For any k 6= 0, the resultant vector of these four fields at point pk is

~F (pk) = ~F I(pk) + ~F R(pk) + ~F P (pk) + ~F C(pk). (4.23)

The path P is adjusted by moving any pk, k 6= 0 towards the direction of ~F (pk)

to an equilibrium point where ~F (pk) = ~0. Moreover, while adjusting, some points

would be added or removed to prolong or shorten the length of P until ~F (pk) = ~0

for any k 6= 0. Now, we are here to give the definitions of four vector fields.

Definition of F̃ I: ~F I is a vector field which guarantees that the interval between

any two successive points of P is approximately equal to L. For any k 6= 0, let ~lk

be the vector from pk to pk−1 (see Fig. 4.15), then ~F I(pk) is defined as follows:

~F I(pk) :=















GI(b(k)~lk − b(k + 1)~lk+1) if k 6= n

GI(b(k)~lk) if k = n

, (4.24)

where GI > 0 is a tunable gain and b(k) is

b(k) := 1−
L

‖~lk‖
. (4.25)

pk-1 pk pk+1
lk lk+1

Figure 4.15: Vector ~lk.

Definition of F̃R: ~F R is a vector field which guarantees that the minimum

distance from the point pk to the boundary of the valid area Â(t, k) is greater than

or equal to ds for any k 6= 0. Let ~rk be the shortest vector from pk to the boundary

of Â(t, k), then ~FR(pk) is defined as follows (see Fig. 4.16):

~FR(pk) :=















GR(1−
ds

‖~rk‖
)~rk if ‖~rk‖ ≤ ds

~0 if ‖~rk‖ > ds

, (4.26)

where GR > 0 is a tunable gain.
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x

y z

A(t,k)

rk

pk

Figure 4.16: Vector ~rk.

Definition of F̃P: ~F P is a vector field pointing towards the target T , which

only attracts the last point pn of the path P . For any other k 6= n, ~F P (pk) = ~0.

For the point pn, let ~g be a unit vector pointing towards T from pn (see Fig. 4.17),

then ~F P (pn) is defined as follows:

~F P (pn) := GP~g, (4.27)

where GP > 0 is a tunable gain.

 

pn

T

g

Figure 4.17: Direction vector ~g.

Definition of F̃C: ~F C is a vector field which guarantees that the path satisfies

the non-holonomic constraint and does not intersect with the initial torus Q at the

beginning. For any k 6= 0, let ~hk be the vector from the point pk to the closest point

at the circle B, then ~F C(pk) is defined as follows:

~F C(pk) :=















GC(1−
Rmin

‖~hk‖
)~hk if ‖~hk‖ ≤ Rmin

~0 if ‖~hk‖ > Rmin

, (4.28)

where GC > 0 is a tunable gain.

Now, we are here to propose the path planing algorithm as follows to adjust the
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given path P :

B1: For any pk, k 6= 0, initialize a velocity vector ~vk = ~0 for pk.

B2: Start the following loop:

B2.1: Change the position vector and velocity vector of each pk, k 6= 0 as

follows:











pk ← pk + ~vk

~vk ← GN~vk + ~F (pk)
, (4.29)

where 0 < GN < 1 is a tunable attenuation.

B2.2: If ‖pn−T ‖ < L, remove pn from P and n← n−1. If ‖pn−T ‖ > L, add

a new point next to pn into P and n ← n + 1. The parameters L < L

and L > L are two given thresholds.

B3: Exit loop B2 if the inequality ‖~F (pk)‖ < Fth holds for any k 6= 0, where

Fth > 0 is a given threshold.

In the proposed path planning algorithm, the appropriate attenuation GN should

be chosen such that each pk can converge fast to the position where ‖~F (pk)‖ < Fth

with small error between pk and equilibrium point. With the proposed algorithm,

the instant safe path P ∗ can be obtained for current time step. It approaches to

a local optimum which has the minimum length and energy in the potential fields

within the neighbourhood of the state space satisfying the safety criteria defined in

Definition 4.2.3, 4.2.4 and the non-holonomic constraint (4.3) (see Fig. 4.18). The

increase of GI , GR and GC or decrease of GP can decrease the error involved by

discretization but may increase the time consumption of the algorithm or make the

algorithm unstable. Therefore, the gains need to be selected according to different

implementations.
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x

y z

A(t,k)

s(t)

T

(a) The given path P

x

y z

A(t,k)

ds

s(t)

T

(b) The temporarily safe path P ∗

Figure 4.18: Adjustment of the given path P .

4.3 Computer simulations

In this section, computer simulations are carried out to confirm the performance of

the proposed navigation algorithm in an practical environment. Moreover, a path

tracking controller for the micro flying robot is proposed firstly.

4.3.1 Path tracking controller

Firstly, to drive the flying robot to track the generated path P ∗ during each sampling

interval, we are here to propose a simple control strategy for flying robot path track-

ing. The proposed strategy is a modification of the control law which is proposed

in [107].

In 3D flying robot path tracking, there are two errors which should be minimized.

The first error denoted by ed(t) is the minimum distance from the robot’s real-

time position s(t) to the generated path. The second error denoted by ea(t) is the

angle between the robot’s velocity direction vector ~i(t) and the plane Ω(t), which

is determined by the robot’s position s(t) and the tangent line of the path at the

closest point to s(t) (see Fig. 4.19).

Notation 4.3.1 The inner product of two vectors is denoted by • and the cross

product of two vectors is denoted by ×.

In the proposed control strategy, two sliding mode controllers are used to mini-

mize the distance error ed(t) and the orientation error ea(t) respectively. Let ~νa(t)
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Figure 4.19: Minimum distance ed(t) and the angle ea(t).

be a normal vector of the plane Ω(t). The orientation error ea(t) can be obtained

by the following equation:

ea(t) = arccos(
~i(t) • ~νa(t)

‖s(t)‖‖~νa(t)‖
)−

π

2
. (4.30)

Let two tunable constants λd > 0 and σd > 0 be the parameters of the controller

for the distance error ed(t); let another two tunable constants λa > 0 and σa > 0

be the parameters of the controller for the orientation error ea(t). Then, the two

controllers for the two errors are designed as follows:











ud(t) = sgn[ėd(t) + X (ed(t), λd, σd)]

ua(t) = sgn[ėa(t) + X (ea(t), λa, σa)]
. (4.31)

The saturation function X (z, λ, σ) is

X (z, λ, σ) :=















λz if |z| ≤ σ

λσsgn(z) if |z| > σ

(4.32)

and the sign function sgn(x) is
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sgn(x) =































1 if x > 0

0 if x = 0

−1 if x < 0

. (4.33)

Let ~νd be the unit vector from the robot’s current position s(t) towards the closest

point on the path. To minimize the two errors with one control input, we consider

the sum of the two controller’s outputs ud(t) and ua(t) in different directions ~νd and

~νa with the tunable weights wd > 0 and wa > 0 as follows:

~us(t) = wdud(t)~νd + waua(t)~νa. (4.34)

Moreover, considering the constraint of the robot’s control input (4.3), the direction

vector of the orthogonal projection of the vector ~us(t) onto the plane, of which the

normal vector is ~i(t), is calculated as follows (see Fig. 4.20):

~u′(t) = ~i(t)×
~us(t)

‖~us(t)‖
×~i(t). (4.35)

Finally, the control input of the flying robot can is obtained as follows:

~u(t) = ~u′(t)UM . (4.36)

x

y z

us(t)

u'(t)

s(�)

i(�)

Figure 4.20: Control strategy of the flying robot path tracking.
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To confirm the performance of the proposed path tracking controller, we carry

out a computer simulation. In this simulation, a 3D robot path is given as a smooth

curve from the robot’s initial position to a target. The flying robot’s positions s(t)

and velocity direction vector ~i are known to calculate the distance error ed(t) and

the orientation error ea(t). The parameters used in this simulation are indicated

in Table 4.1. The result of the simulation is shown in Fig. 4.21. It can be seen

that the flying robot tracked the given path and reached the target. The distance

error ed and the orientation error ea in this simulation are shown in Fig. 4.22, which

indicates that the flying robot can be controlled accurately by the proposed path

tracking controller. There are around 333 samples in this simulation.

Table 4.1: Parameters for the Path Tracking Simulation
Speed of robot vr 0.7m/s

Maximum angular velocity uM 2rad/s

Parameters of the controller

λd 2
σd 1
λa 3
σa 1
wd 1
wa 1

Sampling interval δ 0.2s

4.3.2 Time-of-flight camera

In our computer simulations, ToF camera are used to detect objects in the envi-

ronments (see Fig. 4.23). It is a class of scannerless LIDAR by measuring the

time-of-flight of a light signal between the camera and the objects for each pixel of

the 2D image. It provides a depth image in the field of view with high frame rate,

which perform a fast detection in dynamic environments. In the simulations, we use

such type of 3D range finder sensors. In the simulation software, the provided ToF

camera module is used. It provides the image with both colour and depth for each

pixel. Therefore, it can be used as a normal optical camera for computer vision.

In our simulation, only the distance information is considered. Thus, a grayscale

image is enough to represent the measurements. Fig. 4.24 shows an example of
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Figure 4.21: Result of the path tracking simulation. The blue solid line is the given
3D robot path and the red arrows are the trajectory and orientation of the flying
robot.

(a)

(b)

Figure 4.22: Distance error ed and the orientation error ea.

such a depth image, which is a grayscale image. According to the camera projec-

tion, the depth image can be converted to a point cloud to represent the objects in

the environment (Fig. 4.25). The main parameters of the ToF camera used in the

simulations are indicated in Table. 4.2.
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Table 4.2: Parameters of the ToF Camera
Working range 0m to 9m

Lens 135◦h× 135◦v
Resolution 128× 128

Time-of-flight camera

Figure 4.23: A ToF camera detects objects.

Figure 4.24: A depth image.

Figure 4.25: A point cloud of the ToF camera measurements.

4.3.3 Simulations in static environments

To confirm the performance of the proposed navigation algorithm A1-A4, B1-B3

in static environments, we built a static scene in a professional computer simulation
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software called V-REP with a more realistic kinetic model than the model (4.2).

The static scene is a closed indoor environment with some rooms. There are twelve

ToF cameras deployed in this scene to detect the obstacles and construct a WSN.

The size of the room is 9m× 9m× 6m with two floors. There are some holds on the

walls to connect different rooms. The safety margin ds is 0.5m in this simulation.

The number of samples in PRM algorithm is 250. In real-time implementations,

more samples involve a larger time consumption (longer time delay). Thus, to avoid

the collision, the suitable time window T should be chosen such that Tδ is larger

than the time delay. Other parameters are the same as Table 4.1. A flying robot is

navigated from an initial position to a given target by the proposed algorithm. The

simulation results shown in Fig. 4.26 indicates that the flying robot flew though

each rooms and reached the target successfully without any collision. The minimum

distance from the robot to the obstacles is indicated in Fig. 4.27. It can be seen

that the robot kept the safety margin ds during the travelling. The control input

satisfies the bound constraint.

4.3.4 Simulations in dynamic environments

To confirm the performance of the proposed navigation algorithm in dynamic envi-

ronments, we present another computer simulation in a dynamic scene. In the dy-

namic scene, a closed indoor environment are constructed by some walls and ceiling.

There are four people walking in the room with the maximum speed Vmax = 0.26m/s.

The size of the room is 14m× 14m× 2m with one floor. There are six ToF cameras

deployed on the walls to detect the obstacles and walking people. The safety margin

ds is 0.7m in this simulation. The time window T is 6. The number of samples in

PRM algorithm is 250. Other parameters are the same as Table 4.1. According

to the Fig. 4.28, it can be seen that the flying robot was moving under the sensor

network’s navigation. It started from the initial position and avoided the walls and

any moving people. Finally, the flying robot was navigated to the target successfully

by keeping the given safety margin ds (see Fig. 4.29). It should be noticed that the
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(a) (b)

(c) (d)

(e) (f)

Figure 4.26: Results of the simulation in the static scene at different viewpoints.
The top ceiling and exterior walls are not visible. The Green sphere indicates the
robot’s initial position. The magenta curve is the robot’s trajectory.

ds

Figure 4.27: Minimum distance from the robot to the obstacles in the static scene.

safety constraint is slightly violated around 8s and 30s because in a computer con-

trol system, the discretization with non-zero sampling interval must involve errors

between the ideal instant path and the generated instant path P ∗. The error declines
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with the decrease of the sampling interval. The sampling interval depends on the

performance of the central computer and the WSN. Generally, the error is tolerable

with a small sampling interval. The control input satisfies the bound constraint.

(a) (b)

(c) (d)

Figure 4.28: Results of the simulation in the dynamic scene at different time. The
top ceiling is not visible. The magenta curve is the robot’s trajectory. The yellow
objects are walking people.

Figure 4.29: Minimum distance from the robot to the obstacles in the dynamic
scene.

4.3.5 Simulations with multiple robots

In the third computer simulation, we confirm the performance of the proposed nav-

igation algorithm in a multiple robot system. In the simulation scene, we construct
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a closed indoor environment with static obstacles; e.g. walls. There are four micro

flying robots working in the environment. The size of the room is 14m× 14m× 4m

with one floor. To detect the environment, three time of flight cameras are deployed

in the workspace. The safety margin ds is 0.6m in this simulation. The number of

samples in PRM algorithm is 350. Other parameters are the same as Table 4.1. In

this simulation, four micro flying robots are navigated simultaneously by the sensor

network. The robots moved from the initial positions to the targets and avoided

each other with the safety margin ds; see the simulation result in Fig. 4.30. It can

be seen in Fig. 4.31 that the flying robots kept the given safety margin ds to both

the obstacles and other flying robots successfully. The control input satisfies the

bound constraint.

(a) (b)

(c) (d)

Figure 4.30: Results of the simulation with multiple micro flying robots. The top
ceiling is not visible. The magenta curves are the robots’ trajectories. The Green
spheres indicate the robots’ initial positions.
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(a) (b)

(c) (d)

Figure 4.31: Minimum distances from each robot to the obstacles and other robots.

4.4 Summary

In this chapter, we proposed a collision-free navigation method for micro UAVs

in dynamic environments by a wireless sensor network. A micro UAV cannot be

equipped with heavy obstacle detection sensors. Therefore, to solve the navigation

problem, a wireless sensor network consisting of 3D rang finders is involved to detect

the static and dynamic obstacles in the workspace. With the navigation of the sensor

network, only a path tracking controller is required for each micro flying robot. The

robot can be navigated directly in the workspace without any specialization.

The proposed method can be implemented in many fields, such as the radiant

intensity alarm in nuclear power stations. In the future work, a distributed naviga-

tion algorithm can be developed and other types of sensors in the sensor network

can be used to make navigation system more economic.



Chapter 5

Safe Area Search and 2D Map

Building of a Ground Mobile

Robot in Bounded Area

This chapter is based on the the publications [158] and [157]. In this chapter, we

study an area search and map building problem, which is different from Chapter 2,

3 and 4. In this chapter, we combine these two fundamental problems of modern

robotics together and propose a robot navigation algorithm for exploring a complex

unknown environment with obstacles and building a binary map while avoiding

collisions with obstacles. The task is performed by a wheeled mobile robot equipped

with a range finder sensor. We assume that the search area is cluttered with a

number of possibly non-convex obstacles with unknown shapes and locations. We

develop an algorithm for robot collision free navigation and map building that results

in generating a complete map of the searched area based on the range finder sensor

measurements. The proposed algorithm is randomized and we prove that with

probability 1 the task of the area search and map building will be completed in a

finite time. The control law we present in this method consists of switching between

different control strategies with different conditions to construct a switched control

system; see [102, 152, 159, 175].

90
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5.1 Problem description

The Robot model we considered is the unicycle model presented in Chapter 2; see

Equation (2.1). In this chapter, (x, y) is the vector of the vehicle’s Cartesian coordi-

nates, θ gives its orientation, v and u are the speed and angular velocity, respectively.

The maximal angular velocity uM is given. The minimum turning radius of the robot

is

Rmin =
v

uM

. (5.1)

The non-holonomic model (2.1) is commonly used to describe planar motion of

ground robots, unmanned aerial vehicles and missiles; see e.g. [95, 161, 153, 106].

The wheeled robot is moving in a bounded planar unknown area A with several

disjoint obstacles D1, . . . , Dk. Let the safety margin d0 > 0 be given. The require-

ment is to drive the autonomous robot through the obstacle-free part of the area

A while keeping the safety margin d0 from both the obstacles and the boundary of

area A.

Available Measurements: The robot is equipped with a range finder sensor

that at any time t ≥ 0 measures the distance to the nearest object in all directions

as follows: for any angle 0 ≤ ω < 2π, the robot measures the distance d(ω, t)

to the nearest boundary of an obstacle or the area A in the direction given by ω

(see Fig. 5.1). Furthermore , the robot is equipped with an odometry type sensor

which measures the robot’s position and heading relative to its starting location and

heading.

Figure 5.1: Measurements of a range finder sensor.
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The goal of the robot is to build a complete map of the unknown cluttered area

A while keeping a safe distance from the obstacles and the area boundary.

Definition 5.1.1 LetM be a planar set and F be a binary mapM→ {0, 1}. The

pair (M,F) is said to be the complete map of the area A ifM and A are congruent,

i.e. one can be transformed into the other by an isometry, and for any point p ∈M,

F(p) = 1 if and only if p under such isometry corresponds to a point of either the

boundary of A or the boundary of one of the obstacles D1, . . . , Dk.

In other words, a complete map means that the geometry of the area A is

precisely known with all the obstacles D1, . . . , Dk that belong to A; see e.g. Fig. 5.2.

A topological (binary) map is used to represent the environment. This map indicates

the parts of the environment where the robot cannot go and the parts where it can

go. The motivation to use such a map is to get a simplest representation of the

environment to make our algorithm as computationally efficient as possible.

Figure 5.2: An example of a complete map.

For any robot’s trajectory, the following map building algorithm is proposed.

M1: At any time t ≥ 0, the robot builds a planar setM0(t) and a binary map

F0(t) as follows: the setM0(t) consists of all points p of the plane that are visible

by the range finder sensor at time t and F0(t)(p) = 1 if p belongs to either obstacle

boundary or area boundary, and F0(t)(p) = 0 otherwise; see Fig. 5.3. The pair

(M0(t),F0(t)) is called the instant map at time t.
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M2: At any time t ≥ 0, the robot builds a planar set M(t) and a binary map

F(t) by fusing with the help of odometry sensor all the instant maps (M0(τ),F0(τ))

for τ ∈ [0, t]. The pair (M(t),F(t)) is called the total map at time t.

Figure 5.3: Planar setM0(t) and binary map F0(t).

Now some definitions are given as follows.

Definition 5.1.2 Consider a robot trajectory and the map building algorithm M1–

M2. A time tf ≥ 0 is said to be a map building completing time if the total map

(M(tf),F(tf)) at time tf satisfies the following property: the boundary of the set

M(tf) consists of points p such that F(tf)(p) = 1 and does not include any point p

such that F(tf)(p) = 0; see Fig 5.4.

Remark 5.1.1 If tf is a map building completing time, it can be seen that the total

map (M(tf),F(tf)) at the time tf is the complete map of the area A. Moreover, if

the robot has built by the time tf the complete map of the area A, then each point

of the area outside of the obstacles was seen by the robot’s sensor at some time.

Definition 5.1.3 A trajectory p(t) = (x(t), y(t)), t ∈ [0, tf ] of the robot (2.1) is said

to be complete map building with obstacle avoidance if tf is a map completing time

and the distance between the robot’s position p(t) and the boundary of the area A

and the obstacles is no less than d0 for all t ∈ [0, tf ].



94 CHAPTER 5. 2D MAP BUILDING

Figure 5.4: An example ofM(tf) and F(tf) which satisfy the Definition 2.2.

Notation 5.1.1 Let D be any closed set, p be a point in the plane. Introduce the

distance ρ(D, p) as

ρ(D, p) := min
q∈D
‖p− q‖.

Notice that min is achieved since D is closed. Also, ρ(D, p) = 0 if p ∈ D.

Definition 5.1.4 For d0 > 0, the d0−enlargement of the domain D ⊂ R2 is the

set E [D, d0] formed by all points at the distance smaller than or equal to d0 from

D, i.e., E [D, d0] := {p ∈ R2 : ρ(D, p) ≤ d0} . On the other hand, the d0−reduction

of the domain D ⊂ R2 is the set R[D, d0] formed by all points of D at the dis-

tance greater than or equal to d0 from the boundary ∂D of D, i.e., R[D, d0] :=

{p ∈ D : ρ(∂D, p) ≥ d0} .

Assumption 5.1.1 The planar sets R[A, d0] and E [Di, d0], i = 1, . . . , k are closed,

bounded, connected and linearly connected sets.

Assumption 5.1.2 The sets E [Di, d0] and E [Dj, d0] do not overlap for any i 6= j.

Any set E [Di, d0] is a subset of R[A, d0].

Remark 5.1.2 If Assumption 5.1.2 does not hold, it can be seen that map building

with obstacle avoidance may be impossible (see e.g. Fig. 5.5).
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Assumption 5.1.3 Any point of the boundaries of A or Di can be connected by a

straight line segment non-crossing any obstacle of the region’s boundary with a point

of the boundary of R[A, d0] or E [Di, d0], correspondingly.

Remark 5.1.3 Assumption 5.1.3 means that any point of the boundaries of A or

Di can be seen by the robot travelling along the boundaries of R[A, d0] or E [Di, d0],

correspondingly, see e.g. Fig. 5.6. If Assumption 5.1.3 does not hold, map building

with obstacle avoidance may be impossible since the boundaries of the obstacles or

the region can contain some points which are impossible to see from a safe distance

(see e.g. Fig. 5.7).

Figure 5.5: Robot cannot reach and map the area which is isolated by overlapped
E [Di, d0].

Figure 5.6: Robot can see any point of the boundary of A or Di.

Notation 5.1.2 Let ∂Di(d0) denote the boundary of the set E [Di, d0], and ∂A(d0)

denote the boundary of the set R[A, d0].
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Figure 5.7: There is a segment on the boundary of Di which cannot be seen by the
robot.

Assumption 5.1.4 For all i, the boundary ∂Di(d0) is a non-self-intersecting, closed

smooth curve with curvature ki(p) at any point p satisfying |ki(p)| ≤
1

Rmin

. More-

over, the boundary ∂A(d0) is also a closed, non-self-intersecting smooth curve with

curvature k(p) at any point p satisfying |k(p)| ≤ 1
Rmin

.

Remark 5.1.4 Notice that the sets R[A, d0] and E [Di, d0] are not assumed to be

convex. Therefore, their boundaries may have negative curvature at some points;

see e.g. Fig. 5.8. The standard definition of curvature from differential geometry is

used here (see e.g. [73]).

Figure 5.8: There may be negative curvature at some points on R[A, d0] and
E [Di, d0].

Definition 5.1.5 There are two circles with the radius Rmin that cross the initial

robot position p(0) and tangent to the robot initial heading θ(0). The two circles are

called initial circles.

These initial circles are assumed to be far enough from the obstacles and the

boundary of A.
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Assumption 5.1.5 Both the initial circles lie in the set R[A, d0] and do not inter-

sect the sets E [Di, d0].

5.2 Safe navigation algorithm

In this section, the proposed algorithm of safe navigation with map building is

described. First, a number of definitions are introduced.

Definition 5.2.1 A straight line L is said to be a tangent line if one of the following

conditions holds:

1. The line L is simultaneously tangent to two boundaries ∂Di(d0) and ∂Dj(d0)

where i 6= j.

2. The line L is simultaneously tangent to the boundary ∂Di(d0) and an initial

circle.

3. The line L is simultaneously tangent to the boundary ∂Di(d0) and the boundary

∂A(d0)

4. The line L is simultaneously tangent to the boundary ∂A(d0) and an initial

circle.

Points of the boundaries ∂A(d0), ∂Di(d0) and the initial circles belonging to the

tangent lines are called tangent points.

For the case of simplicity, the following assumptions are introduced.

Assumption 5.2.1 Any tangent point belongs to only one tangent line.

Assumption 5.2.2 If the set A(d0) is non-convex, then there exists a tangent point

belonging to ∂A(d0).

Remark 5.2.1 If the set A(d0) is convex, then it can be seen that the boundary

∂A(d0) does not contain tangent points. If the set A(d0) is non-convex, the boundary

∂A(d0) may have tangent points, see Fig. 5.9.
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Figure 5.9: Tangent lines connecting the boundary ∂A(d0) with either a boundary
∂Di(d0) or an initial circle.

Definition 5.2.2 Segments of tangent lines between two tangent points are called

tangent segments. For any tangent point P , the direction of the corresponding tan-

gent segment from this tangent point to the another tangent point of this segment is

called the exit direction of the tangent point P ; see Fig. 5.10.

Figure 5.10: Exit direction of the tangent point P .

Definition 5.2.3 The graph G is introduced that its vertices are the robot’s initial

position p(0) and the tangent points, and its edges are the tangent segments, arcs of

the initial circles and the segments of the boundaries of the extended obstacles and

the reduced area that connect the vertices of the graph. The graph G is called the

extreme graph (see e.g. Fig. 5.11). A path on this graph connecting two vertices is
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said to be viable if the heading at the end of each edge of the path is equal to the

heading at the beginning of the next edge of the path (see Fig. 5.12)

Figure 5.11: Graph G.

Figure 5.12: A viable path connecting the vertices a and b in the graph G.

Assumption 5.2.3 Let P1 and P2 be any two tangent points from any boundaries

∂Di(d0) or ∂A(d0). Then there exists a viable path from P1 to P2 on the extreme

graph G.

Definition 5.2.4 A tangent point on the boundary ∂Di(d0) or ∂A(d0) is said to be

non-circular if the other tangent point on the corresponding tangent segment does

not belong to the initial circles.
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Let 0 < q0 < 1 be a given number. To search and map the closed area A

completely, the following probabilistic navigation algorithm is proposed:

A1: The robot starts to move along any of two initial circles.

A2: When the robot moving along an initial circle reaches a tangent point with

the exit direction coinciding with the robot’s current heading, it starts to move along

the corresponding tangent segment.

A3: When the robot moves along the boundary ∂Di(d0) or ∂A(d0) and reaches

a non-circular tangent point with the exit direction coinciding with the robot’s cur-

rent heading, with probability q0 it starts to move along the corresponding tangent

segment, and with probability (1− q0) it continues to move along the boundary.

A4: When the robot moves along a tangent segment and reaches a tangent point

on the boundary ∂Di(d0) or ∂A(d0), it starts to move along this boundary.

The navigation algorithm A1–A4 is based on switching between following the

initial circles, tangent lines and segments of boundaries of the extended obstacles

or the reduced search area. In the step A1, the proposed algorithm makes the

robot either move along the corresponding tangent segment (with probability q0)

or continue to move along the boundary (with probability (1 − q0). Hence, the

algorithm A1-A4 employs a degree of randomness as part of its logic and therefore

belongs to the class of randomized algorithms.

Now the main theoretical result of this chapter is presented as follows.

Theorem 5.2.1 Suppose that Assumptions 5.1.1 – 5.1.5, 5.2.1 – 5.2.3 hold and

the robot is navigated by the algorithm A1–A4 with some q0 ∈ (0, 1). Then for any

initial position and heading of the robot, with probability 1 there exists a time tf ≥ 0

such that the trajectory p(t) = (x(t), y(t)), t ∈ [0, tf ] of the robot (2.1) is complete

map building with obstacle avoidance.

Assumptions 5.1.1 – 5.1.5, 5.2.1 – 5.2.3 are needed for mathematically rigorous

proof of the main theoretical result (Theorem 5.2.1). In practice, the proposed

algorithm often performs well even when some of them do not hold.
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The proof of Theorem 5.2.1 The first step in the proof of Theorem 5.2.1 is

to prove that with probability 1 there exists a time tf ≥ 0 which is a map building

completing time (see Definition 5.1.2). Indeed, there are the following two possible

cases:

Case 1: The set R[A, d0] is non-convex.

Case 2: The set R[A, d0] is convex.

In Case 1, Assumption 5.2.2 implies that the algorithmA1–A4 includes switch-

ing between tangent lines and the boundaries ∂A(d0) and ∂Di(d0) with some non-

zero probabilities. Therefore, it follows from Assumption 5.2.3 that with probability

1 there exists a time tf ≥ 0 such that by this time the robot’s trajectory includes

all the points of the boundaries ∂A(d0) and ∂Di(d0) for all i (notice that the robot

can travel along the boundaries in either clockwise or counter-clockwise direction).

Now it immediately follows from Assumption 5.1.3 that the robot by the time tf

has seen every point of the boundaries of the region and the obstacles. Furthermore,

the navigation algorithm A1–A4 consists of moving along the boundaries ∂Di(d0),

∂A(d0), two initial circles and tangent lines between them. According to Assump-

tion 2.5, the distance between both initial circles and obstacles and the boundary of

the region is greater or equals d0. Therefore, under the navigation algorithm A1–

A4, the robot always moves along lines such that the distance between these lines

and the obstacles and the boundary of the region is greater or equals d0. Hence,

the distance between the robot and the obstacles and the boundary of the region is

greater or equals d0.

In Case 2, there is no a tangent line connecting a tangent point on the boundary

∂A(d0) with either a boundary ∂Di(d0) or an initial circle since ∂A(d0) does not have

tangent points. In this case, the robot does not travel along ∂A(d0). The algorithm

A1–A4 includes switching between tangent lines and the boundaries ∂Di(d0) with

some non-zero probabilities. Therefore, it follows from Assumption 5.2.3 that with

probability 1 there exists a time tf ≥ 0 such that by this time the robot’s trajectory

includes all the points of the boundaries ∂Di(d0) for all i. Assumption 5.1.3 imme-
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diately implies that the robot by the time tf has seen every point of the boundaries

of the obstacles. Moreover, this and the convexity of the set R[A, d0] imply that

the robot by the time tf has seen every point of the boundary of the region A as

well. Indeed, Let P be an arbitrary point of the boundary of A. If there exists a

straight line segment connecting P with a point P1 of a boundary ∂Di(d0) which

does not cross any obstacle (see Fig. 5.13) than the robot sensed the point P when

it was at P1. If there is no such a straight line segment then the region A does not

contain any obstacles. In this case, the algorithm A1–A4 results in travelling along

an initial circle and the map of the region will be built after one complete turn (see

Fig. 5.14). The proof of the statement that the algorithm A1–A4 guarantees that

the distance between the robot and the obstacles and the boundary of the region is

greater or equals d0 is exactly the same as in Case 1. This completes the proof of

Theorem 5.2.1.

Figure 5.13: A straight line segment connecting P with a point P1 of a boundary
∂Di(d0).

Figure 5.14: Map is built after a complete turn of an initial circle.
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Remark 5.2.2 It should be pointed out that the robot will stop at a time tf ≥ 0

that is a map building completing time (see Definition 5.1.2). It immediately follows

from Remark 5.1.1 and Theorem 5.2.1 that trajectory p(t) = (x(t), y(t)), t ∈ [0, tf ]

of the robot (2.1) navigated by the algorithm A1–A4 is complete map building with

obstacle avoidance.

5.3 Computer simulations

In this section, computer simulations of the collision free map building navigation

algorithm A1–A4 are presented. In these simulations, the odometry errors, range

finder noise and dynamic environments are discussed. Finally, our algorithm is

compared with another environment exploration and map building algorithm.

To follow tangent lines and boundaries of the reduced region and the extended

obstacles, a sliding mode control law which is a modification of the law of [153] is

used, that consists of switching between a boundary following approach proposed

in [107], and the pure pursuit navigation approach; see e.g. [161]. Our sliding mode

navigation law can be expressed as follows:

u(t) =























±uM R1

Γsgn [φtan(t)]uM R2,

Γsgn
[

ḋmin(t) +X(dmin(t)− d0)
]

uM R3

(5.2)

where the function sgn(x) is defined as follows:

sgn(x) =























1 x > 0

0 x = 0

−1 x < 0

. (5.3)

This navigation law defined three control strategies corresponding to three sep-

arate modes R1 − R3. There are three rules for switching the mode between three

modes R1 − R3. Initially mode R1 is active, and transitions to other modes are

determined as follows:
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1. R1→ R2: it occurs when the robot is at a tangent point on one of the initial

circles and the exit direction at the tangent point coincides with the robot’s

current heading.

2. R2→ R3: it occurs when the robot is at a tangent point on a tangent segment

and reaches the boundary ∂Di(d0) or ∂A(d0).

3. R3 → R2: with the probability q0, it occurs when the robot is at a tangent

point on the boundary ∂Di(d0) or ∂A(d0) and the exit direction at the tangent

point coincides with the robot’s current heading.

Mode R1 describes motion along the initial circle with maximal angular velocity.

Mode R2 describes pursuit navigation, where φtan(t) is defined as the angle between

the robot’s heading and a line segment connecting the vehicle and the currently

tracked tangent segment. Mode R3 describes boundary following navigation, where

the control calculation is based on the minimum distance to the nearest obstacle,

defined as dmin(t). The control law (5.2) consisting of switching constructs a hybrid

control system; see [102, 152, 159, 175].

This control law is subject to some restrictions which are inherited from [107].

The variable Γ is defined as +1 if the boundary followed is on the left of the tangent

being tracked, −1 if it is on the right. A constant dtrig > d0 is also introduced to

determine when the control system transitions to boundary following mode [107].

The saturation function X is defined as follows:

X(r) =











lr |r| < k

lk sgn(r) otherwise
(5.4)

where l and k are tunable constants. Because of any potential chattering in the

robot’s heading caused by the sliding mode control, once it is decided to not pursue

a tangent line, there is a short pause until tangent following can potentially be

engaged again. It means, during this short pause, the mode R3 will not switch to

R2 even if the robot’s heading coincides with a tangent line again.
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According to the system description, the robot is equipped with a range finder

sensor and an odometry sensor. The range finder sensor can inform the distance

from the mobile robot to the nearest obstacles in a finite number of directions. The

measurements of the range finder sensor can be represented as a finite point set

{Wi(ωi, ςi)|i = 1, 2 . . . n}. ςi is the distance from the robot to the nearest obstacle in

the direction ωi. ωi is the direction angle relative to the robot’s heading. Moreover,

the odometry sensor measures the robot’s speed and angular velocity. The robot

can calculate its position and orientation by using odometry.

Notice that the robot will stop at a time tf ≥ 0 that is a map building completing

time (see Definition 5.1.2). As it is pointed out in Remark 5.2.2, in this case, the

trajectory p(t) = (x(t), y(t)), t ∈ [0, tf ] of the robot (2.1) navigated by the algorithm

A1–A4 is complete map building with obstacle avoidance.

Now, the following approaches to implement the proposed algorithm A1–A4 are

presented.

With a small angular resolution ∆ω of the range finder sensor, the variable

dmin(t) can be approximated by the minimum value ςmin. Similarly, ḋmin(t) can be

approximated by dmin(t+T )−dmin(t)
T

with a short sampling interval T .

To determine when the mode R2 should be activated, the following steps are

designed to check whether the robot’s orientation coincides with a tangent line (see

Fig. 5.15):

1. Calculate |∆ςi| between successive ςi and ςi+1 for any i = 1, 2 . . . n−1. Accord-

ing to the Assumption 2.2, the minimum distance between any two obstacles

is greater than 2d0. Therefore, the tangent lines on the boundary of obstacles

are obtained by checking if |∆ςi| > 2d0. When there exists any |∆ςk| > 2d0,

let ς ′k denote the smaller value between ςk and ςk+1. Then, the line segment

Ψk from the pole to the point (ω′
k, ς

′
k) is a tangent line on an obstacle.

2. According to the geometry, let Ψk be a leg and construct a right triangle. The

length of another leg which shares the common endpoint (ω′
k, ς

′
k) with Ψk is

d0. After this, the hypotenuse ξk can approximately represent the tangent
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line on the corresponding safe boundary ∂D(d0). Note that if ςk < ρk+1, the

polar angle of ξk is bigger than the polar angle of Ψk (see ξ2 in Fig. 5.15). If

ςk > ρk+1, the situation is opposite (see ξ1 in Fig. 5.15).

3. Define a safe area Ωk for each line segment ξk (see Fig. 5.16). The set Ωk

is formed by all points at the distance smaller than d0 from the line segment

ξk. If there is any point Wi within the area Ωk, ξk is not a real tangent line

because in geometry, it intersects with other ∂D(d0) and can not be pursued

safely by the robot.

4. If there exist a ξk that the absolute value of its angle ωk in the local polar co-

ordinate system is smaller than a given threshold θtrig, the robot’s orientation

approximately coincides with the tangent line ξk.

To calculate φtan(t) in the equation (5.2), a intermediate target PT is defined.

Assume that when the mode R2 is activated, the robot’s orientation coincides with

the tangent line ξk. Then, the temporary target PT is the endpoint of ξk. After this,

φtan(t) is the angle between the robot’s heading and the vector from the robot’s

position (x(t), y(t)) to the intermediate target PT .

Figure 5.15: Calculation of the tangent line ξk.

A raster graphics map is used to represent the environment. Each cell of the map

has three optional states (unknown, unoccupied and occupied). Initially, all the cells

are unknown. At each sampling time, the measurements Wi(ωi, ςi) are transformed

from the local polar coordinate system to the global Cartesian coordinate system
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Figure 5.16: Definition of safe area Ωk.

Wi(xW (i), yW (i)). Then, the Bresenham’s line algorithm [15] is used to determine

the state of each cell intersecting with the line segments between robot’s position

(x(t), y(t)) and each Wi(xW (i), yW (i)). The state of each cell is updated by the

following strategy:

1. If an unknown cell or an unoccupied cell is occupied by Wi(xW (i), yW (i)), the

cell will be updated to occupied cell.

2. If an unknown cell intersects with a line segment between (x(t), y(t)) and

Wi(xW (i), yW (i)) and is not occupied by Wi(xW (i), yW (i)), the cell will be up-

dated to unoccupied cell.

In the implementations of the proposed algorithm, there are some parameters

which should be determined as follows:

1. The maximal angular velocity uM is a known physical parameter of a mobile

robot.

2. For a real robot, the safety margin d0 should be bigger than the maximum

distance from the robot’s center to its boundary. Moreover, it should be smaller

than a half of the minimal distance between any obstacles (see Assumption

5.1.2).

3. The robot’s speed v should be smaller than uMd0 because Rmin should be

smaller than d0 (see Assumption 5.1.4).
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4. The two thresholds θtrig and dtrig should be tuned in different implementations

to guarantee the correct mode transitions.

5. If the precision of a range finder sensor is ±e, the resolution of the map is

recommended to be greater than (2e)2/cell because a higher resolution than

(2e)2/cell is unnecessary.

In the following parts, five groups of computer simulations are carried out to

confirm and discuss the performance of the proposed algorithm.

Simulation 1: The proposed algorithm was simulated in two 112.5m× 112.5m

cluttered environments with different types of obstacles. In the first scene, there

are some non-convex obstacles. The parameters used for the simulation are listed in

Table. 5.1. The result of the simulation in the first scene is shown in Fig. 5.17. It

can be seen that the robot searched the whole area successfully and built a complete

map of the environment in 920.5s. The control input satisfies the bound constraint.

Table 5.1: Parameters for Simulation 1

Speed of robot v 1m/s
Maximum angular velocity uM 1.4rad/s
Minimum turning radius Rmin 0.71m

Safety margin d0 1.7m
Sampling interval T 0.25s
Angle threshold θtrig 0.08rad

Distance threshold dtrig 0.3m
Probability q0 0.4

Resolution of the map 20cm2/cell

In the second scene (a maze), the safety margin was changed to 4m to make the

result clear to see. Thus, the speed and angular velocity used for this simulation

were changed to 0.8m/s and 0.5rad/s. As the result shows in Fig. 5.18, the robot

started from a initial position and searched the whole area of this maze without any

collision. Finally, it took 1168s to build a complete map of this environment.

Simulation 2: In simulation 2, the range finder sensor is considered as a laser

range finder and the noise model proposed in [63] was used to simulate the laser
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(a) t = 125s (b) t = 920.5s

Figure 5.17: Result of the simulation in the first scene of Simulation 1.

(a) t = 250s (b) t = 1186s

Figure 5.18: Result of the simulation in the second scene of Simulation 1.
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range finder noise. The modelled noise is a combination of flicker noise and white

noise with standard deviation of 1.77023mm and 3.03856mm (see Fig. 5.19). In this

simulation, the modelled noise was increased by 5 times to make the effects of the

noise more obvious in the result of the simulation. The size of the environment is

11.25m × 11.25m and the resolution of the map is 1cm2/cell. Fig. 5.20 shows the

complete map in this simulation with the laser range finder noise. It can be seen

that the proposed algorithm is robust with the range finder errors, although the

map quality is influenced (i.e. rough boundaries in generated maps).

Figure 5.19: Modelled laser range finder noise.

(a) Obstacles’ boundaries (b) Generated map

Figure 5.20: Result of Simulation 2 with range finder noise.

Simulation 3: In the proposed algorithm, odometry is used to estimate the

position and orientation of the robot. The odometry errors are caused by many

reasons [13]. In this simulation, only the odometry errors caused by the approx-

imation in the odometry equations [13] are considered. The sampling interval in

this simulation is 0.5s, which caused an obvious odometry errors. The size of the
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environment is 11.25m× 11.25m. The result of the simulation (see Fig. 5.21) shows

that the estimation of the robot’s position diverged from the real position gradually

with the increase of time. As a result of odometry errors, there are obvious errors

on the generated map.

Figure 5.21: Result of Simulation 3 with odometry errors.

To alleviate the odometry errors, an improved estimation model with the help of

an accelerometer is proposed here. The accelerometer measures the acceleration of

the robot in the direction vertical to the robot’s heading (see Fig. 5.22). Let v̂ and û

be the speed and angular velocity measured by odometry sensors, respectively. Let

â be the acceleration measured by the accelerometer. In the improved estimation

model, v̂, û and â are approximated as constant during the sampling interval T .

Based on the approximation, the improved estimation model is proposed as follows:

x(k + 1) = x(k) +Q cos θ(k) + âT 2

2
cos(θ(k) + π

2
)

y(k + 1) = y(k) +Q sin θ(k) + âT 2

2
sin(θ(k) + π

2
)

θ(k + 1) = θ(k) + û(k)

, (5.5)

where

Q =

∫ T

0

√

v̂2 − (ât)2 dt = (
T

2

√

v̂2 − (âT )2 +
v̂2

2â
arcsin(

âT

v̂2
)). (5.6)

To confirm the performance of the improved estimation model (5.5), a new simu-

lation is carried out with this improved model in a same environment. The result of
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Figure 5.22: Direction of the acceleration measured by the accelerometer.

the new simulation is shown in Fig. 5.23. Comparing with Fig. 5.21, the odometry

errors are alleviated significantly by the improved estimation model (5.5). Addition-

ally, for other types of odometry errors, there are many methods focusing on the

alleviation of odometry errors e.g. [34, 35, 148].

Figure 5.23: Result of the simulation with the improved estimation model (5.5).
Notice that the obstacles’ boundaries nearly coincide with the generated map and
the real trajectory of the robot nearly coincides with the estimated trajectory.

Simulation 4: In Simulation 4, a dynamic environment with both steady and

moving obstacles is considered. In the dynamic environment, the proposed algo-

rithm should be modified to explore the environment safely and build the complete

map correctly. In this simulation, the robot navigation algorithm contains a sim-

ple motion detector block to distinguish moving obstacles and avoid collisions with

them. There are many methods focusing on the moving obstacle detection e.g.

[111, 140, 204]. Moreover, in our future research, more advanced methods of avoid-

ing collisions with moving obstacles can be integrated with the proposed algorithm
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(see e.g. [56, 106]). With the motion detector block, the robot can avoid pursuing a

tangent segment which is tangent to a moving obstacles (see algorithm A3). With

the update of the map during the exploration, the boundaries of moving obstacles

on the map will be eliminated completely and it will end up with a correct map of

the steady environment (the region and all its steady obstacles).

With the above modifications, Simulation 4 is carried out with two moving ob-

stacles in a 5m × 5m environment (see Fig. 5.24). The result of the simulation is

shown in Fig. 5.25. It can be seen that the robot successfully explored the area

without pursuing any tangent line belonging to moving obstacles. Moreover, it can

be seen that, at the time 47.1s, the robot avoided the moving obstacle when pursing

a tangent line. According to the update of the map, it can be seen that the bound-

aries of moving obstacles are eliminated gradually. Finally, the robot built a correct

complete map of the region and all its steady obstacles.

Figure 5.24: Dynamic environment in Simulation 4.

Simulation 5: In recent researches, the frontier-based exploration algorithms

are the most common exploration strategies. In this simulation, a frontier-based

exploration algorithm proposed in [190] was selected to compare the exploration

time with the proposed algorithm. The selected algorithm has a better performance

than current exploration methods. It keeps the map information integrated during

exploration and uses a multi criteria decision method to overcome the drawbacks of

the traditional weighted average method to improve the efficiency of the exploration.

Notice that, although the Growing Neural Gas network topological map is used

to represent the environment, which is different from geometrical map, it does not

affect the exploration time. In this simulation, the algorithm of [190] was simulated
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(a) t = 6.1s

(b) t = 47.1s

(c) t = 112.2s

Figure 5.25: Result of Simulation 4 in the dynamic environment.
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and run in some new examples to compare the exploration time with the proposed

algorithm.

In these new examples, the exploration time of the two algorithms is compared in

different environment with different number of obstacles. Notice that the algorithm

of [190] refers to a front exploration area which is a semi-circle at the front of the

robot. Therefore, different radius of the front exploration area was considered in the

simulations.

In the comparison, the size of the environment is 37.5m× 37.5m and the robot’s

speed is 0.2m/s. Fig. 5.26 shows the different exploration time of two algorithms

with different number of obstacles. The performance of the proposed algorithm

refers to Line A. The performance of the algorithm of [190] with different radius of

5m, 6m, 7m and 8m refers to Line B1 to B4, respectively.

Figure 5.26: Exploration time of the two algorithms with different number of obsta-
cles.

According to the comparison, it can be seen that our randomized search algo-

rithm has a strong advantage because our method builds a complete map of the

environment nearly twice faster than the algorithm of [190]. Furthermore, our al-

gorithm is designed for a non-holonomic model (see Equation (2.1)), whereas the

algorithm of [190] and the most of works in this fields do not consider any non-

holonomic constraint of the robot’s motion. Moreover, the algorithm of [190] may
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fail to search some part of the area when the diameter of the front exploration area

is smaller than the minimum distance between any obstacles. Additionally, the per-

formance of our algorithm is verified by a mathematically rigorous proof. Finally,

the developed randomized algorithm requires a smaller computational load than the

exploration algorithm proposed in [190].

5.4 Experiments with real mobile robot

In this section, the real implementation of the proposed collision free map building

algorithm A1–A4 are proposed with a Pioneer-3DX wheeled mobile robot. The

robot has an on-board computer with a Linux operating system. It can be pro-

grammed to control the speed of each wheel separately and process the data of

the mounted sensors. The Pioneer-3DX robot calculates its real-time position and

orientation by odometry.

In the experiments, the robot is equipped with a SICK LMS-200 laser range finder

(LRF) and an odometry sensor. This LRF’s angular resolution, scanning range and

measurement range are 0.5◦, 180◦ and 80m respectively. The LRF’s precision is

±15mm. Notice that, to guarantee that the minimum distance to obstacles can

be measured correctly and any point on obstacles’ boundaries can be detected by

the range finder, the scanning range of the LRF should be greater than or equal to

180◦. If the scanning range is smaller than 180◦, the minimum distance cannot be

measured correctly and some parts of obstacles’ boundaries may never be detected

(see Fig. 5.27). The change of the scanning range does not affect the final result of

the map building and safe navigation. However, with the decrease of the scanning

range, the map building completing time will increase. Moreover, it is noticed that

the scene we built in the experiments is not quite large. Thus, the odometry errors

of the robot is quite small and the generated map is accurate. If the proposed

algorithm is implemented in a larger scene, the approach proposed in Simulation

3 can be used to reduce odometry errors. Other technologies can also be used to

reduce the localization error of the robot such as the use of Global Positioning
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System (GPS) in outdoor environments.

Figure 5.27: The case when scanning range is smaller than 180◦.

A closed area in an indoor environment was built by blocking the hallway and

doors. Seven obstacles were placed on the floor. Each obstacle was higher than

the robot to guarantee that the obstacle can be detected by the LRF. Considering

the measurement range of the LRF, the maximum distance from any point to any

boundary should be smaller than 80m.

The robot was programmed with the proposed algorithm and put into the envi-

ronment. When the robot started running, its mode R1 was activated and it moved

along the initial circle firstly (see A1). When its heading coincided with a tangent

line ξ (See Fig. 5.15), its mode was transitioned to R2 from R1 or R3 (see A2 and

A3). When the robot reached the endpoint of the line segment ξ, its mode was

transitioned back to R3 (see A4) and it started tracking ∂Di(d0) or ∂A(d0). During

the period of the safe navigation, the robot was continuously updating the map and

checked whether the map building is completed (see Definition 5.1.2). Finally, the

robot stopped when the complete map was built.

Remark 5.4.1 The saturation function (5.4) is used to replace the sign function to

reduce control chattering, which is undesired in experiments with a real robot [181].

In the following parts, five experiments are carried out with different probability

q0 in the preset environment to confirm the performance of the proposed algorithm.

The parameters used in these experiments are listed in Table. 5.2. The probability

q0 for the five experiments are 0.3, 0.4, 0.5, 0.6 and 0.7. The control input satisfies

the bound constraint.
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Table 5.2: Parameters for Experiment 1

Speed of robot v 0.15m/s
Maximum angular velocity uM 0.4rad/s
Minimum turning radius Rmin 0.375m

Safety margin d0 0.55m
Sampling interval T 0.2s
Angle threshold θtrig 0.1rad

Distance threshold dtrig 0.1m
Resolution of the map 3cm2/cell

At the beginning, the robot selected one of two initial circles randomly to move.

When the robot’s heading coincided with a tangent segment, the robot left the

initial circle and reached the enlarged boundary by pursuing this tangent segment.

When reached the enlarged boundary, the robot started patrolling this boundary and

randomly selected the next tangent segment to pursue. Finally the robot explored

the closed area completely and built a correct complete map of this environment.

This procedure is indicated in Fig. 5.28 and 5.29. Fig. 5.28 shows the generated

maps and the robot’s trajectory at different time in the experiment with probability

q0 = 0.6. Fig. 5.29 shows some pictures of the corresponding experiment.

The results of the five experiments including the generated complete maps, map

building completing time tf , the robot trajectories and corresponding probability q0

are indicated in Fig. 5.30. It can be seen that, in the five experiments, the robot

successfully avoided all the obstacles and built the complete maps of the closed area

in a finite time. Moreover, according to the comparison of the experimental results,

it can be seen that the map building completing time tf and the length of the robot

trajectory are influenced by different values of the parameter q0. Furthermore, it is

easy to see that the accuracy of the generated map is influenced by the length of the

robot trajectory because a longer robot trajectory involves bigger odometry errors

and reduces the accuracy of the map (e.g. Fig. 5.30(a)).
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(a) t = 10s (b) t = 40s

(c) t = 100s (d) t = 174.2s

Figure 5.28: Generated maps at different time with probability q0 = 0.6.

(a) t = 51s (b) t = 97s

(c) t = 143s (d) t = 174.2s

Figure 5.29: Experiment pictures at different time with probability q0 = 0.6.
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(a) q0 = 0.3 and tf = 313.6s (b) q0 = 0.4 and tf = 298.6s

(c) q0 = 0.5 and tf = 336.2s (d) q0 = 0.6 and tf = 174.2s

(e) q0 = 0.7 and tf = 130.2s

Figure 5.30: Generated maps with different probability q0 and different map building
completing time tf .



5.5. SUMMARY 121

5.5 Summary

In this chapter, a safe area search and map building algorithm for a mobile ground

robot in a closed unknown 2D environment with obstacles was proposed. The ob-

stacles are not required to be convex. The developed algorithm belongs to the class

of randomized algorithms. It was proved that with probability 1 the robot finishes

searching the area and builds a complete map of the environment in a finite time.

Moreover, the odometry errors, range finder noise and dynamic environments are

considered and discussed in the computer simulations.

The proposed method has a number of advantages. First, the area search and

safe navigation were combined together in our method. Second, the proposed al-

gorithm is relatively simple and computationally efficient. Moreover, unlike many

other publications in the area, a non-holonomic robot model was considered in the

proposed method. Finally, the performance of the proposed algorithm is proved by

mathematically rigorous analysis. The usefulness of the method in real applications

is based on the fact that the proposed algorithm is computationally simple and easy

to implement. Moreover, the proposed mathematically rigorous theoretical frame-

work describes cluttered environments in which a good performance of the algorithm

will be guaranteed.

While the simulations and experiments have confirmed the performance and ad-

vantages of the proposed algorithm, there are still some limitations on our method.

In particular, in the proposed method, only the range finder sensor is considered.

In the future work, the proposed methodology will be generalized and extended to

different types of sensors. Moreover, the algorithm will be extended to 3D environ-

ments. An interesting direction of our future research will be to find a method to

select a better value of the parameter q0 in the step A3 of the algorithm depend-

ing on the environment to be explored. Implementation of the proposed method in

real applications will be another important direction of our future research. Poten-

tial real applications include environment map building in planetary development,

seabed map building in oceans, and surveillance and patrolling in sensitive and
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contaminated regions.



Chapter 6

Safe Area Search and 3D Map

Building of a Ground Mobile

Robot in Indoor Environments

This chapter is based on the the publications [156] and [155]. In this chapter, we

improve the area search and map building algorithm presented in Chapter 5. The

map building problem is extended into 3D environment in this chapter. In this

chapter, we consider a non-holonomic ground mobile robot equipped with two 2D

range finder sensors. One range finder sensor is used to detect the obstacles on

the ground plane and another range finder sensor is used to capture and scan the

3D structure of an indoor environment above the ground plane. In our method,

we propose a probabilistic navigation algorithm that performs a safe area search

and exploration in the unknown indoor environment and builds a 3D map of the

environment in a finite time. The 3D map can be presented by an octree and

indicates the occupied area and unoccupied area in the indoor environment. The

control law we present in this method consists of switching between different control

strategies with different conditions to construct a hybrid system; see [102, 152, 159,

175].

123



124 CHAPTER 6. 3D MAP BUILDING

6.1 Problem description

The Robot model we considered is the unicycle model presented in Chapter 2; see

Equation (2.1). In this chapter, (x(t), y(t)) is the Cartesian coordinates of the vehicle

and θ(t) is the robot’s heading at time t. The robot’s minimum turning radius is

Rmin =
vr
uM

. (6.1)

x

y

x(t)

y(t)

θ(t)
v

Figure 6.1: Unicycle model of the robot.

The wheeled robot travels on the flat ground of an unknown indoor environment

V ⊂ R
3 (see Fig. 6.2). The boundary ∂V of the set V consists of the ground and

the boundaries of several obstacles, like furnitures and walls. The flat ground can

be modelled as a closed and bounded planar unknown area A with several disjoint

planar obstacles D1, . . . , Dk (see Fig. 6.3). Let ds > 0 be a given safety margin.

The requirement is to drive the ground mobile robot through the collision-free part

of the area A while keeping the safety margin ds from both the boundaries of area

A and obstacles D1, . . . , Dk on the plane of the ground.

Figure 6.2: Closed indoor environment V.
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Figure 6.3: Planar area A with obstacles.

Definition 6.1.1 Area V is a closed, connected and bounded point set in R
3.

Remark 6.1.1 The boundary ∂V of V is a closed surface that any point on ∂V

belongs to an obstacle or the ground. Other points inside V are unoccupied points.

Definition 6.1.2 The area A and obstacle Di for any i are closed, connected and

bounded point sets in R
2.

Available Measurements: The robot is equipped with two 2D range finder

sensors. The first range finder sensor S1 has a scanning range of 360◦ and is mounted

on the robot’s centre with the scanning plane parallel to the flat ground. At any

time t ≥ 0, it measures the distance to the nearest object in all directions on the

ground; i.e. for any angle 0 ≤ ω ≤ 2π, the sensor measures the distance dh(ω, t) to

the nearest boundary of an obstacle or the area A in the direction given by ω on

the ground (see Fig. 6.4). The second range finder sensor S2 has a scanning range

of 180◦ and is mounted on the robot’s centre with the scanning plane orthogonal to

the flat ground and the robot’s heading. At any time t ≥ 0, it measures the distance

to the nearest object on the sensor’s scanning plane above the ground; i.e. for any

angle 0 ≤ ω ≤ π on the scanning plane, the sensor measures the distance dv(ω, t) to

the nearest boundary of an obstacle in the direction given by ω above the ground

(see Fig. 6.5). Furthermore, the robot is equipped with an odometry type sensor

which measures the robot’s location and heading relative to the initial location and

heading.

The objective of the robot is to travel through the collision-free part of the

unknown area A and build a complete 3D map of the unknown indoor environment

V.
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Figure 6.4: Distance dh(ω, t) measurement by the first range finder sensor S1.

 
ω

dv(ω,t)

Figure 6.5: Distance dv(ω, t) measurement by the second range finder sensor S2.

Definition 6.1.3 LetM be a point set in R
3 and F be a binary mapM→ {0, 1}.

The pair (M,F) is said to be a complete map of the area V if M and V are con-

gruent, i.e. one can be transformed into the other by an isometry, and for any point

p ∈ M, F(p) = 1 if and only if p corresponds to a point of the boundary ∂V under

such isometry.

The complete map (M,F) indicates the unoccupied parts and the boundary of

the closed indoor environment. To build the complete map, we are here to propose

the following map building algorithm, which is a modification of a map building

algorithm in 2D planar environment proposed in [157].

A1: At any time t ≥ 0, the robot builds a planar set M0(t) and a binary map

F0(t) as follows: the setM0(t) is formed by all the points p that can be seen

by the range finder sensor S2 and F0(t)(p) = 1 if p belongs to either obstacle’s

boundary or the ground; otherwise, F0(t)(p) = 0 (see Fig. 6.6). The pair

(M0(t),F0(t)) is called instant map at time t.

A2: At any time t ≥ 0, the robot builds a setM(t) ⊂ R
3 and a binary map F(t)

by fusing all the instant maps (M0(τ),F0(τ)) for τ ∈ [0, t] with the help of
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odometry sensor. The pair (M(t),F(t)) is called the total map at time t.

Figure 6.6: Instant map (M0(t),F0(t)).

Now, we are here to give some definitions as follows.

Definition 6.1.4 Consider a robot trajectory p(t) = (x(t), y(t)), t ∈ [0, tf ] with the

map building algorithm A1–A2. The time tf > 0 is called a map building completing

time if for all the points p on the boundary of the setM(tf), F(tf)(p) = 1. It means

the boundary of the setM(tf) does not include any point p such that F(tf)(p) = 0

(see Fig. 6.7).

Figure 6.7: Complete map (M(tf ),F(tf)). For all points p on the boundary of the
setM(tf), F(tf)(p) = 1. For other points in the setM(tf), F(tf)(p) = 0.

If a robot completes the map building at the map building completing time tf ,

the map (M(tf),F(tf)) is a complete map showing the whole unoccupied parts of

the area V and the obstacles.
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Definition 6.1.5 Let tf be a map building completing time for a robot trajectory

p(t) = (x(t), y(t)), t ∈ [0, tf ]. The trajectory is said to be collision-free complete map

building if the distance between the robot’s position p(t) and the boundary of A or

Di is greater than or equal to ds for any t ∈ [0, tf ].

Notation 6.1.1 Let p be an arbitrary point in the area A. For any closed set

D ⊂ A, the minimum distance ρ(D, p) between p and D is introduced as

ρ(D, p) := min
q∈D
‖p− q‖. (6.2)

Definition 6.1.6 For the safety margin ds > 0, the ds-enlargement of a closed set

D ⊂ R
2 is a set E [D, ds] defined as follows:

E [D, ds] := {p ∈ R
2 : ρ(D, p) ≤ ds}. (6.3)

Definition 6.1.7 For the safety margin ds > 0, the ds-reduction of a closed set

D ⊂ R
2 is a set R[D, ds] defined as follows:

R[D, ds] := {p ∈ D : ρ(∂D, p) ≥ ds}, (6.4)

where ∂D is the boundary of set D.

Assumption 6.1.1 The planar sets R[A, ds] and E [Di, ds], i = 1, . . . , k are closed,

bounded, connected and linearly connected sets.

Assumption 6.1.2 The sets E [Di, ds] and E [Dj, ds] do not overlap for any i 6= j.

Any set E [Di, ds] is a subset of R[A, ds].

If Assumption 6.1.2 does not hold, the robot may not be able to reach some

parts of the planar area A with obstacle avoidance and build the complete map of

the area V.

Notation 6.1.2 Let ∂Di(ds) denote the boundary of the set E [Di, ds], and ∂A(ds)

denote the boundary of the set R[A, ds].
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Assumption 6.1.3 All boundaries ∂Di(ds) and ∂A(ds) are non-self-intersecting,

closed smooth curve. The absolute value of the curvature at any point of ∂Di(ds) or

∂A(ds) is smaller than or equal to 1
Rmin

.

Definition 6.1.8 The robot has two initial circles at the robot’s initial position.

The initial circles are tangent to the robot’s initial heading θ0 and cross the robot’s

initial position (x0, y0). The radius of each initial circle is equal to Rmin (see Fig.

6.8).

Figure 6.8: The two initial circles.

Assumption 6.1.4 Both of the two initial circles lie in the set R[A, ds] and do not

intersect with any set E [Di, ds].

6.2 Safe navigation algorithm

Here, we propose a collision-free navigation algorithm for the mobile robot to explore

the planar area A and build a complete map of area V. Firstly, several definitions

and assumptions are introduced.

Definition 6.2.1 Let L be a straight line segment which lies in the set R[A, ds] and

does not cross any set E [Di, ds], L̄ be the straight line which coincides with L. The

straight line segment L is said to be a common tangent line segment if it satisfies

any one of the following conditions:

1. L̄ is simultaneously tangent to ∂Di(ds) and ∂Dj(ds), i 6= j at the two distinct

end points of L.

2. L̄ is tangent to ∂Di(ds) at two distinct end points of L.
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3. L̄ is simultaneously tangent to ∂Di(ds) and ∂A(ds) at the two distinct end

points of L.

4. L̄ is simultaneously tangent to ∂Di(ds) and an initial circle at the two distinct

end points of L.

5. L̄ is simultaneously tangent to ∂A(ds) and an initial circle at the two distinct

end points of L.

6. L̄ is tangent to ∂A(ds) at two distinct end points of L.

Assumption 6.2.1 Any end point of a common tangent line segment does not be-

long to other distinct common tangent line segments.

Now, we are here to introduce a planar graph G as follows.

Definition 6.2.2 The graph G is defined as follows. The vertices of G are the robot’s

initial position (x0, y0) and the end points of all the common tangent line segments.

The edges of G are all the common tangent line segments, arcs of the initial circles

and the segments of all the boundaries ∂Di(ds) and ∂A(ds). The edges connects all

the vertices (see Fig. 6.9).

Figure 6.9: Graph G with vertices and edges.

With the presented graph G, some definitions and assumptions are proposed as

follows.
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Definition 6.2.3 Let L be a common tangent line segment on graph G. For any

end point p of L, the direction from p to another end point of L is called the exit

direction of the vertex p on graph G (see Fig. 6.10).

p ∂Dj(ds)

∂Di(��)

Figure 6.10: Exit direction of the vertex p.

Definition 6.2.4 A path on the graph G connecting two vertices is said to be viable

if the heading at the end of each edge of the path coincides with the heading at the

beginning of the next edge of the path (see Fig. 6.11).

Figure 6.11: A viable path on graph G.

Assumption 6.2.2 Let p1 and p2 be any two distinct vertices on any boundary

∂Di(ds) or ∂A(ds). From the exit direction of p1 or another direction opposite to

the exit direction of p1, there exists at least one viable path from p1 and p2 on the

graph G.

Definition 6.2.5 A vertex on the boundary ∂Di(ds) or ∂A(ds) is said to be non-

circular if another vertex on the corresponding common tangent line segment does

not belong to the initial circles. Otherwise, the vertex is said to be circular.
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Definition 6.2.6 If the boundary ∂A(ds) is convex, the edges ∂Di(ds) and the com-

mon tangent line segments which do not include circular vertex are called map build-

ing edges. If ∂A(ds) is non-convex, ∂A(ds) is also called map building edge. See

Fig. 6.12.

∂A(ds)

∂D (ds)
(x0,y0)

Figure 6.12: Map building edges on graph G.

For the case of simplicity, the following assumption is introduced.

Assumption 6.2.3 On the graph G, the set of map building edges is not empty.

Assumption 6.2.4 For any point p ∈ ∂V, there exists at least a point q on map

building edges of the graph G such that the straight line segment between p and q

belongs to the set V, does not cross the boundary ∂V and is orthogonal to the edge

on point q.

Assumption 6.2.3 and 6.2.4 guarantees that any point on the boundary ∂V of

the environment V can be detected by the sensor S2 when the robot searches all

the map building edges on the graph G.

Let qc ∈ (0, 1) be a given probability. To explore the ground area A and build

the complete map of the indoor environment V, a probabilistic navigation algorithm

is introduced as follows:

B1: The robot starts to move along one of two initial circles.

B2: When the robot moving along an initial circle reaches a vertex, which is not

the robot’s initial position, with the heading direction coinciding with the
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exit direction of the vertex, the robot starts to move along the corresponding

common tangent line segment.

B3: When the robot moving along a common tangent line segment reaches a vertex,

the robot starts to move along the corresponding boundary ∂Di(ds) or ∂A(ds)

which the vertex belongs to.

B4: When the robot moving along a boundary ∂Di(ds) or ∂A(ds) reaches a non-

circular vertex with the heading direction coinciding with the exit direction of

the vertex, with the probability qc the robot starts to move along the corre-

sponding common tangent line segment and with the probability (1 − qc) the

robot continues to move along the boundary.

Now, we are here to propose the main theoretical result as follows.

Theorem 6.2.1 Suppose that Assumptions 6.1.1–6.1.4, 6.2.1–6.2.4 hold, the robot

is navigated by the algorithm B1–B4 with probability qc ∈ (0, 1) and, simultaneously,

builds the map by the algorithm A1–A2. Then for any initial position and heading

of the robot on the ground of the indoor environment, with probability 1 there exists

a time tf > 0 such that the trajectory p(t) = (x(t), y(t)), t ∈ [0, tf ] of the robot (2.1)

is collision-free complete map building.

Proof of Theorem 6.2.1: According to Assumption 6.2.3 and the algorithm

B1–B4, the robot starts from its initial position, moves along an initial circle and

a common tangent line segment to a vertex belonging to a map building edge.

Then the robot travels along the map building edges on the graph G. According

to Assumption 6.2.1 and 6.2.2, with a non-zero probability the robot can reach any

vertex b on the map building edges from any other vertex a on the map building

edges with any starting direction on vertex a. Therefore, it is easy to known that

there exist a time tf > 0 such that the robot has travelled all the points on any map

building edge.

According to Assumption 6.2.4, it can be seen that the time tf is a map building

completing time. According to Assumption 6.1.4, the robot moves along any initial
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circle while keeping the given safety margin ds. According to Definition 6.2.1, the

distance between any point on any common tangent line segment on the graph G

and any obstacle Di or the boundary of A is ≥ ds. According to Assumption 6.1.1

and 6.1.2, it is easy to known that the robot moving along the boundaries ∂Di(ds)

and ∂A(ds) also keeps the given safety margin ds. Therefore, with the navigation of

the algorithm B1–B4, the distance between the robot and any obstacle Di or the

boundary of A is ≥ ds at any time. The Assumption 6.1.3 guarantees the trajectory

of the robot satisfies the non-holonomic constraint (6.1).

According to the above proof. It can be indicated that the robot’s trajectory

p(t) = (x(t), y(t)), t ∈ [0, tf ] of the robot model (2.1) is collision-free complete map

building. This completes the proof of Theorem 6.2.1.

6.3 Computer simulations

We carry out computer simulations to confirm the proposed map building algorithm

A1–A2 and navigation algorithm B1–B4.

To apply the proposed navigation algorithm B1–B4 on the robot, a sliding

mode control law which is a modification of the law of [153] is used, that consists of

switching between a boundary following approach proposed in [107], and the pure

pursuit navigation approach; see e.g. [161]. The control law is described as follows

with three separate modes R1, R2 and R3:

u(t) =























±uM R1

sgn [φm(t)] uM R2

Γsgn
[

ḋm(t) +H(dm(t)− ds)
]

uM R3

, (6.5)

where the sign function sgn(x) is defined as follows:

sgn(x) =























1 x > 0

0 x = 0

−1 x < 0

(6.6)
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and the saturation function H(x) is defined as follows with two tunable parameters

l and r:

H(x) =











lx |x| < r

lrsgn(x) otherwise
. (6.7)

When mode R1 is active, the robot is moving along an initial circle. Mode R1 is

the initial mode. When mode R2 is active, the robot is moving along a common

tangent line segment. When modeR3 is active, the robot is moving along a boundary

∂Di(ds) or the boundary ∂A(ds). The three modes R1–R3 corresponds to the above

three separate control strategies and transitions to each other by the following mode

transition rules:

R1 → R2: It occurs when the robot is at a vertex on one of the initial circles

and the exit direction at the vertex coincides with the robot’s current heading.

R2 → R3: It occurs when the robot is at a vertex on a common tangent line

segment and reaches the boundary ∂Di(ds) or ∂A(ds).

R3→ R2: With the probability qc, it occurs when the robot is at a vertex on the

boundary ∂Di(ds) or ∂A(ds) and the exit direction at the tangent point coincides

with the robot’s current heading.

In the control law (6.5), when mode R3 is active, the variable dm(t) is the

minimum distance from the robot to the obstacles D1, . . . , Dk and the area boundary

∂A on the ground plane. It is measured directly by the range finder sensor S1. When

mode R2 is active, the variable φm(t) is the angle between the robot’s heading θ(t)

and the bearing of the end point which the robot is moving forwards from the robot.

It can be calculated with the help of the odometry sensor and the range finder sensor

S1. When mode R3 is activated at a vertex on boundary ∂Di(ds) or ∂A(ds), the

variable Γ is defined as +1 if the boundary is on the left of the robot, −1 if it is

on the right. It can be calculated with the help of the range finder sensor S1. The

robot stops at the map building completing time tf . The control law (6.5) consisting

of switching constructs a hybrid control system; see [102, 152, 159, 175].
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Here, an approach is proposed to determine if the robot’s heading coincides with

the exit direction of a vertex. Suppose the range finder sensor S1 measures distances

dh(ωi, t) in finite directions ωi, i = 0,±1, . . . ,±n, where ω0 is the robot’s heading

and the angular intervals between any two successive direction ωi and ωi+1 are equal

and small. Then the steps of calculating tangent line segment on boundary ∂Di(ds)

or ∂A(ds) crossing the robot’s position are described as follows:

1. Search any direction pairs ωi and ωi+1 satisfying |(dh(ωi, t)−dh(ωi+1, t)| ≥ 2ds.

Between the pairs ωi and ωi+1 satisfying the inequality, denote the direction

corresponding to the shorter distance by ω̂j, j = 1, 2, . . . , m.

2. For any j, let dh(ω̂j, t) be a leg and construct a right triangle. The length of

another leg is ds sharing the common end point with dh(ω̂j , t) on measurement

point. Then the hypotenuse denoted by ξj can approximately represent the

tangent line segment on the corresponding boundary ∂Di(ds) or ∂A(ds) (see

Fig. 6.13). Notice that if there exist any other measurement point p such that

the minimum distance between point p and line segment ξj is smaller than ds,

ξj cannot represent the tangent line segment since it cannot be tracked with

the safety margin ds (see Fig. 6.14).

ds

ξ!

"h(ω#,t)

Figure 6.13: Tangent line segment ξj .

ds

ξj

Figure 6.14: Unsafe tangent line segment ξj.
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If there exist a line segment ξj such that the angle between direction ω0 and line

segment ξj is smaller than a threshold, ξj is said to coincide with the robot’s heading.

When mode transition R1→ R2 occurs, the end point of the corresponding tangent

line segment ξj is defined as a intermediate target and is used to calculated the

variable φm(t).

In the following part, several computer simulations are carried out to confirm

the performance of the proposed algorithms. To avoid the oscillation of the robot’s

heading involved by sign function sgn(x), saturation function with upper bound 1,

lower bound −1 and a suitable gradient is used to replace the sign function sgn(x).

Moreover, when the robot is moving on mode R3 and decides not to activate mode

R2, there is a following short time interval that the robot will not activate mode

R2 in any case. It is used to avoid repeatedly checking the coinciding of the robot’s

heading with a same common tangent line segment. Moreover, the octree can be

used to represent the 3D map of the environment.

In the presented computer simulation, an indoor environment was built with

several obstacles with the size of 25m×25m×3m. A ground mobile robot moved on

the flat ground of the room and was equipped with two laser range finder sensors.

The mobile robot was navigated by the proposed algorithm B1–B4 in the indoor

environment with obstacle avoidance. At a map building completing time, the robot

stopped and completed the map building. The trajectory of the robot is shown in

Fig. 6.15 that the robot kept the safety margin from the boundary of the room

and any other obstacles. Fig. 6.16 shows the map building of the robot while the

robot was moving. Finally, the robot stopped with a complete 3D map of the indoor

environment indicated in Fig. 6.17. The control input satisfies the bound constraint.

6.4 Experiments with real mobile robot

We carry out an experiment with a real ground mobile robot. In the experiment,

a Pioneer3-DX robot is used and there are two SICK LMS-200 laser range finders

mounted on the robot (see Fig. 6.18). In a closed room, there were some folding
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(a) (b)

(c) (d)

Figure 6.15: Robot trajectory in computer simulation.

(a) (b)

(c) (d)

Figure 6.16: Map building in computer simulation. Different colors represent differ-
ent height.
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Figure 6.17: Complete 3D map of the environment in computer simulation.

cartons put on the ground as the obstacles. The robot started from an initial circle

and was navigated by the proposed algorithm to avoid collision with any obstacle.

Simultaneously, the robot scanned the 3D environment by the second laser range

finder and used the measurements to build the 3D map of the environment (see Fig.

6.19 and 6.20). Finally, the robot stopped when the complete map was built at the

map building completing time (see Fig. 6.21). The control input satisfies the bound

constraint.

Figure 6.18: Pioneer3-DX robot with two SICK LMS-200 laser range finders.

6.5 Summary

In this chapter, we consider a non-holonomic ground mobile robot equipped with

two 2D range finder sensors and propose a probabilistic safe navigation algorithm to

search and explore an unknown indoor environment and build a complete 3D map.
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(a) (b)

(c) (d)

Figure 6.19: Pictures of the experiment.

(a) (b)

(c) (d)

Figure 6.20: Map building of the environment in the experiment. Different colors
represent different height.

The proposed method has several advantages. Firstly, the collision-free area

search problem and complete 3D map building problem are solved simultaneously

by the proposed algorithm. Secondly, comparing with the previously works, we con-

sider the 3D map building of the environment, which is more useful than 2D map in
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Figure 6.21: Complete 3D map of the environment and robot trajectory in the
experiment.

practical implementations. Furthermore, the proposed navigation algorithm is rela-

tively simple and fast. Therefore, it can be implemented in small-sized robots with

low power supply and poor computer performance. Moreover, the non-holonomic

constraint of the robot’s motion is considered in the proposed algorithm, which is

more practical than other works. According to the mathematical analysis, it can be

proved that the complete 3D map can be built in a finite time by the ground mobile

robot.

The proposed method can be used in several commercial and military tasks, like

rescue and planetary exploration. In future work, flying robot can be considered for

the 3D map building task.



Chapter 7

Conclusion and Future Work

In this chapter, we give the conclusion of this thesis and present the future work as

follows.

7.1 Conclusion

In this thesis, we focus on two specific problems of robot navigation. In Chapter

1, the problem statements of the two specific problems are presented based on the

literature review. One is the sensor-network based robot navigation problem and

another is the area search and map building problem. In Chapter 2, the first stage

of the design of sensor network based navigation algorithm is presented and an

artificial potential field based path planning algorithm is designed. In Chapter 3,

the presented path planning algorithm is developed and combined with a novel graph

search algorithm to perform the real-time robot navigation. Furthermore, we extend

the presented path planning algorithm into 3D environment with the probabilistic

roadmap to navigate the micro flying robots in Chapter 4. Moreover, we study and

present an area search and map building algorithm for ground mobile robot in a

closed environment in Chapter 5. Based on the presented area sear algorithm, we

develop another algorithm for 3D map building in Chapter 6.

Firstly, we present a path planning algorithm for ground mobile robots in dy-

namic environments. Then we consider the sensor network and develop the path

142
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planning algorithm to a sensor network based navigation algorithm for ground mo-

bile robots. In the presented method, a sensor network consists of several 2D range

finder sensors. The sensor network detects and monitors any obstacles in dynamic

environments. With the measurements, the sensor network guides each ground mo-

bile robot from its initial position to the target with a relatively short trajectory by

the navigation algorithm. The computer simulations and experiments with a real

mobile robot confirm the performance of the presented method. Furthermore, we

consider the implementations of small-sized flying robots in industries and extend the

presented 2D navigation algorithm into 3D environments. In the 3D environments,

the sensor network consists of several time-of-flight cameras. Each of the sensor

nodes detects the dynamic obstacles in the field of view. The modified algorithm

navigates the micro flying robots to avoid any detected obstacles and undetected

areas.

Comparing with other navigation algorithms, the main feature of the presented

sensor network based navigation algorithms is that the navigation task for any mo-

bile robots in the workspace is transferred to the sensor network from the mobile

robots. Each robot in the workspace with the presented sensor network is only

required for a simple low-level path tracking controller. There is not any sensor

for obstacle detection on the robots. It is a economical solution for multi-robot

navigation in smart factories.

Furthermore, in this thesis, the safe area search and map building algorithms

for single ground mobile robot is presented. Firstly, we consider a 2D map building

and present a collision-free area search navigation algorithm for a non-holonomic

ground mobile robot to explore a 2D bounded area. Simultaneously, the robot

builds a complete 2D map of the unknown 2D area that indicates the boundary

of the bounded area and the obstacles in the area. Then we consider an extra 2D

range finder sensor mounted on the robot and develop the algorithm for 3D map

building. The computer simulations and experiments confirm the performance of

the presented area search and map building algorithms. The presented algorithms
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belong to probabilistic navigation algorithm and the mathematical analysis proves

that with probability 1 the robot can build a complete map in a finite time by the

presented algorithms.

7.2 Future work

With the development of the sensor network and robotics, the mobile robots and sen-

sor networks will be implemented widely in both industries and military. Therefore,

the methods presented in this thesis can be applied in a variety of fields.

In Chapter 2, 3 and 4, we developed a sensor network based navigation frame-

work for both ground mobile robots and flying robots. In this navigation framework,

different micro-sized ground mobile robots and flying robots can be navigated with

obstacle avoidance by the sensor network consisting of some 2D and 3D range finder

sensors. In the future work of this topic, firstly, the completely distributed nav-

igation strategies should be focused on with the presented sensor network. In a

distributed navigation framework, a central computer is not used and each sensor

node works individually and equally to perform the navigation for the mobile robots

within its coverage, like other distributed sensor network [80, 132, 40, 151]. The

main advantage of a completely distributed navigation algorithm is that the system

can keep working when a part of the sensor nodes are faulty. Another interesting

problem is the robot formation with collision avoidance in the presented sensor net-

work framework. Mobile robot formation is a significant type of the multi-robot

cooperation [46, 192, 160, 164, 165]. It can be combined with the presented sensor

network based navigation framework in dynamic smart factories or indoor environ-

ments to complete some multi-robot cooperation tasks like object transport [7] with

collision avoidance. Moreover, the presented sensor network based navigation al-

gorithm can be combined with the target or source search problem [62, 88, 48] in

dynamic indoor environments with moving obstacles. The target search combined

with the safe indoor sensor network based navigation can be implemented in gas

source or radioactive source searching in chemical plants or nuclear power plants
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with obstacle avoidance.

In Chapter 5 and 6, we developed the collision-free area search and map building

algorithms for a single ground mobile robot in 2D and 3D environments. With

the presented algorithms, a non-holonomic ground mobile robot can be navigated

with low computational cost to explore an unknown environment and build the

complete 2D or 3D map. In the future work of this topic, collaborative multiple

robot map building, like [169, 19, 141], can be considered based on the presented

single robot area search and map building algorithm by combining the presented

algorithm with some multi-robot cooperation strategies, such as [55, 18]. Another

significant problem is the map building and area search on uneven terrain with

obstacle avoidance. The path planning and navigation problem is more difficult than

on uneven terrain than on a flat ground, such as [135, 134, 174]. Therefore, it can

be a challenge to solve the safe area search and complete map building problem by

combining the presented area search strategy with other uneven terrain navigation

algorithms, such as [172, 60, 101]. Moreover, the presented research works can be

combined with robust Kalman filtering approach [130] to build a more sophisticated

map of the environment; see an example of the robust Kalman filtering approach in

[128]. Furthermore, the presented area search and map building algorithm can be

extended into 3D environments with flying robots; see [116]. A flying robot can be

considered to search a 3D environment with complex structure safely and build a 3D

map for the environment by a 2D or 3D range finder sensor. It can be implemented

in many fields, such as indoor 3D structure scanning, cave exploration and tunnel

rescue; see [177, 58, 59].
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de Pieri. Design and implementation of model-predictive control with friction

compensation on an omnidirectional mobile robot. IEEE/ASME Transactions

on Mechatronics, 19(2):467–476, April 2014.

[148] C. T. Sauer, H. Brugger, E. P. Hofer, and B. Tibken. Odometry error correc-

tion by sensor fusion for autonomous mobile robot navigation. In Proceedings

of the 18th IEEE Instrumentation and Measurement Technology Conference

(IMTC 2001), pages 1654–1658, Budapest, Hungary, 2001. IEEE.

[149] A. V. Savkin. Coordinated collective motion of groups of autonomous mobile

robots: analysis of vicsek’s model. IEEE Transactions on Automatic Control,

49(6):981–982, 2004.

[150] A. V. Savkin. Analysis and synthesis of networked control systems: Topo-

logical entropy, observability, robustness and optimal control. Automatica,

42(1):51–62, 2006.

[151] A. V. Savkin. The problem of coordination and consensus achievement in

groups of autonomous mobile robots with limited communication. Nonlinear

Analysis: Theory, Methods & Applications, 65(5):1094–1102, 2006.

[152] A. V. Savkin and R. J. Evans. Hybrid Dynamical Systems. Controller and

Sensor Switching Problems. Birkhäuser, Boston, 2002.
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