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Abstract

The overarching interest of this thesis lies in approximations of partial differ-

ential equations (PDEs) with randomness or stochasticity. We focus on three

rather different problems: a study of random fields on spherical shells, and its

applications to PDE problems; quasi-Monte Carlo (QMC) methods for a class of

PDEs with random coefficients; and a discretisation for the solution of stochastic

PDEs.

First, we consider Gaussian random fields on spherical shells that are radi-

ally anisotropic and rotationally isotropic. The smoothness of the covariance

function is connected to the sample continuity, partial differentiability, and the

Sobolev smoothness. Based on the regularity results, convergence rates of filtered

approximations are established: Gaussian and log-normal random fields approx-

imated with filtering, and a class of elliptic PDEs with approximated random

coefficients, are considered.

Second, we consider QMC integration of output functionals of solutions of a

class of PDEs with a log-normal random coefficient. The coefficient is assumed

to be given by an exponential of a Gaussian random field that is represented by

a series expansion in terms of some system of functions with local supports. A

quadrature error decay rate almost 1 is established, and the theory developed

here is applied to a wavelet stochastic model. It is shown that a wide class of

path smoothness can be treated with this framework.

Finally, we turn our attention to an approximation of stochastic parabolic

PDEs. We consider three discretisations: temporal, spatial, and the truncation

of the infinite-dimensional space-valued Wiener process. Temporally, we consider

the implicit Euler–Maruyama method with a non-uniform time step. For the

spatial discretisation, we consider the spectral method. Further, we truncate the

Wiener process, which is assumed to admit a series representation. We establish

a time discrete error estimate for this algorithm. Further, a discrete analogue of

maximal L2-regularity of the scheme is established, which has the same form as

their continuous counterpart.
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ǎ(y) ess infx∈D a(x,y), page 59

D Bounded domain in Rd, page 46

∆ ∈ [0, 1]s Random shift, page 51

F (y) G(us(·,y)), page 50

G Continuous linear functional, page 47

n Number of quadrature points, page 51

Φ−1
s Inverse of the cumulative normal distribution function, page 50

(ϕξ)ξ∈5 Wavelet Riesz basis, page 68

(ϕj)j Lexicographically reordered wavelet basis, page 70

ix



ψj Spatial function, pages 46, 49, 52

Qs,n(∆; ·) Randomly shifted lattice rule, page 51

(ρj) Positive sequence, page 52

ςj Page 60

T Gaussian random field indexed by D, page 46

u Index set, page 53

V H1
0 (D), page 46

Ws Weighted unanchored Sobolev space, page 53

Chapter 4
Λj Index set, page 88

β`m One-dimensional standard Brownian motions, page 89

H Separable R-Hilbert space, page 88

hjk Eigenfunction of −A and Q, page 88

Kη Page 92

L2 Space of Hilbert–Schmidt operators, page 86

λj Eigenvalue of −A, page 88

N Number of temporal grids, page 92

Q Covariance operator, page 89

q` Eigenfunction of Q, page 89[
RJ � ·

]L
Discretised stochastic convolution, page 106

sη,` Page 92

(S(t))t≥0 C0-semigroup generated by A, page 88

Xjk(t) 〈X(t), hjk〉, page 90

X̂J,L Fully discretised scheme, page 93

XJ,L Semi-discrete scheme, page 94

x



Chapter 1

Introduction

The overarching interest of this thesis lies in approximations of the solution of

partial differential differential equations (PDEs) with randomness or stochastic-

ity. Theoretical analysis of the algorithms for these problems is arguably still in

its growth stage: while there are already countless books on approximations for

deterministic PDEs, there are many fewer books on PDEs with randomness (but

also see the books [69, 59, 48, 103], all of which were published within the last

decade).

We focus on three rather different problems: a study of random fields on

spherical shells, and its applications to PDE problems; quasi-Monte Carlo (QMC)

methods for the expected value of output functionals of solutions of a class of

PDEs with random coefficients; and a discretisation for the solution of stochastic

partial differential equations.

In this introductory chapter, we briefly outline the problem settings. These

problem settings are technically involved, and even though all of these share an

underlying theme—PDEs with randomness—results obtained in different chap-

ters are independent. Therefore, we consider these three problems in the fol-

lowing separate three chapters. More detailed discussion of the problem setting

will be given there. The contents of the next three chapters are based on four

papers that have been completed during this PhD study. See Section 1.4 for

more details.

1.1 Gaussian random fields on spherical shells

Chapter 2 is concerned with random fields on spherical shells. This chapter

is primarily motivated by applications in geophysics, with other potential ap-

plications that we are currently unaware of. Motivated by such problems, we

consider random fields associated with a covariance function that has rotational

invariance. This invariance corresponds to a layered structure, for example that

of the Earth’s interior. Although these random fields are used in applications,
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they do not seem to have attracted much theoretical interest. This chapter

aims at contributing to building a theoretical foundation. The analysis is tech-

nically difficult, since there are two variables with different nature—radial and

angular variables. Even though there are numerous results on random fields on

subsets of Rd for d ∈ N, these results are not directly applicable due to the spe-

cial structure—radially anisotropic but rotationally isotropic—of the covariance

function we consider.

First, we analyse the path smoothness of the random field. The covariance

function is assumed to be given as a series representation. We start with relating

the decay rate of the expansion coefficient to the smoothness of the realisation in

the radial and angular directions. We further use these results in two directions:

path smoothness of the exact random fields on the spherical shells and random

field approximations.

Spherical shells are a subset of R3. A natural question to ask is the smoothness

of the realisations as functions on a subset of R3. Establishing this type of

result will be also useful for applying available results for the usual Rd setting:

countless recent results on partial differential equations with random coefficients

are available, with the spatial domains being bounded domains in Rd. Many of

these results assume path smoothness as a function on the domain to obtain error

estimates, for example for algorithms to approximate the solution of PDEs. To

establish path smoothness as a function on the domain in R3—spherical shell—we

invoke the regularity theory for elliptic PDEs.

Further, we consider an approximation of the random field, and establish an

error estimate. It is of natural theoretical and practical interest how accurately

we can approximate the field with a finite sum: in applications, we can use only a

finite number of expansion coefficients of the assumed covariance function, except

in the special occasion where a closed formula is available.

Motivated by applications, the covariance function we consider is assumed

to have a series representation with each term a product of radial and spherical

polynomials; thus so is the corresponding random field. Simple truncation in

our setting corresponds to L2-projection. However, L2-projection is not the best

choice when one wants a small uniform error.

We consider a so-called filtered approximation of the random field. An un-

derlying idea is to smoothly truncate the series by multiplying the Fourier coef-

ficients of higher order by a suitably decaying factor. It turns out that filtering

can make the error equal to the best polynomial approximation error, up to a

constant factor. This is particularly important when our interest is in random

2



fields with non-smooth realisations: we will get a slower rate than the best poly-

nomial approximation rate if we consider the L2-projection without the filtering,

and for non-smooth realisations this loss would be significant.

As an application of the approximation problem, we consider a diffusion prob-

lem with a random field as input. The coefficient of the differential operator is

assumed to be given as an exponentiated random field given by a series repre-

sentation. We approximate the series by a finite number of terms, and analyse

how this affects the solution of the equation. This type of problem has been

extensively considered in recent years, but these results, which typically make

rather general assumptions, are not directly applicable to our setting. Instead of

the plain vanilla truncation, we consider filtered approximation. This is advan-

tageous in terms of the error decay rate: the error in the solution of the PDE

will be bounded in terms of the supremum norm error estimate of the random

coefficient, for which the filtered approximation gives a better convergence rate

than simple truncation.

The content of Chapter 2 described above is a continuation of my projects on

function approximation on spherical shells during my PhD study: this chapter

uses a part of the results in Kazashi [53], which follows Kazashi [52]. Both of

the papers [53] and [52] were completed and published by the author during this

PhD study, but for coherence of this thesis they are not included here.

1.2 Quasi-Monte Carlo integration for elliptic PDEs with

log-normal coefficients

Chapter 3 considers the same type of elliptic PDE, but is concerned with the

approximation of the expected value of output functionals of solutions of the

equation. We approximate the expectation—the integral with respect to the

probability measure—by a sampling method: an equal weight quadrature rule

called a quasi-Monte Carlo method (QMC). Among the QMC methods, the

algorithm we consider is the randomly shifted lattice rule.

The application of QMC methods to this type of problem was initiated by

computational results by Graham et al. [35], followed by error analysis by Kuo

et al. [65] and Graham et al. [37]. See a recent survey paper [64] and references

therein for more details.

Similarly to [37], we consider the case where the random coefficients are given

by the log-normal random fields. The difference lies in the spatial functions used

to represent the random field: we consider the random fields that admit a series

representation in terms of spatial basis functions with local supports.
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The motivation to consider this setting is to show that we can construct a

faster approximation algorithm. To approximate the expectation well, we need to

find good quadrature points. For randomly shifted lattice rules, this corresponds

to finding an integer vector called the generating vector—lattice rules use a point

set with a group structure, and this vector works as a generator of the group.

One way to find a good generating vector is to use an algorithm called

component-by-component (CBC) construction. The CBC construction was con-

sidered in [37] as well, but under our setting we show that the CBC construction

can be used with a smaller cost than the cost considered in [37].

Further, we discuss smoothness of realisations allowed by the presented theory—

our theory as well as the existing theory implicitly impose a constraint on the

spatial smoothness of the random fields. This implicit constraint on the path

smoothness allowed is imposed to obtain an error estimate independent of the

dimension of the integration. We consider a suitable class of wavelet basis as the

aforementioned spatial basis, and analyse the path smoothness. To to this, we

invoke a characterisation of the path smoothness in the Besov scale as well as

Sobolev embedding theorems.

1.3 Non-uniform implicit Euler–Maruyama scheme for a class of

stochastic evolution equations

In Chapter 4, we turn our attention to an approximation of a class of stochas-

tic parabolic differential equations. We consider three discretisations: temporal,

spatial, and the truncation of the infinite-dimensional space-valued Wiener pro-

cess.

Temporally, we consider the implicit Euler–Maruyama method. For the

spatial discretisation, we consider the spectral method. The Wiener process,

which is assumed to admit a series representation, takes its value in an infinite-

dimensional space. The Euler–Maruyama method introduces the increments of

such a process, but they need to be further approximated: each increment corre-

sponds to infinitely many random variables, but in practice we can simulate only

finitely many of them. For the approximation, we truncate the Wiener process,

i.e., we use a type of truncated Karhunen–Loève approximation.

We further consider a non-uniform time step. This was originally consid-

ered by Müller-Gronbach and Ritter [77, 76] for the stochastic heat equation

over the hyper-cube. There, it was shown that their algorithm achieves optimal-

ity in a certain sense, and that optimality cannot be achieved by uniform time

4



discretisations. Their use of a non-uniform time step was motivated by the fol-

lowing observation: upon the truncation, the Wiener increment is that of the sum

of finitely many one-dimensional Wiener increments; these Wiener increments,

which have the same law as normal random variables, have different variances

given by the eigenvalue of the covariance operator. One should arguably change

the time steps for accordingly to the variances.

In [54], which I wrote during this PhD study together with Quoc T. Le Gia,

we considered essentially the same algorithm as in [76], but applied it to the

stochastic heat equation on the sphere, and further analysed the error. This was

not trivial, because the proofs in [76] that validate the non-uniform time step

do not seem to be easily generalisable to the spherical case: the argument in

[76] uses repeatedly the fact that the eigenfunctions of the Laplace operator on

the cube with the Dirichlet condition are uniformly bounded. Further, the fact

that these eigenfunctions are again those of the classical first order derivatives

is crucial. On the sphere, we have neither of the properties. See [54] for more

details.

In Chapter 4, we present the results in [54] in a more general setting. The

exposition in this manner reveals that, under the multiplicative noise setting, the

use of different time steps for different eigenspaces is more to do with how the

operator in the stochastic forcing term acts on the eigenspaces of the covariance

operator, as opposed to just the eigenvalues.

For the error estimate, we consider the temporally discrete estimate. In [54],

we considered the L2([0, 1] × Ω;H)-norm estimate by considering a continuous

interpolation of the approximate solution, where H denotes the Hilbert space

in which the solution of the equation takes value. In this thesis, we replace

the temporal integration that appears in the L2([0, 1]× Ω;H)-norm with a sum

weighted by step lengths, using the values of approximated solution only on

temporal grids without continuous interpolations.

Further, we study the above algorithm more deeply: we show that it satisfies

a discrete analogue of an estimate called maximal regularity. Roughly speaking,

this regularity estimate says that the spatial smoothness of the solution is con-

trolled by that of the operator in the forcing term. In recent years, the study of

discrete analogues of the maximal regularity has been attracting attention for de-

terministic partial differential equations. Here we consider a stochastic equation.

To the best of the author’s knowledge, discrete analogues of maximal regularity

of numerical methods for SPDEs have not been addressed in the literature.
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Maximal regularity of stochastic and deterministic equations are different in

nature. Given a suitable smoothness of the initial data, the solution is “one-half

spatially smoother”, than the range of the diffusion operator—the regularity one

can obtain in the stochastic setting is the half of the corresponding regularity in

the deterministic setting [22, Chapter 6]. This estimate is optimal, in that the

solution cannot be spatially smoother in general [60, Example 5.3].

1.4 Works during this PhD study

The following works have been studied and completed during this PhD study.

Chapters 2, and 3 are based on [II], and [III], respectively. Chapter 4 is based

on [I] and [VI].

[I] Y. Kazashi. Discrete maximal regularity of an implicit Euler–Maruyama

scheme for a class of stochastic evolution equations. Electron. Commun.

Probab. 23 (2018), no. 29, 1–14

[II] Y. Kazashi. Gaussian random fields on spherical shells: Regularity, ap-

proximation, and elliptic partial differential equations. (submitted)

[III] Y. Kazashi. Quasi-Monte Carlo integration with product weights for el-

liptic PDEs with log-normal coefficients. IMA J. Numer. Anal. (2018)

https://doi.org/10.1093/imanum/dry028

[IV] Y. Kazashi. A fully discretised filtered polynomial approximation on spher-

ical shells. J. Comput. Appl. Math. 333 (2018), pp. 428–441

[V] Y. Kazashi. A fully discretised polynomial approximation on spherical

shells. GEM - Int. J. Geomathematics 7 (2016), pp. 299–323

[VI] Y. Kazashi and Q. T. Le Gia. A non-uniform discretization of stochastic

heat equations with multiplicative noise on the unit sphere. 2017. arXiv:

1706.02838 (submitted)
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Chapter 2

Gaussian random fields on spherical shells: regularity,

approximation, and elliptic partial differential equations

Abstract of this chapter

Gaussian random fields on spherical shells that are radially anisotropic

and rotationally isotropic are considered. The smoothness of the covari-

ance function is connected to the sample continuity, partial differentiabil-

ity, and the Sobolev smoothness. Based on the regularity results, con-

vergence rates of filtered approximations are established: Gaussian and

log-normal random fields approximated with filtering, and a class of el-

liptic partial differential equations with approximated log-normal random

coefficients, are considered.

2.1 Introduction

In this chapter, we develop a theory of Gaussian random fields on spherical shells.

We first study the smoothness of the realisations. Based on the regularity results

we establish, we study convergence rates of several approximations.

Random fields on spherical shells are often used to study planetary structures

of the earth—for example, to model the velocity perturbations that characterise

correlated random media [11, 12, 25, 38, 46, 73, 84, 87]. Nevertheless, theoretical

analysis does not seem to have attracted attention.

Motivated by such practical problems, we consider Gaussian random fields.

Gaussian random fields on any index set are characterised by the mean function,

which without loss of generality we take as zero, and the covariance function

defined on the index set. Fixing a covariance function guarantees the unique (up

to the law) existence of the corresponding random field, and thus governs the

various properties such as radial anisotropy, angular isotropy, and the smoothness

of the realisations.

For random fields on the sphere, invariance of the covariance structure under

rotation, also called isotropy, is often demanded by applications [71]. In contrast,
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on spherical shells we have isotropy in the angular direction, but not in the

radial direction; for example, we have the layered, and hence radially anisotropic

structure of the interior of the Earth [24, 25, 29, 38, 49, 72, 73, 84, 86]. We

consider a class of covariance function that gives random fields with a transversely

isotropic but radially anisotropic structure.

Often in applications, these random fields are approximated by a suitable

method such as truncated series, and used in simulations without mathematical

justification. Regardless of the method users choose, the smoothness of the re-

alisations is a key to understanding how accurate the simulated random fields

are. On the sphere, Lang and Schwab [66] analysed the regularity of realisations

of isotropic Gaussian random fields. There, the keys to the analysis were the

properties of the spherical harmonics. Covariance functions that define strongly

isotropic Gaussian random fields are characterised by the Legendre polynomial

expansion [71, Section 5.2], which are, in view of the addition theorem, nothing

but kernels diagonalised by the spherical harmonics. The use of spherical har-

monics makes the regularity analysis simple, since the spherical harmonics form

eigenfunctions of the Laplace–Beltrami operator, whose domain can be char-

acterised as the Sobolev space on the sphere [68, Chapter 7]. In contrast, in

the shell setting the necessity to respect both the angular isotropy and radial

anisotropy introduces difficulties in treating the realisations as a function on the

spherical shell as a subset in R3.

On spherical shells, to achieve the angular isotropy and radial anisotropy

in practice, covariance functions represented by a series expansion in terms of

a product basis—product of spherical functions and radial functions—are often

considered. As for the analysis of the angular direction, we essentially follow the

spherical case [66] to show the partial differentiability in the angular direction.

For the radial direction, we do not have structures such as isotropy or periodicity,

let alone eigenfunctions of a suitable differential operator which we can easily

relate to function spaces of practical use. We show, when the covariance function

in the radial direction is represented by a suitable complete orthonormal system

of an L2 space on the interval, that the realisations have continuity, and further,

partial differentiability in the radial and angular direction.

Moreover, since spherical shells are naturally embedded into R3, the be-

haviour of the realisations as a function on the subset of R3 is of interest. A

difficulty arising is that the covariance function does not possess a natural de-

scription in terms of the Cartesian coordinates in R3. We utilise the partial

8



differentiability results we establish, and invoke the regularity theory of the el-

liptic partial differential equations. We show that, under a suitable properties of

the covariance function (see Assumption 2.1), the realisations are in a Sobolev

space on spherical shells.

As applications of the regularity theory to be developed, we consider approx-

imations of Gaussian random fields, and log-normal random fields, applied to a

class of elliptic partial differential equations, and provide error analysis. Since

realisations of random fields can be highly oscillatory, we wish to consider ap-

proximation methods with small point-wise error. For this reason, we consider

so-called filtered approximations. An underlying idea is to smoothly truncate the

series by multiplying the Fourier coefficients of higher order by a suitable factor

decaying smoothly to zero. Filtered approximations have also been considered for

other regions, including the sphere (see [82, 91] and references therein). Further,

we consider log-normal random fields, and their approximation with filtering.

For both of these approximation methods, the regularity theory developed is a

key to deriving approximation errors; the expected squared uniform error, and

the expected Lp error with suitable p, are shown to decay algebraically with re-

spect to the degree of polynomials used to approximate the random fields, given

a suitable smoothness of the covariance function in the radial and the angular

directions. As a further application, we consider a class of elliptic partial differ-

ential equations (PDEs) that have the log-normal random field as a coefficient.

We assess the effect to the solution u of the PDE caused by approximating the

coefficient. The expected error u − ũ with a suitable norm, where ũ is the so-

lution of the PDE with the approximated coefficient, turns out to be bounded

by the approximation error of the coefficient in terms of the expected squared

uniform norm. A similar problem on the sphere was considered by Herrmann et

al. [40]. In [40], the numerical treatment of partial differential equations was also

considered; we will investigate this application for the spherical shell in future

work.

This chapter is organised as follows. In Section 2.2 we give some necessary

background information on Gaussian random fields on spherical shells, and set

up some notation. In Section 2.3, we establish the continuity of realisations of

random fields. In Section 2.4 we develop further smoothness, namely, partial

differentiability and the Sobolev smoothness of the realisations. Based on the

theory developed in Section 2.4, in Section 2.5 we consider a filtered approx-

imation of the Gaussian and log-normal random fields, and analyse the error.
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Further, a class of elliptic partial equations with log-normal random coefficients

are considered, and error analysis is provided. Section 2.6 concludes the chapter.

2.2 Random fields on spherical shells

We denote a point on a spherical shell Sε := {x ∈ R3 | rin ≤ ‖x‖2 ≤ rout = rin+ε}
by x, where ‖·‖2 is the Euclidean norm, ε > 0, 0 < rin ≤ 1 ≤ rout < ∞, and

rin 6= rout. We denote the unit sphere by S2. Given x, x1 ∈ Sε, etc., we often

write rx := ‖x‖2, σx := x
rx

, and (rx, σx) := rxσx = x or r1 := ‖x1‖2, σ1 := x1
r1

,

and (r1, σ1) := r1σ1 = x1. For f : Sε = [rin, rout] × S2 → R, we often write

f(x), f(rxσx), f(x1), or f(r1σ1) as f(rx, σx), or f(r1, σ1). We use the spherical

coordinate system

(r sin θ cosϕ, r sin θ sinϕ, r cos θ) (r ∈ [0,∞), θ ∈ [0, π], ϕ ∈ [0, 2π)),

where for θ ∈ {0, π} we let ϕ = 0. Further, we use the notation SO(3) :=

{O ∈ GL(3,R) | O>O = 1, detO = 1} by identifying rotations and their matrix

representations. For a topological space X, we denote the σ-algebra of Borel sets

in X by B(X).

Definition 1. Let (Ω,F ,P) be a probability space and B(Sε) be the Borel σ-

algebra associated with the metric space (Sε, ‖·‖2). We call a function T : Sε ×
Ω→ R a (jointly measurable) random field on a spherical shell Sε if T is B(Sε)⊗
F -measurable. Further, we say a random field T has a rotationally invariant

covariance, if for every O ∈ SO(3) we have

E[T (r1, σ1)T (r2, σ2)] = E[T (r1, Oσ1)T (r2, Oσ2)] (2.2.1)

For a random field T : Sε ×Ω 3 (x, ω) 7→ T (x;ω) ∈ R, we abuse the notation

slightly by writing T (r, σ;ω) := T (x;ω) for x = rσ, r ∈ [rin, rout], σ = S2; and

similarly, T (x) := T (r, σ) := T (x;ω), when the dependence on ω is unimportant.

Let
∫
S2 dS be the integration with respect to the usual spherical measure

normalised so that
∫
S2 dS = 4π, and let {Y`m} be the real spherical harmonics

normalised so that they form an orthonormal system of L2(S2), where the inner

product is defined with
∫
S2 dS. Further, let P` be the Legendre polynomial

of degree ` ∈ N ∪ {0} normalised so that P`(1) = 1. See, e.g., [6] for more

details. Furthermore, let (ϕk) be an orthonormal system of L2([rin, rout], µ) with

respect to a finite Borel measure µ on [rin, rout] such that the Lebesgue measure
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restricted to B([rin, rout]) is absolutely continuous with respect to µ, for example,

the Chebyshev measure on Borel sets. More details of µ will be discussed later.

We consider a zero mean Gaussian random field {T (x; ·)}x∈Sε with the ro-

tationally invariant covariance function E[T (x)T (x′)] =: c(x, x′) : Sε × Sε → R
given by

c(x, x′) :=
∞∑
k=0

∞∑
`=0

Ak`ϕk(rx)ϕk(rx′)
2`+ 1

4π
P`(σx · σx′), for any x, x′ ∈ Sε,

(2.2.2)

where Ak` are non-negative coefficients such that the series is uniformly and

absolutely convergent. By fixing rx, rx′ (resp. σx, σx′) we see c(x, x′) as a

function on S2 (resp. [rin, rout]). Correspondingly we use the notations

c(x, x′) = crx,rx′ (σx, σx′) = cσxσx′ (rx, rx′) = c((rx, σx), (rx′ , σx′)).

Letting C`(rx, rx′) :=
∑∞

k=0 Ak`ϕk(rx)ϕk(rx′), we have

c(x, x′) =
∞∑
`=0

C`(rx, rx′)
2`+ 1

4π
P`(σx · σx′).

A covariance function of this form is used in the field of geophysics. The quan-

tity C`(rx, rx′) is often called (after a suitable normalisation) the radial corre-

lation function in seismic and convection modelling, and describes the radially

anisotropic structure of the interior of the Earth [49, 84, 86]. If rx = r∗ = rx′ ,

then C`(r∗, r∗) defines the depth-dependent spherical harmonics spectrum (per

degree `) on the sphere {x ∈ R3 | ‖x‖2 = r∗}, which is also employed for mod-

elling in geosciences [24, 25, 29, 38, 72, 73]. Since the functions such as c(·, ·) or

C`(·, ·) are often estimated by suitable data [14, 24, 25, 38, 72, 84], we assume

that (2.2.2) is given.

Remark 1. If r := r1 = r2, then, the notion of rotationally invariant covariance

coincides with the 2-weakly isotropicity in the context of random fields on the

sphere [66, 71].

It is easy to check that the kernel c(x, x′) is positive definite on Sε×Sε. Recall

that the unique (up to the law) existence of a zero mean Gaussian random field

is guaranteed once we specify such a function. Indeed, we can check that c(x, x′)

is the reproducing kernel in a reproducing kernel Hilbert space Hc equipped with

a suitable inner product that has {
√
Ak`ϕkY`m}k`m as a complete orthonormal
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system. Let {Xk`m} be a collection of independent random variables on a suitable

probability space (Ω,F ,P) such thatXk`m ∼ N (0, 1), whereN (a, b2) denotes the

normal distribution with mean a and variance b2. Let T̂k`m(ω) :=
√
Ak`Xk`m(ω),

and

T (x;ω) :=
∞∑
k=0

∞∑
`=0

∑̀
m=−`

T̂k`m(ω)ϕk(rx)Y`m(σx), x ∈ Sε. (2.2.3)

Then, for each x ∈ Sε the series is L2
P(Ω)-norm convergent. Note that changing

the order of the sum above does not change the law on RSε of the resulting

random field. Thus, T is uniquely determined up to the law independently of

the order of the sum. Further, from the L2
P(Ω)-norm convergence, noting the

independence of {Xk`m} we have the almost sure convergence [57, Theorem 5.2].

From the construction, T is B(Sε)⊗F -measurable.

We noted that given c we can construct the corresponding Gaussian random

field. The following proposition states a partial converse: assuming the joint

measurability of the random field, the expansion takes the same form with some

(ϕk).

Proposition 2.2.1. (i) For a zero-mean random field T ′ on a spherical shell to

have rotationally invariant covariance, it is sufficient that the covariance function

is given by a uniform and absolutely convergent series of the form (2.2.2) with

a complete orthonormal system (ϕk) for some L2([rin, rout], µ) with a finite Borel

measure µ on B([rin, rout]).

(ii) Assume a zero-mean random field T ′ has a rotationally invariant covariance,

and the covariance function c′ : Sε × Sε → R is continuous. Fix a finite Borel

measure µ on B([rin, rout]). Then, c′ can be expanded in the form (2.2.2) with a

complete orthonormal system (ϕk) for L2([rin, rout], µ).

Proof. The statement (i) follows from P`(σ1 · σ2) = P`(Oσ1 · Oσ2). To show

(ii), first note that by virtue of the rotational invariance, for arbitrarily fixed

r1, r2 ∈ [rin, rout] the function c′r1r2 defined by

c′r1r2(σ1 · σ2): = E[T ′(r1, σ1)T ′(r2, σ2)], σ1, σ2 ∈ S2,

is well-defined as a univariate function [−1, 1] → R. To see this, suppose σ1 ·
σ2 = σ̃1 · σ̃2. For some O, Õ ∈ SO(3) we have Oσ2 = σnorth = Õσ̃2, where
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σnorth := (0, 0, 1)>. Then, from Oσ1 · σnorth = σ1 · σ2 = Õσ̃1 · σnorth, for some

rotation O∗ ∈ SO(3) that fixes σnorth we have O∗Oσ1 = Õσ̃1. Thus, we have

c′r1r2(σ1 · σ2) = E[T ′(r1, O
∗Oσ1)T ′(r2, σnorth)] = c′r1r2(σ̃1 · σ̃2),

and thus c′r1r2(·) depends only on the inner product t = σ1 · σ2.

We show that c′r1r2 is square integrable on [−1, 1]. In this regard, we note

that for θ ∈ [0, π] we can take σ ∈ S2 such that cos θ = σ · σnorth. Then, noting

2π
∫ 1

−1
|c′r1r2(t)|

2 dt =
∫ 2π

0

∫ π
0
|c′r1r2(cos θ)|2 sin θ dθdξ we have

2π

∫ 1

−1

|c′r1r2(t)|
2 dt =

∫
S2

|E[T ′(r1, σ)T ′(r2, σnorth)]|2 dS

≤E
[
T ′(r2, σnorth)2

] ∫
S2

E
[
T ′(r1, σ)2

]
dS

=4πE
[
T ′(r2, σnorth)2

]
E
[
T ′(r1, σnorth)2

]
<∞,

where in the last line the rotational invariance is used. Thus, c′r1r2 is square

integrable on [−1, 1]. Therefore, with some C`(r1, r2) we have the Legendre poly-

nomial expansion

c′r1r2(σ1 · σ2) =
∞∑
`=0

C`(r1, r2)
2`+ 1

4π
P`(σ1 · σ2). (2.2.4)

Now, consider the kernel c′σ1σ2(r1, r2) := c′((r1, σ1), (r2, σ2)) on [rin, rout]×[rin, rout].

Since c′σ1σ2(r1, r2) is continuous and symmetric positive definite, from Mercer’s

theorem (for example, [61]) there is an orthonormal system (ϕk) of L2
µ([rin, rout])

consisting of eigenfunctions of the integral operator associated with c′σ1σ2 such

that the corresponding eigenvalues λ
(σ1,σ2)
k are non-negative and that

c′σ1σ2(r1, r2) =
∞∑
k=0

λ
(σ1,σ2)
k ϕk(r1)ϕk(r2), (2.2.5)

where the series is uniformly and absolutely convergent. We observe λ
(σ1,σ2)
k is

given by

λ
(σ1,σ2)
k =

∫ rout

rin

∫ rout

rin

∞∑
`=0

2`+ 1

4π
P`(σ1 · σ2)C`(s1, s2)ϕk(s1)ϕk(s2)dµ(s1)dµ(s2),
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and that we can rewrite c′σ1σ2(r1, r2) as

c′σ1σ2(r1, r2) =
∞∑
k=0

∞∑
`=0

(∫ rout

rin

∫ rout

rin

∞∑
`=0

C`(s1, s2)ϕk(s2)ϕk(s1) dµ(s2)dµ(s1)

)
× 2`+ 1

4π
P`(σ1 · σ2)ϕk(r1)ϕk(r2),

which is the desired form.

We use the following assumption throughout this chapter.

Assumption 2.1. We consider the Gaussian random field T , given by (2.2.3),

associated with the covariance function given by (2.2.2), with a complete or-

thonormal system (ϕk) of L2
µ([rin, rout]), where µ is a finite Borel measure such

that the Lebesgue measure restricted to B([rin, rout]) is absolutely continuous with

respect to µ. Further, Ak` as in (2.2.2) are all non-negative and satisfy,

∞∑
k=0

∞∑
`=0

(k + 1)4η+1(`+ 1)2s+1Ak` <∞, (2.2.6)

for some η, s ≥ 0. Furthermore, we assume (ϕk) satisfies (ϕk) ⊂ Cbηc([rin, rout]),

and supr∈[rin,rout]
|ϕk(r)| ≤ c0 for some finite constant c0 > 0. When η > 1, we

assume for any k ∈ N

sup
r∈[rin,rout]

∣∣∣∣ d

dr
ϕk(r)

∣∣∣∣ ≤ c1k
2, (2.2.7)

and for sufficiently large k,

sup
r∈[rin,rout]

∣∣∣∣ dn

drn
ϕk(r)

∣∣∣∣ ≤ cnk
2n, (2.2.8)

where n ∈ {0, . . . , bηc}, and c1, cn > 0 are some fixed constants.

Here, η, s ≥ 0 are parameters that correspond to the smoothness of the

covariance functions, and in turn, realisations of T ; the parameter η is related to

the smoothness of the covariance function (2.2.2), and in turn, the realisations of

T as a function in r on the interval [rin, rout], and s is related to the smoothness

as a function on S2. In more detail, we will see that solely the decay of Ak`

determines the smoothness of T in the radial direction and the angular direction,

and further the Sobolev smoothness.
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The conditions on (ϕk) in Assumption 2.1 is motivated by geophysics. To

be more precise, the following settings have been considered in applications. To

treat the radial direction in the Earth modelling, the Chebyshev polynomial of

the first kind {Jk} mapped affinely to [rin, rout] from [−1, 1] is often considered

[14, 43, 49, 86, 92, 93], in particular, in the random field setting [84], and {Jk}
satisfies the above assumption. See, for example [34, A.7]. In the Chebyshev case

µ is the Chebyshev measure
∫
·

1√
1−x2 dx on [−1, 1] mapped affinely to [rin, rout].

We remark that the assumed uniform boundedness of (ϕk) in k and the de-

cay rate of the derivative above is merely for simplicity, and not essential. For

functions (ϕk) with different bounds, it suffices to adjust the condition (2.2.6)

above accordingly, together with modifying proofs that utilise the boundedness

of (ϕk) independently of k, for example, Proposition 2.3.2, Proposition 2.3.3 or

Proposition 2.4.6.

2.3 Continuity of realisations

We start with establishing the continuity of the realisations. We need the fol-

lowing lemma.

Lemma 2.3.1. For any x1, x2 ∈ Sε, we have

arccos(σ1 · σ2) + |r2 − r1| ≤ cmet ‖x1 − x2‖2 ,

where cmet = π√
2rin

.

Proof. Note that we have 1 − cos θ0 ≥ 2
π2 θ

2
0, for any θ0 ∈ [0, π]. Thus, letting

θ := arccos(σ1 · σ2) ∈ [0, π], we have

‖x1 − x2‖
2
2 = (r1 − r2)2 + 2r1r2(1− cos θ) ≥ rin

2 4

π2

1

2
[|r1 − r2|+ θ]2, (2.3.1)

where we used 1 ≥ rin
2 4
π2 . Therefore, |r1 − r2|+ θ ≤ π√

2rin
‖x1 − x2‖2 .

Proposition 2.3.2. Suppose Assumption 2.1 holds with s ≥ 1
2

and η > 1. Fur-

ther, let T be the corresponding random field as in (2.2.3). Then, there exist

constants δ1, δ2 > 0 and c = cs,η > 0 such that for any x1, x2 ∈ Sε we have

E
[
|T (x1)− T (x2)|δ1

]
≤ c ‖x1 − x2‖

3+δ2
2 . (2.3.2)

Further, T has a continuous modification.

Remark 2. In the following, taking a continuous modification if necessary, we

see each realisation T (· ;ω) as a continuous function on Sε.
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Proof of Proposition 2.3.2. Clearly, we have

E
[
|T (r1, σ1)− T (r2, σ2)|2

]
≤ 2E

[
|T (r1, σ1)− T (r1, σ2)|2

]
+ 2E

[
|T (r1, σ2)− T (r2, σ2)|2

]
.

(2.3.3)

First, since

E
[
|T (r1, σ1)−T (r1, σ2)|2

]
= E[T (r1, σ1)2]+E[T (r1, σ2)2]−2E[T (r1, σ1)T (r1, σ2)],

from (2.2.2) we have

E
[
|T (r1, σ1)− T (r1, σ2)|2

]
=
∞∑
k=0

∞∑
`=0

Ak`[ϕk(r1)]2
2`+ 1

2π

[
1− P`(σ1 · σ2)

]
,

noting that the above series is uniformly and absolutely convergent Assumption

2.1. From the proof of [66, Lemma 4.2], for an arbitrary γ ∈ [0, 1] we have

|1− P`(σ1 · σ2)| ≤ 2 arccos(σ1 · σ2)2γ(2` + 1)2γ. Hence, for γ1 ∈ [0,min{1, s}] we

have

2E
[
|T (r1, σ1)− T (r1, σ2)|2

]
≤ c0

[
2

π

∞∑
k=0

∞∑
`=0

Ak`(2`+ 1)2γ1+1

]
arccos(σ1 · σ2)2γ1 <∞.

(2.3.4)

Next, similarly to the above we have

E
[
|T (r1, σ2)− T (r2, σ2)|2

]
≤

∞∑
k=0

∞∑
`=0

Ak`
2`+ 1

4π

[
ϕk(r1)− ϕk(r2)

]2
. (2.3.5)

Assumption 2.1 implies

|ϕk(r1)− ϕk(r2)| ≤ 2c0, and |ϕk(r1)− ϕk(r2)| ≤ c1k
2|r1 − r2|. (2.3.6)

Thus, for an arbitrary γ ∈ [0, 1] using these two bounds we have

|ϕk(r1)− ϕk(r2)| ≤ (2c0)1−γcγ1k
2γ|r1 − r2|γ. (2.3.7)

16



Therefore, from (2.3.5) and (2.3.7) for γ2 ∈ [0,min{1, η + 1/4}] we have

2E
[
|T (r1, σ2)− T (r2, σ2)|2

]
≤ 22−2γ2c2−2γ2

0 c2γ2
1

∞∑
k=0

∞∑
`=0

Ak`(2`+ 1)k4γ2|r1 − r2|2γ2 <∞.
(2.3.8)

Now, let γ1 = γ2 := β
2

:= min{1, s, η + 1
4
}. Then, with a finite constant

cpol := max
{2c0

π

∞∑
k=0

∞∑
`=0

Ak`(2`+ 1)β+1, 4c2−β
0 cβ1

∞∑
k=0

∞∑
`=0

Ak`(2`+ 1)k2β
}
,

from (2.3.3), (2.3.4), and (2.3.8) together with Lemma 2.3.1 we have

E
[
|T (x1)− T (x2)|2

]
≤ cpolc

β
met ‖x1 − x2‖

β
2 . (2.3.9)

Since T (x1)−T (x2) ∼ N (0, ς2
∗ ) with ς2

∗ := E
[
|T (x1)−T (x2)|2

]
, we observe that,

with Xstd ∼ N (0, 1) we have for any m ∈ N

E[|T (x1)− T (x2)|2m] = ς2m
∗ E[|Xstd|2m] = Cm,β ‖x1 − x2‖

2mβ
2 , (2.3.10)

where Cm,β := (cpolc
β
met)

2mE[|Xstd|2m]. Taking m > 3
2β

, we have (2.3.2), with

δ1 := 2m, and δ2 := 2βm− 3.

As a consequence of the estimate (2.3.2), the existence of a continuous modifi-

cation follows from a variant of Kolmogorov–Totoki’s theorem. See, for example,

[62, Theorem 4.1].

We introduce the space of equivalence classes of Borel measurable functions

L2
µ(So

ε) :=
{
f : So

ε → R
∣∣∣ ‖f‖L2

µ(Soε) <∞
}
/ ∼, where we let So

ε denote the interior

of Sε. We let
∫
Sε

dSε denote the integral with respect to the product measure

defined by µ on [rin, rout] and the surface measure on S2. Then, we define

‖f‖2
L2
µ(Soε) :=

∫
Sε
|f |2 dSε =

∫
S2

∫ rout

rin

|f(rx, σx)|2dµ(rx)dS(σx),

and f ∼ g ⇐⇒ ‖f − g‖L2
µ(Soε) = 0. In this chapter, because of the product

structure of the domain—the radial interval and the sphere—unless we need to

see L2
µ(So

ε) as a normed space, it is often convenient to see L2
µ(So

ε) as a collection

of product measurable functions that are square integrable, without quotienting.

Since our interest is often in a specific representative T , for simplicity we abuse

the notation by using the same notation L2
µ(So

ε) for this set. Then, given f ∈
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L2
µ(So

ε) for r ∈ [rin, rout] the r-section f(r, ·), and for σ ∈ S2 the σ-section f(·, σ)

of f are well defined.

We need the following result for the later analysis.

Proposition 2.3.3. Under Assumption 2.1, we have E[‖T‖2
L2
µ(Soε)

] <∞.

Proof. Note that T is B(Sε)⊗F -measurable. From∫
Sε
E[|T (x)|2] dSε ≤ c2

0

∫
S2

∫ rout

rin

∞∑
k=0

∞∑
`=0

Ak`
(2`+ 1)

4π
dµ(r) dS <∞,

we have E[‖T‖2
L2
µ(Soε)

] =
∫
Sε
E[|T (x)|2] dSε <∞.

Remark 3. We saw in the discussion after (2.2.3) that the series (2.2.3) is conver-

gent for each x ∈ Sε, almost surely. As a consequence of the previous proposition,

almost surely we have ‖T‖2
L2
µ(Soε)

<∞, and thus from Fubini–Tonelli we have the

L2
µ(So

ε)-Fourier coefficient∫
Sε
T (r, σ;ω)ϕk′(r)Y`′m′(σ) dSε = T̂k′`′m′(ω). (2.3.11)

Thus, we see that

∞∑
k=0

∞∑
`=0

∑̀
m=−`

T̂k`m(ω)ϕk(rx)Y`,m(σx) (2.3.12)

is convergent in the L2
µ(So

ε)-sense as well, almost surely.

Proposition 2.3.4. (i) Let T̂
rad

k (σ;ω) :=
∫ rout
rin

T (r, σ;ω)ϕk(r)dµ(r). Then, al-

most surely we have

T̂
rad

k (σ;ω) =
∞∑
`=0

∑̀
m=−`

T̂k`m(ω)Y`m(σ) in L2(S2), and S2-a.e.

(ii) Let T̂
ang

`m (r;ω) :=
∫
S2 T (r, σ;ω)Y`m(σ) dS. Then, almost surely we have

T̂
ang

`m (r;ω) =
∞∑
k=0

T̂k`m(ω)ϕk(r) in L2
µ([rin, rout]), and [rin, rout]-a.e.
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Proof. We first claim that T̂
rad

k (·;ω) ∈ L2(S2) almost surely. Indeed, from

Jensen’s inequality we have almost surely∫
S2

∣∣∣T̂ rad

k (σ;ω)
∣∣∣2 dS ≤ µ(|rout − rin|)

∫
Sε
|T (r, σ;ω)|2|ϕk(r)|2 dSε <∞.

Therefore, from (2.3.11) we have

T̂
rad

k (σ;ω) =
∞∑
`=0

∑̀
m=−`

〈
T̂

rad

k (σ;ω),Y`m
〉
L2(S2)

Y`m(σ)

=
∞∑
`=0

∑̀
m=−`

〈∫ rout

rin

T (r, ·;ω)ϕk(r) dµ(r),Y`m
〉
L2(S2)

Y`m(σ)

=
∞∑
`=0

∑̀
m=−`

T̂k`m(ω)Y`,m(σ),

in the L2(S2)-sense. Further, we claim that almost surely the convergence of the

series
∞∑̀
=0

∑̀
m=−`

T̂k`m(ω)Y`,m(σ) is S2-a.e. point-wise. To see this, for any L ∈ N

from the independence of {T̂k`m(ω)} we have

E
[( L∑

`=0

∑̀
m=−`

T̂k`m(ω)Y`,m(σ)

)2]
=

L∑
`=0

2`+ 1

4π
Ak`, for any σ ∈ S2.

Thus,
L∑̀
=0

∑̀
m=−`

T̂k`m(ω)Y`,m(σ) is convergent in L2
P(Ω), and thus by virtue of the

independence, almost surely. Since they have the same Fourier coefficients, they

define the same L2(S2) function, and thus T̂
rad

k (σ;ω) =
∞∑̀
=0

∑̀
m=−`

T̂k`m(ω)Y`,m(σ),

which completes the proof of the first claim.

The second assertion can be checked similarly, noting the absolutely continu-

ity of the Borel measure on [rin, rout] with respect to µ.

Remark 4. From Remark 2, for each ω we have supx∈Sε |T (rx, σx;ω)ϕk(rx)| <∞.

Thus, the integral T̂
rad

k (σ;ω) =
∫ rout
rin

T (r, σ;ω)ϕk(r)dµ(r) parametrised by σ is

continuous in σ for each ω. Similarly, T̂
ang

`m (r;ω) is continuous in r for each ω.
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2.4 Smoothness of the realisations

2.4.1 Partial differentiability of realisations

In this section, we discuss how the decay of Ak` as in the covariance function

(2.2.2) controls the partial differentiability of the realisations of T . We need the

following result.

Lemma 2.4.1. Suppose Assumption 2.1 holds. Let T̂
rad

k and T̂
ang

`m be defined as

in Proposition 2.3.4. Then, for each σ ∈ S2, we have

E

[
∞∑
k=0

(k + 1)4η+1
∣∣∣T̂ rad

k (σ;ω)
∣∣∣2] =

∞∑
k=0

∞∑
`=0

(k + 1)4η+1Ak`
2`+ 1

4π
, (2.4.1)

Further, for each r ∈ [rin, rout] we have

E

[
∞∑
`=0

∑̀
m=−`

(`+ 1)2s
∣∣∣T̂ ang

`m (r;ω)
∣∣∣2]=

∞∑
k=0

∞∑
`=0

(2`+ 1)(`+ 1)2sAk`ϕk(r)
2, (2.4.2)

Proof. We first observe

E
[∣∣∣T̂ rad

k (σ;ω)
∣∣∣2] =

∞∑
`=0

∑̀
m=−`

Ak`Y`m(σ)2, (2.4.3)

which follows from the definition of T̂
rad

k , the orthogonality of (ϕk), and (2.2.2) to-

gether with Fubini–Tonelli’s theorem. Further, note that from (2.4.3) the mono-

tone convergence theorem yields

E
[ ∞∑
k=0

(k + 1)4η+1
∣∣∣T̂ rad

k (σ;ω)
∣∣∣2] =

∞∑
k=0

(k + 1)4η+1

( ∞∑
`=0

∑̀
m=−`

Ak`Y`m(σ)2

)
,

and thus the addition theorem implies the first assertion.

The second claim can be shown following the same argument.

Proposition 2.4.2. Suppose Assumption 2.1 holds with η > 1 such that η > bηc,
and s ≥ 0. Then, T (r, σ;ω) is bηc-times continuously partial differentiable with

respect to r on [rin, rout], for each σ ∈ S2, a.s.

Proof. First, we show the series
∑∞

k=0 T̂
rad

k (σ;ω)ϕk(r) is uniformly convergent as

a function of r for each σ ∈ S2, and that the limit T ∗ is bηc-times continuously

differentiable in each σ, almost surely.
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From Lemma 2.4.1, we have
∑∞

k=0(k + 1)4η+1
∣∣∣T̂ rad

k (σ;ω)
∣∣∣2 < ∞, a.s. There-

fore, almost surely

∞∑
k=0

(k + 1)2bηc
∣∣∣T̂ rad

k (σ;ω)
∣∣∣ ≤
√√√√Cη

∞∑
k=0

(k + 1)4η+1

∣∣∣T̂ rad

k (σ;ω)
∣∣∣2<∞, (2.4.4)

where Cη :=
∑∞

k=0
1

(k+1)4η−4bηc+1 < ∞. From (2.2.8) for sufficiently large k, say

k ≥ k0, we have∣∣∣∣ ∂bηc∂rbηc
T̂

rad

k (σ;ω)ϕk(r)

∣∣∣∣ ≤ cbηc(k + 1)2bηc∣∣T̂ rad

k (σ;ω)
∣∣. (2.4.5)

Thus, from (2.4.4), for any r ∈ [rin, rout] we have∣∣∣∣ ∂bηc∂rbηc

( ∞∑
k=0

T̂
rad

k (σ;ω)ϕk(r)

)∣∣∣∣ =

∣∣∣∣ ∞∑
k=0

∂bηc

∂rbηc
T̂

rad

k (σ;ω)ϕk(r)

∣∣∣∣.
Hence, for any r ∈ [rin, rout] it follows that almost surely∣∣∣∣∣

∞∑
k=0

∂bηc

∂rbηc
T̂

rad

k (σ;ω)ϕk(r)

∣∣∣∣∣ ≤ C
∞∑

k=k0

(k + 1)2bηc
∣∣∣T̂ rad

k (σ;ω)
∣∣∣ <∞. (2.4.6)

Therefore, by the Weierstrass M -test the series ∂bηc

∂rbηc

∑∞
k=0 T̂

rad

k (σ;ω)ϕk(r) is

continuous in r almost surely.

Since T is the L2
µ([rin, rout])-limit of the series with the same Fourier coeffi-

cients, we have T =
∑∞

k=0 T̂
rad

k (σ;ω)ϕk(r), [rin, rout]-a.e., where the right hand

side is the uniformly convergent limit. In view of Proposition 2.3.2, from the

continuity of T the equality holds everywhere on [rin, rout], which is the desired

result.

Fix r ∈ [rin, rout], and let S2(r) be the sphere with radius r, and L2(S2(r))

be the corresponding L2 space with the spherical measure normalised as∫
S2(r)

dS(r) = 4πr2. By letting f̃(x/‖x‖2) := f(rx/‖x‖2), any square integrable

function f : S2(r)→ R can be seen as a function on S2.

Now, we note {1
r
Y`m} is a complete orthonormal system for L2(S2(r)). Fur-

ther we note ‖f‖L2(S2(r)) = r‖f̃‖L2(S2) and 〈f, 1
r
Y`m〉L2(S2(r)) = r〈f̃ ,Y`m〉L2(S2).

We abuse the notation slightly by writing these as ‖f‖L2(S2(r)) = r‖f‖L2(S2),
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and 〈f, 1
r
Y`m〉L2(S2(r)) = r〈f,Y`m〉L2(S2). Furthermore, we note that the Laplace–

Beltrami operator ∆S2(r) on S2(r) with the round metric with radius r is given

by ∆S2(r) = 1
r2

∆S2 , so that −∆S2(r)
1
r
Y`m = 1

r2
`(`+ 1)1

r
Y`m.

We defineHs(S2(r)) as the domain of (−4∆S2(r)+I)
s
2 : L2(S2(r))→ L2(S2(r))

(s ≥ 0): let Hs(S2(r)) := {f ∈ L2(S2(r)) | ‖f‖Hs(S2(r)) <∞} with

‖f‖2
Hs(S2(r)):=

∞∑
`=0

∑̀
m=−`

(4`2

r2
+

4`

r2
+ 1
)s
〈f, 1/rY`m〉2L2(S2(r)) (2.4.7)

=
∞∑
`=0

∑̀
m=−`

(4`2 + 4`+ r2)s
1

r2s
〈f, 1/rY`m〉2L2(S2(r)) (2.4.8)

=
∞∑
`=0

∑̀
m=−`

(2`+ r)2s 1

r2s−2
〈f,Y`m〉2L2(S2). (2.4.9)

Note that the norms ‖f‖Hs(S2(r1)) and ‖f‖Hs(S2(r2)) for r1, r2 ∈ [rin, rout] are equiv-

alent, where the functions are seen to be defined on the same sphere. In view of

this equivalence, in the following we often make use of the Sobolev space Hs(S2)

by seeing f ∈ L2(S2(r)) as a function on S2. For more details, see for example

[68] together with Appendix A.

Recall from the discussion below (2.2.3) that for any rσ ∈ Sε, we have

T (r, σ; ·) ∈ L2
P(Ω). We record the following result regarding the path smoothness

of the r-section of T .

Lemma 2.4.3. ([66, Proof of Theorem 4.6]) Let Assumption 2.1 hold. Then,

for each r ∈ [rin, rout] we have T (r, · ;ω) ∈ Hs(S2) almost surely.

The following results are later used to show Sobolev smoothness and approx-

imation results.

Proposition 2.4.4. Suppose Assumption 2.1 holds with η > 1 such that η > bηc.
Then,

E
[
‖T (bηc,0)‖2

∞,2
]

:= E
[ ∫

S2

sup
r∈[rin,rout]

∣∣∣∣ ∂bηc∂rbηc
T (r, σ)

∣∣∣∣2 dS

]
<∞. (2.4.10)

Proof. From Proposition 2.4.2 and (2.4.6), almost surely we have

∣∣∣∣ ∂bηc∂rbηc
T

∣∣∣∣2≤c
(
∞∑
k=0

(k + 1)4η+1
∣∣∣T̂ rad

k (σ;ω)
∣∣∣2) ∞∑

k=0

1

(k + 1)4η−4bηc+1
<∞, (2.4.11)
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the right hand side of which does not depend on r. From Proposition 2.4.2, and

Lemma 2.4.1, for each σ ∈ S2 it follows that

E
[

sup
r∈[rin,rout]

∣∣∣∣ ∂bηc∂rbηc
T

∣∣∣∣2 ] ≤ cCη

(
∞∑
k=0

∞∑
`=0

(k + 1)4η+1Ak`
2`+ 1

4π

)
, (2.4.12)

where Cη :=
∑∞

k=0
1

(k+1)4η−4bηc+1 . We note that supr∈[rin,rout]

∣∣∣∣ ∂bηc∂rbηc
T (r, σ;ω)

∣∣∣∣2 is

B(S2)⊗F -measurable. Therefore, we obtain

E
[ ∫

S2

sup
r∈[rin,rout]

∣∣∣∣ ∂bηc∂rbηc
T (r, σ)

∣∣∣∣2 dS

]
≤cCη

(
∞∑
k=0

∞∑
`=0

(k + 1)4η+1Ak`(2`+ 1)

)
<∞.

With an extra condition on the parameter s, we can show a stronger result.

Proposition 2.4.5. Suppose Assumption 2.1 holds with η > 1 such that η > bηc,
and s > 1

2
. Then, we have

E
[
‖T (bηc,0)‖2

∞,ess sup

]
:= E

[
ess sup
σ∈S2

sup
r∈[rin,rout]

∣∣∣∣ ∂bηc∂rbηc
T

∣∣∣∣2 ] <∞. (2.4.13)

Proof. For any s0 ∈ (1
2
, s) we claim

E
[
ess sup
σ∈S2

|T̂
rad

k (σ;ω)|2
]
≤ Cs0

∞∑
`′=0

`′∑
m′=−`′

(2`′ + 1)1+2s0Ak`′ , σ ∈ S2,

where Cs0 := 1
4π

∞∑
`′=0

1
(2`′+1)2s0

. Indeed, applying the Cauchy–Schwarz inequality

twice yields

∣∣∣T̂ rad

k (σ;ω)
∣∣∣ ≤ ∞∑

`′=0

(
`′∑

m′=−`′

2`′ + 1

4π
|T̂k`′m′(ω)|2

) 1
2

≤

[
∞∑
`′=0

1

(2`′ + 1)2s0

] 1
2
[
∞∑
`′=0

`′∑
m′=−`′

(2`′ + 1)1+2s0

4π
|T̂k`′m′(ω)|2

] 1
2

,
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thus ess supσS2

∣∣∣T̂ rad

k (σ;ω)
∣∣∣2 ≤Cs0∑∞`′=0

∑`′

m′=−`′(2`
′ + 1)1+2s0|T̂k`′m′(ω)|2. From

E[|T̂k`′m′(ω)|2] = Ak`′ , the claim follows. From this fact and (2.4.11), we have

E

[
ess sup
σ∈S2

sup
r∈[rin,rout]

∣∣∣∣ ∂bηc∂rbηc
T

∣∣∣∣2
]

≤
(
Cs0

∞∑
k=0

(k + 1)4η+1

∞∑
`′=0

`′∑
m′=−`′

(2`′ + 1)1+2s0Ak`′

) ∞∑
k=0

1

(k + 1)4η−4bηc+1
<∞.

The following result on the second moment of the supremum of the classical

angular derivative will be used later to show the filtered approximation results.

Proposition 2.4.6. Suppose Assumption 2.1 holds with η > 1 such that η > bηc,
and s > 1. Then, for non-negative integers 0 ≤ t < s−1

2
, we have

E
[
‖T (0,2t)‖2

ess sup,∞
]

:= E
[

ess sup
r∈(rin,rout)

sup
σ∈S2

|∆t
S2T (r, σ)|2

]
<∞. (2.4.14)

Proof. It suffices to show E
[

ess supr∈(rin,rout)
‖T (r, · ; ·)‖2

Hs(S2)

]
< ∞. Indeed, us-

ing the Sobolev’s embedding theorem on the sphere (for example, [41]) ∆t
S2T can

be shown to be continuous in σ and

sup
σ∈S2

|∆t
S2T |2 ≤ c‖T (r, · ; ·)‖2

Hs(S2), (s > 2t+ 1),

where c is independent of T . We show

E
[

ess sup
r∈(rin,rout)

sup
σ∈S2

|∆t
S2T (r, σ)|2

]
≤ cE

[
ess sup
r∈(rin,rout)

‖T (r, · ; ·)‖2
Hs(S2)

]
<∞.

Observe the F/B(R)-measurability of the integrands above.

From the definition of Sobolev norm and Parseval’s identity, for each r ∈
[rin, rout] almost surely we have

‖T‖2
Hs(S2) =‖(−4∆S2 + 1)

s
2T‖2

Ls(S2)

=
∞∑
`=0

∑̀
m=−`

∣∣∣∣∣∣
〈
∞∑
`′=0

(2`′ + 1)s
`′∑

m′=−`′
T̂

ang

`′m′(r;ω)Y`′m′ ,Y`m

〉
L2(S2)

∣∣∣∣∣∣
2

=
∞∑
`=0

∑̀
m=−`

(2`+ 1)2s
∣∣∣T̂ ang

`m (r;ω)
∣∣∣2 ,
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where the continuity of 〈·,Y`m〉L2(S2) : L2(S2) → R, and 〈Y`′m′ ,Y`m〉L2(S2) =

δ``′δmm′ are used. Hence, we have

E
[

ess sup
r∈(rin,rout)

‖T‖2
Hs(S2)

]
≤

∞∑
`=0

∑̀
m=−`

(2`+ 1)2sE
[

ess sup
r∈(rin,rout)

∣∣∣T̂ ang

`m (r;ω)
∣∣∣2 ].
(2.4.15)

We now obtain a bound for E
[
ess supr∈(rin,rout)

∣∣T̂ ang

`m (r;ω)
∣∣2]. From Proposi-

tion 2.3.4 almost surely we have T̂
ang

`m (r;ω) =
∑∞

k′=0 T̂k′`m(ω)ϕk′(r). Assumption

2.1 we have |T̂
ang

`m (r;ω)|2 ≤
(
c0

∑∞
k=0 |T̂k`m(ω)|

)2
, and hence

E
[

ess sup
r∈(rin,rout)

|T̂
ang

`m (r;ω)|2
]
≤ c2

0

( ∞∑
k′=0

√
Ak′`

)2

, (2.4.16)

where E[|T̂k′`m|2] = Ak′` is used. Clearly,

∞∑
k=0

√
Ak` ≤

( ∞∑
k=0

Ak`(k + 1)η−bηc+1

) 1
2
( ∞∑

k=0

1

(k + 1)η−bηc+1

) 1
2

<∞.

This bound, together with (2.4.15) and (2.4.16), yields

E
[

ess sup
r∈(rin,rout)

‖T‖2
Hs(S2)

]
≤c2

0

( ∞∑
k=0

1

(k + 1)η−bηc+1

) ∞∑
`=0

∞∑
k=0

(2`+ 1)2s+1(k + 1)η−bηc+1Ak` <∞,

which completes the proof.

2.4.2 Sobolev smoothness of realisations

In this section we show that the realisations of T are in a suitable Sobolev

space consisting of (equivalence classes of) functions on So
ε. We often use results

regarding derivatives on spherical shells in the deterministic setting, which are

provided in the appendix. We start with the following partial differentiability of

the realisations of T .

Lemma 2.4.7. Suppose Assumption 2.1 holds with η > 1 such that η > bηc,
s > 0, and let α ∈ {0, . . . , bηc}, β ∈ {0, . . . , b s

2
c}. Then,

∫
S2

∣∣∆β
S2

∂α

∂rα
T
∣∣2 dS
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is continuous in r on [rin, rout] for all ω ∈ Ω, redefining the probability space if

necessary, and we have

E
[

sup
r∈[rin,rout]

∫
S2

∣∣∣∆β
S2

∂α

∂rα
T
∣∣∣2 dS

]
<∞.

In particular, E
[ ∥∥∥∆β

S2
∂α

∂rα
T
∥∥∥2

L2(Soε)

]
<∞.

Proof. Fix α ∈ {0, . . . , bηc} and β ∈ {0, . . . , b s
2
c}. For any fixed r ∈ [rin, rout],

we have∫
S2

∣∣∣∆β
S2

∂α

∂rα
T (r, σ;ω)

∣∣∣2dS=
∞∑
`=0

∑̀
m=−`

(`2 + `)2β
∣∣∣〈 ∂α
∂rα

T (r, ·;ω),Y`m
〉
L2(S2)

∣∣∣2.
Thus, in view of the discussion from the equations (2.4.5) to (2.4.6), as a uni-

formly convergent series we have ∂α

∂rα
T (r, σ;ω) =

∑∞
k=0 T̂

rad

k (σ;ω) ∂α

∂rα
ϕk(r), a.s.

Now, we note that
∞∑
k=0

T̂
rad

k (σ;ω) ∂α

∂rα
ϕk(r) is also the L2(S2)-limit of the sequence

{
K∑
k=0

T̂
rad

k (σ;ω)
∂α

∂rα
ϕk(r)}K ,

for each r ∈ [rin, rout], a.s. Therefore,∫
S2

∣∣∣∣∆β
S2

∂α

∂rα
T (r, σ;ω)

∣∣∣∣2 dS

=
∞∑
`=0

∑̀
m=−`

(`2 + `)2β

∣∣∣∣ ∞∑
k=0

〈
T̂

rad

k (·;ω)
∂α

∂rα
ϕk(r),Y`m

〉
L2(S2)

∣∣∣∣2

=
∞∑
`=0

∑̀
m=−`

(`2 + `)2β

∣∣∣∣ ∞∑
k=0

〈
∞∑
`′=0

`′∑
m′=−`′

T̂k`′m′(ω)Y`′m′
∂α

∂rα
ϕk(r),Y`m

〉
L2(S2)

∣∣∣∣2

=
∞∑
`=0

∑̀
m=−`

(`2 + `)2β

∣∣∣∣ ∞∑
k=0

∞∑
`′=0

`′∑
m′=−`′

〈
T̂k′`′m′(ω)Y`′m′

∂α

∂rα
ϕk(r),Y`m

〉
L2(S2)

∣∣∣∣2

=
∞∑
`=0

∑̀
m=−`

(`2 + `)2β

∣∣∣∣ ∞∑
k=0

T̂k`m(ω)
∂α

∂rα
ϕk(r)

∣∣∣∣2,
where in the second and third equality, from Proposition 2.3.4, we use the fact

that T̂
rad

k (σ;ω) =
∑∞

`=0

∑`
m=−` T̂k`m(ω)Y`m(σ) is S2-a.e. convergent, and respec-

tively L2(S2)-convergent.
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Next, from α ≤ bηc, we observe that h`m(r;ω) :=
∞∑
k=0

T̂k`m(ω) ∂α

∂rα
ϕk(r) (` ∈

N ∪ {0}) is continuous in r on [rin, rout] a.s. Then, we claim

∫
S2

∣∣∣∣∆β
S2

∂α

∂rα
T (r, σ;ω)

∣∣∣∣2 dS =
∞∑
`=0

∑̀
m=−`

(`2 + `)2β|h`m(r;ω)|2 (2.4.17)

is continuous in r on [rin, rout] almost surely. To see this, note that for any

r ∈ [rin, rout] we have

E
[ ∞∑
`=0

∑̀
m=−`

(`2 + `)2β|h`m(r;ω)|2
]

=
∞∑
`=0

∑̀
m=−`

(`2 + `)2βE[|h`m(r;ω)|2]

≤
( ∞∑
k=0

1

(k + 1)4bηc−4η+1

)( ∞∑
`=0

(2`+ 1)(`2 + `)2β
( ∞∑
k=0

(k + 1)4η+1Ak`

))
<∞.

Thus, in view of the Weierstrass M -test
∑∞

`=0(2` + 1)(`2 + `)2β|h`m(r;ω)|2 is

uniformly convergent, a.s. Hence, from the continuity of h`(·;ω) on [rin, rout], the

a.s. continuity of
∫
S2

∣∣∆β
S2

∂α

∂rα
T (r, σ;ω)

∣∣2 dS follows as claimed. Therefore,

E
[

sup
r∈[rin,rout]

( ∫
S2

∣∣∆β
S2

∂α

∂rα
T (r, σ;ω)

∣∣2dS)]
is well defined, and we have

1

rout − rin

E
[ ∫ rout

rin

∫
S2

∣∣∣∣∆β
S2

∂α

∂rα
T (r, σ;ω)

∣∣∣∣2 r2dSdr

]
≤ E

[
sup

r∈[rin,rout]

(∫
S2

∣∣∣∣∆β
S2

∂α

∂rα
T (r, σ;ω)

∣∣∣∣2r2dS

)]
<∞.

(2.4.18)

We now define the trace space Hs(∂So
ε). Observe that for any x∗ ∈ ∂So

ε, there

exists δ > 0 and G : R2 → R such that—upon relabelling and reorienting the

coordinates axes if necessary—

So
ε ∩B(x∗, δ) = {x ∈ B(x∗, δ) | x3 > G(x1, x2)},

where B(x∗, δ) = {x ∈ R3 | ‖x− x∗‖ ≤ δ}. Indeed, without loss of generality

suppose x∗ = (x∗1, x
∗
2, x
∗
3) ∈ ∂So

ε is on the lower outer hemisphere, i.e., x∗ ∈
{x ∈ R | x2

1 + x2
2 + x2

3 = rout, x3 < 0}, in which rout − x2
1 − x2

2 > 0 is always
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satisfied. Then, for any δ ∈ (0,min{rout − rin, |x∗3|}) we have So
ε ∩ B(x∗, δ) ={

x ∈ B(x∗, δ)
∣∣ x3 > −

√
rout − x2

1 − x2
2

}
. Let Ux ⊂ B(x, δx) ⊂ R3 be an open

set. Then,
⋃

x∈∂Soε
Ux(⊃ ∂So

ε) is an open covering of ∂So
ε. Since ∂So

ε = S2(rin) ∪

S2(rout), where S2(rin) and respectively S2(rout) are the inner and outer spheres,

is compact, we can take finite x1, . . . , xpin ∈ S2(rin) and xpin+1, . . . , xpin+pout
∈

S2(rout) such that ∂So
ε ⊂

pin+pout⋃
j=1

Uj, where Uj := Uxj . Reshaping Ux in the radial

direction, if necessary, so that if x ∈ S2(rin) then dist(Ux, S
2(rout)) >

ε
2
, and if

x ∈ S2(rout) then dist(Ux, S
2(rin)) > ε

2
, we can take Uj so that Uj ∩ Uk = ∅ if

j ∈ {1, . . . , pin} and k ∈ {pin + 1, . . . , pin + pout}.
With a partition of unity (ςj)j=1,...,pin+pout

that is subordinate to the open

cover (Uj)j=1,...,pin+pout
, we can decompose a function f on ∂So

ε as

f(x) =

pin+pout∑
j=1

f(x)ςj(x) (x ∈ ∂So
ε). (2.4.19)

Let Q :=
{
y = (y1, y2, y3) ∈ R3 |

√
y2

1 + y2
2 < 1, −1 < y3 < 1

}
. Since ∂So

ε is an

C∞-boundary, for j = 1, . . . , pin + pout we have a C∞-mapping Ψj : R3 ⊃ Uj →
Q ⊂ R3 that straightens out the boundary, with the inverse Ψ−1

j : Q→ Uj, which

is also a C∞-mapping. Define the function

Ψ∗j(fςj) : Q ∩ {y ∈ R3 | y3 = 0} → R

: (y1, y2, 0) 7→ f(Ψ−1
j (y1, y2, 0)) ςj(Ψ

−1
j (y1, y2, 0)),

then Ψ∗j(fςj) has a compact support in Q ∩ {y ∈ R3 | y3 = 0}. Let

Hs(∂So
ε) := {f ∈ L2(∂So

ε) | Ψ∗j(fςj) ∈ Hs(R2), j = 1, . . . , pin + pout}.

Further, define the norm by ‖f‖Hs(∂Soε) :=
(∑pin+pout

j=1

∥∥Ψ∗j(fςj)
∥∥2

Hs(R2)

) 1
2 . We

have ‖f‖2
Hs(∂Soε) =

∑pin
j=1 ‖Ψ∗j(fςj)‖2

Hs(R2) +
∑pin+pout

j=pin+1 ‖Ψ∗j(fςj)‖2
Hs(R2), but since

Uj ∩ Uk = ∅ if j ∈ {1, . . . , pin} and k ∈ {pin + 1, . . . , pin + pout}, each term

is equivalent to
∥∥f |S2(rin)

∥∥2

Hs(S2(rin))
and respectively

∥∥f |S2(rout)

∥∥2

Hs(S2(rout))
as in

(2.4.7). See [68, Section 1.7.3]. Therefore, we have the equivalence

‖f‖Hs(∂Soε) ∼
(∥∥f |S2(rin)

∥∥2

Hs(S2(rin))
+
∥∥f |S2(rout)

∥∥2

Hs(S2(rout))

) 1
2
. (2.4.20)

For further details of trace spaces, see, e.g., [30, 68].
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Our first goal in this section is to show ∆ιT ∈ H1(So
ε) with suitable integers

ι. We start with the following lemma.

Lemma 2.4.8. Suppose Assumption 2.1 is satisfied with η > 1 such that η > bηc.
Let ι, ι′, and ι′′ be non-negative integers. If ι satisfies ι ≤ min{bη

2
c, s

2
} − 1, then

we have E
[
‖∆ι+1T‖2

L2(Soε)] <∞. Further, if ι′ ≤ min{bη
2
c, s

2
− 1

4
}, we have

E[
∥∥∥∆ι′T |∂Soε

∥∥∥2

H
1
2 (∂Soε)

]
<∞. (2.4.21)

Furthermore, if ι′′ ≤ min
{
bη

2
c, s

2
− 3

4

}
, then we have

E
[ ∥∥∥∆ι′′−jT |∂Soε

∥∥∥2

H2j+3
2 (∂Soε)

]
<∞, for j = 0, . . . , ι′′. (2.4.22)

Proof. The first assertion follows from Proposition A.11 and Lemma 2.4.7. To

show the second assertion, first we claim that ∆ι′T |∂Soε is well-defined as an

L2(∂So
ε)-function. To see this, we note that in view of Proposition A.11 the

operator ∆ι : L2(So
ε) → L2(So

ε) can be written as ∆ι =
∑

0≤α,2β≤2ι

cαβ
pαβ(r)

∆β
S2

∂α

∂rα
,

as in (A.4). Thus, from Lemma 2.4.7 we see that ∆ιT =
∑

α,β

cαβ
pαβ(r)

∆β
S2

∂α

∂rα
T on

So
ε, and further that for each r ∈ [rin, rout] we have∫

S2

∣∣∣∣∆β
S2

∂α

∂rα
T (r, σ;ω)

∣∣∣∣2 dS <∞, a.s. (2.4.23)

Hence, ∆ι′T (rin, ·;ω) ∈ L2(S2(rin)), and ∆ι′T (rout, ·;ω) ∈ L2(S2(rin)), a.s. To

show (2.4.21), from (2.4.20) it suffices to show

E[
∥∥∆ι′T (rin, ·)

∥∥2

H
1
2 (S2(rin))

]
<∞, and E[

∥∥∆ι′T (rout, ·)
∥∥2

H
1
2 (S2(rout))

]
<∞.

Let g(σ;ω) := ∆ι′T (rin, ·;ω). Then, from ι′ ≤ min{bη
2
c, s

2
− 1

4
}, in view of Lemma

2.4.7 we have

E[‖g(rin, ·; ·)‖
2
L2(S2(rin))] <∞, and E

[∥∥∆
1
4

S2g(rin, ·; ·)
∥∥2

L2(S2(rin))

]
<∞.

Thus, from (2.4.7) we have E ‖g(rin, ·; ·)‖
2

H
1
2 (S2(rin))

< ∞. By a similar argument

we see E[‖g(rout, ·; ·)‖
2

H
1
2 (S2(rout))

] <∞.

The estimate (2.4.22) can be shown similarly.

Now, we show that ∆ιT ∈ H1(So
ε).
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Proposition 2.4.9. Suppose Assumption 2.1 is satisfied with η > 2 such that

η > bηc. If a non-negative integer ι satisfies 0 ≤ ι ≤ min{bη
2
c, s

2
} − 1, Then, we

have

E[‖∆ιT‖H1(Soε)]≤ CE
[ ∥∥∆ι+1T

∥∥
L2(Soε)

+
∥∥∆ιT |∂Soε

∥∥
H

1
2 (∂Soε)

]
<∞, (2.4.24)

where the constant C > 0 is independent of T .

Proof. First note that from Lemma 2.4.8 we have E[‖∆ι+1T‖L2(Soε)] < ∞, and

E[
∥∥∆ιT |∂Soε

∥∥
H

1
2 (∂Soε)

] <∞.

Consider the case ι = 0.

First, since T |∂Soε ∈ H
1
2 (∂So

ε) a.s., there exists uT ∈ H1(So
ε) such that uT |∂Soε =

T |∂Soε (for example, [80, Théorèm 5.7]). For v ∈ H1
0 (So

ε), define

F−∆T+∆uT
(v) :=

∫
Soε

(−∆T v −∇uT · ∇v) dx. (2.4.25)

Then, we have F−∆T+∆uT
∈ H−1(So

ε). Now, consider the problem:

Find u0 ∈ H1
0 (So

ε) : a(u0, v) = F−∆T+∆uT
(v) for all v ∈ H1

0 (So
ε), (2.4.26)

where the bilinear form is defined as a(u0, v) =
∫
Soε
∇u0 · ∇v dx. From Lax–

Milgram lemma, the weak solution u0 ∈ H1
0 (So

ε) of the above problem uniquely

exists.

Let T ∗ := u0 + uT so that we have T ∗|∂Soε = uT |∂Soε = T |∂Soε , and further,∫
Soε
∇T ∗ · ∇v dx = −

∫
Soε

∆T v, for any v ∈ H1
0 (So

ε). (2.4.27)

This implies
∫
Soε

(T ∗ − T )∆φ dx = 0, for any φ ∈ C∞c (So
ε), and thus there exists a

unique harmonic function h such that h = T ∗ − T , So
ε-a.e.

Now, from [33, Theorem 2.4, 2.14] the solution of the problem:

Find h such that ∆h∗ = 0 in So
ε, and h∗ = 0 on ∂So

ε,

uniquely exists and h∗ ≡ 0 on Sε = So
ε ∪ ∂So

ε. But h satisfies the above and thus

0 = h∗ = h = T ∗ − T almost everywhere on So
ε. Together with T |∂Soε = T ∗|∂Soε ,

we have T = T ∗ = u0 + uT almost everywhere on Sε.
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Now, we show T ∈ H1(So
ε). From (2.4.26) and the Poincaré’s inequality we

have ‖u0‖H1
0 (Soε) ≤ c ‖∆T‖L2(Soε) + ‖uT‖H1

0 (Soε) with a constant c = c(So
ε) > 0.

Therefore,

‖T‖H1(Soε) ≤ ‖u0‖H1(Soε) + ‖uT‖H1(Soε) ≤ C(‖∆T‖L2(Soε) + ‖uT‖H1(Soε)),

where the constant C > 0 is independent of T .

The above inequality holds for arbitrary g ∈ H1(So
ε) such that Tr (g) = T |∂Soε

in place of uT , where Tr is the trace operator. Hence, by virtue of the continuity

of the right inverse of the trace operator (see, e.g., [80]) we have

‖T‖H1(Soε)≤ C(‖∆T‖L2(Soε) + inf
{g∈H1| Tr (g)=T |∂Soε}

‖g‖H1(Soε)) (2.4.28)

≤ C(‖∆T‖L2(Soε) +
∥∥T |∂Soε∥∥H 1

2 (∂Soε)
), (2.4.29)

where the generic constants C above are not necessarily the same, but indepen-

dent of T . Thus, we have E[‖T‖H1(Soε)]≤ C(E[‖∆T‖L2(Soε) +
∥∥T |∂Soε∥∥H 1

2 (∂Soε)
]).

The case ι ≥ 1 follows from the same argument.

Under a stronger smoothness assumption on the covariance function, we have

T ∈ H2(So
ε).

Theorem 2.4.10. Suppose Assumption 2.1 holds with η > 2 and s ≥ 2. Then,

we have

E[‖T‖H2(Soε)] ≤ CE
[
‖T‖L2(Soε) + ‖∆T‖L2(Soε) +

∥∥T |∂Soε∥∥H 3
2 (∂Soε)

]
, (2.4.30)

where the constant C > 0 is independent of T .

Proof. First, note that T |∂Soε(·;ω) ∈ H
3
2 (∂So

ε) a.s., from Lemma 2.4.8. Thus,

from the smoothness of the boundary, there exists (see, e.g., [80, Théorèm 5.8])

a continuous operator Z : H
3
2 (∂So

ε) → H2(So
ε) such that (Tr ◦ Z)T |∂Soε = T |∂Soε .

Letting g = ZT |∂Soε , from Proposition 2.4.9 together with Lemma 2.4.8 we have

T − g ∈ H1
0 (So

ε).

Now, we have T ∈ H1(So
ε) and ∆T ∈ L2(Sε), but trivially,

〈∇T,∇v〉L2(Soε) = 〈∆T, v〉L2(Soε) for any v ∈ C2
c (So

ε), and T |∂Soε = T |∂Soε on ∂So
ε.
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Therefore, from the regularity theory for elliptic partial differential equations

(see, e.g., [33, Chapter 8]), with CZ := ‖Z‖
H

3
2 (∂Soε)→H2(Soε)

we have

E[‖T‖H2(Soε)] ≤ CE
[
‖T‖L2(Soε) + ‖∆T‖L2(Soε) + CZ

∥∥T |∂Soε∥∥H 3
2 (∂Soε)

]
. (2.4.31)

Proposition 2.4.11. Suppose Assumption 2.1 holds with η > 2 such that η >

bηc and s ≥ 2. Then, for any integer κ ≥ 0 such that 2κ + 2 ≤ min{bηc, s}, we

have

E[‖T‖H2κ+2(Soε)] ≤ C2κE
[(
‖T‖L2(Soε) + ‖∆T‖H2κ(Soε) +

∥∥T |∂Soε∥∥H2κ+3
2 (∂Soε)

)]
,

where the constant C2κ > 0 depends on κ but independent of T .

Proof. Following the proof of Theorem 2.4.10, the standard bootstrap argument,

namely, a repeated use of Lemma 2.4.8 and Proposition 2.4.9 yields the result.

See [33, Theorem 8.12].

2.5 Approximations and a class of PDEs

As an application of the regularity theory developed in previous sections, we

consider an approximation of random fields, and a class of elliptic partial dif-

ferential equations that have a log-normal random field as a coefficient. In this

section, we assume ϕk = Jk is the degree k Chebyshev polynomial of the first

kind mapped affinely to [rin, rout] from [−1, 1]. As pointed out before, to treat

the radial direction in the Earth modelling, the Chebyshev polynomial is often

considered. In principle, the discussion in this section can be applied to any

Jacobi polynomials with the parameters (α, β) both greater than −1 such that

the resulting measure µ = µ(α, β) satisfies ‖·‖L2((rin,rout))
≤ ‖·‖L2

µ((rin,rout))
, by ad-

justing the decaying factor such as (2.2.6), (2.2.7), or (2.2.8). For example, all

−1 < α = β ≤ 0 satisfies this condition.

To motivate the discussion on the approximation, we start with the following

boundary value problem of the elliptic PDE:

Find u: −∇ · (A∇u) = f in So
ε, and u|∂Soε = 0 on ∂So

ε, (2.5.1)

where f ∈ L2(So
ε). The coefficient A = A(·, ω) : So

ε → R is taken as a log-normal

random field, that is, we let A := expT .

32



Often, in practice the quantity {Ak`} are estimated with a suitable statistical

procedure. Here, we suppose {Ak`}0≤k≤K, 0≤`≤L is given, and consider an approx-

imation AKL of A using {Ak`}0≤k≤K, 0≤`≤L. Our goal is to estimate the error

‖u− ũ‖X with respect to a suitable Sobolev norm ‖·‖X clarified below, where ũ

is the solution of (2.5.1) with the coefficient AKL.

For the existence and uniqueness of the solution of the problem above, we

consider the weak formulation and invoke the Lax–Milgram lemma. Later we see

that by a variant of Strang’s lemma, a key estimate to bound ‖u− ũ‖X is the

error supx∈Sε |A(x;ω)−AKL(x;ω)|. For the sake of a good uniform convergence,

we consider a filtered approximation. We start with the approximation of the

random field T .

2.5.1 Filtered approximation of Gaussian random fields

Recall that as we saw in (2.2.3) the random field T is given as

T (x;ω) =
∞∑
k=0

∞∑
`=0

∑̀
m=−`

√
Ak`Xk`m(ω)Jk(rx)Y`m(σx), x ∈ Sε, (2.5.2)

with i.i.d. standard normal random variables {Xk`m}. Thus, in view of Remark 3,

knowing Ak` (0 ≤ k ≤ K, 0 ≤ ` ≤ L) corresponds to knowing Fourier coefficients

of T up to the degree K and L, given that Xk`m (0 ≤ k ≤ K, 0 ≤ ` ≤ L) can

be generated; from (2.3.11), the truncated sum
K∑
k=0

L∑̀
=0

∑̀
m=−`

T̂k`m(ω)JkY`m is pre-

cisely the partial Fourier sum for P-almost every ω with T̂k`m(ω) =
√
Ak`Xk`m(ω).

However, the naive L2-projection is not the best choice when one wants a

small point-wise error—recall how the Fourier series of a function on the torus

may fail to converge on any measure zero set if f is merely continuous. This

motivates the use of filtering : we smoothly truncate the series by multiplying

T̂k`m(ω), the Fourier coefficients, of higher order by a suitably small factor. In

more details, first define a filter function h : [0,∞) × [0,∞) → [0,∞) as fol-

lows. Consider the non-increasing functions hang, hrad : [0,∞) → [0,∞) with

supp (hang), supp (hrad) ⊂ [0, 2] with the following properties:

(a) hrad(t) = 1 for t ∈ [0, 1], and hang(s) = 1 for s ∈ [0, 1].

(b) hrad, respectively hang, are absolutely continuous and their derivatives are

of bounded variation.

Then, we define the filter function h : [0,∞)× [0,∞)→ [0,∞) by

h : (s, t) 7→ hrad(s)hang(t). (2.5.3)
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With this filter function, for f ∈ C(Sε) let us define the (continuous) filtered

approximation VKLf of f by

VKLf =
2K−1∑
k=0

2L−1∑
`=0

∑̀
m=−`

h
( k
K
,
`

L

)
f̂k`mJkY`m, (2.5.4)

where f̂k`m =
∫
Soε
fJkY`m dSε, and K,L ≥ 1. The discretised filtered approxima-

tion, that is, the approximation of the same form as above but f̂k`m being replaced

by a quadrature rule with a suitable precision, is considered in [53]. There, the

continuous filtered approximation is considered to derive the error for the discre-

tised filtered approximation. Thus, the error estimate for the continuous version

is readily available. See also [91] for the continuous filtered approximation in

the angular direction in more detail. We have the following supremum norm

estimate essentially from [53, Corollary 5.4].

Proposition 2.5.1. Suppose that f is bηc-times continuously partially differen-

tiable with respect to r (bηc ∈ {1, . . . , K}) and satisfies

‖f (bηc,0)‖∞,ess sup = ess sup
σ∈S2

sup
r∈[rin,rout]

∣∣∣∣ ∂bηc∂rbηc
f(r, σ)

∣∣∣∣ <∞.
Suppose furthermore that f(r, ·) ∈ C2t(S2) (t ∈ {1, 2, 3, . . . }) for each r and

satisfies

‖f (0,2t)‖ess sup,∞ = ess sup
r∈[rin,rout]

sup
σ∈S2

|∆t
S2f(r, σ)| <∞.

Then, we have

sup
(r,σ)∈Sε

|f(r, σ)− VKLf(r, σ)|

≤ C
(K − bηc)!

K!
‖f (bηc,0)‖∞,ess sup + C ′L−2t‖f (0,2t)‖ess sup,∞,

where the positive constants C, C ′ are independent of K, L, and f .

Proof. In [53], an error estimate for a fully discretised filtered approximation is

considered. From the discussion above, for the continuous filtered approximation

above, we can easily check that we have the error estimate of the same form as

[53, Theorem 5.3 and Corollary 5.4], now with respect to the essential supremum
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norm:

ess sup
(r,σ)∈Sε

|f(r, σ)− VKLf(r, σ)|

≤ C
(K − bηc)!

K!
‖f (bηc,0)‖∞,ess sup + C ′L−2t‖f (0,2t)‖ess sup,∞.

Since f and VKLf are continuous on Sε, we have

sup
(r,σ)∈Sε

|f(r, σ)− VKLf(r, σ)| = ess sup
(r,σ)∈Sε

|f(r, σ)− VKLf(r, σ)|,

which completes the proof.

Now, we consider the approximation

VKLT (r, σ) =
2K−1∑
k=0

2L−1∑
`=0

∑̀
m=−`

h
( k
K
,
`

L

)√
Ak`Xk`m(ω)JkY`m. (2.5.5)

Then, from the regularity theory developed in Section 2.4, we obtain the follow-

ing result.

Theorem 2.5.2. Suppose Assumption 2.1 holds with the parameters η > 1 such

that η > bηc and s > 3. Let t ∈ (0, s−1
2

) be an integer. For T given by (2.5.2),

let VKLT be defined by (2.5.5). Then, we have

E
[

sup
(r,σ)∈Sε

|T (r, σ)− VKLT (r, σ)|2
]
≤ E (η, t,K, L, T ), (2.5.6)

with

E (η, t,K, L, T )

:= C
((K − η)!)2

(K!)2
E[‖T (bηc,0)‖2

∞,ess sup] + C ′L−4tE[‖T (0,2t)‖2
ess sup,∞],

(2.5.7)

where C,C ′ > 0 are constants independent of K, L, and T . Further, we have

(
E[‖T − VKLT‖

2n
L2(Soε)]

) 1
2n ≤ C ′′n

√
E (η, t,K, L, T ), (2.5.8)

for any n ∈ N where C ′′n > 0 is a constant independent of K, L, and T .

Proof. Note that in view of Lemma 2.3.2 we have T ∈ C(Sε) and thus the F -

measurability is preserved under taking supremum over Sε. From Propositions
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2.4.5 and 2.4.6, we have

E[‖T (bηc,0)‖2
∞,ess sup]<∞, and E[‖T (0,2t)‖2

ess sup,∞] <∞.

Thus, (2.5.6) follows from Proposition 2.5.1.

Next, we observe that T (r, σ)− VKLT (r, σ) is a normal random variable. To

see this, note that for K ′ ≥ 2K − 1 and L′ ≥ 2L− 1,

eK′L′(x) :=
K′∑
k=0

L′∑
`=0

∑̀
m=−`

√
Ak`Xk`m(ω)Jk(rx)Y`m(σx)− VKLT (x),

is a sum of independent normal random variables for each x ∈ Sε. For any fixed

x ∈ Sε, {eK′L′}(K′,L′)∈N×N is a convergent net in L2
P(Ω) with the limit T (x) −

VKLT (x), where N × N is equipped with the relation ≤ defined by (K ′1, L
′
1) ≤

(K ′2, L
′
2) if and only if K ′1 ≤ K ′2 and L′1 ≤ L′2. But linear combinations of

independent Gaussian random variables form a closed subspace of L2
P(Ω) (for

example, [42, Section 1.6]). Hence, for any x ∈ Sε the limit of {eK′L′}(K′,L′)∈N×N

is again a normal random variable: T (x) − VKLT (x) ∼ N (0, ς2(x)) for some

ς2(x). Thus, with Xstd ∼ N (0, 1) for any n ∈ N we have

E[|T (x)− VKLT (x)|2n] = E[|T (x)− VKLT (x)|2]nE[|Xstd|2n]. (2.5.9)

Integrating both sides over Sε, by virtue of Jensen’s inequality and (2.5.6) we

have

E[‖T − VKLT‖
2n
L2(Soε)] ≤ Crin,routE

[
sup
x∈Sε
|T (x)− VKLT (x)|2n

]
≤ Crin,routE[|Xstd|2n]

×

(
C

((K − η)!)2

(K!)2
E[‖T (bηc,0)‖2

∞,ess sup] + C ′L−4tE[‖T (0,2t)‖2
ess sup,∞]

)n

,

and thus (2.5.8) follows.

2.5.2 Lognormal random field on spherical shells

We consider log-normal random fields on spherical shells and estimate the ap-

proximation error. Our analysis uses Theorem 2.5.2 and bounds for moments of

log-normal random fields.
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Definition 2. We call a random field A on a spherical shell log-normal if there

exists a Gaussian random field T on the shell Sε such that

A = exp(T ). (2.5.10)

From the continuity of the exponential function, A is well-defined.

We need the following bound for the error estimate and the well-posedness

of the weak formulation of the problem (2.5.1). The following argument follows

Charrier [17, Proposition 3.10].

Proposition 2.5.3. Suppose Assumption 2.1 holds with η > 1 and s > 1
2
. Then,

for any p > 0 there exists a constant cp > 0 depending only on p such that

E
[
exp(p sup

x∈Sε
|T (x)|)

]
≤ cp. (2.5.11)

Further, there exists a constant c′p depending only on p (independent of K and

L) such that

E
[
exp

(
p sup
x∈Sε
|VKLT (x)|

)]
≤ c′p, (2.5.12)

Proof. Without loss of generality, we assume η > bηc. In view of Lemma 2.3.2,

we may see T as a continuous function on Sε, which implies ess supx∈Sε |T (x)|2 =

supx∈Sε |T (x)|2. Thus, from the proof of Proposition 2.4.6 , we have

E
[

sup
x∈Sε
|T (x)|2

]
≤ E

[
ess sup
r∈(rin,rout)

sup
σ∈S2

|∆0
S2T (x)|2

]
≤ cc2

0

( ∞∑
k=0

1

(k + 1)η−bηc+1

) ∞∑
`=0

∞∑
k=0

(2`+ 1)2s+1(k + 1)η−bηc+1Ak`

=: D <∞.

Then, as a consequence of the Markov’s inequality, for any b > 0 we have

P(sup
x∈Sε
|T (x)| > b|) ≤ D2

b2
.

Now, take a s0 ∈ (0, 1) such that log(1−s0
s0

) ≤ −2 and let b0 := D√
1−s0

so that

s0 ≤ 1 − P(supx∈Sε |T (x)| > b0|). Further, choose λ > 0 such that 32λs2
0 < 1
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holds. Then, since
1−P(supx∈Sε

|T (x)|≤b0|)
P(supx∈Sε

|T (x)|≤b0|)
=

P(supx∈Sε
|T (x)|>b0|)

1−P(supx∈Sε
|T (x)|>b0|)

≤ 1−s0
s0

, we have

log

(
1− P(supx∈Sε |T (x)| ≤ b0|)
P(supx∈Sε |T (x)| ≤ b0|)

)
+ 32λs2

0 ≤ −1,

which is the assumption of Fernique’s theorem (see, for example [22, Theorem

2.7]). Using this theorem we have E
[
exp(λ supx∈Sε |T (x)|2)

]
≤ e16λs20 + e2

e2−1
.

Noting pt ≤ λt2 + p2

4λ
(p, t, λ ∈ R), for any p > 0 we have

E
[
exp(p sup

x∈Sε
|T (x)|)

]
≤ E

[
exp(λ sup

x∈Sε
|T (x)|2)

]
e
p2

4λ ≤ e16λs20+ p2

4λ +
e2+ p2

4λ

e2 − 1
.

For each ω, from [53, Theorem 3.2] (see also [75, Theorem 3.1]) and [99, Lemma

2.1] we observe

sup
x∈Sε
|VKLT (x;ω)|2 ≤ c′ sup

x∈Sε
|T (x;ω)|2, (2.5.13)

with a constant c′ > 0 independent of K, L, and T . Then, it follows that

sup
x∈Sε
|VKLT (x;ω)|2 ≤ c′D <∞.

Taking the expectation on both sides yields

E
[

sup
x∈Sε
|VKLT (x)|2

]
≤ c′D <∞. (2.5.14)

and thus repeating the same argument as above yields

E
[
exp

(
p sup
x∈Sε
|VKLT (x)|

)]
≤ e16λ′s20+ p2

4λ′ +
e2+ p2

4λ′

e2 − 1
. (2.5.15)

We are ready to state the error estimate for log-normal random fields. We

need the following result to obtain the truncation error for the PDE.

Proposition 2.5.4. Suppose Assumption 2.1 holds with η > 1 such that η > bηc
and s > 3. Let t ∈ (0, s−1

2
) be an integer. For T given by (2.5.2), let VKLT be
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defined by (2.5.5). Then, we have

E
[

sup
x∈Sε
| exp

(
T (x)

)
− exp(VKLT (x))|2

]
≤ 2(c2 + c′2)E (η, t,K, L, T ), (2.5.16)

where c2 and c′2 are constants in Proposition 2.5.3 with p = 2, and E (η, t,K, L, T )

is defined in Theorem 2.5.2. Further, we have

(
E[‖exp(T )− exp(VKLT )‖2n

L2(Soε)]
) 1

2n ≤ Cn
√

E (η, t,K, L, T )), (2.5.17)

for any integer n ≥ 1, where Cn > 0 is a constant independent of K, L, and T .

Proof. The proof is based on the argument by Lang and Schwab [66, Lemma

6.1]. Fix ω. Note that for all a, b ∈ R we have

|ea − eb| =
∣∣∣∣ ∫ a

b

es ds

∣∣∣∣ ≤ max{ea, eb}|b− a| ≤ (ea + eb)|b− a|.

Thus, we have

sup
x∈Sε
| exp

(
T (x)

)
− exp(VKLT (x))|2

≤ 2
[

sup
x∈Sε

exp
(
2T (x)

)
+ sup

x∈Sε
exp(2VKLT (x))

]
sup
x∈Sε
|T (x)− VKLT (x)|2.

Taking the expectation of both sides, from Theorem 2.5.2 and Proposition 2.5.3

we obtain (2.5.16).

Similarly, the estimate (2.5.17) follows from Proposition 2.5.3, and the proof

of Theorem 2.5.2.

2.5.3 A class of Elliptic PDEs with a random coefficient

In this section, we consider a class of elliptic partial differential equations that

have a log-normal random field A as a coefficient of the differential operator.

Based on results in the previous sections, we assess the effect on the solution

caused by approximating the coefficient A.

We consider the weak formulation of the problem (2.5.1). Let X := H1
0 (So

ε)

be the zero-trace Sobolev space equipped with the norm ‖g‖X =
(∫

Soε
|∇g|2 dx

) 1
2
.

We consider the following weak formulation of (2.5.1):

Find u ∈ X : a(u, v) = F (v), for all v ∈ X, (2.5.18)
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where

a(u, v) := aω(u, v) :=

∫
Soε
A(x;ω)(∇u · ∇v) dx for u, v ∈ X, (2.5.19)

and F (v) :=
∫
Soε
fv dx for v ∈ X. Clearly, F is linear and continuous on X.

To show the well-posedness of the problem (2.5.18), we use the Lax–Milgram

lemma. To invoke it, we show the following. Here, we use the continuity of the

paths. For a similar almost-sure result using Proposition 2.5.3, see [17].

Proposition 2.5.5. Suppose that the same assumption as Proposition 2.5.4 is

satisfied. Then, the bilinear form aω(·, ·) : X × X → R defined by (2.5.19) is

bounded and coercive for each ω ∈ Ω.

Proof. In view of Proposition 2.3.2 the paths of T are continuous on So
ε = Sε,

and thus for each ω there exists αmax(ω), αmin(ω) > 0 such that

αmin(ω) ≤ min
x∈Soε
A(x;ω) (2.5.20)

and that

max
x∈Soε
|A(x;ω)| = max

x∈Soε
A(x;ω) ≤ αmax(ω) <∞. (2.5.21)

Therefore, for any v, x ∈ X, we have |a(v, w)| ≤ αmax(ω) ‖v‖X ‖w‖X . Thus, the

bilinear form a(·, ·) : X ×X → R is bounded for each fixed ω. Further,

a(v, v) ≥ αmin(ω)

∫
Soε
∇v · ∇v dx = αmin(ω) ‖v‖2

X ,

and thus coercive for each ω.

From this result, together with the boundedness of F on X, we can conclude

that the problem (2.5.18) is well-posed.

Let AKL(x;ω) := exp(VKLT (x;ω)), we define

aKL(u, v) = aKL,ω(u, v) :=

∫
Soε
AKL(x;ω)(∇u · ∇v) dx.

Similarly to the above, we consider

Find ũ ∈ X : aKL(ũ, v) = F (v), for all v ∈ X. (2.5.22)
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By invoking Proposition 2.5.3 we have 0 < α′min(ω) ≤ min
x∈Sε
AKL(x;ω), and further

max
x∈Sε
AKL(x;ω) ≥ α′max(ω) < ∞ independently of K and L, and thus (2.5.22) is

well-posed almost surely. If we invoke Proposition 2.5.4 which requires a stronger

condition, together with (2.5.20) and (2.5.21) then we have the well-posedness

of (2.5.22) for all ω.

We wish to evaluate ‖u− ũ‖X , the effect on the solution u caused by approx-

imating T with VKLT . First, we need the following variant of Strang’s lemma.

Lemma 2.5.6. For ω ∈ Ω, let u(ω) and ũ(ω) be the solution of (2.5.18) and

(2.5.22), respectively. Suppose the same assumption as Proposition 2.5.4 is sat-

isfied. Then, we have

‖u(ω)− ũ(ω)‖X ≤
1

α′min(ω)αmin(ω)

{
sup
x∈Sε
|A(x;ω)−AKL(x;ω)|‖f‖L2(Soε)

}
.

(2.5.23)

Proof. Fix ω and omit ω in the following. From minx∈Sε AKL(x) ≥ α′min and

a(u, u− ũ)− a(u, u− ũ) = 0, we have

α′min ‖u− ũ‖
2
X ≤ aKL(u− ũ, u− ũ)

= aKL(u, u− ũ)− aKL(ũ, u− ũ) + [a(u, u− ũ)− a(u, u− ũ)].

Since u and ũ are the solution of (2.5.18) and (2.5.22), respectively, we have

a(u, u−ũ) = F (u−ũ) and aKL(ũ, u−ũ) = F (u−ũ). Thus, we have α′min ‖u− ũ‖
2
X ≤

aKL(u, u− ũ)− a(u, u− ũ), and dividing both sides by ‖u− ũ‖X (6= 0) yields

α′min ‖u− ũ‖X ≤
aKL(u, u− ũ)− a(u, u− ũ)

‖u− ũ‖X
. (2.5.24)

Now, from |a(u, u − ũ) − aKL(u, u − ũ)|≤ sup
x∈Sε
|A(x) −AKL(x)| ‖u‖X ‖u− ũ‖X ,

it follows that

‖u− ũ‖X ≤
1

α′min

{
sup
x∈Sε
|A(x)−AKL(x)| ‖u‖X

}
. (2.5.25)

Noting ‖u‖X ≤
1

αmin
‖f‖L2(Soε) the statement follows.

The following remark states that taking the expectation of ‖u(ω)− ũ(ω)‖X
is valid.

Remark 5. Under the same assumption as Proposition 2.5.4, we see that the

mapping ‖u− ũ‖X : Ω→ R is a random variable.
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Proof. First note that the statement of Lemma 2.5.6 remains true if AKL is re-

placed with arbitrary continuous functions that are close to A in (C(Sε), supx∈Sε |·
|), in particular, functions {AN} (N ∈ N) such that AN → A(ω) in C(Sε). Thus,

the above result shows the mapping A 7→ u is continuous from (C(Sε), supx∈Sε |·|)
to X.

Further, note that T is C(Sε)-valued random variable, i.e., : Ω → C(Sε) is

F/B(C(Sε))-measurable. To see this, let σ({C}) := σ({C(x1, . . . , xn;Bn)}) be

the Kolmogorov’s σ-algebra, that is, the σ-algebra generated by the family of all

cylindrical sets

{C(x1, . . . , xn;Bn)}

:= {C(x1, . . . , xn;Bn) | n ∈ N, x1, . . . , xn ∈ Sε, Bn ∈ B(Rn)},
(2.5.26)

where C(x1, . . . , xn;Bn) = {w ∈ C(Sε) | (w(x1), . . . , w(xn)) ∈ Bn} is a cylindrical

set. Then, it is easy to check T : (Ω,F )→ (C(Sε), σ({C})) is measurable. From

σ({C}) = B(C(Sε)) (see, e.g., [45]), we can conclude that T is F/B(C(Sε))-
measurable.

From the continuity of the paths, A is also F/B(C(Sε))-measurable, and

thus from the continuity of A 7→ u, we conclude that u : (Ω,F )→ (X,B(‖·‖X))

is measurable. Following the same argument, so is ũ. From the continuity of

‖·‖X : X → R, we see that ‖u− ũ‖X is a random variable.

Finally, we obtain the estimate on the expected error of ‖u(ω)− ũ(ω)‖X .

Theorem 2.5.7. Suppose the same assumption as Proposition 2.5.4 is satisfied.

Let u(ω) and ũ(ω) be the solution of (2.5.18) and (2.5.22), respectively. Then,

we have

E[‖u(ω)− ũ(ω)‖X ] ≤
√

2‖f‖L2(Soε)(c
′
4c4)

1
4 (c2 + c′2)

1
2

√
E (η, t,K, L, T ), (2.5.27)

where c2, c′2, c4, c′4 are constants from Proposition 2.5.3 with p = 2, 4. Further,

E (η, t,K, L, T ) is defined in Theorem 2.5.2.

Proof. We claim E
[

1
(αmin)4

]
< c4, E

[
1

(α′min)4

]
< c′4. Indeed, we have

1

minx∈Sε exp(T (x))
= exp(−min

x∈Sε
T (x)) ≤ exp(sup

x∈Sε
|T (x)|), (2.5.28)
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and thus from Proposition 2.5.3

E
[

1

[minx∈Sε exp(T (x))]4

]
≤ E

[
exp(4 sup

x∈Sε
|T (x)|)

]
≤ c4. (2.5.29)

Similarly, E
[

1
(α′min)4

]
< c′4. Therefore, in view of Lemma 2.5.6 and Remark 5, we

have

E[ ‖u(ω)− ũ(ω)‖X ] ≤ ‖f‖L2(Soε)(c
′
4c4)

1
4E
[

sup
x∈Sε
|A(x;ω)−AKL(x;ω)|2

] 1
2

,

and hence from Proposition 2.5.4 the statement follows.

2.6 Conclusion

In this chapter, we considered the Gaussian random fields on the spherical shell

that are isotropic in the angular, and anisotropic in the radial direction. Under

a suitable assumption on the covariance function, we established the continuity

and partial differentiability of the realisations, and further, utilising the regularity

theory of the elliptic PDEs, the Sobolev smoothness. Based on the regularity

theory developed, we provided error analyses for the filtered approximation of

the Gaussian and log-normal random fields. Furthermore, we considered a class

of elliptic PDEs with log-normal random coefficients, and analysed the error

incurred by approximating the variable coefficient of the differential operator

with the filtered approximation.
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Chapter 3

Quasi-Monte Carlo integration with product weights for

elliptic PDEs with log-normal coefficients

Abstract of this chapter

Quasi-Monte Carlo (QMC) integration of output functionals of solu-

tions of the diffusion problem with a log-normal random coefficient is con-

sidered. The random coefficient is assumed to be given by an exponential

of a Gaussian random field that is represented by a series expansion of some

system of functions. Graham et al. [36] developed a lattice-based QMC

theory for this problem and established a quadrature error decay rate ≈ 1

with respect to the number of quadrature points. The key assumption

there was a suitable summability condition on the aforementioned system

of functions. As a consequence, product-order-dependent (POD) weights

were used to construct the lattice rule. In this chapter, a different assump-

tion on the system is considered. This assumption, originally considered

by Bachmayr et al. [10] to utilise the locality of support of basis functions

in the context of polynomial approximations applied to the same type of

the diffusion problem, is shown to work well in the same lattice-based

QMC method considered by Graham et al.: the assumption leads us to

product weights, which enables the construction of the QMC method with

a smaller computational cost than Graham et al. A quadrature error de-

cay rate ≈ 1 is established, and the theory developed here is applied to a

wavelet stochastic model. By a characterisation of the Besov smoothness,

it is shown that a wide class of path smoothness can be treated with this

framework.

3.1 Introduction

This chapter is concerned with quasi-Monte Carlo (QMC) integration of output

functionals of solutions of the diffusion problem with a random coefficient of the

45



form

−∇ · (a(x,y)∇u(x,y)) = f(x) in D ⊂ Rd, u = 0 on ∂D, (3.1.1)

where y ∈ Ω is an element of a suitable probability space (Ω,F ,P) (clarified

below), and D ⊂ Rd is a bounded domain with Lipschitz boundary. Our interest

is in the log-normal case, that is, a(·, ·) : D×Ω→ R is assumed to have the form

a(x,y) = a∗(x) + a0(x) exp(T (x,y)) (3.1.2)

with continuous functions a∗(x) ≥ 0, a0(x) > 0 on D, and Gaussian random

field T (·, ·) : D × Ω→ R represented by a series expansion

T (x,y) =
∞∑
j=1

Yj(y)ψj(x), x ∈ D, (3.1.3)

where {Yj} is a collection of independent standard normal random variables on

(Ω,F ,P), and (ψj)j≥1 is a suitable system of real-valued measurable functions

on D.

To handle a wide class of a and f , we consider the weak formulation of the

problem (3.1.1). By V we denote the zero-trace Sobolev space H1
0 (D) endowed

with the norm

‖v‖V :=
(∫

D

|∇v(x)|2 dx
) 1

2
, (3.1.4)

and by V ′ := H−1(D) the topological dual space of V . For the given random

coefficient a(x,y), we define the bilinear form A (y; ·, ·) : V × V → R by

Ω 3 y 7→ A (y; v, w) :=

∫
D

a(x,y)∇v(x) · ∇w(x) dx for all v, w ∈ V. (3.1.5)

Then, for any y ∈ Ω, the weak formulation of (3.1.1) reads: find u(·,y) ∈ V

such that

A (y;u(·,y), v) = 〈f, v〉 for all v ∈ V, (3.1.6)

where f is assumed to be in V ′, and 〈·, ·〉 denotes the duality paring between

V ′ and V . We impose further conditions to ensure the well-posedness of the

problem, which we will discuss later.
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The ultimate goal is to compute E[G(u(·))], the expected value of G(u(·,y)),

where G is a linear bounded functional on V . The problem (3.1.1), and of

computing E[G(u(·))] often arises in many applications such as hydrology [23,

78, 79], and has attracted attention in computational uncertainty quantification

(UQ). See, for example, Cohen and DeVore [20], Schwab and Gittelson [89], and

Kuo and Nuyens [64] and references therein. Two major ways to tackle this

problem are function approximation, and quadrature, in particular, quasi-Monte

Carlo (QMC) methods.

Our interest is in QMC. It is now well known that the QMC methods beats

the plain-vanilla Monte Carlo methods in various settings when applied to the

problems of computing E[G(u(·))] [36, 64, 65]. Among the QMC methods, the

algorithm we consider is randomly shifted lattice rules.

Graham et al. [36] showed that when the randomly shifted lattice rules are

applied to the class of PDEs we consider, a QMC convergence rate, in terms of

expected root square mean root, ≈ 1 is achievable, which is known to be optimal

for lattice rules in the function space they consider. More precisely, they showed

that quadrature points for randomly shifted lattice rules that achieve such a rate

can be constructed using an algorithm called component-by-component (CBC)

construction. The algorithm uses weights, which represents the relative impor-

tance of subsets of the variables of the integrand, as an input, and the cost of it is

dependent on the type of weights. The weights considered by Graham et al. [36]

are so-called product-order-dependent (POD) weights, which were determined

by minimising an error bound. For POD weights, the CBC construction takes

O(sn log n+ s2n) operations, where n is the number of quadrature points and s

is the dimension of truncation
∑s

j=1 Yj(y)ψj(x).

The contributions of the current chapter are twofold: proof of a convergence

rate ≈ 1 with product weights, and an application to a stochastic model with

wavelets. In more detail, we show that for the currently considered problem, the

CBC construction can be constructed with weights called product weights, and

achieves the optimal rate ≈ 1 in the function space we consider, and further,

we show that the developed theory can be applied to a stochastic model which

covers a wide class of wavelet bases.

Often in practice, we want to approximate the random coefficients well, and

consequently s has to be taken to be large, in which case the second term of

O(sn log n+s2n) becomes dominant. The use of the POD weights originates from

the summability condition imposed on (ψj) by Graham et al. [36]. We consider a

different condition, the one proposed by Bachmayr et al. [10] to utilise the locality
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of supports of (ψj) in the context of polynomial approximations applied to PDEs

with random coefficients. We show that under this condition, the shifted lattice

rule for the PDE problem can be constructed with a CBC algorithm with the

computational cost O(sn log n), the cost with the product weights as shown by

Dick et al. [28]. Further, the stochastic model we consider broadens the range of

applicability of the QMC methods to the PDEs with log-normal coefficients. One

concern about the conditions, in particular the summability condition on (ψj),

imposed in Graham et al. [36] is that it is so strong that only random coefficients

with smooth realisations are in the scope of the theory. We show that at least

for d = 1, 2, such random coefficients (e.g., realisations with just some Hölder

smoothness) can be considered.

Upon finalising the paper on which this chapter is based, we learnt about the

paper by Herrmann and Schwab [39]. Our works share the same spirit in that

we are all inspired by the work by Bachmayr et al. [10]. We provide a different,

arguably simpler, proof for the same convergence rate with the exponential weight

function, and we discuss the roughness of the realisations that can be considered.

Herrmann and Schwab [39] develops a theory under the setting essentially

the same as ours. In contrast to this chapter, they treat the truncation error in

a general setting, and as for the QMC integration error, they consider both the

exponential weight functions and the Gaussian weight function for the weighted

Sobolev space. As for the exponential weight function, the current chapter and

Herrmann and Schwab [39] impose essentially the same assumptions (Assumption

3.1 below), and show the same convergence rate. However, our proof strategy is

different, which turns out to result in different (product) weights. This can lead

to a smaller implied constant in the estimate especially when the fields fluctua-

tion is large, as we discuss later. Further, in contrast to Herrmann and Schwab

[39], we provide a discussion of the roughness of the realisations of random coeffi-

cients as mentioned above. In Section 3.5, we provide a discussion via the Besov

characterisation of the realisations of the random coefficients and the embedding

results.

We now give a remark on the uniform case setting. One of the keys in

the current chapter, which deals with the log-normal case, is the estimate of

the derivative given in Corollary 3.3.2. This result essentially follows from the

bounds obtained by Bachmayr et al. [10]. The similar argument employed in

the current chapter is applicable to the randomly shifted lattice rules applied to

PDEs with uniform random coefficients considered by Kuo, Schwab, and Sloan

[65], using the derivative bounds for the uniform case considered by Bachmayr,
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Cohen, and Migliorati [9]. For this, we defer to Gantner, Herrmann, and Schwab

[32], in which not only the randomly shifted lattice rules but also higher order

QMCs were considered.

The outline of the rest of the chapter is as follows. In Section 3.2, we describe

the problem we consider in detail. In Section 3.3, we discuss bounds on mixed

derivatives. Then, in Section 3.4 we develop the QMC theory applied to the

PDE problem with log-normal coefficients using the product weights. Section 3.5

provides an application of the theory: we consider a stochastic model represented

by a wavelet Riesz basis. Then, we close this chapter with concluding remarks

in Section 3.6.

3.2 Setting

We assume that the Gaussian random field T admits a series representation

as in (3.1.3). We fix (Ω,F ,P) := (RN,B(RN),PY ), where N := {1, 2, . . . , },
B(RN) is the Borel σ-algebra generated by the product topology in RN, and

PY :=
∏∞

j=1 PYj is the product measure on (RN,B(RN)) defined by the standard

normal distributions {PYj}j∈N on R (see, for example, Itô [44, Chapter 2] for

details). Then, for each y ∈ Ω we may see Yj(y) (j ∈ N) as given by the

projection (or the canonical coordinate function)

Ω = RN 3 y 7→ Yj(y) =: yj ∈ R.

Note in particular that from the continuity of the projection, the mapping y 7→ yj

is B(RN)/B(R)-measurable.

In the following, we write T above as

T (x,y) =
∞∑
j=1

yjψj(x), x ∈ D, (3.2.1)

and see it as a deterministically parametrised function on D. We will impose a

condition considered by Bachmayr et al. [10] on (ψj), see Assumption 3.1 below,

that is particularly suitable for ψj with local support.

To ensure the law on RD is well defined, we suppose

∞∑
j=1

ψj(x)2 <∞ for all x ∈ D, (3.2.2)
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so that the covariance function E[T (x1)T (x2)] =
∑

j≥1 ψj(x1)ψj(x2) (x1, x2 ∈ D)

is well-defined.

We consider the parametrised elliptic partial differential equation (3.1.1). To

prove well-posedness of the variational problem (3.1.6), we use the Lax–Milgram

lemma. Conditions which ensure that the bilinear form A (y; ·, ·) defined by the

diffusion coefficient a is coercive and bounded are discussed later.

Motivated by UQ applications, we are interested in expected values of bounded

linear functionals of the solution of the above PDEs. We note that the linearity is

for the sake of the theoretical interest. Theoretical treatment of non-linear func-

tionals will require suitable smoothness and mild growth of suitable derivatives,

but it is almost unexplored with an exception being an attempt by Scheichl,

Stuart, and Teckentrup [88].

Given a continuous linear functional G ∈ V ′ we wish to compute E[G(u(·))] :=∫
RN G(u(·,y))dPY (y), where the measurability of the integrands will be discussed

later. To compute E[G(u(·))] we use a sampling method: generate realisations

of a(x,y), which yields the solution u(x,y) via the PDE (3.1.1), and from these

we compute E[G(u(·))].
In practice, these operations cannot be performed exactly, and numerical

methods need to be employed. This chapter gives an analysis of the error incurred

by the method outlined as follows. We truncate the series (3.2.1) to s terms for

some integer s ≥ 1, which results in the coefficient a(x, (y1, . . . , ys, 0, 0, 0, . . . ))

of the PDE (3.1.1). Further, the expectation of the random variable that is the

solution of the corresponding solution of the PDE applied to the linear functional

G is approximated by a QMC method.

Let us(x) = us(x,y) be the solution of (3.1.1) with y = (y1, . . . , ys, 0, 0, 0, . . . ),

that is, of the problem: Find us ∈ V such that

−∇ · (a(x, (y1, . . . , ys, 0, 0, · · · ))∇us(x)) = f(x) in D, us = 0 on ∂D. (3.2.3)

Here, even though the dependence of us on y is only on (y1, . . . , ys), we abuse

the notation slightly by writing us(x,y) := us(y1, . . . , ys, 0, 0, 0, . . . ).

Let Φ−1
s : [0, 1]s 3 v 7→ Φ−1

s (v) ∈ Rs be the inverse of the cumulative normal

distribution function applied to each entry of v. We write

F (y) := F (y1, . . . , ys) = G(us(·,y)), (3.2.4)
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and

Is(F ) :=

∫
v∈(0,1)s

F (Φ−1
s (v))dv =

∫
y∈Rs
G(us(·,y))

s∏
j=1

φ(yj)dy = E[G(us)],

(3.2.5)

where φ is the probability density function of the standard normal random vari-

able. The measurability of the mapping Rs 3 y 7→ G(us(·,y)) ∈ R will be

discussed later.

In order to approximate Is(F ), we employ a QMC method called a randomly

shifted lattice rule. This is an equal-weight quadrature rule of the form

Qs,n(∆;F ) :=
1

n

n∑
i=1

F

(
Φ−1
s

(
frac

(
iz

n
+ ∆

)))
,

where the function frac(·) : Rs 3 y 7→ frac(y) ∈ [0, 1)s takes the fractional part

of each component in y. Here, z ∈ Ns is a carefully chosen point called the

(deterministic) generating vector and ∆ ∈ [0, 1]s is the random shift. We assume

the random shift ∆ is a [0, 1]s-valued uniform random variable defined on a

suitable probability space different from (Ω,F ,P). For further details of the

randomly shifted lattice rules, we refer to the surveys Dick, Kuo, and Sloan [27]

and Kuo and Nuyens [64] and references therein.

We want to evaluate the root-mean-square error√
E∆
[(
E[G(u)]−Qs,n(∆;F )

)2
]
. (3.2.6)

where E∆ is the expectation with respect to the random shift. Note that in

practice the solution us needs to be approximated by some numerical scheme ũs,

such as the finite element method as considered in Graham et al. [36] and Kuo

and Nuyens [64], which results in computing F̃ (y) := G(ũs(y)). Thus, the error

es,n :=

√
E∆
[(
E[G(u)]−Qs,n(∆; F̃ )

)2
]

is what we need to evaluate in practice.

Via the trivial decompositions we have, using E∆[Qs,n(∆; F̃ )] = E[G(ũs)] (see,

for example, Dick, Kuo, and Sloan [27]),

e2
s,n = (E[G(u)− G(ũs)])2 + E∆

[(
E[G(ũs)]−Qs,n(∆; F̃ )

)2
]
. (3.2.7)

For the sake of simplicity, we forgo the discussion on the numerical approx-

imation of the solution of the PDE. Instead, we discuss the smoothness of the
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realisations of the random coefficient. Then, given a suitable smoothness of the

boundary ∂D, the convergence rate of E[G(u)−G(ũs)] is typically obtained from

the smoothness of the realisations of the coefficients a(·,y), via the regularity of

the solution u. See Graham et al. [36] and Kuo and Nuyens [64]. Therefore in

the following, we concentrate on the truncation error and the quadrature error,

the second and the third term of the above decomposition, and the realisations

of a.

In the course of the error analyses, we assume (ψj) satisfies the following

assumption.

Assumption 3.1. The system (ψj) satisfies the following. There exists a positive

sequence (ρj) such that

sup
x∈D

∑
j≥1

ρj|ψj(x)| =: κ < ln 2, (b1)

and further,

(1/ρj) ∈ `q for some q ∈ (0, 1]. (b2)

We also use the following weaker assumption.

Assumption 3.1′. The same as Assumption 3.1, only with the condition (b2)

being replaced with

(1/ρj) ∈ `q for some q ∈ (0,∞). (b2′)

We note that (b2′), and thus also (b2), implies ρj →∞ as j →∞.

Some remarks on the assumptions are in order. First note that Assumption

3.1′ implies
∑

j≥1 |ψj(x)| < ∞ for any x ∈ D, and hence (3.2.2). Assumption

3.1′ is used to obtain an estimate on the mixed derivative with respect to the

random parameter yj, and further, ensures the almost surely well-posedness of

the problem (3.1.6) — see Corollary 3.3.2 and Remark 1. Assumption 3.1 is used

to obtain a dimension-independent QMC error estimate — see Theorem 3.4.4,

and Theorem 3.5.1. The stronger the condition (b2) the system (ψj) satisfies,

that is, the smaller is q, the smoother the realisations of the random coefficient

become. In Section 3.5.2, we discuss smoothness of realisations allowed by these

conditions.
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3.3 Bounds on mixed derivatives

In this section, we discuss bounds on mixed derivatives. In order to motivate the

discussion in this section, first we explain how the derivative bounds come into

play in the QMC analysis developed in the next section.

Application of QMC methods to elliptic PDEs with log-normal random co-

efficients was initiated with computational results by Graham et al. [35], and an

analysis was followed by Graham et al. [36]. Following the discussion by Graham

et al. [36], we assume the integrand f is in the space called the weighted unan-

chored Sobolev space Ws, consisting of measurable functions f : Rs → R such

that

‖f‖2
Ws

=
∑

u⊆{1:s}

1

γu

∫
R|u|

∫
Rs−|u|

∂|u|f

∂yu
(yu;y{1:s}\u)

∏
j∈{1:s}\u

φ(yj) dy{1:s}\u

2∏
j∈u

w2
j (yj) dyu

<∞, (3.3.1)

where we assume, similarly to Graham et al. [36], that

w2
j (yj) = exp(−2αj|y|) (3.3.2)

for some αj > 0. Here, {1 : s} is a shorthand notation for the set {1, . . . , s} ;

|u| denotes the cardinality of the set u ⊆ {1 : s}; ∂|u|F
∂yu

denotes the mixed first

derivative with respect to each of the “active” variables yj with j ∈ u ⊆ {1 : s};
and y{1:s}\u denotes the “inactive” variables yj with j 6∈ u. Further, weights

(γu) describe the relative importance of the variables {yj}j∈u. Note that the

measure
∫
· dyu and

∫
·

1
γu

dyu differ by at most a constant factor depending on u.

Weights (γu) play an important role in deriving error estimates independently of

the dimension s, and further, in obtaining the generating vector z for the lattice

rule via the component-by-component (CBC) algorithm. We note that the norm

‖ · ‖Ws resembles the one appearing in the Koksma-Hlawka inequality. For more

details on this connection, we refer the interested readers to [81, Section 2.6.1],

[27] and references therein.

Depending on the problem, different types of weights have been considered

to derive error estimates. For the randomly shifted lattice rules, “POD weights”

and “product weights” have been considered [27, 64]. POD weights, which

stands for “product and order dependent form”, are the weights of the form
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γu = Γ|u|
∏

j∈u Υj specified by suitable two sets of non-negative numbers {Γk}
and {Υj}; and product weights are the ones of the form γu =

∏
j∈u γj with a suit-

able set of non-negative numbers {γj}. When applied to the PDE parametrised

with log-normal coefficients, the result in Graham et al. [36] suggests the use of

POD weights for the problem.

We wish to develop a theory on the applicability of product weights, which

has an advantage in terms of computational cost. The computational cost of the

CBC construction is O(sn log n + ns2) in the case of POD weights, compared

to O(sn log n) for product weights [28]. Since we often want to approximate the

random field well, and so necessarily we have large s, the applicability of product

weights is of clear interest.

Estimates of derivatives of the integrand F (y) with respect to the parameter

y, that is, the variable with which F (y) is integrated, are one of the keys in

the error analysis of QMC. In Graham et al. [36], it was the estimates being of

“POD-form” that led their theory to the POD weights. Under an assumption

on the system (ψj), which is different from that in Graham et al. [36], we show

that the derivative estimates turn out to be of “product-form”, and further that,

under a suitable assumption, we achieve the same error convergence rate close

to 1 with product weights.

Now, we derive an estimate of the product form. Let

F := {µ = (µ1, µ2, . . . ) ∈ NN
0 | all but finite number of components of µ are zero}.

For µ ∈ F we use the notation |µ| =
∑

j≥1 µj, µ! =
∏
j≥1

µj!, ρ
µ =

∏
j≥1

ρ
µj
j for

ρ = (ρj)j≥1 ∈ RN, and

∂µu =
∂|µ|

y
µj(1)
j(1) · · · y

µj(k)
j(k)

u, (3.3.3)

where k = #{j | µj 6= 0}.
We have the following bound on mixed derivatives of order r ≥ 1 (although in

our application we will need only r = 1). The proof follows essentially the same

argument as the proof by Bachmayr et al. [10, Theorem 4.1]. Here, we show a

tighter bound by changing the condition from ln 2√
r

to ln 2
r

in Bachmayr et al. [10,

(91)], and we have ρ2µ in (3.3.4) in place of ρ2µ

µ!
in the left hand side of Bachmayr

et al. [10, (92)].
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Proposition 3.3.1. Let r ≥ 1 be an integer. Suppose (ψj) satisfies the condition

(b1) with ln 2 replaced by ln 2
r

, with a positive sequence (ρj). Then, there exists

a constant C0 = C0(r) that depends on κ and r, such that

∑
µ∈F
‖µ‖∞≤r

ρ2µ

∫
D

a(y)|∇(∂µu(y))|2 dx ≤ C0

∫
D

a(y)|∇u(y)|2 dx. (3.3.4)

for all y that satisfy
∥∥∑

j≥1 yjψj
∥∥
L∞(D)

< ∞, where u(y) is the solution of

(3.1.6) for such y. The same bound holds also for us(y), the solution of (3.1.6)

with y = (y1, . . . , ys, 0, 0, . . . ).

Proof. Let

Λk :={µ ∈ F | |µ| = k and ‖µ‖`∞ ≤ r},

and

Sµ :={ν ∈ F | ν ≤ µ and ν 6= µ} for µ ∈ F ,

with ≤ denoting the component-wise partial order between multi-indices. Let us

introduce the notation ‖v‖2
a(y) :=

∫
D
a(y)|∇v|2 dx for all v ∈ V , and let

σk :=
∑
µ∈Λk

ρ2µ ‖∂µu(y)‖2
a(y) .

We show below that we can choose δ = δ(r) < 1 such that

σk ≤ σ0δ
k for all k ≥ 0. (3.3.5)

Note that if this holds then we have

∑
‖µ‖∞≤r

ρ2µ ‖∂µu(y)‖2
a(y) =

∞∑
k=0

∑
µ∈Λk

ρ2µ ‖∂µu(y)‖2
a(y) =

∞∑
k=0

σk ≤ σ0

∞∑
k=0

δk <∞,

(3.3.6)

and the statement will follow with C0 = C0(r) =
∑∞

k=0 δ(r)
k.

We now show σk ≤ σ0δ
k. Note that from the assumption ‖

∑
j≥1 yjψj‖L∞(D) <

∞, in view of Bachmayr et al. [10, Lemma 3.2] we have ∂µu ∈ V for any µ ∈ F .
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Thus, by taking v := ∂µu (µ ∈ Λk) in Bachmayr et al. [10, (74)], we have

σk =
∑
µ∈Λk

ρ2µ

∫
D

a(y)|∇∂µu(y)|2 dx

≤
∑
µ∈Λk

∑
ν∈Sµ

(∏
j≥1

µj!ρ
µj−νj
j ρµjρνj

νj!(µj − νj)!

)∫
D

a(y)

(∏
j≥1

|ψj|µj−νj
)
|∇∂νu(y)||∇∂µu(y)| dx.

(3.3.7)

Using the notation

ε(µ, ν)(x) := ε(µ, ν) :=
µ!

ν!

ρµ−ν |ψ|µ−ν

(µ− ν)!
, (3.3.8)

and the Cauchy–Schwarz inequality for the sum over Sµ, it follows that

σk (3.3.9)

≤
∫
D

∑
µ∈Λk

∑
ν∈Sµ

ε(µ, ν)a(y)|ρν∇∂νu(y)||ρµ∇∂µu(y)| dx (3.3.10)

≤
∫
D

∑
µ∈Λk

(∑
ν∈Sµ

ε(µ, ν)a(y)|ρν∇∂νu(y)|2
) 1

2
(∑
ν∈Sµ

ε(µ, ν)a(y)|ρµ∇∂µu(y)|2
) 1

2

dx.

(3.3.11)

Let

Sµ,` := {ν ∈ Sµ | |µ− ν| = `}.

Then, for µ ∈ Λk we have

Sµ = {ν ∈ F | ν ≤ µ, ν 6= µ} =

|µ|⋃
`=1

{ν ∈ F | ν ≤ µ, |µ− ν| = `} =

|µ|⋃
`=1

Sµ,`,

and further, from |µ| = k, we have

∑
ν∈Sµ

ε(µ, ν) =
k∑
`=1

∑
ν∈Sµ,`

ε(µ, ν) =
k∑
`=1

∑
ν∈Sµ,`

µ!

ν!

ρµ−ν |ψ|µ−ν

(µ− ν)!
. (3.3.12)

Since ν ∈ Sµ,` implies
∑

j∈suppµ(µj − νj) = `, there are ` factors in

µ!

ν!
=

∏
j∈suppµ

µj(µj − 1) · · · (νj + 1).
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From µj ≤ r (j ∈ suppµ), each of the factors is at most r. Thus,

µ!

ν!
≤ r` for µ ∈ Λk, ν ∈ Sµ,`.

Therefore, from the multinomial theorem, for each x ∈ D it follows from (3.3.12)

that

∑
ν∈Sµ

ε(µ, ν) ≤
k∑
`=1

r`
∑
ν∈Sµ,`

ρµ−ν |ψ|µ−ν

(µ− ν)!
≤

k∑
`=1

r`
∑
|τ |=`

ρτ |ψ|τ

τ !
=

k∑
`=1

r`
1

`!

∑
|τ |=`

`!

τ !
ρτ |ψ|τ

(3.3.13)

=
k∑
`=1

r`
1

`!
(
∞∑
j=1

ρj|ψj|)` ≤
k∑
`=1

r`
1

`!
κ` ≤ erκ − 1 ≤ eln 2 − 1 = 1.

(3.3.14)

Inserting into (3.3.11), we have∑
µ∈Λk

ρ2µ ‖∂µu(y)‖2
a(y)

≤
∫
D

∑
µ∈Λk

∑
ν∈Sµ

ε(µ, ν)a(y)|ρν∇∂νu(y)|2
 1

2 (
a(y)|ρµ∇∂µu(y)|2

) 1
2 dx.

Again applying the Cauchy–Schwarz inequality to the summation over Λk and

then to the integral, we have

σk ≤
∫
D

∑
µ∈Λk

∑
ν∈Sµ

ε(µ, ν)a(y)|ρν∇∂νu(y)|2
 1

2
∑
µ∈Λk

a(y)|ρµ∇∂µu(y)|2
 1

2

dx

≤

∫
D

∑
µ∈Λk

∑
ν∈Sµ

ε(µ, ν)a(y)|ρν∇∂νu(y)|2 dx

 1
2

σ
1
2
k ,

and hence

σk ≤
∫
D

∑
µ∈Λk

∑
ν∈Sµ

ε(µ, ν)a(y)|ρν∇∂νu(y)|2 dx. (3.3.15)
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Now, for any k ≥ 1 and any ν ∈ Λ` = {ν ∈ F | |ν| = `, ‖ν‖∞ ≤ r} with

` ≤ k − 1, let

Rν,`,k := {µ ∈ Λk | ν ∈ Sµ} = {µ ∈ F | |µ| = k, ‖µ‖∞ ≤ r, µ ≥ ν, µ 6= ν}.

Then, for fixed k ≥ 1 we can write

⋃
µ∈Λk

⋃
ν∈Sµ

(µ, ν) =
k−1⋃
`=0

⋃
ν∈Λ`

⋃
µ∈Rν,`,k

(µ, ν). (3.3.16)

Thus, we have

∑
µ∈Λk

∑
ν∈Sµ

ε(µ, ν)a(y)|ρν∇∂νu(y)|2 =
k−1∑
`=0

∑
ν∈Λ`

a(y)|ρν∇∂νu(y)|2
∑

µ∈Rν,`,k

ε(µ, ν).

(3.3.17)

Now, note that k − ` =
∑

j∈suppµ µj −
∑

j∈suppµ νj =|µ − ν|. Thus, we have
µ!
ν!
≤ rk−`. It follows that

∑
µ∈Rν,`,k

ε(µ, ν) =
∑

ν∈Rν,`,k

µ!

ν!

ρµ−ν |ψ|µ−ν

(µ− ν)!
≤ rk−`

∑
ν∈Rν,`,k

ρµ−ν |ψ|µ−ν

(µ− ν)!
(3.3.18)

≤ rk−`
∑
|τ |=k−`

ρτ |ψ|τ

τ !
≤ rk−`

1

(k − `)!
κk−`. (3.3.19)

Then, substituting (3.3.19) into (3.3.17) we obtain from (3.3.15)

σk ≤
k−1∑
`=0

1

(k − `)!
(rκ)k−`σ`. (3.3.20)

From the assumption we have κ < ln 2
r

. Thus, we can take δ = δ(r) < 1 such

that κ < δ ln 2
r
.

We show σk ≤ σ0δ
k for all k ≥ 0 by induction. This is clearly true for k = 0.

Suppose σ` ≤ σ0δ
` holds for ` = 0, . . . , k − 1. Then, for ` = k we have

σk ≤
k−1∑
`=0

1

(k − `)!
(rκ)k−`σ` ≤

k−1∑
`=0

1

(k − `)!
(rκ)k−`σ0δ

` ≤
k−1∑
`=0

1

(k − `)!
(δln 2)k−`σ0δ

`

(3.3.21)

= σ0δ
k

k−1∑
`=0

1

(k − `)!
(ln 2)k−` ≤ σ0δ

k(eln 2 − 1) = σ0δ
k, (3.3.22)
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which completes the proof.

With the notation

ǎ(y) := ess inf
x∈D

a(x,y), and â(y) := ess sup
x∈D

a(x,y), (3.3.23)

we have the following corollary, where here and from now on we set r = 1.

Corollary 3.3.2. Suppose (ψj) satisfies Assumption 3.1′ with a positive sequence

(ρj). Then, for C0 = C0(1) as in Proposition 3.3.1 for any u ⊂ N of finite

cardinality we have∥∥∥∥∂|u|u(y)

∂yu

∥∥∥∥
V

≤
√
C0

‖f‖V ′
ǎ(y)

∏
j∈u

1

ρj
<∞, almost surely, (3.3.24)

where ‖·‖V ′ is the norm in the dual space V
′
. The same bound holds also for∥∥∥∂|u|us∂yu

∥∥∥
V

, with y = (y1, . . . , ys, 0, 0, . . . ).

Proof. First, if y ∈ RN satisfies ‖
∑

j≥1 yjψj‖L∞(D) < ∞, then we have 1
(ǎ(y))

<

∞:

ǎ(y) ≥
(

inf
x∈D

a0(x)
)

exp
(
− ess sup

x∈D

∣∣∣∑
j≥1

yjψj(x)
∣∣∣), (3.3.25)

and thus

1

ǎ(y)
≤ 1(

infx∈D a0(x)
) exp

(
ess sup
x∈D

∣∣∑
j≥1

yjψj(x)
∣∣). (3.3.26)

Now, from (1/ρj) ∈ `q for some q ∈ (0,∞), in view of Bachmayr et al. [10,

Remark 2.2] we have

E
[

exp

(
k

∥∥∥∥∑
j≥1

yjψj

∥∥∥∥
L∞(D)

)]
<∞,

for any 0 ≤ k<∞. Thus, ‖
∑

j≥1 yjψj‖L∞(D) < ∞, and the right hand side of

(3.3.24) is bounded with full (Gaussian) measure. We remark that the B(RN)/B(R)-

measurability of the mapping y 7→
∥∥∑

j≥1 yjψj
∥∥
L∞(D)

is not an issue. See Bach-

mayr et al. [10, Remark 2.2] noting the continuity of norms, together with, for

example, Reed and Simon [85, Appendix to IV. 5].

Now, recalling the standard argument regarding the continuous dependence of

the solution of the variational problem (3.1.6) on f , we have
∫
D
a(y)|∇(u(y))|2 dx ≤
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‖f‖2
V
′

ǎ(y)
. Then the claim follows from Proposition 3.3.1, noting that for any u ⊂ N

of finite cardinality we have

ǎ(y)

∫
D

∣∣∣∇(∂|u|u
∂yu

)∣∣∣2 dx ≤
∑
µ∈F
‖µ‖∞≤1

ρ2µ

∫
D

a(y)|∇(∂µu(y))|2 dx. (3.3.27)

Remark 1. We note that following a similar discussion to the above, â(y) can be

bounded almost surely. Thus, under the Assumption 3.1′, the well-posedness of

the problem (3.1.6) readily follows almost surely. Further, Assumption 3.1′ im-

plies the measurability of the mapping Rs 3 y 7→ G(us(·,y)) ∈ R. See Bachmayr

et al. [10, Corollary 2.1, Remark 2.2] noting G ∈ V ′ , together with the fact that

a strongly F -measurable V -valued mapping is weakly F -measurable. For more

details on the measurability of vector-valued functions, see for example, Reed

and Simon [85] and Yosida [102].

3.4 QMC integration error with product weights

Based on the bound on mixed derivatives obtained in the previous section, now

we derive a QMC convergence rate with product weights.

We first introduce some notations. Let

ςj(λ) := 2

( √
2π exp(α2

j/Λ
∗)

π2−2Λ∗(1− Λ∗)Λ∗

)λ

ζ

(
λ+

1

2

)
, (3.4.1)

where Λ∗ := 2λ−1
4λ

, and ζ(x) :=
∑∞

k=1 k
−x denotes the Riemann zeta function.

We record the following result by Graham et al. [36].

Theorem 3.4.1. [36, Theorem 15] Let f ∈ Ws. Given s, n ∈ N with 2 ≤
n ≤ 1030, weights γ = (γu)u⊂N, and the standard normal density function φ, a

randomly shifted lattice rule with n points in s dimensions can be constructed by

a component-by-component algorithm such that, for all λ ∈ (1/2, 1],

√
E∆
∣∣Is(f)−Qs,n(∆; f)

∣∣2 ≤ 9

( ∑
∅6=u⊆{1:s}

γλu
∏
j∈u

ςj(λ)

) 1
2λ

n−
1
2λ ‖f‖Ws . (3.4.2)
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For the weight function (3.3.2) we assume that the αj satisfy for some con-

stants 0 < αmin < αmax <∞,

max
{ ln 2

ρj
, αmin

}
< αj ≤ αmax, j ∈ N. (3.4.3)

For example, under Assumption 3.1′ letting αj := 1 + ln 2
ρj

satisfies (3.4.3) with

αmin := 1 and αmax := 1 + supj≥1
ln 2
ρj

.

We have the following bound on ‖F‖2
Ws . The argument is essentially by

Graham et al. [36, Theorem 16].

Proposition 3.4.2. Suppose Assumption 3.1′ is satisfied with a positive sequence

(ρj) such that

(1/ρj) ∈ `1. (3.4.4)

Then, for F as in (3.2.4) we have

‖F‖2
Ws ≤ (C∗)2

∑
u⊆{1:s}

1

γu

(
1∏

j∈u
ρj

)2∏
j∈u

1

αj − (ln 2)/ρj
, (3.4.5)

with a positive constant

C∗ :=
‖f‖V ′ ‖G‖V ′

√
C0

infx∈D a0(x)

[
exp

(
1

2

∑
j≥1

(ln 2)2

ρ2
j

+
2√
2π

∑
j≥1

ln 2

ρj

)]
<∞.

Proof. In this proof we abuse the notation slightly and y always denotes

(y1, . . . , ys, 0, 0, . . . ) ∈ RN.

From (b1) and (3.4.4), in view of Corollary 3.3.2 for PY -almost every y we have∣∣∣∣∂|u|F∂yu

∣∣∣∣ ≤ ‖G‖V ′ ∥∥∥∥∂|u|us∂yu

∥∥∥∥
V

≤ ‖G‖V ′
√
C0

1∏
j∈u

ρj

‖f‖V ′
ǎ(y)

. (3.4.6)

Since

sup
x∈D

∑
j≥1

|yj||ψj(x)| ≤
(

sup
j≥1

|yj|
ρj

)
sup
x∈D

∑
j≥1

ρj|ψj(x)| ≤
(∑
j≥1

|yj|
ρj

)
sup
x∈D

∑
j≥1

ρj|ψj(x)|,
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the condition (b1) and equations (3.4.6) and (3.3.26) together with yj = 0 for

j > s, imply ∣∣∣∣∂|u|F∂yu

∣∣∣∣ ≤ K∗∏
j∈u

ρj

∏
j∈{1:s}

exp

(
ln 2

ρj
|yj|
)
, (3.4.7)

where K∗ :=
‖f‖

V
′ ‖G‖

V
′
√
C0

infx∈D a0(x)
. Then, it follows from (3.3.1) that

‖F‖2
Ws

=
∑

u⊆{1:s}

1

γu

∫
R|u|

∫
Rs−|u|

∣∣∣∣∂|u|F∂yu
(yu;y{1:s}\u)

∣∣∣∣ ∏
j∈{1:s}\u

φ(yj) dy{1:s}\u

2∏
j∈u

w2
j (yj) dyu

≤
∑

u⊆{1:s}

1

γu

×
∫
R|u|

∫
Rs−|u|

K∗∏
j∈u

ρj

∏
j∈{1:s}

exp

(
ln 2

ρj
|yj|
) ∏
j∈{1:s}\u

φ(yj) dy{1:s}\u


2∏
j∈u

w2
j (yj) dyu

= (K∗)2
∑

u⊆{1:s}

1

γu

(
1∏

j∈u
ρj

)2

×

∫
Rs−|u|

∏
j∈{1:s}\u

exp

(
ln 2

ρj
|yj|
) ∏
j∈{1:s}\u

φ(yj) dy{1:s}\u

2

×
∫
R|u|

∏
j∈u

exp

(
2 ln 2

ρj
|yj|
)∏

j∈u

w2
j (yj) dyu.

Note that this takes essentially the same form as Graham et al. [36, (4.14)].

Thus, the rest of the proof is in parallel to that of Graham et al. [36, Theorem

16].

Noting that 2αj − 2 ln 2
ρj

< 0, and following the same argument as in Graham

et al. [36, (4.15)–(4.17)], we have

‖F‖2
Ws ≤(K∗)2

∑
u⊆{1:s}

1

γu

(
1∏

j∈u
ρj

)2
( ∏

j∈{1:s}\u

2 exp
((ln 2)2

2ρ2
j

)
Φ
( ln 2

ρj

))2∏
j∈u

1

αj − ln 2
ρj

,

(3.4.8)
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with Φ(·) denoting the cumulative standard normal distribution function. Com-

paring this to Graham et al. [36, Equation (4.17)], the statement follows from

the rest of the proof of Graham et al. [36, Theorem 16].

As in Graham et al. [36, Theorem 17], from Theorem 3.4.1 and Proposition

3.4.2 we have the following.

Proposition 3.4.3. For each j ≥ 1, let wj(t) = exp(−2αj|t|) (t ∈ R) with αj

satisfying (3.4.3). Given s, n ∈ N with 2 ≤ n ≤ 1030, weights γ = (γu)u⊂N,

and the standard normal density function φ, a randomly shifted lattice rule with

n points in s dimensions can be constructed by a component-by-component algo-

rithm such that, for all λ ∈ (1/2, 1],√
E∆
∣∣Is(F )−Qs,n(∆;F )

∣∣2 ≤ 9C∗Cγ,s(λ)n−
1
2λ , (3.4.9)

with

Cγ,s(λ) :=

 ∑
∅6=u⊆{1:s}

γλu
∏
j∈u

ςj(λ)

 1
2λ

 ∑
u⊆{1:s}

1

γu

(
1∏

j∈u
ρj

)2∏
j∈u

1

[αj − ln 2/ρj]


1
2

,

(3.4.10)

and C∗ defined as in Proposition 3.4.2.

We choose weights of the product form

γu = γ∗u(λ) :=

( 1∏
j∈u

ρj

)2∏
j∈u

1

ςj(λ)[αj − ln 2/ρj]


1

1+λ

(3.4.11)

In particular, with αj := 1 + ln 2/ρj we have

γu =
∏
j∈u

(
1

ρ2
j ςj(λ)

) 1
1+λ

. (3.4.12)

Then, it turns out that under a suitable value of λ the constant (3.4.10) can be

bounded independently of s, and we have the QMC error bound as follows.

Theorem 3.4.4. For each j ≥ 1, let wj(t) = exp(−2αj|t|) (t ∈ R) with αj

satisfying (3.4.3). Let ςmax(λ) be ςj defined by (3.4.1) but αj being replaced by
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αmax. Suppose (ψj) satisfies Assumption 3.1. Suppose further that, we choose λ

as

λ =

 1
2−2δ

for arbitrary δ ∈ (0, 1
2
] when q ∈ (0, 2

3
]

q
2−q when q ∈ (2

3
, 1],

(3.4.13)

and choose the weights γu as in (3.4.11). Then, given s, n ∈ N with n ≤
1030, and the standard normal density function φ, a randomly shifted lattice rule

with n points in s dimensions can be constructed by a component-by-component

algorithm such that

√
E∆
∣∣Is(F )−Qs,n(∆;F )

∣∣2 ≤
9Cρ,q,δC

∗n−(1−δ) when 0 < q ≤ 2
3
,

9Cρ,qC
∗n−

2−q
2q when 2

3
< q ≤ 1.

(3.4.14)

where the constants Cρ,q,δ, (resp. Cρ,q) are independent of s but depend on ρ :=

(ρj), q and δ (resp. ρ and q), and C∗ is defined as in Proposition 3.4.2. In

particular, with αj := 1 + ln 2/ρj the finite constants Cρ,q,δ, and Cρ,q are both

given by

Cρ,q,δ = Cρ,q =

(
∞∏
j=1

(
1 +

(ςj(λ)

ρ2λ
j

) 1
1+λ

)
− 1

) 1
2λ
(
∞∏
j=1

(
1 +

(ςj(λ)

ρ2λ
j

) 1
1+λ

)) 1
2

,

with λ given by (3.4.13).

Proof. Let βj(λ) :=
(

(ςj(λ))
1
λ

ρ2j [αj−ln 2/ρj ]

) λ
1+λ

. Observe that with the choice of weights

(3.4.11) we have

Cγ,s(λ) =

( ∑
∅6=u⊆{1:s}

∏
j∈u

βj(λ)

) 1
2λ
( ∑

u⊆{1:s}

∏
j∈u

βj(λ)

) 1
2

(3.4.15)

=

(( s∏
j=1

(1 + βj(λ))

)
− 1

) 1
2λ
(

s∏
j=1

(1 + βj(λ))

) 1
2

. (3.4.16)

64



Now, let J := infj≥1(αj−ln 2/ρj), which is a positive value from (3.4.3). Further,

note that ςj(λ) ≤ ςmax(λ) for j ≥ 1. Then, from βj(λ) ≥ 0 we have

s∏
j=1

(1 + βj(λ)) ≤
s∏
j=1

exp(βj(λ)) ≤ exp
(∑
j≥1

βj(λ)
)

(3.4.17)

≤ exp

[ [ςmax(λ)]
1
λ

J

] λ
1+λ ∑

j≥1

[
1

ρj

] 2λ
1+λ

 .

(3.4.18)

Thus, if
∑

j≥1

[
1
ρj

] 2λ
1+λ

< ∞ we can conclude that Cγ,s(λ) is bounded indepen-

dently of s.

We discuss the relation between q and the exponent 2λ
1+λ

. First note that from

λ ∈ (1
2
, 1], we have 2

3
< 2λ

1+λ
≤ 1. Suppose 0 < q ≤ 2

3
. in this case, we always

have q < 2λ
1+λ

, and thus (1/ρj) ∈ `
2λ
1+λ . Thus,

∑
j≥1

[
1
ρj

] 2λ
1+λ

<∞ follows. Letting

λ := 1
2−2δ

with an arbitrary δ ∈ (0, 1
2
], we obtain the result for q ∈ (0, 2

3
]. Next,

consider the case 2
3
< q ≤ 1. Then, letting λ := λ(q) = q

2−q , we have λ ∈ (1/2, 1]

and

2λ

1 + λ
=

2 q
2−q

1 + q
2−q

=
2q

2− q + q
= q, (3.4.19)

and thus
∑

j≥1

[
1
ρj

] 2λ
1+λ

<∞.

3.4.1 On the estimate of the constant

The estimate (3.4.14) gives the same convergence rate as the one obtained by

Herrmann and Schwab [39, Theorem 13]. The weights used there are simpler than

(3.4.12). See Herrmann and Schwab [39, Equation (24)]. The essential difference

is that we incorporate the function 1/ςj(λ) into the weights as in (3.4.11) and

(3.4.12). An advantage of this is that, roughly speaking, when the magnitude

of {supx∈D |ψj|} is large, our estimate gives a smaller constant, as shown in

Proposition 3.4.6 below.

To make a comparison, following Herrmann and Schwab [39] we let a∗ ≡ 0,

and a0 ≡ 1. Suppose the sequence {ρj} that satisfies Assumption 3.1 is given by
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ρj = cb
1
bj

with a constant cb > 0 and a sequence {bj}, and let

KHS := sup
x∈D

∑
j≥1

|ψj(x)|
bj

=
κ

cb
<

ln 2

cb
. (HS-A1)

This is essentially the same assumption as Herrmann and Schwab [39, Assump-

tion (A1)]. We quote the following result.

Theorem 3.4.5. [39, Theorem 13] Suppose (ψj) satisfies Assumption 3.1 with a

sequence {ρj} that is of the form ρj = cb
1
bj

with a constant cb > 0 and a sequence

{bj}. Let wj(t) = exp(−2α|t|) (t ∈ R) with a parameter α > κ
cb

supj≥1{bj}.
Let ςHS(λ) be ςj defined by (3.4.1) but with αj being replaced by α. Suppose

further that λ is chosen as in (3.4.13), and that the weights γu are chosen as

γu :=
∏

j∈u b
2

1+λ

j . Then, given s, n ∈ N with n ≤ 1030, and the standard normal

density function φ, a randomly shifted lattice rule with n points in s dimensions

can be constructed by a component-by-component algorithm such that√
E∆
∣∣Is(F )−Qs,n(∆;F )

∣∣2 ≤ 9‖f‖V ′ ‖G‖V ′
√
C0CHS,1CHS,2CHS,3n

− 1
2λ ,

(3.4.20)

with

CHS,1 := exp

(∑
j≥1

(
(KHSbj)

2 +
2√
2π
KHSbj

))
, (3.4.21)

CHS,2 := exp

(
1

2λ

∑
j≥1

bqjςHS(λ)

)
, and CHS,3 := exp

(
1

2

∑
j≥1

bqj/c
2

α/2− 2KHSbj

)
,

(3.4.22)

with an arbitrarily fixed constant c ∈ (0, ln 2/KHS), where C0 is defined in Propo-

sition 3.3.1.

To compare, we note that (3.4.14) can be further bounded as√
E∆
∣∣Is(F )−Qs,n(∆;F )

∣∣2 ≤ 9‖f‖V ′ ‖G‖V ′
√
C0C1C2n

− 1
2λ , (3.4.23)

with

C1 := exp

(∑
j≥1

(
1

2

( κ
ρj

)2

+
2√
2π

κ

ρj

))
, (3.4.24)
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and

C2 := exp

((
1

2λ
+

1

2

)
[ςmax(λ)]

1
1+λ

∑
j≥1

[
1

ρj

] 2λ
1+λ

)
, (3.4.25)

with the choice αj := 1 + κ
ρj

. Note that the scalar ln 2 in (3.4.3) and (3.4.14) can

be replaced by κ, which is defined as in (b1).

We have the following result on the comparison of the constants.

Proposition 3.4.6. Fix εHS > 0 arbitrarily. Let the assumptions of Theorem

3.4.5 hold with α := εHS + κ supj{1/ρj}. Then, we have C1 < CHS,1 and 1 <

CHS,3. Further, for λ ∈ (1/2, 1] suppose

κ sup
j≥1

1

ρj
≥
√

1 + λ+ 1

λ

holds. Then, we have C2 < CHS,2, and therefore C1C2 < CHS,1CHS,2CHS,3.

Proof. Clearly, we have 1 < CHS,3. The equations (HS-A1) and ρj = cb
1
bj

imply

KHSbj = κ
ρj

, and thus C1 < CHS,1 follows.

To show C2 < CHS,2, it suffices to show

(
1

2λ
+

1

2

)( √
2π

π2−2Λ∗(1− Λ∗)Λ∗

) λ
1+λ

(3.4.26)

[
2 exp(λα̃2

max/Λ
∗)
] 1

1+λ

∑
j≥1

[
1

ρj

] 2λ
1+λ

ζ(λ+ 1/2)
1

1+λ

<
1

λ

( √
2π

π2−2Λ∗(1− Λ∗)Λ∗

)λ
exp(λα2/Λ∗)

∑
j≥1

b
2λ
1+λ

j ζ(λ+ 1/2).

(3.4.27)

For λ ∈ (1/2, 1], we have Λ∗ = Λ∗(λ) = 2λ−1
4λ
∈ (0, 1/4], and thus

1 <

√
2π

π2

16

3
=

√
2π

π2−2Λ∗(1/2)(1− Λ∗(1))Λ∗(1)
≤

√
2π

π2−2Λ∗(λ)(1− Λ∗(λ))Λ∗(λ)
.

Hence, we have

( √
2π

π2−2Λ∗(1− Λ∗)Λ∗

) λ
1+λ

<
( √

2π

π2−2Λ∗(1− Λ∗)Λ∗

)λ
. (3.4.28)
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Further, from (1/(2λ) + 1/2)2
1

1+λ ≤ 2
λ

1+λ/λ, noting 2 < ζ(3/2) ≤ ζ(λ + 1/2) we

have

( 1

2λ
+

1

2

)
2

1
1+λ ζ(λ+ 1/2)

1
1+λ ≤ 2

λ
1+λ

λ
ζ(λ+ 1/2)

1
1+λ ≤ ζ(λ+ 1/2)

λ
. (3.4.29)

We now show 1
1+λ

α̃max = 1 + supj≥1
κ
ρj

< α. The assumption κ supj
1
ρj
≥

√
1+λ+1
λ

= 1√
1+λ−1

implies
(1+κ supj{1/ρj})2

(κ supj{1/ρj})2
≤ 1 + λ, and thus

1

1 + λ
(1 + κ sup

j
{1/ρj})2 < (εHS + κ sup

j
{1/ρj})2. (3.4.30)

Hence, the above together with (3.4.28) and (3.4.29) we conclude that (3.4.27)

holds, which is the desired result.

3.5 Application to a wavelet stochastic model

Cioica et al. [18] considered a stochastic model in which users can choose the

smoothness at will. In this section, we consider the Gaussian case, and show

that the theory developed in Section 3.4 can be applicable for the model with a

wide range of smoothness.

3.5.1 Stochastic model

For simplicity we assume D⊂ Rd is a bounded convex polygonal domain. Con-

sider a wavelet system (ϕξ)ξ∈5 that is a Riesz basis for L2(D)-space. We explain

the notations and outline the standard properties we assume as follows. The

indices ξ ∈ 5 typically encodes both the scale, often denoted by |ξ|, and the

spatial location, and also the type of the wavelet. Since our analysis does not

rely on the choice of a type of wavelet, we often use the notation ξ = (`, k), and

5 = {(`, k) | ` ≥ `0, k ∈ 5`} where 5` is some countable index set. The scale

level ` of ϕξ is denoted by |ξ| = |(`, k)| = `. Furthermore, (ϕ̃ξ)ξ∈5 denotes the

dual wavelet basis, i.e., 〈ϕξ, ϕ̃ξ′〉L2(D) = δξξ′ , ξ, ξ
′ ∈ 5.

In the following, α . β means that α can be bounded by some constant

times β uniformly with respect to any parameters on which α and β may depend.

Further, α ∼ β means that α . β and β . α.

We list the assumption on wavelets:

(W1) the wavelets (ϕξ)ξ∈5 form a Riesz basis for L2(D);

(W2) the cardinality of the index set5` satisfies #5` = C52`d for some constant

C5 > 0, where d is the spatial dimension of D;
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(W3) the wavelets are local. That is, the supports of ϕ`,k are contained in balls

of diameter ∼ 2−`, and do not overlap too much in the following sense:

There exists a constant M > 0 independent of ` such that for each given

` for any x ∈ D,

#{k ∈ 5` | ϕ`,k(x) 6= 0} ≤M ; (3.5.1)

(W4) the wavelets satisfy the cancellation property

|〈v, ϕξ〉L2(D)| . 2−|ξ|(
d
2

+m̃)|v|W m̃,∞(supp(ϕξ))
,

for |ξ| ≥ `0 with some parameter m̃ ∈ N, where | · |W m̃,∞ denotes the usual

Sobolev semi-norm. That is, the inner product is small when the function

v is smooth on the support supp(ϕξ);

(W5) the wavelet basis induces characterisations of Besov spaces Bt
q̄(Lp̄(D)) for

1 ≤p̄, q̄ <∞ and all t with dmax{1/p̄− 1, 0} < t < t∗ for some parameter

t∗ > 0:

‖v‖Btq̄(Lp̄(D)) :=

(
∞∑
`=`0

2`
(
t+d
(

1
2
− 1

p̄

))
q̄

( ∑
k∈5`

|〈v, ϕ̃`,k〉L2(D)|p̄
) q̄

p̄

) 1
q̄

. (3.5.2)

The upper bound t∗ depends on the choice of wavelet basis. Since t we

consider is typically small, here for simplicity we define the Besov norm

as above.

(W6) the wavelets satisfy

sup
x∈D
|ϕ`,k(x)| = Cϕ2

β0d

2
` with some β0 ∈ R+, (3.5.3)

for some constant Cϕ > 0. Typically we have ϕ`,k ∼ 2
d
2
`ψ(2`(x − x`,k)),

for some bounded function ψ. In this case we have β0 = 1.

See Cioica et al. [18, section 2.1] and references therein for further details. See

also Cohen [19], DeVore [26], and Urban [95].

We now investigate a stochastic model expanded by the wavelet basis de-

scribed above. Let {Y`,k} be a collection of independent standard normal random

variables on a suitable probability space (Ω′,F ′,P′). We assume the random field
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(3.1.2) is given with T such that

T (x,y′) =
∞∑
`=`0

∑
k∈5`

Y`,k(y
′)σ`ϕ`,k(x), (3.5.4)

where

σ` := 2−
β1d

2
` with β1 > 1. (3.5.5)

Thanks to the decaying factor σ`, in view of (W1) the series (3.5.4) converges P′-
almost surely in L2(D): EP′

(∑∞
`=`0

∑
k∈5` Y`,k(y

′)2σ2
`

)
= C5

∑∞
`=`0

2−(β1−1)d` <

∞. Further, σ` will be used for {σ`ϕ`,k} to satisfy the condition (b1).

To replace (3.1.2), we consider the following log-normal stochastic model:

a(x,y′) = a∗(x) + a0(x) exp

( ∞∑
`=`0

∑
k∈5`

Y`,k(y
′)σ`ϕ`,k(x)

)
. (3.5.6)

In the following, we argue that we can reorder σ`ϕ`,k lexicographically as σjϕj

and see it as ψj, while keeping the law.

Throughout this section, we assume that the parameters β0 and β1 satisfy

0 < β1 − β0, (3.5.7)

and that point evaluation ϕ`,k(x) ((`, k) ∈ 5) is well-defined for any x ∈ D.

Under this assumption, reordering (Y`,kσ`ϕ`,k) lexicographically does not change

the law of (3.5.4) on RD. To see this, from the Gaussianity it suffices to show

that the covariance function EP′ [T (·)T (·)] : D × D → R is invariant under the

reordering.

Fix x ∈ D arbitrarily. For any L, L′ (L>L′), from the independence of {Y`,k}
we have

EP′

( L∑
`=`0

∑
k∈5`

Y`,k(y
′)σ`ϕ`,k(x)−

L′∑
`=`0

∑
k∈5`

Y`,k(y
′)σ`ϕ`,k(x)

)2

=
L∑

`=L′+1

∑
k∈5`

σ2
`ϕ

2
`,k(x)

(3.5.8)

≤ C2
ϕM

L∑
`=L′+1

2−(β1−β0)d` (3.5.9)

<∞. (3.5.10)
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Hence, the sequence
{∑L

`=`0

∑
k∈5` Y`,k(y

′)σ`ϕ`,k(x)
}
L

is convergent in L2(Ω′,P′).
The continuity of the inner product EP′ [·, ·] on L2(Ω′) in each variable yields

EP′ [T (x1)T (x2)] =
∞∑
`=`0

∑
k∈5`

∞∑
`′=`′0

∑
k′∈5`′

EP′ [Y`,k(y
′)σ`ϕ`,k(x1)Y`′,k′(y

′)σ`′ϕ`′,k′(x2)]

(3.5.11)

=
∞∑
`=`0

∑
k∈5`

σ2
`ϕ`,k(x1)ϕ`,k(x2), for any x1, x2 ∈ D. (3.5.12)

But we have
∑∞

`=`0

∑
k∈5` σ

2
` |ϕ`,k(x1)ϕ`,k(x2)| ≤ C2

ϕM
∑L

`=L′+1 2−(β1−β0)d`. Hence,

EP′ [T (x1)T (x2)] =
∑
j≥1

σ2
jϕj(x1)ϕj(x2), x1, x2 ∈ D.

Following a similar discussion, we see that the series
∑

j≥1 σ
2
j yjϕj(x) converges

in L2(Ω) for each x ∈ D, and has the covariance function

∞∑
`=`0

∑
k∈5`

σ2
`ϕ`,k(x1)ϕ`,k(x2).

Hence the law on RD is the same. Thus, abusing the notation slightly we write

T (·,y) := T (·,y′), y`,k := Y`,k(y
′), Ω = RN := Ω′, F := F ′, PY := P′, and

E[·] := EP′ [·].
Remark 2. Our theory at present is restricted to the Gaussian random fields with

the covariance functions of the form (3.5.12). Although there are attempts to rep-

resent a given Gaussian random fields with wavelet-like functions (see Bachmayr,

Cohen, and Migliorati [8] and references therein), unfortunately it does not seem

to be the case that arbitrary covariance functions, in particular Matérn covari-

ance functions, are representable as in (3.5.12) with wavelets with the properties

(W1–W6).

Next, we discuss the applicability of the theory developed in Section 3.4 to

the wavelet stochastic model above. We need to check Assumption 3.1.

Take θ ∈ (0, d
2
(β1 − β0)), and for ξ = (`, k) let

ρξ := c2θ|ξ| = c2θ`, (3.5.13)

with some constant 0 < c < ln 2
(
MCϕ

∑∞
`=`0

2`(θ−
d
2

(β1−β0))
)−1

.
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Then, by virtue of the locality property (3.5.1) we have (b1) as follows:

sup
x∈D

∑
ξ

ρξ|σξϕξ(x)| ≤
∞∑
`=`0

ρ` sup
x∈D

∑
k∈5`

|2−
β1d`

2 ϕ`,k(x)| (3.5.14)

≤cMCϕ

∞∑
`=`0

2θ`2−
β1d`

2 2
β0d

2
` < ln 2. (3.5.15)

Further, we note that by reordering for sufficiently large j we have

sup
x∈D
|σjϕj(x)| ∼ j−

1
2

(β1−β0), (3.5.16)

To see this, first recall that there are O(2`d) wavelets at level `. Thus, for an

arbitrary but sufficiently large j we have 2`jd . j . 2(`j+1)d, for some `j ≥ `0,

which is equivalent to

2−(`j+1)d . j−1 . 2−`jd.

Now, let ξj ∈ 5`j
be the index corresponding to j. Since |ξj| = `j, noting

β1 − β0 > 0 we have

sup
x∈D
|σjϕj(x)| = sup

x∈D
|σ`jϕξj(x)|=Cϕ2−

β1d

2
`j2

β0d

2
`j . Cϕ2

d
2
β∗j−

1
2

(β1−β0), (3.5.17)

for any β∗ ≥ β0 − β1. The opposite direction can be derived as

j−
1
2

(β1−β0) . 2−`jd( 1
2

(β1−β0)) =
1

Cϕ
sup
x∈D
|σjϕj(x)|. (3.5.18)

Similarly, we have

ρj ∼ j
θ
d . (3.5.19)

Thus, to have
∑

j≥1
1
ρj
<∞, the weakest condition on the summability on (1/ρj)

for Assumption 3.1 to be satisfied, it is necessary (and sufficient) to have θ > d.

The following proposition summarises the discussion above.

Theorem 3.5.1. Suppose the random coefficient (3.1.2) is given by T as in

(3.5.4) with (ϕ`,k) that satisfies (3.5.3), and non-negative numbers (σ`) that sat-

isfy (3.5.5). Let (ρξ) be defined by (3.5.13). Further, assume β0 and β1 satisfy

2

q
< β1 − β0, (3.5.20)
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for some q ∈ (0, 1]. Then, the reordered system (σjϕj) with the reordered (ρj)

satisfies Assumption 3.1, and under the same conditions on wj(t), αj, and ςj as

in Theorem 3.4.4 we have the QMC error bound (3.4.14):

√
E∆
∣∣Is(F )−Qs,n(∆;F )

∣∣2 =

O(n−(1−δ)) when 0 < q ≤ 2
3
,

O(n−
2−q
2q ) when 2

3
< q ≤ 1,

where δ ∈ (0, 1/2] is arbitrary, and the implied constants are as in Theorem

3.4.4.

Proof. Take θ ∈ (d
q
, d

2
(β1 − β0)), and define (ρξ) as in (3.5.13), reorder the com-

ponents lexicographically, and denote the reordered (ρξ) by (ρj). Then, we have

(b2)

∑
j≥1

(
1

ρj

)q
.
∑
j≥1

(
1

j

) qθ
d

<∞. (3.5.21)

Further, from θ − β1d
2

+ β0d
2
< 0 we have (3.5.15), and thus (b1) holds. Hence,

from the discussion in this section Assumption 3.1 is satisfied, and thus in view

of Theorem 3.4.4 we have (3.4.14).

3.5.2 Smoothness of the stochastic model

Hölder smoothness of the realisations

Often, random fields T with realisations that are not smooth are regularly of

interest. In this section, we see that the stochastic model we consider (3.5.6)

allows reasonably rough random fields (Hölder smoothness) for d = 1, 2. The

result is shown via Sobolev embedding results. We provide a necessary and

sufficient condition to have specified Sobolev smoothness (Theorem 3.5.2). Recall

that embedding results are in general optimal (see, for example, [1, 4.12, 4.40–

4.44]), and in this sense, we have a sharp condition for our model to have Hölder

smoothness. A building block is a Besov characterisation of the realisations

which is essentially due to Cioica et al. [18, Theorem 6]. Here we define s :=

s(L) :=
∑L

`=`0
#(5`), that is, the truncation is considered in terms of the level

L.
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Theorem 3.5.2. [18, Theorem 6] Let p̄, q̄ ∈ [1,∞), and t ∈ (dmax{1/p̄ −
1, 0}, t∗), where t∗ is the parameter in (W5). Then,

t < d
(β1 − 1

2

)
(3.5.22)

if and only if T ∈ Bt
q̄(Lp̄(D)) a.s. Further, if (3.5.22) is satisfied, then the

stochastic model (3.5.6) satisfies E[
∥∥T s(L)

∥∥q̄
Btq̄(Lp̄(D))

] ≤ E[‖T‖q̄
Btq̄(Lp̄(D))

] < ∞ for

all L ∈ N.

Proof. First, from the proof of Cioica et al. [18, Theorem 6], we see that T ∈
Bt

q̄(Lp̄(D)) a.s., is equivalent to

∞∑
`=`0

2`(t+d(1/2−1/p̄))q̄σq̄` (#5`)
q̄/p̄ ∼

∞∑
`=`0

2`q̄(t− d
2

(β1−1)) <∞,

which holds from the assumption t < d
(
β1−1

2

)
. Similarly, from the proof of Cioica

et al. [18, Theorem 6] we have

E[‖T‖q̄
Btq̄(Lp̄(D))

].
∞∑
`=`0

2`(t+d(1/2−1/p̄))q̄σq̄` (#5`)
q̄/p̄ <∞.

Finally, from (W5) we have

E[‖T s‖q̄
Btq̄(Lp̄(D))

]=
s∑

`=`0

2`(t+d(1/2−1/p̄))q̄E
[( ∑

k∈5`

|Y`,k|p̄
)q̄/p̄] ≤ E[‖T‖q̄

Btq̄(Lp̄(D))
],

completing the proof.

To establish the Hölder smoothness, we employ embedding results. To in-

voke them, we first establish that the realisations are continuous; we want the

measurability, and want to keep the law of T on RD.

The Hölder norm involves taking the supremum over the uncountable set

D, and thus whether the resulting function Ω 3 y 7→ ‖T (·,y)‖Ct1 (D) ∈ R,

where t1 ∈ (0, 1] is a Hölder exponent, is an R-valued random variable is not

immediately clear. We see that by the continuity the measurability is preserved.

Sobolev embeddings are achieved by finding a suitable representative by

changing values of functions on measure zero sets of D. This change could affect

the law on RD, since it is determined by the laws of arbitrary finitely many ran-

dom variables (T (x1), . . . , T (xm)) ({xi}i=1,...,m ⊂ D) on Rm. To avoid this, we
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establish the existence of continuous modification, thereby taking the continuous

element of a Besov function that respects the law of T from the outset.

We want realisations of T to have continuous paths. Now, suppose that there

exist positive constants ι1, CKT, and ι2(> d) satisfying

E[|T (x1)− T (x2)|ι1 ] ≤ CKT ‖x1 − x2‖
ι2
2 , for any x1, x2 ∈ D. (3.5.23)

Then, by virtue of Kolmogorov–Totoki’s theorem [62, Theorem 4.1] T has a

continuous modification. Further, the continuous modification is uniformly con-

tinuous on D and it can be extended to the closure D. Thus, we want T to

satisfy (3.5.23).

A Hölder smoothness of (ϕk,l) is sufficient for (3.5.23) to hold.

Proposition 3.5.3. Suppose that (σ`) satisfies (3.5.5). Further, suppose that

for each (`, k) ∈ 5, the function ϕ`,k is t0-Hölder continuous on D for some

t0 ∈ (0, 1]. Then, (3.5.23) holds, in particular, T has a modification that is

uniformly continuous on D and can be extended to the closure D.

Proof. It suffices to show (3.5.23) holds. Fix x1, x2 ∈ D arbitrarily. First note

that

σ2
∗ := E[|T (x1)− T (x2)|2] =

∞∑
`=`0

∑
k∈5`

σ2
` (ϕ`,k(x1)− ϕ`,k(x2))2 (3.5.24)

≤ C ‖x1 − x2‖
2t0
2

∞∑
`=`0

∑
k∈5`

σ2
` <∞, (3.5.25)

where C is the t0-Hölder constant. Then, since T (x1) − T (x2) ∼ N (0, σ2
∗) we

observe that, with Xstd ∼ N (0, 1) we have

E[|T (x1)− T (x2)|2m] = E[|Xstdσ∗|2m] = σ2m
∗ E[|Xstd|2m] (3.5.26)

≤ Cm ‖x1 − x2‖
2t0m
2

( ∞∑
`=`0

∑
k∈5`

σ2
`

)m
E[|Xstd|2m], for any m ∈ N.

(3.5.27)

Taking m > d
2t0

, we have (3.5.23) with ι1 := 2m,

CKT := Cm
( ∞∑
`=`0

∑
k∈5`

σ2
`

)mE[|Xstd|2m],
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and ι2 := 2t0m(> d) , and thus the statement follows.

In the following, we assume ϕ`,k is t0-Hölder continuous on D for some t0 ∈
(0, 1]. Note that under this assumption, we may assume ϕ`,k is continuous on D.

Using the fact that T (·,y) ∈ Bt
2(L2(D)) = H t(D) a.s., now we establish the

expected Hölder smoothness of the random coefficient a. This implies a spatial

regularity of the solution u, given a suitable regularity of D and f . In turn, for

example, the convergence rate of the finite element method using the piecewise

linear functions are readily obtained, under a certain condition on the output

functional G. See [94, Lemma 3.3] or [36, Theorem 6].

First, we argue that to analyse the Hölder smoothness of the realisations of

a, without loss of generality we may assume a∗ ≡ 0 and a0 ≡ 1. To see this,

suppose a∗, a0 in (3.5.6) satisfies a∗, a0 ∈ Ct1(D) for some t1 ∈ (0, 1]. By virtue

of

|ea − eb| =
∣∣∣∣ ∫ b

a

er dr

∣∣∣∣ ≤ max{ea, eb}|b− a| ≤ (ea + eb)|b− a| for all a, b ∈ R,

(3.5.28)

for any x0, x1, x2 ∈ D (x1 6= x2) we have

∣∣eT (x0)
∣∣+

∣∣eT (x1) − eT (x2)
∣∣

‖x1 − x2‖
t1
2

≤
(

sup
x∈D

∣∣eT (x)
∣∣)(1 + 2

|T (x2)− T (x3)|
‖x1 − x2‖

t1
2

)
. (3.5.29)

Noting that
∥∥a0eT

∥∥
Ct1 (D)

≤ Ct1 ‖a0‖Ct1 (D)

∥∥eT
∥∥
Ct1 (D)

(see, for example [33, p. 53])

we have

‖a‖Ct1 (D) ≤ ‖a∗‖Ct1 (D) + Ct1 ‖a0‖Ct1 (D)

(
sup
x∈D
|eT (x)|

)(
1 + 2 ‖T‖Ct1 (D)

)
.

(3.5.30)

Thus, given a∗, a0 ∈ Ct1(D), it suffices to show (supx∈D |eT (x)|)(1+2 ‖T‖Ct1 (D)) <

∞ for the Hölder smoothness of the realisations of a. Therefore, in the rest of

this subsection, for simplicity we assume a∗ ≡ 0 and a0 ≡ 1.

In order to invoke embedding results we assume t∗ satisfies d
2
< bt∗c, and that

we can take t ∈ (0, d
2
(β1 − 1)) such that d

2
< btc. For the latter to hold, taking

β1 ≥ 3, implying d
2
< bd

2
(β1 − 1)c, is sufficient, which is always satisfied for the

presented QMC theory to be applicable. See Section 3.5.2.
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Now, take t1 ∈ (0, 1] ∩ (0, btc − d
2
]. Then, from Bt

2(L2(D)) = H t(D) and the

Sobolev embedding (for example, [1, Theorem 4.12]) we have

‖a‖Ct1 (D) .
(

sup
x∈D
|a(x)|

)(
1 + 2 ‖T‖Bt2(L2(D))

)
, (3.5.31)

Similarly, we have ‖as‖Ct1 (D) .
(

supx∈D |as(x)|
)(

1 + 2 ‖T s‖Bt2(L2(D))

)
.

We want to take the expectation of ‖a‖Ct1 (D). To do this, we establish the

F/B(R)-measurability of y 7→ ‖a(·,y)‖Ct1 (D). Taking continuous modifications

of T if necessary, we may assume paths of a are continuous on D. Then, from

the continuity of the mapping

{(x1, x2) ∈ D ×D | x1 6= x2} 3 (x1, x2) 7→ |a(x1)− a(x2)|
‖x1 − x2‖

t1
2

∈ R,

with a countable set G that is dense in {(x1, x2) ∈ D ×D | x1 6= x2} ⊂ Rd × Rd

we have

sup
x1,x2∈D,x1 6=x2

|a(x1)− a(x2)|
‖x1 − x2‖

t1
2

= sup
(x1,x2)∈G

|a(x1)− a(x2)|
‖x1 − x2‖

t1
2

. (3.5.32)

Thus, y 7→ ‖a(·,y)‖Ct1 (D), and by the same argument, y 7→ ‖as(·,y)‖Ct1 (D), are

B(RN)/B(R)-measurable, where R := R ∪ {−∞} ∪ {∞}.
From

E[‖T s‖C(D)] . E[‖T s‖Bt2(L2(D))] ≤ E[‖T‖Bt2(L2(D))] .
( ∞∑
`=`0

2`(2t−d(β1−1))
)1/2

<∞

independently of s, and E[‖T‖C(D)] .
(∑∞

`=`0
2`(2t−d(β1−1))

)1/2
< ∞, following

the discussion by Charrier [17, Proof of Proposition 3.10] utilising the Fernique’s

theorem there exists a constant Mp > 0 independent of p such that

max
{
E[exp(p ‖T s(·,y)‖C(D))],E[exp(p ‖T (·,y)‖C(D))]

}
< Mp, (3.5.33)

for any p ∈ (0,∞). Together with, supx∈D |a(x)| ≤ exp(supx∈D |T (x)|), we have

max
{
E[(sup

x∈D
|as(x)|)2p],E[(sup

x∈D
|a(x)|)2p]

}
< M2p, for any p ∈ (0,∞).
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Hence, from (3.5.31) we conclude that

E[‖a‖p
Ct1 (D)

] ≤ max{1, 2p−1/2}
√

E
[(

sup
x∈D
|a(x)|

)2p]√
1 + 4pE

[
‖T‖2p

Bt2(L2(D))

]
<∞.

(3.5.34)

Similarly, we have

E[‖as‖p
Ct1 (D)

]

≤ max{1, 2p−1/2}
√

E
[(

sup
x∈D
|as(x)|

)2p]√
1 + 4pE

[
‖T s‖2p

Bt2(L2(D))

]
<∞,

where the right hand side can be bounded independently of s.

On the smoothness of the realisations our theory can treat

We now discuss the smoothness of the realisations that the currently developed

theory permits. From the conditions imposed on the basis functions, e.g., the

summability conditions, random fields with smooth realisations are easily in the

scope of the QMC theory applied to PDEs. Here, the capability of taking a

reasonably rough random field into account is of interest. Thus, we are interested

in the smallest β1 our theory allows us to take : Given β0, in view of Theorem

3.5.2 the smaller the decay rate β1 of σ` is, the rougher the realisations of (3.5.4)

are.

Typically, L2 wavelet Riesz basis have growth rate β0 = 1, where β0 is the

parameter for the growth rate as in (W6). Then, the condition 2 < β1 − β0, the

weakest condition on β1 in Theorem 3.5.1, is equivalent to

β1 = 3 +
2

d
ε, for any ε > 0, (A1)

where the factor 2
d

is introduced to simplify the notation in the following dis-

cussion. In the following, we let β0 = 1, take β1 as in (A1), and discuss the

smoothness of (3.5.4) achieved by taking small ε > 0, i.e., smallest β1 possible.

Our discussion will be based on Sobolev embedding results.

We first note that from Bt
2(L2(D)) = H t(D), in view of Theorem 3.5.2,

T (·,y) ∈ H t(D) a.s. if and only if the condition (3.5.22), holds.

In applications, d = 1, 2, 3 are of interest. We recall the following embedding

results. See, for example, Adams and Fournier [1, p. 85]. For d = 1, 2, and 3
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t < d
2
(β1 − 1) t < d

2
(β1 − 1) with β1 = 3 + 2ε/d for some (ε > 0)

d = 1 t < (β1 − 1)/2 t < 1 + ε
d = 2 t < (β1 − 1) t < 2 + ε
d = 3 t < 3

2
(β1 − 1) t < 3 + ε

Table 3.1: For β0 = 1, the upper bound for the exponent t for realisations of T
to have H t-smoothness is d/2(β1− 1). Column 2 shows this upper bound varied
with the spatial dimension d. Column 3 shows the smallest bound on t allowed
by the presented QMC theory: The case β1 = 3 + 2ε/d for small ε > 0

respectively, with β1 = 3 + 2ε/d the condition (3.5.22) reads t < 1 + ε, t < 2 + ε,

and t < 3+ε. See Table 3.1, which summarises the condition (3.5.22) with (A1).

For d = 1 and d = 2, realisations that allowed by t < 1 + ε, and respec-

tively t < 2 + ε, seem to be rough enough. For d = 1, H1(D) is characterised

as a space of absolutely continuous functions. Since in practice we employ a

suitable numerical method to solve PDEs, the validity of point evaluations de-

mands a(·,y) ∈ C(D). For d = 2, we know H2(D) can be embedded to C0,t(D),

(t ∈ (0, 1)). This is a standard assumption to have the convergence of FEM with

the hat function elements on polygonal domains.

For d = 3, we have t < 3 + ε. We know H3(D) = H1+2(D) can be embedded

to C1,t(D), (t ∈ (0, 2 − 3
2
] = (0, 1

2
]). In practice, we employ quadrature rules to

compute the integrals in the bilinear form. That a ∈ C1,t(D) (t ∈ (0, 1
2
]) is a

reasonable assumption to get the convergence rate for FEM with quadratures.

As a matter of fact, we want a(·,y) ∈ C2r(D) to have the O(H2r) convergence of

the expected Lp(Ω)-moment of L2(D)-error even for C2-bounded domains. See

Charrier, Scheichl, and Teckentrup [16, Remark 3.14], and Teckentrup et al. [94,

Remark 3.2].

Finally, we note these embedding results are in general optimal (see, for ex-

ample, [1, 4.12, 4.40–4.44]), and in this sense, together with the characterisation

(Theorem 3.5.2), the condition for our model to have Hölder smoothness is sharp.

3.5.3 Dimension truncation error

In this section we estimate the truncation error E ‖u− us‖V . As in the previous

section, the truncation is considered in terms of the level L and we let s = s(L) =∑L
`=`0

#(5`). Let as be a(x,y) with yj = 0 for j > s, and define ǎs(y), âs(y)

accordingly.

Proposition 3.5.4. Let u be the solution of the variational problem (3.1.6)

with the coefficient given by the stochastic model (3.5.6) defined with (3.5.4)
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and (3.5.5). Let us(L) be the solution of the same problem but with yj := 0 for

j > s(L). Then, we have

E[
∥∥u− us(L)

∥∥
V

] .
( ∞∑
`=L+1

2`(−d(β1−1)+ε′)
) 1

2
, (3.5.35)

for any ε′ ∈ (0, 2 min{t∗, d/2(β1 − 1)}).

Proof. By a variant of Strang’s lemma, we have

‖u− us‖V ≤ ‖a− a
s‖L∞(D)

‖f‖V ′
ǎ(y)ǎs(y)

(3.5.36)

for y such that ǎ(y), ǎs(y) > 0. We first derive an estimate on ‖a− as‖L∞(D).

Fix t ∈ (0,min{t∗, d/2(β1 − 1)}) arbitrarily, where t∗ is the parameter in

(W5). For t ∈ (0, d
2
(β1 − 1)), choose p̄0 ∈ [1,∞) such that d

p̄0
≤ t so that we

can invoke the Besov embedding results. Since max{d( 1
p̄0
− 1), 0} < t, from

Theorem 3.5.2 there exists a set Ω0 ⊂ Ω such that P(Ω0) = 1 and T (·,y) ∈
Bt

q̄(L
p̄0(D)) for all y ∈ Ω0 with any q̄ ∈ [1,∞). Then, letting TL(x,y) :=∑L

`=`0

∑
k∈5` y`,kσ`ϕ`,k(x), from the embedding result of Besov spaces [1, Chapter

7], and the characterisation by wavelets (W5) for any L, L′ ≥ 1 (L ≥ L′) we

have∥∥∥TL(·,y)− TL′(·,y)
∥∥∥L∞(D) .

∥∥∥TL(·,y)− TL′(·,y)
∥∥∥
Btq̄(Lp̄0 (D))

(3.5.37)

∼
( L∑
`=L′+1

2`(t+d(1/2−1/p̄0))q̄

( ∑
k∈5`

|σ`y`,k|p̄0
)q̄/p̄0

)1/q̄

<∞,

(3.5.38)

for all y ∈ Ω0. Thus, the sequence {TL(·,y)}L (y ∈ Ω0) is Cauchy, and thus

convergent in L∞(D). Hence, we obtain

∥∥T (·,y)− TL(·,y)
∥∥q̄
L∞(D)

.
∞∑

`=L+1

2`(t+d(1/2−1/p̄))q̄

( ∑
k∈5`

|σ`y`,k|p̄
)q̄/p̄

a.s.,

(3.5.39)
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for all p̄ ∈ [1,∞) such that d
p̄
≤ t, and any q̄ ∈ [1,∞). For such p̄ and q̄, from

Cioica et al. [18, Proof of Theorem 6], we have

E
[ ∥∥T (·,y)− TL(·,y)

∥∥q̄
L∞(D)

]
.

∞∑
`=L+1

2`(t+d(1/2−1/p̄))q̄σq̄` (#5`)
q̄/p̄ (3.5.40)

∼
∞∑

`=L+1

2`q̄(t− d
2

(β1−1)) <∞. (3.5.41)

Further, from (3.5.28) we have

E
[ ∥∥a(x,y)− as(L)(x,y)

∥∥2

L∞(D)

]
≤ (sup

x∈D
|a0(x)|2)

× E[exp(2 ‖T (·,y)‖L∞(D)) + exp(2‖TL(·,y)‖L∞(D))]E
[ ∥∥T − TL∥∥2

L∞(D)

]
.

(3.5.42)

The sequence (ρξ) defined by (3.5.13), when reordered, satisfies (1/ρj) ∈ `
d
θ

+ε for

any ε > 0. Thus, from the proof of Corollary 3.3.2, as in Bachmayr et al. [10,

Remark 2.2], we have

max
{
E[exp(2 ‖T (·,y)‖L∞(D))],E[exp(2‖TL(·,y)‖L∞(D))]

}
< M2, (3.5.43)

where the constant M2 > 0 is independent of L.

Together with (3.5.36), we have

E[‖u− us‖V ] ≤ ‖f‖V ′ E
[ 1

(ǎ(y))4

] 1
4E
[ 1

(ǎs(y))4

] 1
4E[‖a− as‖2

L∞(D)]
1
2 <∞,

(3.5.44)

where Cauchy–Schwarz inequality is employed in the right hand side of (3.5.36).

To see the finiteness of the right hand side of (3.5.44), note that

1

ǎ(y)
≤ 1

infx∈D a0(x)
exp(‖T‖L∞(D)),

1

ǎs(y)
≤ 1

infx∈D a0(x)
exp(‖TL‖L∞(D)),

and further, from the same argument as above, we have

max
{
E[exp(4 ‖T (·,y)‖L∞(D))],E[exp(4‖TL(·,y)‖L∞(D))]

}
< M4, (3.5.45)

where the constant M4 > 0 is independent of L.
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Therefore, from (3.5.41), (3.5.42), and (3.5.44) we obtain

E[
∥∥u− us(L)

∥∥
V

] . E
[ ∥∥T − TL∥∥2

L∞(D)

] 1
2 .

( ∞∑
`=L+1

2`(2t−d(β1−1))
) 1

2
. (3.5.46)

Letting ε′ := 2t completes the proof.

We conclude this section with a remark on other examples to which the

currently developed QMC theory is applicable. Bachmayr et al. [10] considered

so-called functions (ψj) with finitely overlapping supports, for example, indicator

functions of a partition of the domain D. It is easy to find a positive sequence

(ρj) such that Assumption 3.1 holds, and thus Theorem 3.4.4 readily follows.

However, for these examples, due to the lack of smoothness it does not seem

that it is easy to obtain a meaningful analysis as given above, and thus we forgo

elaborating them.

3.6 Concluding remark

We considered a QMC theory for a class of elliptic partial differential equations

with a log-normal random coefficient. Using an estimate on the partial deriva-

tive with respect to the parameter yu that is of product form, we established a

convergence rate ≈ 1 of randomly shifted lattice rules. Further, we considered a

stochastic model with wavelets, and analysed the smoothness of the realisations,

and truncation errors.

In closing we note that the currently developed theory works well for (ψj)

with local supports such as wavelets as described, but does not work so well for

functions with arbitrary supports. In fact, under the same summability condition∑
j≥1

(sup
x∈D
|ψj(x)|)p <∞ for some p ∈ (0, 1]

considered by Graham et al. [36], letting ρj := c(supx∈D |ψj(x)|)p−1 with a suit-

able constant c > 0, one can apply Theorem 3.4.4 with q := q(p) := p
1−p . Conse-

quently, one gets the convergence rate ≈ 1 for p ∈ (0, 2
5

+ ε] for small ε. Under

a weaker summability condition than this — similarly to the uniform case [65,

p. 3368], for p ∈ (0, 1
2
] — the rate ≈ 1 with product weights already follows from

the results by Graham et al. [36]; we are grateful to Frances Y. Kuo for bringing

this point to our attention.

Another point related to the above concerns the cost of the CBC construction.

Suppose that we can represent a given random field with two representations:
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spatial functions with local support and global support. Let s(L) be the trunca-

tion degree as in Section 3.5.2 for the local support, and s̃ be the one for global

support as in Graham et al. [36]. We mentioned that the generating vector for

the lattice rule can be constructed with the cost O(s(L)n log n) with the CBC

construction algorithm. In Graham et al. [36], the POD weights led to the cost

O(s̃n log n + s̃2n). Given a target error, it is not clear which order is larger: we

might require s(L)� s̃ to have a desired truncation error.
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Chapter 4

Discrete error estimate and discrete maximal regularity

of a non-uniform implicit Euler–Maruyama scheme

for a class of stochastic evolution equations

Abstract of this chapter

An implicit Euler–Maruyama method with non-uniform step-size ap-

plied to a class of stochastic evolution equations is studied. A spectral

method is used for the spatial discretization and the truncation of the

Wiener process. A time discretised error estimate is shown. Further, a

discrete analogue of maximal L2-regularity of the scheme and the stochas-

tic convolution is established, which has the same form as their continuous

counterpart.

4.1 Introduction

Our interest in this chapter lies in an approximation of the solution of the class

of stochastic partial differential equations (SPDEs) of parabolic type. We con-

sider three discretisations: temporal, spatial, and the truncation of the infinite-

dimensional space-valued Wiener process. We establish a temporally discretised

error estimate, and a discrete analogue of maximal regularity estimate.

In more detail, with a positive self-adjoint generator −A with compact inverse

densely defined on a separable Hilbert space H, we consider the equation{
dX(t) = AX(t)dt+B(t,X(t))dW (t), for t ∈ (0, 1]

X(0) = ξ,
(4.1.1)

where the mild solution X takes values in H. The assumption on B and the

Q-Wiener process W will be discussed later.

In practice, such SPDEs need to be discretised. Temporally, we consider

the implicit Euler–Maruyama method with a non-uniform step—a generalisation
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of the uniform step. Spatially, we consider the spectral method. We further

discretise the Wiener process.

The Wiener process, which is assumed to admit a series representation, takes

its value in an infinite-dimensional space. The Euler–Maruyama method intro-

duces the increments of such a process, but they need to be further approximated:

each increment corresponds to infinitely many random variables, but in practice

we can simulate only finitely many of them. For the approximation, we truncate

the Wiener process, i.e., we use a type of truncated Karhunen–Loève approxi-

mation.

This chapter is concerned with two properties of the algorithm described

above: approximation error, and discrete maximal regularity. We first establish

an error estimate (Theorem 4.4.8) in terms of the L2([0, 1]×Ω;H)-norm, where

the temporal integration in the error estimate is treated discretely. We then show

that the aforementioned algorithm satisfies a discrete analogue of an estimate

called maximal regularity (Corollary 4.5.6).

Maximal regularity is a fundamental concept in the theory of deterministic

partial differential equations (see, for example [3, 63, 70] and references therein).

Similarly, in the study of stochastic partial differential equations the maximal

regularity is an important analysis tool [22, 21] as well as an active research area

[97, 96, 7, 98]. In our setting, the above equation (4.1.1) can be shown to satisfy

the maximal regularity estimate of the form∫ 1

0

E[‖X(s)‖2

D(Aι+
1
2 )

] ds ≤ ‖ξ‖2

D(Aι+
1
2 )

+

∫ 1

0

E
∥∥B(r,X(r))

∥∥2

L2(H0,D(Aι))
dr,

(4.1.2)

where ι ≥ 0 is a suitable parameter depending on the operator B; D(Aι+
1
2 ) is the

domain of the fractional power Aι+
1
2 of A in H; and L2(H0, D(Aι)) is the space of

Hilbert–Schmidt operator from H0, the Cameron–Martin space associated with

Q, to D(Aι). More details will be discussed later. In Corollary 4.5.6, we establish

a discrete analogue of the estimate (4.1.2).

To motivate our study in this chapter, we now review the literature. The

aforementioned discretisation with non-uniform step was originally considered

by Müller-Gronbach and Ritter [77, 76] for the stochastic heat equation over the

hyper-cube. In terms of the time step size, our error estimate (Theorem 4.4.8)

has the same convergence rate as what Müller-Gronbach and Ritter [76] obtained,

where the error was estimated in terms of the L2([0, 1] × Ω;H)-norm with the

continuous time integration. In [77, 76], the resulting non-uniform scheme was
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shown to achieve an asymptotic optimality, which in general cannot be achieved

by schemes with uniform step-size.

The error analysis presented here is based on [54], a paper completed by

the author during this PhD study together with Quoc T. Le Gia. In [54], we

considered essentially the same algorithm as in [76], but applied to the stochastic

heat equation on the sphere, and further analysed the error. This was not trivial.

The proofs in [76] that validate the non-uniform time step do not seem to be

easily generalisable to the spherical case: in the argument in [76], the fact that the

eigenfunctions of the Laplace operator on the cube with the Dirichlet condition

are uniformly bounded is repeatedly used in the proof; further the fact that these

eigenfunctions are again those of the classical first order derivatives is crucial.

On the sphere, we have neither of the properties. See [54] for more details.

We have noted that the problem formulation (4.1.1) generalises the heat

equation considered in [76] as well as [54]. There, the temporal step-sizes were

related to the variance of the projected one-dimensional Wiener processes. Their

use of non-uniform time step was motivated by the following observation: upon

the truncation, the Wiener increment is that of the sum of finitely many one-

dimensional Wiener increments; these Wiener increments, which have the same

law as the normal random variables, have different variances—the eigenvalue of

the covariance operator; and thus one should change the time steps for accord-

ingly to the variances.

The generalisation presented here reveals what seems to be more essential—

how the stochastic forcing term operator acts on eigenspaces of the covariance

operator (see Assumption 4.2), as opposed to the eigenvalues of the covariance

operator—to determine the step-size. Assumption 4.2 is satisfied in [76] and

[54], where the stochastic heat equations over the unit cube and the unit sphere,

respectively, are considered. Other contributions to the error analysis of the

numerical methods for SPDEs include [83, 100, 101, 47].

In recent years, the study of discrete analogues of the maximal regularity

has been attracting attention for deterministic partial differential equations [2,

5, 15, 55, 56, 58, 67]; to the best of the author’s knowledge, corresponding

properties of numerical methods for stochastic PDEs have not been addressed

in the literature. We focus on the case where the operator A and the covariance

operator Q share the same eigensystems. This prototypical setting is partly

motivated by applications in environmental modelling and astrophysics, where

covariance operators—of the random fields [13, 71], and of the Wiener process
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for the stochastic heat equations [66, 4] for example—the eigenspaces of which

are the same as those of the Laplace operators play important roles.

Maximal regularity of stochastic and deterministic equations are different in

nature. As we see in (4.1.2), given a suitable smoothness of the initial data

the solution is “one-half spatially smoother”, than the range of the diffusion

operator B(t, x). This estimate optimal, in that the solution cannot be spatially

smoother in general (see [60, Example 5.3]). To put it another way, as described

in [22, Chapter 6], the regularity one can obtain is the half of the corresponding

regularity for the deterministic case.

The structure of this chapter is as follows. Section 4.2 recalls some definitions

and basic results needed in this chapter. Section 4.3 introduces the discretised

scheme we consider. We provide a discrete error estimate in Section 4.4. Then,

in Section 4.5 we show a discrete maximal regularity. We conclude this chapter

in Section 4.6.

4.2 Setting

By H we denote a separable R-Hilbert space (H, 〈·, ·〉, ‖ · ‖). Let −A : D(A) ⊂
H → H be a self-adjoint, positive definite linear operator that is densely defined

on H, with compact inverse −A−1. Then, A is the generator of the C0-semigroup

(S(t))t≥0 := (eAt)t≥0 acting on H that is analytic. Further, there exists a com-

plete orthonormal system {hjk} for H such that −Ahjk = λjhjk, each eigenspace

is of finite dimensional, and

0 < λ1 < λ2 < · · · < λj < · · · ,

and λj → ∞ as j → ∞, unless −A−1 is of finite rank. Let span{hjk | j ∈ Λj}
denote the j-th eigenspace with an index set Λj of a finite cardinality. Then, we

have the spectral representation

S(t)x =
∞∑
j=1

∑
k∈Λj

e−λjt
〈
x, hjk

〉
hjk ∈ H.

For r ∈ R, let us define the domain D(Ar) of the fractional power Ar of A by

D(Ar) :=

{
x ∈ H

∣∣∣∣∣ ‖x‖2
D(Ar) =

∞∑
j=1

∑
k∈Λj

λ2r
j

〈
x, hjk

〉2
<∞

}
.
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We obtain a separable Hilbert space (D(Ar), 〈·, ·〉D(Ar), ‖ · ‖D(Ar)) by setting

〈·, ·〉D(Ar) := 〈Ar·, Ar·〉.
For more details for the set up above, see for example [51, 70, 90, 102].

Let (Ω,F ,P) be a probability space equipped with a filtration satisfying the

usual conditions. By W : [0, 1] × Ω → H we denote the Q-Wiener process with

a covariance operator Q of the trace class. We assume that the Wiener process

W is adapted to the filtration. Further, we assume that the eigenfunctions h`m

of A is also eigenfunctions of Q with

Qh`m = q`h`m,

such that Tr(Q) =
∑∞

`=1

∑
m∈Λ`

〈Qh`m, h`m〉 =
∑∞

`=1

∑
m∈Λ`

q` < ∞. It is well-

known that W taking values in H can be characterised as

W (t) =
∞∑
`=0

∑
m∈Λ`

√
q`β`m(t)h`m a.s.,

where β`m are independent one-dimensional standard Brownian motions with the

zero initial condition realised on (Ω,F ,P) that are adapted to the underlying

filtration, and that the series converges in the Bochner space L2(Ω;C([0, 1];H)).

The Q-Wiener process takes values in H by construction. Here, since A and

Q are assumed to share the same eigenfunctions, we can provide finer character-

isations of the regularity.

Remark 3. Let r ≥ 0 and t ∈ (0, 1]. Then,
∑∞

`=0

∑
m∈Λ`

λ2r
` q` <∞ if and only if

W (t) ∈ D(Ar), a.s. Indeed, we have

E[‖W (t)‖2
D(Ar)] = t

∞∑
`=1

∑
m∈Λ`

λ2r
` q`.

We introduce the Hilbert space H0 = Q1/2(H) equipped with the inner prod-

uct

〈h1, h2〉0 = 〈Q−1/2h1, Q
−1/2h2〉 for h1, h2 ∈ H,

whereQ−1/2 := (Q1/2|(ker(Q1/2))⊥)−1 : Q
1
2 (H)→ (ker(Q1/2))⊥ is the pseudo-inverse

of Q1/2.

In the following, a � b means that a can be bounded by some constant

times b uniformly with respect to any parameters on which a and b may depend.

Throughout this chapter, we assume the following.
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Assumption 4.1. For some ι ≥ 0, we assume B : [0, 1]×D(Aι)→ L2(H0, D(Aι))

is B([0, 1])⊗B(D(Aι))/B(L2(H0, D(Aι)))-measurable, where for a given normed

space (X , ‖ · ‖X ) the Borel σ-algebra associated with the norm topology is

denoted by B(X ). Further, let B satisfy the Lipschitz condition: for t ∈ [0, 1],

u, v ∈ D(Aι) we have

‖B(t, u)−B(t, v)‖L2(H0,D(Aι)) � ‖u− v‖D(Aι),

and the linear growth condition: for t ∈ [0, 1], u ∈ D(Aι) we have

‖B(t, u)‖L2(H0,D(Aι)) � 1 + ‖u‖D(Aι).

We recall the following existence result, which can be found in, for example,

[22, Section 7.1].

Theorem 4.2.1. Suppose that B satisfies Assumption 4.1 with some ι ≥ 0.

Then, for ξ ∈ D(Aι) there exists a D(Aι)-valued continuous process (X(t))t∈[0,1]

adapted to the underlying filtration satisfying the usual conditions such that

X(t) = S(t)ξ +

∫ t

0

S(t− s)B(s,X(s))dW (s), t ∈ [0, 1] a.s. (4.2.1)

Moreover, this process is uniquely determined a.s., and it is called the mild so-

lution of the stochastic evolution equation (4.1.1). Further, for any p ≥ 2 we

have

sup
t∈[0,1]

E‖X(t)‖pD(Aι) <∞. (4.2.2)

For the mild solution X, let

X(t) =
∞∑
j=1

∑
k∈Λj

Xjk(t)hjk, Xjk(t) =
〈
X(t), hjk

〉
.

Then, the processes Xjk = (Xjk(t))t∈[0,1] satisfy the following bi-inifinite system

of stochastic differential equations:{
dXjk(t) = −λjXjk(t)dt+

∑∞
`=1

∑
m∈Λ`

√
q`
〈
B(t,X(t))h`m, hjk

〉
dβ`m(t)

Xjk(0) =
〈
ξ, hjk

〉
, for j ∈ N, k ∈ Λj.
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Each process Xjk is given as

Xjk(t) =e−λjt
〈
ξ, hjk

〉
+
∞∑
`=1

∑
m∈Λ`

√
q`

∫ t

0

e−λj(t−s)
〈
B(s,X(s))h`m, hjk

〉
dβ`m(s),

where the series in the second term is convergent in L2(Ω), due to (4.2.2) and

Assumption 4.1.

We have the following spatial regularity result.

Proposition 4.2.2. Suppose Assumption 4.1 is satisfied with some ι ≥ 0, and

the initial condition satisfies ξ ∈ D(Aι). Then, we have the estimate∫ 1

0

E‖X(s)‖2
D(Aι+1/2) ds ≤ ‖ξ‖2

D(Aι) +

∫ 1

0

E
∥∥B(r,X(r))

∥∥2

L2(H0,D(Aι))
dr. (4.2.3)

Proof. Itô’s isometry yields

λ2ι+1
j E(Xjk(s))

2 = exp(−2λjs)λ
2ι+1
j

〈
ξ, hjk

〉2

+

∫ s

0

exp(−2λj(s− r))λjE‖B∗(r,X(r))λ−ιj hjk‖2
H0

dr,

where B∗(r,X(r)) denotes the adjoint operator of B(r,X(r)). Therefore, it holds

that
∫ 1

0
E[λ2ι+1

j |Xjk(s)|2] ds ≤ λ2ι
j

〈
ξ, hjk

〉2
+
∫ 1

0
E‖B∗(r,X(r))λ−ιj hjk‖2

H0
dr, and

thus summing over j ≥ 1, k ∈ Λj yields the desired result.

Remark 4. We note that the solution is spatially one half smoother than the

range of B(t, x). This is in general optimal, in that the solution cannot be spa-

tially smoother in general ([60, Example 5.3]). Note that here we need only ξ ∈
D(Aι); in contrast, to obtain sups∈[0,1] E‖X(s)‖2

D(A
ι+1/2

)
we need ξ ∈ D(A

ι+1/2
).

For more details, see [60, 59] and references therein. For recent developments of

maximal regularity theory, see [97, 96].

4.3 Discretisation

This section introduces the scheme proposed by Müller-Gronbach and Ritter [77,

76]. In this regard, let us first discretise the interval [0, 1] with a uniform par-

tition, i.e., we partition the interval with ti = i/n, for i = 0, 1, 2, . . . , n. For
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integers J, L ∈ N, an Itô–Galerkin approximation X(ti) to (4.2.1) with the tem-

poral discretisation being the implicit Euler–Maruyama scheme with a uniform

time discretisation is given by

X
J,L

(ti) =
J∑
j=1

∑
k∈Λj

X
J,L
jk (ti)hjk, for i = 0, . . . , N, (4.3.1)

with coefficients 〈X(ti), hjk〉 defined by X
J,L
jk (0) =

〈
ξ, hjk

〉
, and

X
J,L
jk (ti) =

(
1 +

λj
n

)−1
(
X
J,L
jk (ti−1)

+
L∑
`=1

∑
m∈Λ`

√
q`

〈
B(ti−1, X

J,L
(ti−1))h`m, hjk

〉
(β`m(ti)− β`m(ti−1))

)
.

Müller-Gronbach and Ritter [77, 76] noted that the projected Q-Wiener pro-

cesses
√
q`β`m =

√
〈Qh`m, h`m〉β`m = 〈W (t), h`m〉 have varying variances de-

pending on the index `. This observation motivated them to use different step-

sizes depending on `. Following them, we evaluate the standard one-dimensional

Wiener process β`m at each level ` = 1, . . . , L at the corresponding n` ∈ N nodes

0 < t1,` < · · · < tn`,` = 1, where ti,` =
i

n`
for i = 0, . . . , n`.

Then, the discretisation of the truncated Q-Wiener process
L∑
`=1

∑
m∈Λ`

√
q`β`mh`m

in general results in a non-uniform time discretisation:

0 =: τ0 < · · · < τN := 1, where {τ0, . . . , τN} :=
L⋃
`=1

{t0,`, . . . , tn`,`},

and t0,` = τ0 = 0 for all ` ∈ N. To write our scheme in the recursive form, we

introduce the following notations. Let

Kη :=
{
` ∈ {0, 1, . . . , L}

∣∣ τη ∈ {t0,`, . . . , tn`,`}}, (4.3.2)

for η = 0, . . . , N and we define sη,` for η = 1, . . . , N and ` = 1, . . . , L by

sη,` := max
{
{t0,`, . . . , tn`,`} ∩ [0, τη)

}
.
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We further introduce the following notation for the product of eigenvalues of the

operator (I − 1
τν−τν−1

A)−1, which we use for the approximation of the semigroup

generated by A. For any τη1 ≤ τη2 , we let

Rj(τη1 , τη2) :=

η2∏
ν=η1+1

1

1 + λj(τν − τν−1)
, (4.3.3)

with the convention
∏
∅ = 1. Note that sη,`, ti−1,` ∈ {τ1, . . . , τN}. Then, for

η = 1, . . . , N , the drift-implicit Euler–Maruyama scheme in the recursive form is

given by,

X̂J,L
jk (τη) = Rj(τη−1, τη)

(
X̂J,L
jk (τη−1)+

∑
`∈Kη

∑
m∈Λ`

√
q`

〈
B(sη,`, X̂

J,L(sη,`))h`m, hjk

〉

×Rj(sη,`, τη−1)(β`m(τη)− β`m(sη,`))

)
.

Equivalently, the above can be written in the convolution form

X̂J,L
jk (τη)

= Rj(τ0, τη)
〈
ξ, hjk

〉
+

L∑
`=1

∑
m∈Λ`

∑
τ1≤ti,`≤τη

√
q`

〈
B(ti−1,`, X̂

J,L(ti−1,`))h`m, hjk

〉
×Rj(ti−1,`, τη)(β`m(ti,`)− β`m(ti−1,`)). (4.3.4)

Then, we use

X̂J,L(τη) =
J∑
j=1

∑
k∈Λj

X̂J,L
jk (τη)hjk for η = 1, . . . , N (4.3.5)

as our approximate solution.

We note that this scheme generalises the aforementioned approximation X
J,L

with the uniform time step as in (4.3.1): X
J,L

is nothing but X̂J,L with n` = N

for ` = 1, . . . , L.

4.4 Discrete time integral error estimate

The aim of this section is to show the error estimate given in Theorem 4.4.8. We

study the error under the following Lipschitz condition. This property will be

used to justify the use of different step-sizes depending on `. Assumption 4.2 is
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satisfied in [76] and [54], where the stochastic heat equations over the unit cube

and the unit sphere, respectively, are considered.

Assumption 4.2. We assume that for any ` ≥ 1, x, x1, x2 ∈ H and t ∈ [0, 1] we

have a positive number γ` such that
∑∞

`=1 γ` <∞ and∑
m∈Λ`

‖B(t, x)
√
q`h`m‖2 ≤ γ`(1 + ‖x‖2), (4.4.1)

and ∑
m∈Λ`

‖(B(t, x1)−B(t, x2))
√
q`h`m‖2 ≤ γ`‖x1 − x2‖2. (4.4.2)

Further, for any s, t ∈ [0, 1] and x ∈ H we have∑
m∈Λ`

‖(B(s, x)−B(t, x))
√
q`h`m‖2 ≤ γ`(1 + ‖x‖2)|t− s|. (4.4.3)

Assumption 4.2 describes the regularity of B : [0, t]×H → L2(H0,`, H), where

H0,` := span{√q`h` | m ∈ Λ`} ⊂ H0, is the `-th eigenspace of Q in H0. For

example, (4.4.2) can be rewritten as

‖B(t, x1)−B(t, x2)‖L2(H0,`,H) ≤
√
γ`‖x1 − x2‖.

Note that Assumption 4.2 states the separately continuity of B from the product

of separable metric spaces [0, 1] × H to L2(H0, H). Thus, by a property of the

Carathèodory function B is product measurable. Therefore, Assumption 4.2

implies Assumption 4.1 with ι = 0.

We start our analysis by considering the following semi-discrete—temporally

continuous—scheme given by

XJ,L(t) =
J∑
j=1

∑
k∈Λj

XJ,L
jk (t)hjk, (4.4.4)

with the real-valued processXJ,L
jk = (XJ,L

jk (t))t∈[0,1] that solve the finite-dimensional

system

dXJ
jk(t) = −λjXJ,L

jk (t)dt+
L∑
`=1

∑
m∈Λ`

〈
B(t,XJ,L(t))

√
q`h`m, hjk

〉
dβ`m(t),
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with the initial condition XJ,L
jk (0) =

〈
ξ, hjk

〉
. Each process XJ,L

jk is given as

XJ,L
jk (t) =e−λjt

〈
ξ, hjk

〉
+
∞∑
`=1

∑
m∈Λ`

∫ t

0

e−λj(t−s)
〈
B(s,XJ,L(s))

√
q`h`m, hjk

〉
dβ`m(s).

(4.4.5)

From (4.2.2) with ι = 0 we have

sup
s∈[0,1]

E‖X(s)‖2 < c. (4.4.6)

Further, by the same argument given in [76, (6.8)] we have

sup
s∈[0,1]

E‖XJ,L(s)‖2 < c. (4.4.7)

We have the following truncation error estimate with a discretised temporal

integral.

Proposition 4.4.1. Let Assumption 4.2 hold. Then, we have

E
[ N∑
η=1

‖X(τη)−XJ,L(τη)‖2(τη − τη−1)
]
� 1

λJ+1

+
∞∑

`=L+1

γ`,

where XJ,L is defined as in (4.4.4).

Proof. We first note that Assumption 4.1 is satisfied.

For any t ∈ [0, 1] we have the trivial decomposition

X(t) = Y J,L(t) + Y J,cL(t) +
∑
j≥J+1

∑
k∈ΛJ

Xjkhjk(t),

where

Y J,L(t) :=
J∑
j=1

∑
k∈Λk

(
exp(−λjt)

〈
ξ, hjk

〉
+

L∑
`=1

∑
m∈Λ`

∫ t

0

exp(−λj(t− s))〈B(X(s))
√
q`h`m, hjk〉dβ`m(s)

)
,

Y J,cL(t) :=
J∑
j=1

∑
k∈Λk

∑
`≥L+1

∑
m∈Λ`

∫ t

0

exp(−λj(t− s))〈B(s,X(s))
√
q`h`m, hjk〉dβ`m(s).
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Then, we have

‖X(t)−XJ,L(t)‖2 � ‖Y J,cL(t)‖2 +

∥∥∥∥ ∑
j≥J+1

∑
k∈ΛJ

Xjk(t)hjk

∥∥∥∥2

+ ‖Y J,L(t)−XJ,L(t)‖2.

(4.4.8)

First, from (4.4.1) in Assumption 4.2 and (4.4.6) we have

E‖Y J,cL(t)‖2 �
∑
`≥L+1

∑
m∈Λ`

∫ t

0

E
[
‖B(s,X(s))

√
q`h`m‖2

]
ds �

∑
`≥L+1

γ` ≤ c.

(4.4.9)

Next, fixing arbitrary j ∈ N and k ∈ Λj we have for any η ∈ {1, . . . , N}

η∑
ν=1

E[|Xjk(τν)|2](τν − τν−1) =

η∑
ν=1

∫ τν

τν−1

e−2λjτν |
〈
ξ, hjk

〉
|2 dt

+
∞∑
`=1

∑
m∈Λ`

η∑
ν=1

∫ τν

τν−1

∫ τν

0

e−2λj(τν−s)E|
〈
B(s,X(s))

√
q`h`m, hjk

〉
|2 ds dt.

Letting P⊥
J x :=

∑
j≥J+1

∑
k∈Λj

〈
x, hjk

〉
hjk for x ∈ H, we have

∑
j≥J+1

∑
k∈Λj

∞∑
`=1

∑
m∈Λ`

e−2λj(τν−s)E|
〈
B(s,X(s))

√
q`h`m, hjk

〉
|2

=
∞∑
`=1

∑
m∈Λ`

E‖S(τν − s)P⊥
J B(s,X(s))

√
q`h`m‖2

≤ ‖S(τν − s)‖V ⊥J →HE‖B(s,X(s))‖2
L2(H0,H),

where V ⊥J := {x ∈ H | 〈x, hjk〉 = 0, for j ≥ J + 1, k ∈ Λj}. Thus, noting

‖S(τν−s)‖V ⊥J →H = e−λJ+1(τν−s) from the Lipschitz condition and (4.4.6) we have

η∑
ν=1

∑
j≥J+1

∑
k∈Λj

E[|Xjk(τν)|2](τν − τν−1)

≤
∫ τη

0

e−2λJ+1t dt‖ξ‖2 +
1

2λJ+1

(
1 + sup

s0∈[0,1]

E‖X(s0)‖2
) η∑
ν=1

∫ τν

τν−1

dt � 1

λJ+1

≤ c.

(4.4.10)
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Finally, we consider a bound of E‖Y J,L(t) − XJ,L(t)‖2. Similarly to the above,

for any j ∈ N, k ∈ Λj and any t ∈ [0, 1] we have∫ t

0

E|Xjk(r)|2 dr

≤ 1

2λj
|
〈
ξ, hjk

〉
|2 +

1

2λj

∞∑
`=1

∑
m∈Λ`

∫ 1

0

E|
〈
B(s,X(s))

√
q`h`m, hjk

〉
|2 ds.

Letting Cj := |
〈
ξ, hjk

〉
|2 +

∫ 1

0
E|
〈√

q`h`m, B(s,X(s))∗hjk
〉
H0
|2 ds, the linear

growth condition (4.4.1) and
∫ 1

0
E‖X(t)‖2 dt < c implies

∞∑
j=1

∑
k∈Λj

Cj � ‖ξ‖+

∫ 1

0

(1 + E ‖X(t)‖2) ds ≤ c.

and thus ∫ 1

0

∑
j≥J+1

∑
k∈Λj

E|Xjk(r)|2 dr � 1

λJ+1

≤ c. (4.4.11)

Now, the Lipschitz condition (4.4.2) implies

E‖Y J,L(t)−XJ,L(t)‖2

=
L∑
`=1

∑
m∈Λ`

∫ t

0

exp(−2λj(t− s))E[〈(B(s,X(s))−B(s,XJ,L(s)))
√
q`h`m, hjk〉2] ds

�
∫ t

0

E[‖X(s)−XJ,L(s)‖2] ds

�
∑
`≥L+1

γ` +

∫ 1

0

∑
j≥J+1

∑
k∈Λj

E|Xjk(s)|2 ds+

∫ t

0

E‖Y J,L(s)−XJ,L(s)‖2 ds,

� 2c+

∫ t

0

E‖Y J,L(s)−XJ,L(s)‖2 ds,

where in the last line (4.4.9) and (4.4.11) are used. Noting E‖Y J,L(s)‖2 ≤
E‖X(s)‖2, in view of (4.4.6) and (4.4.7) we have

sup
s∈[0,1]

E‖Y J,L(s)−XJ,L(s)‖2 <∞,
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and thus the Gronwall’s lemma implies

E‖Y J,L(t)−XJ,L(t)‖2 ≤
∑
`≥L+1

γ` +

∫ 1

0

∑
j≥J+1

∑
k∈Λj

E|Xjk(s)|2 ds.

From this inequality, together with (4.4.8), (4.4.9), (4.4.10), and (4.4.11), the

statement follows.

We need the following estimate on the discretised solution due to [76].

Lemma 4.4.2. Suppose Assumption 4.2 is satisfied. Then, X̂J,L defined as in

(4.3.5) satisfies

E
[

max
τν∈{τ0,...,τN}

‖X̂J,L(τν)‖2
]
� 1.

Proof. The statement is essentially implied by [76, Lemma 6.4].

We now proceed to discuss properties of the spectral approximation Rj of

the semigroup. We use the notation

n∗ := max
`=1,...,L

n`.

Lemma 4.4.3. For any ` ∈ {1, . . . , L} and i ∈ {1 . . . , n`}, we have

∑
τη∗(i−1,`)+1≤τη≤τN

(
Rj(ti−1,`, τη)− exp(−λj(τη − ti−1,`))

)2
(τη − τη−1) � 1

n∗
.

Proof. Define constant interpolations

gj,ti−1,`
(t) :=

1 t = ti−1,`

Rj(ti−1,`, τη) t ∈ (τη−1, τη], η = η∗(i− 1, `) + 1, . . . , N.

and

hj,ti−1,`
(t) :=

1 t = ti−1,`

exp
(
− λj(τη − ti−1,`)

)
t ∈ (τη−1, τη], η = η∗(i− 1, `) + 1, . . . , N.
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Let f(t) := gj,ti−1,`
(t)− hj,ti−1,`

(t). Then, we have∑
τη∗(i−1,`)+1≤τη≤τN

(
Rj(ti−1,`, τη)− exp(−λj(τη − ti−1,`))

)2
(τη − τη−1)

=

∫ 1

ti−1,`

(
gj,ti−1,`

(t)− hj,ti−1,`
(t)
)2

dt =

∫ 1

ti−1,`

(f(t))2 dt.

Put k∗ := dti−1,`n
∗e. Then, noting 0 ≤ f ≤ 1, we have

∫ 1

ti−1,`

(f(t))2 dt � 1

n∗
+

n∗−1∑
k=k∗

∫ (k+1)/n∗

k/n∗
(f(t))2 dt.

Following the argument in the proof [76, Lemma 6.3] to show [76, (6.9)], we have

n∗−1∑
k=k∗

sup
t∈[k/n∗,(k+1)/n∗]

(f(t))2 � 1.

Thus, the Gronwall’s lemma implies the result.

We need the mean-square continuity. The following result is a slight gen-

eralisation of [77, Lemma 1]. See [22, Theorem 9.1], [59, Theorem 2.25], and

[60, Theorem 4.1] for further related results. We have the following temporal

regularity result.

Proposition 4.4.4. Suppose Assumption 4.1 is satisfied with some ι ≥ 0, and

that the initial condition satisfies ξ ∈ D(Aι). Then, the mild solution is contin-

uous in the mean-square sense on [0, 1]. Further, the function

ψ(s) :=
∞∑
j=1

∑
k∈Λj

λ2ι+1
j E(X2

jk(s))

satisfies ψ ∈ L1([0, 1]), and we have the estimate

E‖X(s)−X(t)‖2
D(Aι) ≤ C|t− s|

(
1 + ψ(min{s, t})

)
. (4.4.12)
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Proof. First note that E‖X(s)−X(t)‖2
D(Aι) =

∑∞
j=1

∑
k∈Λj

Eλ2ι
j (Xjk(s)−Xjk(t))

2.

For s < t we have

Xjk(t)−Xjk(s) = e−λj(t−s)−1Xjk(s)

+
∞∑
`=1

∑
m∈Λ`

∫ t

s

e−λj(t−r)
〈
B(r,X(r))

√
q`h`m, hjk

〉
dβ`m(r).

Thus, by virtue of the Itô’s isometry we have

Eλ2ι
j (Xjk(s)−Xjk(t))

2 = [exp(−λj(t− s))− 1]2λ2ι
j E(X2

jk(s))

+

∫ t

s

exp(−2λj(t− r))E‖B∗(r,X(r))λ−ιj hjk‖2
H0

dr.

Now, put

I :=
∞∑
j=1

∑
k∈Λj

[exp(−λj(t− s))− 1]2E(λ2ι
j X

2
jk(s)), (4.4.13)

and

II :=
∞∑
j=1

∑
k∈Λj

∫ t

s

exp(−2λj(t− r))E‖B∗(r,X(r))λ−ιj hjk‖2
H0

dr.

We use (4.2.2) and the linear growth condition to obtain

II ≤ E
(∫ t

s

∥∥B∗(r,X(r))
∥∥2

L2(D(Aι),H0)
dr
)
≤ c(t− s). (4.4.14)

This inequality together with (4.4.13) yields the mean-square continuity on [0, 1].

Further, since 1− exp(−x) ≤ x we have

I ≤ c(t− s)ψ(s),

and thus together with (4.4.14) we have (4.4.12).

Finally, since∫ 1

0

E(λ2ι+1
j X2

jk(s))ds ≤ λ2ι
j

〈
ξ, hjk

〉2
+

∫ 1

0

E‖B∗(r,X(r))λ−ιj hjk‖2
H0

dr,

we conclude ψ ∈ L1([0, 1]).

Remark 5. In the previous result, the estimate (4.4.12) and the mean-square

continuity on [0, 1] are two different results: if we assume only ξ ∈ D(Aι) as
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opposed to ξ ∈ D(Aι+1/2), then (4.4.12) itself implies the mean-square continuity

only on (0, 1].

We need the error bound for piecewise constant interpolation of XJ,L, essen-

tially due to Müller-Gronbach and Ritter [76, Lemma 6.2].

Lemma 4.4.5 ([76]). Suppose Assumption 4.1 is satisfied with ι = 0. Let J ∈ N
and L ∈ N. Then, for any ` = 1, . . . , L we have

n∑̀
i=1

∫ ti,`

ti−1,`

E‖XJ,L(s)−XJ,L(ti−1,`)‖2 ds � 1

n`
,

where XJ,L is defined as in (4.4.4).

Proof. In view of (4.4.7) and Proposition 4.4.4, the same argument as the proof

of [76, Lemma 6.2] is applicable.

Now, we need the interpolated scheme defined as follows. An error estimate

for this scheme, a slight generalisation of [76, Theorem 4.2], will be used as

an intermediate step to obtain our final result. With Sj(·, ·) as in (4.5.8), we

introduce the interpolated scheme X̃J,L defined by

X̃J,L(t) :=Sj(τ0, t)
〈
ξ, hjk

〉
+

L∑
`=1

∑
m∈Λ`

∑
τ1≤ti,`≤τη

Sj(ti−1,`, t)
〈
B(ti−1,`, X̂

J,L(ti−1,`))
√
q`h`m, hjk

〉
× (β`m(ti,`)− β`m(ti−1,`)), for t ∈ (τη−1, τη].

Lemma 4.4.6 ([76]). Let Assumption 4.2 hold. Then, we have

∫ 1

0

E‖XJ,L(s)− X̃J,L(s)‖2 ds �
L∑
`=1

γ`
n`
,

where XJ,L is defined as in (4.4.4). Further, for any ` ∈ {1, . . . , L} we have

n∑̀
i=1

∫ ti,`

ti−1,`

E‖X̃J,L(s)− X̃J,L(ti−1,`)‖2 ds � 1

n`
+

L∑
`′=1

γ`′

n`′
.

Proof. The first assertion follows from [76, Proof of Theorem 4.2], only that

we also use (4.4.3) and (4.4.7) to treat the dependence of B on t. The second

assertion follows from [76, Lemma 6.6]. See also [54, Lemma 5.7].
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Under Assumption 4.2, we have the following estimate on the temporal dis-

cretisation error.

Proposition 4.4.7. Suppose Assumption 4.2 is satisfied. Then, we have

E
[ N∑
η=1

‖XJ,L(τη)− X̂J,L(τη)‖2(τη − τη−1)
]
�

L∑
`=1

γ`
n`
,

where XJ,L, and X̂J,L are defined as in (4.4.4), and (4.3.5), respectively.

Proof. Let

U
(0)
j,k (τη) =

∑
`∈{1,...,L}\Kη

∑
m∈Λ`

Rj(sη,`, τη)
〈
B(sη,`, X̂

J,L(sη,`))
√
q`h`m, hjk

〉
× (β`m(τη)− β`m(sη,`)),

and ti∗,` := ti∗(η,`),` := τη, where Rj(·, ·) is defined as in (4.3.3). Then, we have

X̂J,L
j,k (τη) = Rj(τ0, τη)

〈
ξ, hjk

〉
− U (0)

j,k (τη)

+
L∑
`=1

∑
m∈Λ`

∫ τη

0

n∑̀
i=1

Rj(ti−1,`, τη)
〈
B(ti−1,`, X̂

J,L(ti−1,`))
√
q`h`m, hjk

〉
I(ti−1,`,ti,`]

(s)dβ`m(s).

(4.4.15)

Now, for κ = 1, 2, 3 we define

U
(κ)
j,k (τη) =

L∑
`=1

∑
m∈Λ`

∫ τη

0

n∑̀
i=1

V
(κ)
j,k,`,m,i(s, τη)I(ti−1,`,ti,`]

(s)dβ`m(s),

with

V
(1)
j,k,`,m,i(s, τη) = e−λj(τη−s)

〈(
B(s,XJ,L(s))−B(ti−1,`, X

J,L(ti−1,`))
)√

q`h`m, hjk
〉
,

V
(2)
j,k,`,m,i(s, τη) = e−λj(τη−s)

×
〈(
B(ti−1,`, X

J,L(ti−1,`))−B(ti−1,`, X̂
J,L(ti−1,`))

)√
q`h`m, hjk

〉
,

V
(3)
j,k,`,m,i(s, τη) =

(
e−λj(τη−s) −Rj(ti−1,`, τη)

) 〈
B(ti−1,`, X̂

J,L(ti−1,`))
√
q`h`m, hjk

〉
.

Then, from (4.4.5) and (4.4.15) we see

XJ,L
jk (τη)− X̂J,L

jk (τη) = (e−λjτη −Rj(τ0, τη))
〈
ξ, hjk

〉
+ U

(0)
j,k (τη) + U

(1)
j,k (τη) + U

(2)
j,k (τη) + U

(3)
j,k (τη).
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Now, since 1
n∗
� 1

n∗

∑L
`=1 γ` �

∑L
`=1

γ`
n`

, Lemma 4.4.3 implies

J∑
j=1

∑
k∈Λj

〈
ξ, hjk

〉 N∑
η=1

(
exp(−λjτη)−Rj(τ0, τη)

)2
(τη − τη−1) �

L∑
`=1

γ`
n`
.

Further, Assumption 4.2 together with (4.4.7) and Lemma 4.4.5 yields

J∑
j=0

∑
k∈Λj

E(U
(1)
j,k (τη))

2

�
L∑
`=1

γ`

n∑̀
i=1

∫ ti,`

ti−1,`

[
(1 + E‖XJ,L(s)‖2)(s− ti−1,`) + E‖XJ,L(s)−XJ,L(ti−1,`)‖2

]
ds

�
L∑
`=1

γ`

n∑̀
i=1

[
(ti,` − ti,`−1)2

2
+

∫ ti,`

ti−1,`

E‖XJ,L(s)−XJ,L(ti−1,`)‖2 ds

]
�

L∑
`=1

γ`/n`.

From Lemma 4.4.6, f(s) := E‖XJ,L(s)−X̃J,L(s)‖2 satisfies
∫ τη

0
f(s) ds �

∑L
`=1

γ`
n`

.

Noting that X̃J,L(τν) = X̂J,L(τν) for all ν = 1, . . . , N , from Assumption 4.2 in

view of Lemmata 4.4.5 and 4.4.6 we have

J∑
j=0

∑
k∈Λj

E(U
(2)
j,k (τη))

2

�
L∑
`=1

γ`

n∑̀
i=0

∫ τη∧ti,`

τη∧ti−1,`

(
E‖XJ,L(ti−1,`)−XJ,L(s)‖2

+ f(s) + E‖X̃J(s)− X̃J(ti−1,`)‖2
)

ds

�
L∑
`=1

γ`
n`
.

We consider the discrete temporal integral∑N
η=1

∑J
j=1

∑
k∈Λj

E(U
(3)
j,k (τη))

2(τη − τη−1) for the term E(U
(3)
j,k (τη))

2. To

utilise estimates we have derived, we estimate exp(−λj(τη − s)) − Rj(ti−1,`, τη)

and
〈
B(ti−1,`, X̂

J,L(ti−1,`))h`m, hjk

〉
separately. An extra care is needed to do

this, due to the dependence of the time steps (ti,`) on `.
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Let Ej(ti−1,`, s, τη) :=
∣∣e−λj(τη−s) − e−λj(τη−ti−1,`)

∣∣2I(ti−1,`,ti,`]
(s). If n` ≤ λj we

have

n∑̀
i=1

∫ τη

0

exp(−2λj(τη − ti−1,`))I(ti−1,`,ti,`]
(s) ds

≤
n∑̀
i=1

∫ τη

0

exp(−2λj(τη − s))I(ti−1,`,ti,`]
(s) ds =

∫ τη

0

exp(−2n`(τη − s)) ds ≤ 1

2n`
,

and thus
n∑̀
i=1

∫ τη

0

Ej(ti−1,`, s, τη) ds ≤ 1

n`
.

On the other hand, if λj ≤ n`, noting that |e−λj(τη−s)−e−λj(τη−ti−1,`)| ≤ e−λj(τη−s)
λj
n`

for s ∈ (ti−1,`, ti,`] with s ≤ τη, we have

n∑̀
i=1

∫ τη

0

Ej(ti−1,`, s, τη) ds ≤
λ2
j

n2
`

1

2λj
≤ 1

2n`
.

Thus, there exists j∗ ∈ {j′ | λj′ ≤ n∗} such that for any j ≥ 1 we have

n∑̀
i=1

∫ τη

0

Ej(ti−1,`, s, τη) ds

≤
n∑̀
i=1

max

{∫ τη

0

Ej∗(ti−1,`, s, τη) ds, sup
j∈{j′|λj′>n∗}

∫ τη

0

Ej(ti−1,`, s, τη) ds

}
≤ 1

n`
.

(4.4.16)

Further, let Fj(ti−1,`, s, τη) :=
∣∣∣e−λj(τη−ti−1,`)−Rj(ti−1,`, τη)

∣∣∣2I(ti−1,`,ti,`]
(s). For

each ` ∈ {1, . . . , L} and j ≥ 1, letting δτη := τη − τη−1 we have

n∑̀
i=1

N∑
η=1

∫ τη

0

Fj(ti−1,`, s, τη) dsδτη =

n∑̀
i=1

N∑
η=η∗(i−1,`)+1

∫ τη

0

Fj(ti−1,`, s, τη) dsδτη

≤ 1

n`

n∑̀
i=1

sup
j≥1

(
N∑

η=η∗(i−1,`)+1

Fj(ti−1,`, s, τη)δτη

)
� 1

n`
,

where in the last inequality Lemma 4.4.3 is used. Thus, we have

n∑̀
i=1

sup
j≥1

N∑
η=1

∫ τη

0

Fj(ti−1,`, s, τη) dsδτη �
1

n`
. (4.4.17)
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Hence, letting ajk`m(ti−1,`) := E
[〈
B(ti−1,`, X̂

J,L(ti−1,`))
√
q`h`m, hjk

〉2]
, for all ` ∈

{1, . . . , L} we have

N∑
η=1

n∑̀
i=1

∑
{j|λj≤n∗}

∑
k∈Λj

∑
m∈Λ`

ajk`m(ti−1,`)

×
∫ τη

0

(
exp(−λj(τη − s))−Rj(ti−1,`, τη)

)2I(ti−1,`,ti,`]
(s) ds δτη

≤ 2

n∑̀
i=1

( N∑
η=1

∫ τη

0

Ej∗(ti−1,`, s, τη) ds δτη + sup
j′≥1

N∑
η=1

∫ τη

0

Fj′(ti−1,`, s, τη) ds δτη

)
×

∑
{j|λj≤n∗}

∑
k∈Λj

∑
m∈Λ`

ajk`m(ti−1,`).

Similarly, we have

N∑
η=1

n∑̀
i=1

∑
{j|j≤J,n∗<λj}

∑
k∈Λj

∑
m∈Λ`

ajk`m(ti−1,`)

≤ 2

n∑̀
i=1

( N∑
η=1

sup
j′∈{j|λj>n∗}

∫ τη

0

Ej′(ti−1,`, s, τη) ds δτη

+ sup
j′≥1

N∑
η=1

∫ τη

0

Fj′(ti−1,`, s, τη) ds δτη

) ∑
{j|j≤J,n∗<λj}

∑
k∈Λj

∑
m∈Λ`

ajk`m(ti−1,`).

Therefore, from Assumption 4.2 and Lemma 4.4.2, together with from (4.4.16)

and (4.4.17) we have

N∑
η=1

J∑
j=1

∑
k∈Λj

E(U
(3)
j,k (τη))

2
(τη − τη−1)

=
N∑
η=1

L∑
`=1

n∑̀
i=1

J∑
j=1

∑
k∈Λj

∑
m∈Λ`

ajk`m(ti−1,`)

×
∫ τη

0

(
exp(−λj(τη − s))−Rj(ti−1,`, τη)

)2

I(ti−1,`,ti,`]
(s) ds(τη − τη−1)

≤ 2
L∑
`=1

1

n`

J∑
j=1

∑
k∈Λj

∑
m∈Λ`

ajk`m(ti−1,`) �
L∑
`=1

γ`
n`
.
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Finally, from Assumption 4.2 we have

J∑
j=1

∑
k∈Λj

E(U
(0)
j,k (τη))

2 ≤
J∑
j=1

∑
k∈Λj

( L∑
`=1

∑
m∈Λ`

ajk`m(sη,`)

)
1

n`
�

L∑
`=1

γ`
n`
,

which completes the proof.

Now, we are ready to state the fully discretised error estimate.

Theorem 4.4.8. Suppose Assumption 4.2 holds. Then, we have

E
[ N∑
η=1

‖X(τη)− X̂J,L(τη)‖2(τη − τη−1)
]
� 1

λJ+1

+
∞∑

`=L+1

γ` +
L∑
`=1

γ`
n`
,

where X̂J,L is defined as in (4.3.5).

Proof. The statement follows from Propositions 4.4.1 and 4.4.7.

4.5 Discrete regularity estimate

We now turn our attention to a discrete analogue of maximal regularity of the

scheme introduced in Section 4.3.

First, let PJx :=
∑J

j=1

∑
k∈Λj

〈
x, hjk

〉
hjk for x ∈ H. Further, by writing∏

∅ = I we let

R(τη1 , τη2 ;A) :=

η2∏
ν=η1+1

(
I − 1

τν − τν−1

A
)−1

, (4.5.1)

where the meaning of the product symbol is unambiguous due to the commuta-

tivity of resolvents.

For j ∈ {1, . . . , J}, k ∈ Λj, and η ∈ {1, . . . , N}, define

[
RJ �B(·, X̂J,L(·))

]L
(τη)

:=
L∑
`=1

∑
m∈Λ`

∑
τ1≤ti,`≤τη

PJR(ti−1,`, τη;A)B(ti−1,`, X̂
J,L(ti−1,`))

√
q`h`m

× (β`m(ti,`)− β`m(ti−1,`)).

(4.5.2)

For ξ = 0 and B(ti−1,`, X̂
J,L(ti−1,`)) = B(ti−1,`) the equation (4.5.2) is a discrete

analogue of the stochastic convolution. The Fourier coefficients of (4.5.2) are
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given by

[
RJ �B(·, X̂J,L(·))

]L
jk

(τη) :=
〈[
RJ �B(·, X̂J,L(·))

]L
(τη), hjk

〉
=

L∑
`=1

∑
m∈Λ`

∑
τ1≤ti,`≤τη

√
q`Rj(ti−1,`, τη)

〈
B(ti−1,`, X̂

J,L(ti−1,`))h`m, hjk

〉
× (β`m(ti,`)− β`m(ti−1,`)), for j ∈ {1, . . . , J}, k ∈ Λj, and η ∈ {1, . . . , N}.

Then, noting that by the assumptions on A we have ((I −λA)−1)∗ = (I −λA)−1

for λ ∈ (0,∞), the Fourier coefficients of the discretised solution are given by

X̂J,L
jk (τη) = Rj(τ0, τη)

〈
ξ, hjk

〉
+
[
RJ �B(·, X̂J,L(·))

]L
jk

(τη).

Our first goal is to estimate the expectation of ‖X̂J,L(τη)‖2
D(Ar). For any r ≥ 0

we have

E‖X̂J,L(τη)‖2
D(Ar) =

J∑
j=1

∑
k∈Λj

λ2r
j

∣∣Rj(τ0, τη)
〈
ξ, hjk

〉 ∣∣2
+

J∑
j=1

∑
k∈Λj

λ2r
j E
∣∣[RJ �B(·, X̂J,L(·))

]L
jk

(τη)
∣∣2. (4.5.3)

We see the second term in the right hand side of (4.3.4) as the stochastic integral

of a representation of an elementary process.

Let P`mx := 〈x, h`m〉h`m for ` ≥ 1, m ∈ Λ`, and let ι ≥ 0 be the index from

Assumption 4.1. For ν ∈ {1, . . . , η}, we define an L2(H0, D(Aι))-valued random

variable (φ
J,(η)
`m )ν−1 by

(φ
J,(η)
`m )ν−1 :=


PJR(sν,`, τη;A)B(sν,`, X̂

J,L(sν,`))P`m if ` ∈ Ξν

0H0→H if ` 6∈ Ξν ,

(4.5.4a)

(4.5.4b)

where

Ξν :=
{
` ∈ {1, . . . , L}

∣∣ ` ∈ Kµ for some µ ∈ {ν, . . . , η}
}
. (4.5.5)

We elaborate on the notation. First, note the following: for ` 6∈ Kν , ν ∈
{0, . . . , η} if the index i′ ∈ {1, . . . , n`} is such that sν,` = ti′−1,`, then we have

τν < ti′,`. The separate treatment (4.5.4b) corresponds to the construction of

the algorithm: suppose ` ∈ {1, . . . , L} and i∗ ∈ {1, . . . , n`} satisfy sη,` = ti∗−1,`
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and τη < ti∗,`, then the evaluation β`m(ti∗,`) of the Brownian motion β`m at ti∗,`

is not used to obtain X̂J,L
jk (τη); only up to β`m(t0,`), . . . , β`m(ti∗−1,`) are used.

Let us define the elementary process Φ
J,(η)
`m : Ω× [0, τη]→ L2(H0, D(Aι)) by

Φ
J,(η)
`m (ω, t) :=

η∑
ν=1

(φ
J,(η)
`m )ν−1(ω) I(τν−1,τν ](t).

Then, we have the following.

Lemma 4.5.1. Let
[
RJ �B(·, X̂J,L(·))

]L
jk

(·) be defined by (4.5.2) and let Assump-

tion 4.1 hold with ι ≥ 0. Then, for j = 1 . . . , J , and k ∈ Λj we have

[
RJ �B(·, X̂J,L(·))

]L
jk

(τη) =

〈∫ τη

0

L∑
`=1

∑
m∈Λ`

Φ
J,(η)
`m (s)dW (s), hjk

〉
.

Proof. Fix η ∈ {1, . . . , N}. Let Sµ := Kη−µ \ (
⋃
µ′∈{0,...,µ−1}Kη−µ′) for µ, η ∈

{1, . . . , N} with µ ≤ η, and let S0 := Kη. Then, we have

[
RJ �B(·, X̂J,L(·))

]L
jk

(τη)

=

η∑
ν=1

∑
`∈Kη

∑
m∈Λ`

√
q`Rj(sν,`, τη)

〈
B(sν,`, X̂

J,L(sν,`))h`m, hjk

〉
(β`m(τν)− β`m(τν−1))

+

η−1∑
ν=1

∑
`∈S1

∑
m∈Λ`

√
q`Rj(sν,`, τη)

〈
B(sν,`, X̂

J,L(sν,`))h`m, hjk

〉
(β`m(τν)− β`m(τν−1))

...

+

η−µ∑
ν=1

∑
`∈Sµ

∑
m∈Λ`

√
q`Rj(sν,`, τη)

〈
B(sν,`, X̂

J,L(sν,`))h`m, hjk

〉
(β`m(τν)− β`m(τν−1))

...

+
∑
`∈Sη−1

∑
m∈Λ`

√
q`Rj(s1,`, τη)

〈
B(s1,`, X̂

J,L(s1,`))h`m, hjk

〉
(β`m(τ1)− β`m(τ0)).

Further, we can rewrite the above as

[
RJ �B(·, X̂J,L(·))

]L
jk

(τη)

=

η−1∑
µ=0

η−µ∑
ν=1

∑
`∈Sµ

∑
m∈Λ`

〈
B(sν,`, X̂

J,L(sν,`))P`m(W (τν)−W (τν−1)), R(sν,`, τη;A)PJhjk
〉
.
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By the assumptions on A we have ((I − λA)−1)∗ = (I − λA)−1 for λ ∈ (0,∞),

and thus

[
RJ�B(·, X̂J,L(·))

]L
jk

(τη) =

〈
η∑
ν=1

( L∑
`=1

∑
m∈Λ`

(φ
J,(η)
`m )ν−1

)(
W (τν)−W (τν−1)

)
, hjk

〉
.

By definition of the stochastic integral of elementary processes the statement

follows.

Using the previous result, we obtain the following estimate.

Proposition 4.5.2. Let Assumption 4.1 hold with some ι ≥ 0. Let η ∈ {1, . . . , N}.
For p ≥ 1, suppose that the process defined by (4.5.4a)–(4.5.4b) satisfies

E
[ η∑
ν=1

∥∥∥∥ L∑
`=1

∑
m∈Λ`

(φ
J,(η)
`m )ν−1

∥∥∥∥2

L2(H0,D(Aι))

(τν − τν−1)

]
<∞. (4.5.6)

Then, we have

E
[∥∥[RJ �B(·, X̂J,L(·))

]L
(τη)

∥∥2

D(Aι)

]
≤ E

[ η∑
ν=1

∥∥∥∥ L∑
`=1

∑
m∈Λ`

(φ
J,(η)
`m )ν−1

∥∥∥∥2

L2(H0,D(Aι))

(τν − τν−1)

]
. (4.5.7)

Proof. For any η ∈ {1, . . . , N}, from Lemma 4.5.1 we have

E
[∥∥[RJ �B(·, X̂J,L(·))

]L
(τη)

∥∥2

D(Aι)

]
= E

[ J∑
j=1

∑
k∈Λj

λ2r
j

∣∣∣∣〈∫ τη

0

L∑
`=1

∑
m∈Λ`

Φ
J,(η)
`m (s)dW (s), hjk

〉∣∣∣∣2].
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It follows that

E
[ J∑
j=1

∑
k∈Λj

∣∣∣∣
〈∫ τη

0

L∑
`=1

∑
m∈Λ`

Φ
J,(η)
`m (s)dW (s), λrjhjk

〉∣∣∣∣2]

≤ E
[∥∥∥∥ ∫ τη

0

L∑
`=1

∑
m∈Λ`

Φ
J,(η)
`m (s)dW (s)

∥∥∥∥2

D(Aι)

]

= E
[ ∫ τη

0

∥∥∥∥ L∑
`=1

∑
m∈Λ`

Φ
J,(η)
`m (s)

∥∥∥∥2

L2(H0,D(Aι))

ds

]

= E
[ η∑
ν=1

∥∥∥∥ L∑
`=1

∑
m∈Λ`

(φ
J,(η)
`m )ν−1

∥∥∥∥2

L2(H0,D(Aι))

(τν − τν−1)

]
<∞,

where in the first equality Itô’s isometry, and in the last inequality the condi-

tion (4.5.6) is used. Thus, the statement follows.

We need the following estimate for the process (φ
J,(η)
`m )ν−1 as in (4.5.4a) and

(4.5.4b) in terms of the Hilbert–Schmidt norm.

Lemma 4.5.3. Suppose that Assumption 4.1 is satisfied. Fix an arbitrary integer

η ∈ {1, . . . , N}. Then, for any ν ∈ {0, . . . , η}, we have

∥∥∥∥ L∑
`=1

∑
m∈Λ`

(φ
J,(η)
`m )ν−1

∥∥∥∥
L2(H0,D(Aι))

=

∥∥∥∥∑
`∈Ξν

∑
m∈Λ`

(φ
J,(η)
`m )ν−1

∥∥∥∥
L2(H0,D(Aι))

≤
(∑
`∈Ξν

∑
m∈Λ`

J∑
j=1

∑
k∈Λj

λ2ι
j |Rj(sν,`, τη)|2

∣∣∣ 〈B(sν,`, X̂
J,L(sν,`))

√
q`h`m, hjk

〉 ∣∣∣2) 1
2

,

where Ξν is defined by (4.5.5).

Proof. Note that if ` 6∈ Ξν , then
∥∥∥(φ

J,(η)
`m )ν−1

√
q`h`m

∥∥∥2

D(Aι)
= 0. Thus, noting that

P`mh`′m′ = 0 unless ` = `′ and m = m′, from the definition of (φ
J,(η)
`m )ν−1 we

have∥∥∥∥ L∑
`=1

∑
m∈Λ`

(φ
J,(η)
`m )ν−1

∥∥∥∥2

L2(H0,D(Aι))

=
L∑

`′=1

∑
m′∈Λ`′

∥∥∥∥(φ
J,(η)
`′m′ )ν−1

√
q`′h`′m′

∥∥∥∥2

D(Aι)

=
∑
`′∈Ξν

∑
m′∈Λ`′

∥∥∥∥(φ
J,(η)
`′m′ )ν−1

√
q`′h`′m′

∥∥∥∥2

D(Aι)

.
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Fix ` ∈ Ξν . For any η ∈ {1, . . . , N} and ν ∈ {1, . . . , η} we have∥∥∥(φ
J,(η)
`m )ν−1

√
q`h`m

∥∥∥2

D(Aι)

=
∞∑
j=1

∑
k∈Λj

λ2ι
j

∣∣∣ 〈PJR(sν,`, τη;A)B(sν,`, X̂
J,L(sν,`))

√
q`h`m, hjk

〉 ∣∣∣2
≤

J∑
j=1

∑
k∈Λj

λ2ι
j |Rj(sν,`, τη)|2

∣∣∣ 〈B(sν,`, X̂
J,L(sν,`))

√
q`h`m, hjk

〉 ∣∣∣2.
Hence, the statement follows.

The following lemma is important to show the maximal regularity estimate of

the same form as the continuous counterpart (4.2.3), studied in [22, Proposition

6.18] and [21].

Lemma 4.5.4. For any j ≥ 1, ` ≥ 1, and i ∈ {1, . . . , n`}, we have

∑
ti,`≤τη≤τN

|Rj(ti−1,`, τη)|2(τη − τη−1) ≤ 2

λj
,

where Rj(·, ·) is defined by (4.3.3).

Proof. For τη0 ∈ {τ0, . . . , τN} define a continuous interpolation Sj(τη0 , ·) : [0, 1]→
R of Rj(τη0 , τη) by

Sj(τη0 , t) :=
N∏

ν=η0+1

1

1 + λj(t ∧ τν − t ∧ τν−1)
, t ∈ [0, 1]. (4.5.8)

Then, for t ∈ (τη−1, τη], η ∈ {1, . . . , N}, we have

Sj(τη0 , t)I{(τη−1,τη ]}(t) = Sj(τη0 , t) ≥ Rj(τη0 , τη)I{(τη−1,τη ]}(t).

Further, for ` = 1, . . . , L and i = 1, . . . , n`, let τη∗ := τη∗(i,`) := ti,`. Then, we

have

∑
ti,`≤τη≤τN

|Rj(ti−1,`, τη)|2(τη − τη−1) ≤
∫ 1

τη∗−1

N∑
η=η∗(i,`)

|Sj(ti−1,`, s)|2I{(τη−1,τη ]}(s) ds

=

∫ 1

τη∗−1

|Sj(ti−1,`, s)|2 ds ≤
∫ 1

ti−1,`

|Sj(ti−1,`, s)|2 ds.
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For t ∈ [tκ−1,`, tκ−1,`] with κ ≥ i, the elementary inequality 1
1+(b−a)

1
1+(c−b) ≤

1
1+(c−a)

(0 ≤ a ≤ b ≤ c) implies Sj(ti−1,`, t) ≤ 1
(1+λj/n`)

κ−i · 1
1+λj(t−tκ−1,`)

, and

therefore∫ 1

ti−1,`

|Sj(ti−1,`, s)|2 ds =

n∑̀
κ=i

∫ tκ,`

tκ−1,`

|Sj(ti−1,`, s)|2 ds

≤
n∑̀
κ=i

1

(1 +
λj
n`

)2κ−2i

∫ tκ,`

tκ−1,`

1

(1 + λj(s− tκ−1,`))2
ds

=

n∑̀
κ=i

1

(1 +
λj
n`

)2κ−2i

1

λj + 1/(tκ,` − tκ−1,`)
≤ 1

λj + n`

n∑̀
κ=i

1

(1 +
λj
n`

)2κ−2i
.

If
λj
n`
≥ 1, then 1

λj+n`

∑n`
κ=i

1
(1+λj/n`)

2κ−2i ≤ 2
λj

, and otherwise (1 +
λj
n`

)2 ≤ 4 and

thus

1

λj + n`

n∑̀
κ=i

1

(1 +
λj
n`

)2κ−2i
≤ 1

n`

1

1− 1/(1 +
λj
n`

)2
≤ 4

2λj + λ2
j/n`

≤ 2

λj
.

Hence, we have
∑

ti,`≤τη≤τN |Rj(ti−1,`, τη)|2(τη − τη−1) ≤ 2
λj

, as claimed.

We are ready to state our main result in this chapter.

Theorem 4.5.5. Suppose Assumption 4.1 is satisfied with some ι ≥ 0. Then,

we have

N∑
η=1

E
[ ∥∥∥[RJ �B(·, X̂J,L(·))

]L
(τη)

∥∥∥2

D(A
ι+1/2

)

]
(τη − τη−1)

≤2E
[ ∞∑
`=1

∑
m∈Λ`

n∑̀
i=1

∥∥∥PJB(ti−1,`, X̂
J,L(ti−1,`))PL

√
q`h`m

∥∥∥2

D(Aι)
(ti,` − ti−1,`)

]
.

In particular, X
J,L

defined as in (4.3.1) satisfies

N∑
i=1

E
[ ∥∥∥[RJ �B(·, XJ,L

(·))
]L

(ti)
∥∥∥2

D(A
ι+1/2

)

]
(ti − ti−1)

≤ 2
N∑
i=1

E
[ ∥∥∥PJB(ti−1, X

J,L
(ti−1))PL

∥∥∥2

L2(H0,D(Aι))

]
(ti − ti−1).
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Proof. We first show that for η = 1, . . . , N , we have

E
[ η∑
ν=1

∥∥∥∥ L∑
`=1

∑
m∈Λ`

(φ
J,(η)
`m )ν−1

∥∥∥∥2

L2(H0,D(A
ι+1/2

))

(τν − τν−1)

]
<∞. (4.5.9)

In view of Lemma 4.5.3, we have

N∑
η=1

E
[ η∑
ν=1

∥∥∥∥ L∑
`=1

∑
m∈Λ`

(φ
J,(η)
`m )ν−1

∥∥∥∥2

L2(H0,D(A
ι+1/2

))

(τν − τν−1)

]
(τη − τη−1)

≤
N∑
η=1

E
[ J∑
j=1

∑
k∈Λj

η∑
ν=1

∑
`∈Ξν

∑
m∈Λ`

λ2ι+1
j |Rj(sν,`, τη)|2

×
∣∣∣ 〈B(sν,`, X̂

J,L(sν,`))
√
q`h`m, hjk

〉 ∣∣∣2(τν − τν−1)

]
(τη − τη−1)

= E
[ J∑
j=1

∑
k∈Λj

L∑
`=1

∑
m∈Λ`

N∑
η=1

∑
τ1≤ti,`≤τη

λ2ι+1
j |Rj(ti−1,`, τη)|2

×
∣∣∣ 〈B(ti−1,`, X̂

J,L(ti−1,`))
√
q`h`m, hjk

〉 ∣∣∣2(ti,` − ti−1,`)(τη − τη−1)

]
.

(4.5.10)

Since
N⋃
η=1

⋃
τ1≤ti,`≤τη

{τη, ti,`} =

n⋃̀
i=1

⋃
ti,`≤τη≤τN

{τη, ti,`},

the right hand side of (4.5.10) can be rewritten as

E
[ J∑
j=1

∑
k∈Λj

L∑
`=1

∑
m∈Λ`

n∑̀
i=1

∑
ti,`≤τη≤τN

λ2ι+1
j |Rj(ti−1,`, τη)|2

×
∣∣∣ 〈B(ti−1,`, X̂

J,L(ti−1,`))
√
q`h`m, hjk

〉 ∣∣∣2(ti,` − ti−1,`)(τη − τη−1)

]
= E

[ J∑
j=1

∑
k∈Λj

L∑
`=1

∑
m∈Λ`

n∑̀
i=1

λ2ι+1
j

∣∣∣ 〈B(ti−1,`, X̂
J,L(ti−1,`))

√
q`h`m, hjk

〉 ∣∣∣2
× (ti,` − ti−1,`)

∑
ti,`≤τη≤τN

|Rj(ti−1,`, τη)|2(τη − τη−1)

]
. (4.5.11)

From Lemma 4.5.4, (4.5.10) and (4.5.11), due to Assumption 4.1 we have (4.5.9).
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From (4.5.9), we note that Proposition 4.5.2 implies

N∑
η=1

E
[ ∥∥∥[RJ �B(·, X̂J,L(·))

]L
(τη)

∥∥∥2

D(A
ι+1/2

)

]
(τη − τη−1)

≤
N∑
η=1

E
[ η∑
ν=1

∥∥∥∥ L∑
`=1

∑
m∈Λ`

(φ
J,(η)
`m )ν−1

∥∥∥∥2

L2(H0,D(A
ι+1/2

))

(τν − τν−1)

]
(τη − τη−1).

Therefore, again from Lemma 4.5.4 together with (4.5.10) and (4.5.11) we obtain

N∑
η=1

E
[ ∥∥∥[RJ �B(·, X̂J,L(·))

]L
(τη)

∥∥∥2

D(A
ι+1/2

)

]
(τη − τη−1)

≤ 2E
[ J∑
j=1

∑
k∈Λj

L∑
`=1

∑
m∈Λ`

n∑̀
i=1

λ2ι
j

∣∣∣ 〈B(ti−1,`, X̂
J,L(ti−1,`))

√
q`h`m, hjk

〉 ∣∣∣2
× (ti,` − ti−1,`)

]
= 2E

[ ∞∑
`=1

∑
m∈Λ`

n∑̀
i=1

∥∥∥PJB(ti−1,`, X̂
J,L(ti−1,`))PL

√
q`h`m

∥∥∥2

D(Aι)
(ti,` − ti−1,`)

]
.

When n` = N for all ` ∈ {1, . . . , L}, we have ti,`−ti−1,` = ti−ti−1 (i = 1, . . . , N).

Thus, repeating the same argument as above completes the proof.

As a consequence of the previous result, given a suitable regularity of the

initial condition, the approximate solution has the spatial regularity “one-half

smoother”—the same as the continuous counterpart [22]—than the range of the

operator B(t, x).

Corollary 4.5.6. Let Assumption 4.1 hold and ξ ∈ D(Aι). Then, we have

( N∑
η=1

E
[
‖X̂J,L(τη)‖2

D(A
ι+1/2

)

]
(τη − τη−1)

) 1
2

�
∥∥PJξ

∥∥
D(Aι)

+

(
E
[ ∞∑
`=1

∑
m∈Λ`

n∑̀
i=1

∥∥∥PJB(ti−1,`, X̂
J,L(ti−1,`))PL

√
q`h`m

∥∥∥2

D(Aι)
(ti,` − ti−1,`)

]) 1
2

.
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In particular, X
J,L

defined as in (4.3.1) satisfies

( n∑
i=1

E
[
‖XJ,L

(ti)‖2
D(Aι+1/2)

]
(ti − ti−1)

) 1
2

�
∥∥PJξ

∥∥
D(Aι)

+

( n∑
i=1

E
[ ∥∥∥PJB(ti−1, X

J,L
(ti−1))PL

∥∥∥2

L2(H0,D(Aι))

]
(ti − ti−1)

) 1
2

.

Proof. From Lemma 4.5.4 we have

N∑
η=1

E
[ ∥∥R(τ0, τη;A)PJξ

∥∥2

D(A
ι+1/2

)

]
(τη − τη−1)

= E
[ J∑
j=1

∑
k∈Λj

λ2ι+1
j

∣∣ 〈ξ, hjk〉 ∣∣2 N∑
η=1

∣∣Rj(τ0, τη)
∣∣2(τη − τη−1)

]
≤ 2E

[ J∑
j=1

∑
k∈Λj

λ2ι
j

∣∣ 〈ξ, hjk〉 ∣∣2].
Then, from (4.5.3) and Theorem 4.5.5 the first statement follows. Letting n` = n

for ` = 1, . . . , L establishes the second statement.

Remark 6. The results in this section can be generalised to non-uniform grids

on each level. Let 0 < t1,` < · · · < tn`,` = 1 be the temporal grids that satisfies

the following: Letting δmax
` := maxi=1,...,n`

{ti,` − ti−1,`}, δmin
` := mini=1,...,n`

{ti,` −
ti−1,`}, we have a constant cdisc ≥ 1 such that δmax

` /δmin
` ≤ cdisc holds. Then, the

statement of Lemma 4.5.4 can be replaced by

∑
ti,`≤τη≤τN

|Rj(ti−1,`, τη)|2(τη − τη−1) ≤ 2cdisc

λj
,

and that of Theorem 4.5.5 by

N∑
η=1

E
[ ∥∥∥[RJ �B(·, X̂J,L(·))

]L
(τη)

∥∥∥2

D(A
ι+1/2

)

]
(τη − τη−1)

≤ 2cdiscE
[ ∞∑
`=1

∑
m∈Λ`

n∑̀
i=1

∥∥∥PJB(ti−1,`, X̂
J,L(ti−1,`))PL

√
q`h`m

∥∥∥2

D(Aι)
(ti,` − ti−1,`)

]
.

4.6 Conclusion

In this chapter, we considered an implicit Euler–Maruyama scheme for a class

of stochastic partial differential equations. We showed a discrete error estimate
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(Theorem 4.4.8), and further showed that the scheme satisfies a discrete analogue

of the maximal L2-regularity (Corollary 4.5.6).
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Appendix A

Weak derivatives on spherical shells

The representation (2.2.3) of T have a structure inherited from the covariance

function (2.2.2); T is expanded by the product of radial and angular complete or-

thonormal systems. To show the Sobolev smoothness of T we wish to utilise this

structure. For this reason, we consider the following sequence of smooth functions

{(JP)nf} that approximates f ∈ L2(So
ε). These functions plays a role equiv-

alent to the Friedrichs mollifier ([30, 31, 33]), only they are more suited to the

shell setting. We define the inner product 〈f, g〉 1
r2

=
∫
Soε
fg 1

r2
dx=

∫∫
Soε
fg drdS.

Then, the induced norm ‖·‖ 1
r2

satisfies

rin ‖f‖ 1
r2
≤ ‖f‖L2(Soε) ≤ rout ‖f‖ 1

r2
. (A.1)

Often, it is easier to work with ‖·‖ 1
r2

. Let jn be a standard mollifier on R with

support [ 1
n
, 1
n
], and Pn is the Legendre polynomial of degree n. For f ∈ L2(So

ε),

define (JP)nf , Jnf , and Pnf as follows: For rσ ∈ So
ε, let

[(JP)nf ](rσ) :=

∫ rout

rin

∫
S2

f(r0, σ0)jn(r − r0)Pn(σ · σ0) dr0dS0,

[Jnf ](rσ) :=

∫ rout

rin

f(r0, σ)jn(r − r0) dr0,

and

[Pnf ](rσ) :=

∫
S2

f(r, σ0)Pn(σ · σ0) dS0.

We remark that (JP)nf , and (J )nf can be extended to So
ε∗ := {x ∈ R | r∗in <

‖x‖2 < r∗out} ⊃ Sε for arbitrary r∗in ∈ (0, rin) and r∗out ∈ (rout,∞) as follows:

for any representative f ∈ L2(So
ε), for each σ as a function on (rin, rout) we

extend [(JP)nf ](·, σ), respectively [Jnf ](·, σ) to C∞((r∗in, r
∗
out))-functions by ex-

tending f(·, σ) on R by 0, and restricting the resulting [(JP)nf ](·, σ), respec-

tively [Jnf ](·, σ) to (r∗in, r
∗
out).
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First, we show (JP)nf is a smooth function on Sε.
Lemma A.1. Let f ∈ L2(So

ε). Then, for each n ∈ N ∪ {0} we have

sup
x∈Soε∗

∣∣∆ι[(JP)nf ](x)
∣∣ ≤ Cn,ι, (A.2)

for every ι ∈ N ∪ {0}. Further,

[(JP)nf ](rin, ·), [(JP)nf ](rout, ·) ∈ C∞(S2). (A.3)

Proof. Take α, β ∈ N ∪ {0} arbitrarily. In the following, we often indicate the

variable σ that ∆S2 acts on by writing ∆S2,σ. From the smoothness of jn, and

Pn(σ · σ0), together with f := f ext|Soε∗ ∈ L
1(So

ε∗), for any x ∈ So
ε∗ we have

∣∣∣ ∂α
∂rα

∆β
S2,σ[(JP)nf ](x)

∣∣∣ =
∣∣∣∆β

S2,σ

∂α

∂rα
[(JP)nf ](x)

∣∣∣
≤

(
sup
s∈R

∣∣∣ ∂α
∂rα

jn(s)
∣∣∣)( sup

t∈S2

(n2 + n)β|Pn(t)|

)∫∫
Sε
|f(r0, σ0)| dr0dS0 <∞.

Thus, the first claim follows noting that ∆ι can be written as a finite sum of

differential operators

∆ι =
∑

0≤α,2β≤2ι

cαβ
pαβ(r)

∆β
S2

∂α

∂rα
, (A.4)

where cαβ ∈ R are constants, and pαβ(r)(6= 0) are non-zero polynomials of r ∈
[rin, rout] such that supr∈[rin,rout]

∣∣ 1
pαβ(r)

∣∣ <∞.

For (A.3), from f ∈ L2(So
ε) we observe Jnf(r′, ·) ∈ L2(S2) for arbitrary

r′ ∈ [rin, rout]. Then, (A.3) readily follows.

Corollary A.2. Let f ∈ L2(So
ε). Then, changing the value on measure zero sets

if necessary we have

(JP)nf ∈ C∞(Sε).

Proof. Let Γ(x− y) := − 1
4π

1
‖x−y‖2

(x, y ∈ R3), and

w1(x) :=

∫
Soε∗

Γ(x− y) ∆[(JP)nf ](y) dy, (x ∈ R3),

where So
ε∗ = {x ∈ R | r∗in < ‖x‖2 < r∗out} ⊃ Sε. From (A.2), we have [(JP)nf ] ∈

L2(So
ε∗). Thus, from [50, Theorem 12.1.1] we have w1|Soε∗ ∈ H

2(So
ε∗) and a.e. in
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So
ε∗ we have

∆w1 = ∆[(JP)nf ] ≤ Cn,1,

and thus, for a.e. in So
ε∗ we have ∆

(
w1 − (JP)nf

)
= 0. Since weakly harmonic

functions are almost everywhere harmonic, there exists a harmonic function v1

such that v1 = w1 − (JP)nf a.e. in So
ε∗.

Since ∆[(JP)nf ] ≤ Cn,1, from [33, Lemma 4.1] for i ∈ {1, 2, 3} we have

∂

∂xi
w1(x) =

∫
Soε∗

∂

∂xi
Γ(x− y) [∆(JP)nf ](y) dy (x ∈ R3), (A.5)

and w1|Soε∗ ∈ C
1(So

ε∗). From (JP)nf = v1 +w1 almost everywhere in So
ε∗, we can

conclude that there exists ((JP)nf)∼ ∈ C1(So
ε∗) such that ((JP)nf)∼ = (JP)nf

a.e. in So
ε∗. Note that in particular ((JP)nf)∼ ∈ C1(Sε).

Noting ∆ι[(JP)nf ] ≤ Cn,ι, repeating the argument yields

((JP)nf)∼|Sε ∈ C
∞(Sε).

We have established (JP)nf ∈ C∞(So
ε). To use (JP)nf as a mollifier, we

next show that the sequence {(JP)nf}, and derivatives of this sequence, ap-

proximates f , and respectively derivatives of f in L2(So
ε).

We first show two lemmata that claim Jnf and Pnf approximate f in the

radial and angular directions.

Lemma A.3. For f ∈ L2(So
ε), we have

Jnf → f (n→∞) in L2(So
ε).

Proof. For S2-almost every σ we have f(·, σ) ∈ L2((rin, rout)). Thus, for any

ε > 0 there exists n0 = n0(σ) such that for all n ≥ n0 we have

gn(σ) :=

∫ rout

rin

∣∣∣∣Jnf(·, σ)− f(·, σ)

∣∣∣∣2 dr < ε, for S2-almost every σ.

From the property of the mollifier jn, for S2-almost every σ ∈ S2, for each n ∈
N, we have gn(σ) ≤ 4 ‖f(·, σ)‖2

L2((rin,rout))
. Together with

∫
S2 4 ‖f(·, σ)‖2

L2((rin,rout))
dS =

4 ‖f(·, σ)‖2
L2(Soε) < ∞, the dominated convergence theorem and (A.1) yields the

desired result.

It is easy to show that Pnf approximates f up to derivatives.
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Lemma A.4. Let β ∈ N and β′ ∈ {0, 1, . . . , β}. Suppose f ∈ L2(So
ε) satisfies∫

Soε

∣∣∆β′

S2f(x)
∣∣2 dx < ∞, where the Laplace–Beltrami operator ∆β′

S2 is defined in

the weak sense. Then,

∆β′

S2Pnf → ∆β′

S2f (n→∞) in L2(So
ε),

for each β′ ∈ {0, 1, . . . , β}.

Proof. Fix β′ ∈ {0, 1, . . . , β}. From the assumption, for (rin, rout)-almost every

r we have f(r, ·), ∆β′

S2f(r, ·) ∈ L2(S2). From the standard differentiation under

the integral sign and the integration by parts on the sphere, and the definition

of the weak Laplace–Beltrami operator, for (rin, rout)-almost every r we note

[∆β′

S2(Pnf)](r, σ) = [Pn(∆β′

S2f)](r, σ).

Since ∆β′

S2f(·, σ) ∈ L2(S2) for (rin, rout)-almost every r, for any ε > 0 there

exists n1 = n1(r) such that for all n ≥ n1 we have∫
S2

∣∣∣Pn (∆β′

S2f
)

(r, ·)−∆β′

S2f(r, ·)
∣∣∣2 dS < ε,

for (rin, rout)-almost every r. The result follows by the same argument as Lemma

A.3, noting
∥∥[Pn(∆β′

S2f)](r, ·)
∥∥
L2(S2)

≤
∥∥∥∆β′

S2f(r, ·)
∥∥∥
L2(S2)

.

Now, we are ready to state (JP)nf approximates f ∈ L2(So
ε).

Proposition A.5. For f ∈ L2(So
ε), we have

‖(JP)nf − f‖L2(Soε) → 0 (n→∞). (A.6)

Proof. Trivially, we have (JP)nf −f = Jnf −f +Jn(Pnf −f), and thus noting

that ‖Jnf‖L2(Soε) ≤ ‖f‖L2(Soε) we have

‖(JP)nf − f‖L2(Soε) ≤ ‖Jnf − f‖L2(Soε) + ‖Pnf − f‖L2(Soε) , (A.7)

and thus from Lemma A.3 and A.4, ‖(JP)nf − f‖L2(Soε) → 0 (n→∞).

Further, we wish to show (JP)nf approximates derivatives of f in L2(So
ε) as

well. We start from the definition of the derivative in the sense of L2(So
ε)-limit,

and discuss its properties.
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Definition 3. For f ∈ L2(So
ε), if there exist v ∈ L2(So

ε) and a sequence {fn} ⊂
Cα+2β(So

ε) such that fn → f (n→∞) in L2(So
ε) and∥∥∥ ∂α

∂rα
∆β
S2fn − v

∥∥∥
L2(Soε)

=
∥∥∥∆β

S2

∂α

∂rα
fn − v

∥∥∥
L2(Soε)

→ 0 (n→∞), (A.8)

we write

∂α

∂rα
∆β
S2f = ∆β

S2

∂α

∂rα
f := v ∈ L2(So

ε) (α, β ∈ N), (A.9)

and call them (L2(So
ε)-)strong derivative ∆β

S2
∂α

∂rα
f of f .

The following lemma states that the strong derivative ∆β
S2

∂α

∂rα
f ∈ L2(So

ε) is

the weak derivative in the sense of Definition 4, and further that by virtue of

the fundamental lemma of the variational calculus, the definition of ∆β
S2

∂α

∂rα
f is

independent of the choice of {fn}. More details on the weak derivatives will be

discussed later in Proposition A.10.

Lemma A.6. Let ∂α

∂rα
∆β
S2f = ∆β

S2
∂α

∂rα
f ∈ L2(So

ε) be the strong derivative. Then,

we have∫
S2

∫ rout

rin

∂α

∂rα
∆β
S2f(rσ)φ(rσ)r2 drdS

= (−1)α
∫
S2

∫ rout

rin

f(rσ)∆β
S2

∂α

∂rα
(φ(rσ)r2) drdS,

for any φ ∈ C∞c (So
ε).

Proof. Let {fn} ⊂ Cα+2β(So
ε) be an approximating sequence as in Definition 3.

We have∫
Soε

∂α

∂rα
∆β
S2fn(x)φ(x) dx=(−1)α

∫∫
Soε
fn(rσ)∆β

S2

∂α

∂rα
(φ(rσ)r2) drdS. (A.10)

From the assumption, we have ∂α

∂rα
∆β
S2fn → ∂α

∂rα
∆β
S2f and thus the continuity

of the functional 〈·, φ〉L2(Soε) implies the limit
∫
Soε

∂α

∂rα
∆β
S2f(x)φ(x) dx on the left

hand side. Similarly, from the assumption fn → f in L2(So
ε). Thus, noting

∆β
S2

∂α

∂rα
(φ(rσ)r2) ∈ L2(So

ε), the continuity of 〈·, g〉 1
r2

(g ∈ L2(So
ε)) on L2(So

ε) im-

plies that the right hand side of (A.10) has the limit (−1)α
∫∫

Soε
f(rσ)∆β

S2
∂α

∂rα
(φ(rσ)r2) drdS.

Hence, the result follows.

The following proposition shows that (JP)nf has the same kind of local

approximating property as a mollifier usually does.
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If a set U ⊂ So
ε has a compact closure in So

ε, we write U b So
ε.

Proposition A.7. Suppose we have the strong derivative ∂α

∂rα
∆β
S2f= ∆β

S2
∂α

∂rα
f ∈

L2(So
ε). Let U b So

ε be a subdomain. Then, we have∥∥∥∥ ∂α∂rα∆β
S2(JP)nf −

∂α

∂rα
∆β
S2f

∥∥∥∥
L2(U)

→ 0 (n→∞). (A.11)

Proof. From the smoothness of jn(· − r0), and Pn(· · σ0), in the classical sense we

have ∂α

∂rα
∆β
S2 [(JP)nf ](rσ) = ∆β

S2
∂α

∂rα
[(JP)nf ](rσ). We note

∆β
S2

∂α

∂rα
[(JP)nf ](r, σ)

= (−1)α
∫
S2

∫ rout

rin

f(r0, σ0)

(
∂α

∂rα0
jn(r − r0)

)
∆β
S2,σ0

Pn(σ · σ0) dr0dS0.

For x = rσ ∈ U , define g
(n)
rσ (r0σ0) := jn(r−r0)Pn(σ·σ0). From U b So

ε, we can take

N ∈ N such that dist(U, ∂So
ε) >

1
N

. Noting supp(jn) ⊂ [− 1
n
, 1
n
], we have g

(n)
rσ ∈

C∞c (So
ε) for n ≥ N . Thus, from Lemma A.6 we see that ∆β

S2
∂α

∂rα
[(JP)nf ](r, σ)

can be rewritten as

(−1)α
∫
S2

∫ rout

rin

f(r0, σ0)
∂α

∂rα0
∆β
S2,σ0

g
(n)
rσ (r0σ0) dr0dS0

=

[
(JP)n∆β

S2

∂α

∂rα
f

]
(r, σ), for x = rσ ∈ U .

Thus, letting

F (x) :=

 ∂α

∂rα
∆β
S2f(x) x ∈ U

0 x ∈ So
ε \ U,

(A.12)

we have
∥∥∥ ∂α

∂rα
∆β
S2(JP)nf − ∂α

∂rα
∆β
S2f
∥∥∥
L2(U)

= ‖(JP)nF − F‖L2(Soε) , and thus

from Proposition A.5 the result follows.

In Definition 3, we defined the derivative as the L2-limit of suitably smooth

functions. We see that the class of functions we can consider under this definition

is reasonably large—they are also weak derivatives in the following sense. We

define the weak derivative as follows. Then, we show in Proposition A.10 that

they are also the strong derivative under a reasonable condition.
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Definition 4. Let α, β ∈ N ∪ {0}. Suppose f, v ∈ L1(So
ε) satisfies∫∫

Soε
f(rσ)∆β

S2

∂α

∂rα
(
φ(rσ)r2

)
drdS = (−1)α

∫
Soε
v(rσ)φ(rσ)r2 drdS, (A.13)

for any φ ∈ C∞c (So
ε). Then, we call ∆̃β

S2
∂α

∂rα
f = ∂̃α

∂rα
∆β
S2f := v the weak derivative

of f .

The uniqueness follows from the fundamental lemma of variational calculus.

Similarly, from Lemma A.6, if we have the strong derivative ∆β
S2

∂α

∂rα
f ∈ L2(So

ε),

then ∆β
S2

∂α

∂rα
f = ∆̃β

S2
∂α

∂rα
f almost everywhere in So

ε.

Proposition A.10 shows we have a partially converse result, namely, if

˜
∆β
S2

∂α′

∂rα′
f ∈ L2(So

ε) for all α′ ∈ {0, . . . , α},

then ∆̃β
S2

∂α

∂rα
f = ∆β

S2
∂α

∂rα
f . We show two lemmata to prove Proposition A.10.

Lemma A.8. Suppose ∂̃α

∂rα
∆β
S2f = ∆̃β

S2
∂α

∂rα
f ∈ L2(So

ε). For any subdomain U b

So
ε, we have

∥∥∥∥ ∂α∂rα∆β
S2(JP)nf −

∂̃α

∂rα
∆β
S2f

∥∥∥∥
L2(U)

→ 0 (n→∞). (A.14)

Proof. Following the proof of Proposition A.7, with the classical derivatives we

have

∆β
S2

∂α

∂rα
[(JP)nf ](r, σ)

= (−1)α
∫
S2

∫ rout

rin

f(r0, σ0)

(
∂α

∂rα0
jn(r − r0)

)
∆β
S2,σ0

Pn(σ · σ0) dr0dS0.

Similarly to the proof of Proposition A.7, letting g
(n)
rσ (r0σ0) := jn(r−r0)Pn(σ ·σ0),

(x = rσ ∈ U) for sufficiently large n we have g
(n)
rσ ∈ C∞c (So

ε). From the definition

of ∂̃α

∂rα
∆β
S2f for any x = rσ ∈ U we have

∆β
S2

∂α

∂rα
[(JP)nf ](r, σ) =

[
(JP)n

∂̃α

∂rα
∆β
S2f

]
(r, σ).

The rest follows from the proof of Proposition A.7.
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Lemma A.9. Let α, β ∈ N ∪ {0}. Suppose ∆̃β
S2

∂α′

∂rα′
f ∈ L2(So

ε) for all α′ ∈
{0, . . . , α}. Suppose further that ζ ∈ C∞(So

ε) is constant in the angular direction,

and sup
x∈Soε

∣∣ ∂α′
∂rα′

ζ(x)
∣∣ < ∞ for each α′ ∈ {0, . . . , α}. Then, we have ∆̃β

S2
∂α

∂rα
(fζ) ∈

L2(So
ε) and

˜
∆β
S2

∂α

∂rα
(fζ) =

α∑
α′=0

(
α

α′

)( ˜
∆β
S2

∂α′

∂rα′
f
)( ∂α−α′

∂rα−α′
ζ
)
. (A.15)

Proof. We show the claim inductively. From sup
x∈Soε

∣∣ ∂α′
∂rα′

ζ(x)
∣∣ <∞ for 0 ≤ α′ ≤ α,

it suffices to show (A.15) holds.

For α = β = 0, clearly (A.15) holds. Assume that (A.15) holds for (α, β) ∈
N× N such that α ≤ α∗ − 1, and β ≤ β∗ − 1. We show the following equalities:

˜
∆β+1
S2

∂α

∂rα
(fζ) =

α∑
α′=0

(
α

α′

)( ˜
∆β+1
S2

∂α′

∂rα′
f
)( ∂α−α′

∂rα−α′
ζ
)
, (A.16)

and

˜
∆β
S2

∂α+1

∂rα+1
(fζ) =

α+1∑
α′=0

(
α + 1

α′

)( ˜
∆β
S2

∂α′

∂rα′
f
)( ∂α+1−α′

∂rα+1−α′ ζ
)
. (A.17)

From the inductive hypothesis, we have ∆̃β
S2

∂α

∂rα
(fζ) ∈ L2(So

ε) and∫∫
Soε
fζ∆β+1

S2

∂α

∂rα
(φr2) drdS

= (−1)α
∫
Soε

α∑
α′=0

(
α

α′

)( ˜
∆β
S2

∂α′

∂rα′
f
)( ∂α−α′

∂rα−α′
ζ
)

∆S2φ dx.

(A.18)

For each r ∈ [rin, rout] we see the functions φ, ζ, and ∂α−α
′

∂rα−α′
ζ as functions on

S2. We extend these functions on S2 to R3, in the standard manner to define

the spherical Laplacians. Since ζ is constant in the angular direction, from the

product rule for the Laplacian we have

∆S2

(
φ
∂α−α

′

∂rα−α′
ζ

)
= ∆

[
φ
(
r,

x

‖x‖2

) ∂α−α′
∂rα−α′

ζ
(
r,

x

‖x‖2

)]∣∣∣
S2

(A.19)

=
∂α−α

′

∂rα−α′
ζ
(
r,

x

‖x‖2

)
∆φ
(
r,

x

‖x‖2

)∣∣∣
S2

+ 0 =
∂α−α

′

∂rα−α′
ζ(∆S2φ), (A.20)
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where ∆ here acts on the second argument and r is a fixed parameter. Thus,

noting that ∂α−α
′

∂rα−α′
ζ · φ ∈ C∞c (So

ε), for α′ = 0, . . . , α we see

∫
Soε

( ˜
∆β
S2

∂α′

∂rα′
f
)( ∂α−α′

∂rα−α′
ζ
)

∆S2φ dx

∫
Soε

( ˜
∆β+1
S2

∂α′

∂rα′
f
)( ∂α−α′

∂rα−α′
ζ
)
φ dx.

Hence, together with (A.18) we have (A.16).

To show (A.17), from the hypothesis for ψ ∈ C∞c (So
ε) we have∫∫

Soε
fζ∆β

S2

∂α+1

∂rα+1

(
ψ

1

r2
r2
)

drdS

= (−1)α
∫∫

Soε

α∑
α′=0

(
α

α′

)( ˜
∆β
S2

∂α′

∂rα′
f
)( ∂α−α′

∂rα−α′
ζ
) ∂
∂r
ψ drdS.

(A.21)

Now, from ∂α−α
′

∂rα−α′
ζψ ∈ C∞c (So

ε) we have

∫
Soε

( ˜
∆β
S2

∂α′

∂rα′
f
)( ∂α−α′

∂rα−α′
ζ
) ∂
∂r
ψ drdS

=−
∫
Soε

( ˜
∆β
S2

∂α′+1

∂rα′+1
f
)( ∂α−α′

∂rα−α′
ζψ
)

drdS

−
∫
Soε

( ˜
∆β
S2

∂α′

∂rα′
f
)( ∂α−α′+1

∂rα−α′+1
ζ
)
ψ drdS.

This together with (A.21), letting Fj := ∆̃β
S2

∂j

∂rj
f and Zj := ∂j

∂rj
ζ we have

∫
Soε
fζ∆β

S2

∂α+1

∂rα+1
ψ drdS = (−1)α+1

∫
Soε

α+1∑
α′=0

(
α + 1

α′

)
Fα′Zα−α′+1ψ drdS, (A.22)

where we used the Pascal’s rule. Thus, for any ψ ∈ C∞c (So
ε) we have∫∫

Soε
fζ∆β

S2

∂α+1

∂rα+1
ψ drdS

= (−1)α+1

∫
Soε

α+1∑
α′=0

(
α + 1

α′

) ˜
∆β
S2

∂α′

∂rα′
f
∂α−α

′+1

∂rα−α′+1
ζψ drdS.

(A.23)

Therefore, for any φ ∈ C∞c (So
ε), letting ψ := φr2 ∈ C∞c (So

ε) we have (A.17).
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We are ready to state the following result that claims, under a mild assump-

tion, if we have a weak derivative defined in Definition 4, it is also a strong

derivative as in Definition 3.

Proposition A.10. Let α, β ∈ N ∪ {0}. For f ∈ L2(So
ε), suppose ∆̃β

S2
∂α′

∂rα′
f ∈

L2(So
ε) for α′ ∈ {0, . . . , α}. Then, we have

˜
∆β
S2

∂α

∂rα
f = ∆β

S2

∂α

∂rα
f almost everywhere on So

ε. (A.24)

Proof. It suffices to show for any ε > 0 there exists w ∈ C∞(So
ε) such that

‖w − f‖L2(Soε) < ε, and
∥∥∥∆β

S2
∂α

∂rα
w − ∆̃β

S2
∂α

∂rα
f
∥∥∥
L2(Soε)

< ε.

Given Proposition A.5, Lemma A.8, and Lemma A.9, it is an easy exercise

following the argument by Meyers–Serrin [74] on the global approximation of

Sobolev functions by smooth functions (for example [1, Theorem 3.17]), and

thus we omit the proof.

The following result shows if we have the L2-strong (and thus weak) deriva-

tives ∂α

∂rα
∆β
S2f ∈ L2(So

ε) with suitable orders, then f is in the domain of the weak

Laplace operator.

Proposition A.11. Let ι∗ ≥ 0 be an integer. Suppose f ∈ L2(So
ε) satisfies

∂α

∂rα
∆β
S2f ∈ L2(So

ε) for all pairs (α, β) of integers such that 0 ≤ α + 2β ≤ 2ι∗.

Then, we have

∆ιf ∈ L2(So
ε), for all ι ∈ {1, . . . , ι∗}, (A.25)

where ∆ is in the weak sense.

Proof. Fix ι ∈ {1, . . . , ι∗}. Formally, let D := ∂2

∂r2
+ 2

r
∂
∂r

+ 1
r2

∆S2 . Define Dι

inductively as

∂2

∂r2
Dι−1 +

2

r

∂

∂r
Dι−1 +

1

r2
∆S2Dι−1

=
∂2ι

∂r2ι
+

2ι

r

∂2ι−1

∂r2ι−1
+

ι

r2

∂2ι−2

∂r2ι−2
∆S2 +

ι(ι− 1)

r4

∂2ι−4

∂r2ι−4

(1

2
∆2
S2 + ∆S2

)
+ · · ·+ 1

r2ι
∆ι
S2 =: Dι.
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For any φ ∈ C∞c (So
ε), we have 1

rN
φ ∈ C∞c (So

ε) for arbitrary N ∈ N. Thus, in view

of Lemma A.6, the expression∫∫
Soε
Dιfφ r2drdS

= (−1)2ι

∫∫
Soε
f
∂2ι

∂r2ι

(
φr2
)
drdS + (−1)2ι−1

∫∫
Soε
f
(

2ι
∂2ι−1

∂r2ι−1

(
φr
))

drdS

+ (−1)2ι−2

∫∫
Soε
f
(
ι
∂2ι−2

∂r2ι−2
∆S2φ

)
drdS

+ · · ·+ (−1)0

∫∫
Soε
f∆ι

S2

( 1

r2ι
φr2
)

drdS,

is well defined, and Dιf ∈ L2(So
ε), where the left hand side is the sum of L2-strong

derivatives of f , and the right hand side is the classical derivatives.

One can check that for ι = 1 we have
∫∫

Soε
Dfφ r2drdS =

∫∫
Soε
f
(
∂2

∂r2
+ 2

r
∂
∂r

+
1
r2

∆S2

)
φr2drdS, and inductively that for any φ ∈ C∞c (So

ε) we have∫∫
Soε
Dιfφ r2drdS

=

∫∫
Soε
f

[(
∂2

∂r2
+

2

r

∂

∂r
+

1

r2
∆S2

)
· · ·
(
∂2

∂r2
+

2

r

∂

∂r
+

1

r2
∆S2

)
︸ ︷︷ ︸

ι-times

φ

]
r2drdS,

where the right hand side is the classical derivative. Hence, we have∫
Soε
Dιfφ dx =

∫
Soε
f∆ιφ dx for any φ ∈ C∞c (So

ε). (A.26)

The fundamental lemma of variational calculus yields ∆ιf = Dιf ∈ L2(So
ε).
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ence Equations. Birkhäuser Basel, 1994 (page 87).

[6] K. Atkinson and W. Han. Spherical Harmonics and Approximations on

the Unit Sphere: An Introduction. Vol. 2044. Lecture Notes in Mathemat-

ics. Springer, 2012 (page 10).

[7] P. Auscher, J. van Neerven, and P. Portal. Conical stochastic maximal

Lp-regularity for 1 ≤ p <∞. Math. Ann. (2014) (page 86).

[8] M. Bachmayr, A. Cohen, and G. Migliorati. Representations of Gaussian

Random Fields and Approximation of Elliptic PDEs with Lognormal Co-

efficients. J. Fourier Anal. Appl. (2017) (page 71).

[9] M. Bachmayr, A. Cohen, and G. Migliorati. Sparse polynomial approx-

imation of parametric elliptic PDEs. Part I: affine coefficients. ESAIM

Math. Model. Numer. Anal. 51 (2017), pp. 321–339 (page 48).

[10] M. Bachmayr, A. Cohen, R. DeVore, and G. Migliorati. Sparse polynomial

approximation of parametric elliptic PDEs. Part II: lognormal coefficients.

ESAIM Math. Model. Numer. Anal. 51 (2017), pp. 341–363 (pages 45, 47–

49, 54–56, 59, 60, 81, 82).

[11] A. M. Baig and F. A. Dahlen. Statistics of traveltimes and amplitudes in

random media. Geophys. J. Int. 158 (2004), pp. 187–210 (page 7).

129

https://arxiv.org/abs/1707.09825


[12] A. M. Baig, F. A. Dahlen, and S.-H. Hung. Traveltimes of waves in three-

dimensional random media. Geophys. J. Int. 153 (2003), pp. 467–482

(page 7).

[13] P. Baldi, D. Marinucci, and V. S. Varadarajan. On the characterization

of isotropic Gaussian fields on homogeneous spaces of compact groups.

Electron. Commun. Probab. 12 (2007), pp. 291–302 (page 87).

[14] T. W. Becker and L. Boschi. A comparison of tomographic and geo-

dynamic mantle models. Geochemistry, Geophys. Geosystems 3 (2002)

(pages 11, 15).

[15] S. Blunck. Maximal regularity of discrete and continuous time evolution

equations. Stud. Math. 146 (2001), pp. 157–176 (page 87).

[16] J. Charrier, R. Scheichl, and A. L. Teckentrup. Finite element error anal-

ysis of elliptic PDEs with random coefficients and its application to mul-

tilevel Monte Carlo methods. SIAM J. Numer. Anal. 51 (2013), pp. 322–

352 (page 79).

[17] J. Charrier. Strong and weak error estimates for elliptic partial differential

equations with random coefficients. SIAM J. Numer. Anal. 50 (2012),

pp. 216–246 (pages 37, 40, 77).
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[44] K. Itô. Introduction to Probability Theory. Cambridge University Press,

Cambridge, 1984 (page 49).
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