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A.BSTRA.CT 

The coimtercnirrent absorption of zinc vapour in molten lead has heen 

analysed using the additive di f fus ional resistance concepts. 

The contacting of zinc vapour with molten lead i s shown to be a true 

absorption, not a condensation, and the conventional gas absorption 

theories are shown to apply to the absorption of a metallic vapour in a 

l iquid metal at an elevated temperature. 

Fundamental studies of disc column performance are reported and the 

importance of the re la t ive in te r fac ia l velocity in the gas phase mass 

t rans fe r process has been i l lus t ra ted and a new mass t ransfer f ac to r , the 

"re la t ive fac tor has been introduced. 

A simple correlat ion, relat ing the gas f i lm mass t ransfer coef f ic ien t , 

the di f fus ion coefficient and the gas phase pressure drop, has been 

established by vaporisation studies in a disc column. The relationship 

provides excellent support to the V3 exponent on the d i f fus iv i ty . In 

previous investigations of i rr igated systems, the t rue ef fect of 

d i f fu s iv i t y i s shown to have been masked by re la t ive velocity e f fec t s . 

By using room temperature analogues of the zinc absorption in molten 

lead packed column, the flow charaoterisislcs of the i r r iga t ing liquid lead 

and the mass t rans fe r propeaAies of the packing under non-wetting conditions 

are evaluated, thereby allowing correlation of the zinc absorption data with 

ammonia absorption experiments on the same packing. 

For correlating the zinc and ammonia absorption data, a new variable 

quantity, "the e f fec t ive holdup ra t io" , has been introduced. The resul ts 

of the zinc absorption studies suggest that the to t a l l iquid holdup i s 

e f fec t ive in the absorption process, because of the increased mobility of 



the semistagnant l iquid, when a liquid metal i r r igates a packed bed, 

compared to the very slow movement of the s ta t ic holdup usually observed 

in aqueous or organic liquid irrigated systems. 
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CHAPTER 1 

I N T R 0 D U C T I 0 N 
1-KELNSINETDI'J * VV 

During the past few years considerable attention has been given to 
the development of a process in which zinc can be produced in a blast 
furnace. Hi August 1957, the first full account of the production of zinc 
in a blast furnace was reported by Morgan (76). Prior to this date 
numerous patents appeared on various aspects of the process. The relevant 
patents and the underlying theoretical aspects were summarised by Morgan (76) 
and the development of the process by the Imperial Smelting Corporation at 
Avonmouth, England, outlined. 

A study of the problems, associated with the development of the zinc 
blast furnace, showed that the process could only be thermally efficient 
if the gas generated in the furnace contained a considerable quantity of 
carbon dioxide. Using the conventional types of condensers, it had been 
previously possible to condense zinc only from gases substantially free 
from carbon dioxide. The primary problem, on which the development of the 
process depended, was therefore the condensation of zinc from a gas 
containing a relatively low concentration of zinc vapour and a considerable 
amount of carbon dioxide. Conventional cooling methods, when applied to 
such gaseous mixtures, result in the oxidation of the zinc by the carbon 
dioxide and the subsequent formation of "blue powder", which has only very 
limited commercial application and cannot be coalesced by heating above 
the zinc melting point, because of the oxide coating on the particles. 

The solution to the problem of oxidation of the zinc by carbon 

dioxide, when the gaseous mixture was cooled, was to shock chill' the gases 

by passing them through narrow water cooled tubes. In such a system the 



condensation took place in the bulk of the gas phase, with any particles 

of dust or fume acting a nuclei for the formation of small droplets. 

These droplets cooled below their melting point before coalescing and 

zinc dust was formed, which was carried forward and collected in filter 

bags. The zinc dust thus formed was found to contain 9B% metallic zinc, 

proving that shock chilling had prevented undue oxidation during the 

condensation. However, due to even the slight oxidation, the zinc dust 

could not be readily coalesced even if brought into contact with a bath 

of molten zinc. 

Two different methods have been proposed for recovering the zinc in 

liquid form from the gaseous mixture. The method favoured by the New 

Jersey zinc Co., U.S.A., was to contact the gases idth a shower of molten 

zinc. A description of this process has been published (1). The method 

developed by the Imperial Smelting Corporation outlined by Morgan (76) 

was to contact the gases with molten lead. As liquid lead, even when 

containing 2-3^ zinc, can be pumped and handled with ease, any of the methods 

used for absorbing gases in liquids were available to provide the desired 

contacting. Particularly promising results were obtained by passing the 

furnace gases into a chamber showered with molten lead by the action of a 

rotor dipping into a pool of lead. The lead was cooled as it left this 

unit causing separation of liquid zinc. Continuous removal of both heat 

and zinc from the furnace gases was obtained by pmping the lead through 

a circuit consisting of the "condenserw, an external cooler and a zinc 

separation vessel, from which the zinc produced is continuously withdrawn 

and the lead returned to the «condenser". 

A typical operation of the blast furnaces now in production at 

Avonmouth yields gas leaving the charge containing 5-6^ Zn and 8-IO5S COg. 



Suoh a gas mixture has an eqiilllbririm re-oxidation temperature of 

960 - lOOOOQ. The primary object of the molten lead contacting stage is 

to remove the zinc from the gas phase very rapidly to prevent the 

re-oxidation reaction:-

COjj + Zn = CO + ZnO 

For a gas containing 5% Zn, the following figures are given by 

Morgan (76) for the countercurrent scrubbing with cool liquid lead 

saturated with zinc. 

TABLE 1>1 

TYPICAL COaNrERCURRENT "CONDENSERw OPEEIATING DATA 

Based on Figured by Morgan (76) 

A* Gas Phase 

5% zn at 1000^0 
Cooled to 

B« Lead Phase 

Circulation rate = 4-20 ton/ton Zn produced 
miet temp. = 
miet composition = a.OSJg Zn (sat»d.) 
Outlet temp. = 570^0 
Outlet composition = 2®26̂  Zn 
Saturation at Outlet temp. = 4.90^ 

C. Zinc Recovery 

% of Total recovered as molten 
zinc = 8955 

The high lead circulation rate, shown in Table 1.1, and therefore 

the small rise in zinc concentration, is needed to f o l f i l the heat 

removal requirements. The 11% of zinc, which is not recovered as liquid 

zinc, i s recovered in the dross periodically removed from the »condenser** 

and from the scrubbing system through which the "condenser** exhaust gases 

pass. 



Morgan (76) and the patent literature refer to the gas - liquid 

lead contacting stages as condensers. Such a nomenclature suggests a 

lack of understanding of the fundajnental mechanism involved, as does the 

statement made hy Morgan (76) when describing these units:-

wRapid cooling tends to promote fog formation but the seriousness of 

this aspect is reduced by (a) the high superheat of the gases, which 

have a dew point of about 650°C and leave the furnace at 900 - lOOÔ C; 

and (b) the presence of a rain of unsaturated lead in which droplets 

of zinc are formed, but are themselves scrubbed by the intense rain 

of lead.w 

The statement quoted implies that discrete drops of zinc are formed . 

in the contacting stage, because the gas temperature in the vicinity of 

the lead rain falls below the dew point and it is these droplets of zinc 

which are collected by the scrubbing action of the lead showers. 

This is considered not to be the case at all. The transfer of zinc 

from the gas phase into the liquid lead is clearly a diffusion controlled 

mass .transfer operation. The zinc must diffuse from the bulk of the furnace 

gases through the laminar gas film on the gas - liquid lead interface and 

must then diffuse into the bulk of the lead phase. Hence at no stage 

would the zinc be present in particulate form. 

Zinc droplets would be formed in the bulk of the gas phase, only if 

the bulk gas temperature fe l l below the dew point of its zinc vapour 

content. As the dew point of the inlet gases is approximately 650°C, the 

gas inlet temperature 1000°C approximately and the outlet lead temperature 

approximately 570^0, it is very difficult to conceive the bulk gas 

temperature as falling below the dew point, when the temperature drops 

associated with the transfer of heat from the hot gases to the cooler lead 



are taken into aocoimi; and when It Is realised that the zlno content 

of the gases will decrease approximately exponentially as the gas • 

traverses the «condenser^, with the corresponding decrease in the dew 

point temperature of the gas mixture. 

It is therefore suggested that a more appropriate nomenclature for 

the gas - liquid lead contacting stages would be to call these units 

wabsorbers'*, as it would appear that the fundamental mechanism involved 

is basically what is Icnown as gas absorption. 

The industrially important operations of gas absorption, liquid -

liquid extraction, leaching and distillation are all cases where mass 

is transferred from one phase to another and are therefore collectively 

termed mass transfer operations. The transfer of mass from one phase to 

another or from one point to another in the same phase is by diffusion. 

The transfer of mass in a stagnant fluid, in the absence of 

convection currents, is by the process of molecular diffusion. Molecular 

diffusion is also the mechanism of material transfer in fluids, which 

are in laminar flow with all particles of the fluid moving along parallel 

paths. Molecular diffusion occurs also in the turbulent flow of fluids, 

but in this case there is an additional mechanism called eddy diffusion. 

Turbulent flow is characterised by the formation of eddy currents or 

swirls, which cause a cross mixing of theCLuid elements, which in laminar 

flow are moving parallel to each other. The mixing of the fluid elements 

in turbulent flow greatly facilitates the transfer of mass between points 

of unequal concentration. Therefore, in turbulent fluids, the molecular 

diffusion accounts for only a small portion of the diffusional transport, 

whereas eddy diffusion is the principle mechanism. 



However, even in turbulen-ti flow, the eddies and convection currents 

die out as a phase boundary is approached. Thus at the phase interface 

there exists a laminar film, through which the tranfer of mass can be by 

molecular diffusion only. Although eddy diffusion in turbulent flow is 

very rapid, compared to the inherently slow process of molecular diffusion, 

the overall rate of transfer of mass from one phase to another is largely-

dependent upon the rate of molecular diffusion of the component being 

transferred through the laminar film adjacent to the phase boundary. 

The aim of this research project was therefore to study the mechanism 

of the absorption of zinc vapour in molten lead and to see if the 

conventional gas absorption theories, developed for non-metallic systems 

at or near room temperature, could be applied to the absorption of a 

metallic vapour in a liquid metal at an elevated temperature. 

Metallic vapour - liquid metals systems have not previously been 

analysed from this point of view and thus there have been no similar 

investigations reported in the literature. For this reason, a conventional 

literature survey is not presented in this thesis, but instead, the 

experimental investigations are prefaced by a short section covering the 

theoretical aspects required as a general basis for the project. 

Since this research program was initiated in 1953> several workers 

have reported mass transfer studies in liquid metal systems. Although no 

data has yet been published for the absorption of a metallic vapour in a 

liquid metal, the mass transfer studies reported by Bonilla (7) in 1955, 

Dunn, Bonilla, Ferstenberg and Gross (20) in 1956 and Maxwell and Storrow (69) 

in 1957, require special mention as they constitute advances in the related 



fields of diffusional transport in liquid metal systems, 

Bonilla (7) summarised the studies of numerous investigators working 

in the molten metal and fused salt mass transfer field, including the 

more detailed experiments later published by Dunn, Bonilla, Ferstenberg 

and Gross (20). Two experiments, designed to study the rate of mass 

transfer between two liquid phases at an elevated temperature, were 

reported by Bonilla (7). The rate of mass transfer in the two liquid phase 

lead - zino systems was investigated, but no successful results were 

obtained because of experimental difficulties. An investigation was also 

made of the diffusional resistance within drops of fused LiCl - KCl 

eutectic rising through a bath of molten cadmium. The mass transfer 

coefficients for transport of cadmium into drops of the molten eutectic 

were comparable to those predicted from Higbie»s Penetration Theory (39). 

The conclusion reached was that the performance of fused salt - liquid 

metal spray columns could at least b.e roughly estimated for design purposes 

from the existing theories, provided the droplet size was known. 

Dunn, Bonilla, Ferstenberg and Gross (20) studied the rates of mass 

transfer for solid metal shapes dissolving in mercury at room temperature. 

The systems studied were natural convection at horizontal cylinders, forced 

convection flow in tubes and forced convection flow through packed beds. 

,The results of these room temperature studies followed substantially the 

correlations developed for non-metals at room temperature and therefore it 

was suggested that mass transfer operations in liquid metals could be 

predicted from the accepted correlations, at least for preliminary design 

purposes. 

Maxwell and Storrow (69) reported data for the room temperature 
vaporisation of mercury from amalgamated surfaces into gas streams. The 



mass transfer data obtained in these studies i/ere correlated using the 

accepted methods, showing that the transfer of a metallic vapour into a 

gas stream at room temperature is basically the same as other vaporisation 

processes. 

As the experiments undertaken during the course of the program covered 

a large number of diverse fields, which by themselves would appear to have 

little bearing on the main theme, at various stages throughout the thesis, 

theoretical aspects and literature reviews are included in the relevant 

chapters so as to preserve the continuity of the discussions, rather than 

presenting these diverse aspects at the beginning of the thesis, where 

their real significance would not be appreciated. 

The experimental work can be broadly classified into two sections. 

Section A contains the fundamental studies of disc column performance, 

whilst in Section B the investigation proper of the absorption of zinc 

vapour in molten lead is presented. 

Although the disc column was finally found unsatisfactory for 

investigating the absorption of zinc vapour in molten lead, the fundamental 

studies reported would have been required, had the disc column proved 

suitable for the application. As these studies were virtually, completed, 

before the disc column was finally rejected and as the conclusions reached 

in these experiments were considered to be of general application and were 

used in the final assessment of the zinc absorption studies, these 

fundamental studies of Section A are considered to be an integral part of 

the experimental program. 



THEORETICAL ASPECTS 



CHAPTER 2 

LiqjID LEAD - ZING ALLO^ 

ZING DIFFUSIVITY AJTD ACTIVITY 

2.1 Dlffaslon In Llcpild Lead - zlno Alloys 

Compared with the numerous data available on solid state diffusion, 
the studies of diffusion in liquid metals are very limited and are mainly-
restricted to the mercury amalgams over small ranges of temperature and 
composition. The general difficulty of measuring diffusion coefficients 
in both liquids and gases at high temperatures has been that of eliminating 
convection currents» A review of experimental work in this field covering 
work up to 1951 was given by Jost (51). More recent papers include those 
by Hoffman (AA) on self-diffusion in mercury, Morgan and Kitchener (75) on 
diffusion of carbon and cobalt in liquid iron, Grace and Derge (35) and 
Rothman and Hall (91) on the diffusion of bismuth in bismuth - lead alloys 
and Niwa et al. (80), who studied diffusion in the following liquid 
systems: Sn - Pb, Bi - Pb, Sb - Pb, Cd - Pb, Sn - Bi and Sb - Sn. 

There have, however, been no data reported for diffusion in liquid 
lead - zinc alloys.* In the absence of such data, an estimate had to be 
made of the diffusion coefficient in this system, as it was realised that 
such information would be required for the study of zinc vapour 
absorption in molten lead. The existing theories, enabling a prediction 
to be made of the diffusion coefficient in the liquid state, were 
therefore reviewed. 

* Although Bonilla and co-workers had previously reported a single value 
of the diffusion coefficient of zinc in liquid lead (N.Y.O. 3088. 3090 
U.S. A.E.G.), a personal communication to Bonilla (February 1957) indicated 
that there was no reliable diffusion data available on the Pb - zn system, 
and suggested the use of a form of the Stokes-Einstein equation for 
arriving at an estimate. 



Einstein (2I) and Eyring (32) have both proposed theoretical 

equations, from which the diffusion coefficient can be obtained. Both 

these theories consider the diffusivity and viscosity as being closely 

related rate processes and predict activation energies of diffusion and 

viscosity as being essentially equal. The Stokes-Einstein and the 

Eyring equations relating the viscosity and the diffusion coefficient 

have identical temperature coefficients, but the diffusivities differ by 

a factor of about 3 7r in magnitude. 

The Stokes-Einstein (21) equation, derived on the basis of 

hydrodynajnic theory, in which it is assumed that the diffusing species 

is very large compared to the particle size of the medium gives 

D = is 6Trr»] 2.1 

where k is the Boltzmann.constant, r is the radius of the diffusing 
particle and is the viscosity of the medium, which is considered as 
being continuous. 

The Eyring equation (32) takes the discontinuity in »jump-distances" 
in the medium into account by three parameters in the place of r but 
for monatomic liquids can be reduced to a form similar to the Stokes-
Einstein equation; 

D = is 
2 rv^ 

The variation of D with temperature is therefore determined by the 

variation of the viscosity and hence the usual form of expressing 
experimental diffusion data is by the Arrhenius type of equation 

- A H 
D = Do exp. 2.3 

where AH = activation energy and the constant Do are found experimentally. 

Neither of these theories provides a reliable method of calculating 



diffusion coefficients from accessible data. 

It has been suggested (32) that the Stokes-Einstein equation, 

modified by a small numerical factor, should be applicable to a solute 

molecule of size comparable with that of the solvent molecules. Support 

of this view was given by Morgan and Kitchener (75), who compiled a 

table of the available data for diffusion in amalgams, and showed that, for 

elements near mercury (i.e. the solvent) in the periodic table, the data 

conformed very approximately with a modified Stokes-Einstein equation 
" = 

However, for other elements in the same table, which were further 
removed from mercury in the periodic table, the original Stokes-Einstein 

gave values closer to the reported experimental values. The values used 

for r by Morgan and Kitchener (75) in the calculations were the 

"metallic radii** for 12-co-ordination as given by Wells (126). 

Rothman and Hall (91) used their measured coefficients of the 

self-diffusion of lead to calculate the radius of the diffusing particle. 

At 350°C the radii obtained using equations 2.1 and 2.2 were: 
0 

Eyring equation:- r = 6.73 to 7.12 A 
o 

Stokes-Einstein equation:- r = 0.715 to 0.757 A 

The range given for each equation was because of differences in the 

reported viscosity data for lead. Thus the agreement between the calculated 

radii and the usually accepted radii of lead (whether "metallic radius" or 

"ionic radius") was better when the Stokes-Einstein equation was used. 

Similar observations were made by Hoffman (-44) who studied self-diffusion 

in mercury. Rothman and Hall (91) did not extend the analysis of the 
radius to an assessment of what the diffusing entity was, as they considered 
their data to be of insufficient accuracy. 



Several workers including Jost (51) and Niwa et al. (80) have 

suggested that the unit of flow in metals is the metal ion. The basis 

behind this proposal is that in most non-electrolyte liquids, it has 

been found that the following empirical relationship between the 

activation energy of viscosity AHyig, and the energy of vaporisation Lq 

V AlVig, = 3 to 4 2.5 

However, the ratio Lq/ AH^g. mos^ metals is between 8 and 25. 

Hence, it has been assumed that the unit of flow in metals is much smaller 

than the unit of vaporisation. Since the latter is the neutral atom, the 

former would appear to be the metal ion. If the ratio Lo/ ^Hyis. is 

therefore ammended by the ratio of the ionic and atomic volumes, values 

of 3 to 4 for metals are also obtained 
3 

./ ̂ ion\ for metals = 3 to 4 2.6 
^Hvis. I ̂ atom^ 

Niwa et al. (80) suggested that their diffusion data for the 
following liquid systems Sn - Pb, Bi - Pb, Sb - Pb, Cd - Pb, Sn - Bi and 
Sb - Sn, could be "intuitively explained in terms of metal ions stripped 
of the conduction electrons", but no attempt was made by these authors to 
quantitatively analyse their diffusion data in such terms. 

As the studies reported by Niwa et al. (80) are the only comprehensive 

source of diffusion in dilute liquid lead alloys, their results are of 

particular interest to this investigation, as they allow an assessment to 

be made of the applicability of the theoretical equations to such systems. 

A review of the various equations proposed showed that calculations 

based on the Stokes-Einstein equation, equation 2.1, in which the radius 

of the diffusing particle is taken as the ionic radius ("crystal" radius 

of Paxaing) as given by Wells (126), gave calculated values of the 



diffusion coefficient, which were of similar order to those obtained 

experimentally by Niwa et al. (80). 
The calculated values using the above procedure are compared to 

the experimental data for diffusion in dilute liquid lead alloys in 
Table 2.1. 

TABLE 2.1 
DIFFUSION IN DILUTE LIQUID LEAD ALLOYS 

Diffusate Temperature Dobs. 105 locale. X Î obs./Dcalc. °C cm.Vsec. cm.V sec. 
Î obs./Dcalc. 

* t 

Sn 450 2.6 3.6 0.72 
510 3.9 4.5 0.87 
550 4.3 5.1 0.8; 
600 5.5 5.8 0.95 

Bi . 4.50 5.0 3.5 1.43 
500 6.2 4.1 1.51 
550 7.3 4.9 1.49 
600 8.3 5.5 1.51 

Sb 450 3.1 4.1 0.76 
500 4.1 4.8 0.86 
550 5.5 5.8 0.95 
600 6.4 6.6 0.97 

Cd 450 3.9 2.6 1.50 
500 5.0 3.1 1.61 
550 6.0 3.7 1.62 
600 6.8 4.2 1.62 

* Experimental data reported by Niwa et al. (80) 

t Calculated using Stokes-Einstein equation, radius of diffusing 
particle taken as the ionic radius tabulated by ¥ells (126) 
and viscosity data given ih Liquid Metals Handbook (65)* 



- 3A -

The agreement between the calculated and experimental values shown 

in Table 2.1 i s considered to be f a i r only. The biggest departures are 

exhibited for Bi - Pb and Cd - Fb alloys, in which cases the experimental 

values are approximately 1,5 times the calculated values. As Grace and 

Derge (35) and Rothman and Hall (91) also obtained data which was 

substantially in agreement with the data of Niwa et a l . (80) for diffusion 

of bismuth in dilute lead alloys, the large departure from the calculated 

value cannot f a i r ly be attributed to experimental errors, but must 

indicate a deficiency in the theoretical equation. Also i t i s doubtful 

if any structural interpretation should be made of the choice of the 

ionic radius as the relevant radius in the diffusion process. 

However, the procedure, used in the calculations, has given values 

of diffusion coefficients, which are closer than those calculated using 

the Eyring equation, the Stokes-Einstein equation using the "metallic 

radiiw or the modified Stokes-Einstein equation proposed by Morgan and 

Kitchener (75). 

The same method of calculation was applied to the experimental data 

of Schwartz (9^) for diffusion in dilute mercury alloys at The 

results of these calculations are shown in Table 2.2. 



TABLE 2>2 

DIFFUSION IN DILUTE MERCURY AMALGAMS 

TEMPEEIATURE = 25°C 

Diffusate ^calc. ^ ^obs./Dcalc. 
cm.^/sec. cm.Vsec. * r 

Li 0.93 2.35 0.40 
Na 0.86 1.49 0.58 
K 0.71 1.06 0.67 
Cs 0.64 0.83 0.77 

Au 0.73 1.03 0.71 Zn 2.4 1.91 1.26 
Cd 2.0 1.45 1.38 
T1 1.18 1.48 0.80 Sn 2.1 1.98 1.06 
Fb 2.1 1.68 1.25 Bi 1.5 1.91 0.79 

* Experimental data reported by Schwartz (94) 
t Calculated using Stokes-Einstein equation, radius of diffusing 
particle taken as the ionic radius tabulated by Wells (126) and 
viscosity data given in Liquid Metals Handbook (65). 

The agreement between the experimental and calculated values shown 

in Table 2*2 is quite good except for the alkali metal data and the 

figure observed for the diffusion of gold. It is interesting to note 

that, for the highly electropositive alkali metals, a calculation using 

the metallic radii as given by Wells (127) rather than the ionic radii, 

gives values closer to the observed experimental data. A comparison of 

the two methods of calciaation for the alkali metals diffusing in dilute 

mercury amalgams is shown in Table 2.3* 



TABLE 2.3 

DIFFUSION OF ALKALI METALS IN DILQTE mCUHY AMALGAMS 

Comparison of the Use of the lonio Radii and Metallic 
Radii in the Stokes-Einstein Equation 

Experimental Data Reported "by Schwartz (94) 

Diffusate ^obs. . Using Ionic ^obs. Using Metallic 
Radii 

Diffusate 
ĉalc, Radii ^calc. 

Using Metallic 
Radii 

Li 0.40 1.0; 
Na 0.58 1.16 
K 0.67 1.18 
OS 0.77 1.28 

Although a structural interpretation could possibly be made, based 
on the calculations shown in Tables 2.2 and 2.3, such a procedure is 

considered unwise at this stage. However, for estimating the diffusion 
coefficient of zinc in dilute lead alloys, it is considered that sufficient 
justification has been presented for basing the calculation on the 
Stokes-Einstein equation idth the radius of the diffusing particle being 
taken as the ionic radius as given by Wells (126). The values of the 
diffusion coefficient of zinc in dilute lead alloys, calculated using 
the suggested procedure, are shown in Table 2.4. If these data were to 
be used at higher zinc concentrations, they would have to be corrected 
by the equations proposed by Eyring (32);-

D = Di (1 + d (In * )/d(ln x)) 2.7 
where D^ = the diffusion coefficient at infinite dilution 

}( = activity coefficient of the diffusing species 
X = mole fraction of the diffusing species. 



TABLE 2.4 

CALCULATED DIFFUSION COEFFICIENTS 

FOR ZINC IN DIUJTE LEAD ALLOYS 

Temperature Dcalc. X 10^ °C cm.Vsec. 

450 3.5 
500 4.1 
550 4.9 
600 5.5 
650 6.3 
700 7.0 
750 7.8 

2.2 Aotlvlty of Zlno In Liquid Lead - Zlno Alloys 

The activity of zinc in lead - zlno alloys has been determined 

experimentally "by vapour pressure and e.m.f, measurements. 

Jelllnek and Wannow (48) determined the zinc activity by a dynamic 

vapour pressure measurement with carrier gas technique. 

Recently Kleppa (56) used the e.m.f. technique to measure the zinc 

activity. Kleppa»s experimental results showed remarkable agreement with 

the earlier vapour pressure measurements of Jelllnek and Wannow. 

Both these experimental Investigations give activity data, which 

agrees very closely with values calculated from a semi-theoretical 

equation derived by Lumsden (62). Lumsden proposed an equation to 

represent the change in free energy when one gram-atom of a liquid lead-

zinc alloy is formed from its liquid components, based on a thermodynamic 

study of all the available information of the lead - zinc system. 



From Luinsden»s free energy of mixing expression, the partial molar 
free energy change of either component can be obtained, thus allowing the 
activities to be evaluated, Williams and Davey (131) undertook the 
arduous task of evaluating the zinc activities by this method for a wide 
range of temperatures and alloy compositions. It is from these workers' 
calculated data that the zinc activities, were obtained. 

Selected values of the zinc activity from the extensive tables 
compiled by Williams and Davey (131), using the Lumsden (62) free energy 
of mixing expression, are giveh in Table 2.5. 

To calculate the vapour pressure of zinc over lead - zinc alloys, the 
zinc activity and the vapour pressure of pure zinc (âĵ^ = 1) must be known 
for the given temperature and alloy composition. Kelley (52) has 
deduced an expression for the free energy change on the vaporisation of 
liquid to gaseous zinc, thus allowing the vapour pressure of pure zinc 
to be evaluated at any temperature. Kelley remarked that the vapour 
pressure equation derived from his free energy change on vaporisation 
equation fitted "the reliable experimental data virtually exactly". 

Davey (19) has calculated the vapour pressure of liquid zinc from 
the melting point to the normal boiling point, based on Kelley»s free 
energy equation. The values calculated by Davey are shown in Table 2 .6. 



TABLE 2.5 

SELECTED CALCULATED ZINC ACTIVITY DATA IN LKaPID Fb - Zn ALLOYS 

Calculations hy Hilliams and Davey ( 131) Based on Ltimsden^s 
Equation ( 67 ) 

Temp. 
OC 

* z n yzn -̂Zn Temp. 
OC 

*Zn Ĵ Zn azn 

350 0.005 37.15 0.186 600 0.005 9.98 0.050 
350 0.010 36.21 0.362 600 0.010 9.81 0.098 
350 0.020 34.27 0.685 600 0.020 9.48 0.190 
350 0.030 32.41 0.972 600 0.040 8.85 0.354 

600 0.060 8.28 0.497 
400 0.005 26.42 0.132 600 0.080 7.75 0.620 
400 0.010 25.75 0.258 600 0.100 7.25 0.725 
400 0.020 24.54 0.491 600 0.120 6.80 0.815 
400 0.0^0 22.16 0.886 600 0.140 6.37 0.892 

600 0.160 5.98 0.957 
450 0.005 19o72 0.099 
450 0.010 19.28 0.193 650 0.005 8.35 0.042 
450 0.020 18.44 0.369 650 0.010 8.22 0.082 
450 O.OiO 16.86 0.674 650 0.020 7.97 0.159 
450 0.060 15.47 0.928 650 0.(X0 7.47 0.299 

650 0.060 7.03 0.422 
500 0.005 15.24 0.076 650 0.080 6.61 0.529 
500 0.010 U .93 O.L;9 650 0.100 6.22 0.622 
500 0.020 14..35 0.287 650 0.120 5.86 0.703 
500 0.0^0 13.21 0.528 650 o .uo 5.52 0.773 
500 0.060 12.19 0.731 650 0.160 5.20 0.833 
500 0.080 11.27 0.902 650 0.180 4.92 0.886 

650 0.200 4.65 0.930 
550 0.005 12.19 0.061 650 0.220 4.39 0.966 
550 0.010 11.94 0.119 650 0.240 4.15 0.996 
550 0.020 11.51 0.230 
550 o.oto 10.69 0.427 
550 0.060 9.% 0.596 
550 0.080 9.25 0.740 
550 0.100 8.60 0.860 
550 0.120 8.02 0.962 



TABLE 2.6 

VAPOUR PRESSURE OF FDRE ZINC 

Calculations by Davey ( 19 ) Based on Kelley»s equation ( 6? ) 

Temp. 
OC 

Pgn (atm.) ^Zn Hg") 

419.5 0.000203 0.154 
420 0.000205 0.156 
430 0.000279 0.212 
440 0.000371 0.282 
450 0.000491 0.373 
460 0.000647 0.492 
470 0.000845 0.642 
480 0.001094 0.831 
490 0.00U03 1.066 
500 0.001786 1.358 
510 0.002286 1.737 
520 0.002884 2.192 
530 0.003634 2.747 
540 0.004508 3.426 
550 0.005598 4.254 
560 0.006855 5.208 
570 0.008418 6.395 
580 0.01030 7.830 
590 0.01253 9.523 
600 0.01517 11.53 
610 0.01820 13.83 
620 0.02183 16.59 
630 0.02618 19.90 
640 0.03097 23.54 
650 0.03673 27.94 
660 0.0^335 32.95 
670 0.05105 38.80 
680 0.5957 45.27 
690 0.06918 52.58 
700 0.08072 61.35 
710 0.09354 71.09 
720 0.1079 82.00 
730 0.1245 94.58 
740 0.3429 108.6 
750 0.1637 124.4 
800 0.3081 234.2 
850 0.5500 418.0 
900 0.9297 706.6 
907 0.9980 758.5 



Nomenclature (c.g.s. imits throughoui;) 

a2n = activity of zinc in zinc - lead alloy referred to 
standard state agn = 1 for pure liquid zinc at the 
same temperature 

D = diffusion coefficient 

^calc, ~ diffusion coefficient calculated 

Î obs. = diffusion coefficient experimentally observed 

DQ = constant in Arrheius type equation 

AH = activation energy for diffusion 

^^vis. = activiation energy for viscosity 

k = Boltzmann constant 

LQ = energy of evaporation 

Pgn = zinc partial pressure 

R = universal gas constant 

r = radius of the diffusing entity 
^atom ~ atomic radius 

^ion = ionic radius 
T = absolute temperature 

^Zn " fraction zinc in zinc - lead alloy 
= coefficient of viscosity 

î Zn ~ activity coefficient of zinc in zinc - lead alloy 



CHAPTER 3 

MOLECULAR DIFFUSION IN GASES 

ZINC VAPOUR DIFFUSION H NITROGEN 

Theoretical advances in the diffusion in gases have largely been due 

to physicists because of the intimate relation between diffusion and the 

kinetic theory of gases. Two basically different theories relating 

diffusion with the molecular properties of the component gases have been 

advanced. The chief difference in the two theories is the prediction of the 

variation of the diffusion coefficient with gas composition. The Stefan-

Maxwell (115)(68) theory predicts no variation, whereas the Meyer-

Jeans (73) (47) expression predicts a maximum variation of y ^ / % with 

composition. 

Experimental studies indicate the diffusion coefficient in binary 

gaseous systems as being only very slightly, if at all, affected with the 

composition of the binary mixture. Because of this the Stefan-^laxwell 

expression is usually considered to give the more accurate representation 

of the gaseous diffusion, process. 

Modifications of these original expressions derived from kinetic theory 

were made by Arnold (2) and Gilliland (31) to yield empirical expressions 

from which the diffusion coefficient can be estimated. Hirchfelder, Bird 

and Spotz (41) (40) (4-2) have more recently proposed a new approach allowing 

diffusion coefficients to be predicted from accessible data. 

There has been very little experimental data reported for the diffusion 

of metallic vapours in gases. Several investigators have measured the 

diffusion of metallic vapours in flames at high temperatures but the 

accuracy of these measurements is extremely doubtful. 

Van der Held and Miesowicz (38) and Spier (113) measured the diffusion 



coefficient s of sodium vapour in nitrogen and mercury and cadmium vapour 

in nitrogen, respectively. These investigators measured the diffusion 

coefficient at room temperature and a pressure of 1 mm. Hg. and 2 mm. Hg., 

respectively. The metallic vapour was excited by a condensed discharge 

and allowed to diffuse against a stream of nitrogen in a tube. The 

intensity of radiation along the tube, measured photographically, allowed 

the diffusion coefficients to be evaluated. 

Mullaly and Jacques (79) measured the diffusion coefficient of 

mercury vapour in nitrogen at room temperature. The vapour gradient along 

a uniform tube was obtained by allowing mercury vapour and iodine vapour 

to simultaneously diffuse into the tube from opposite ends. As fast as 

the vapours diffused towards one another, they combined and a deposit of 

mercury iodides was formed, where the vapours met in the tube, allowing 

the boundary conditions over a measured diffusion length to be evaluated, 

and the diffusion coefficient to be calculated. 

Gilliland (31) determined the diffusion coefficient of mercury in air 

at atmospheric pressure and at a temperature of 341°C by observing the rate 

of vaporisation from a capillary tube maintained at a uniform temperature 

to eliminate convection currents. Gilliland's experimental data is of 

particular interest to this investigation, as it represents the closest 

approach to the conditions, under which the diffusion coefficient of zinc 

vapour was required to be estimated for analysing the zinc vapour 

absorption in molten lead data. 

As there has been no data reported for the diffusion of zinc vapour 

in nitrogen, the three methods available for predicting diffusion 

coefficients are reviewed and an attempt is made to determine the most 

suitable form for estimating the diffusion coefficient of zinc vapour in 

nitrogen. 



3.1 Eetima-tlon of Gas Phase Diffusion Coeffloients 

3.1.1 Arnold Method 

The Arnold method fe) for the prediction of diffusion coefficients 

i s based essentially on the expression proposed by Stefan-Maxwell (115)(68), 

modified by Sutherland (119) to allow for the effect of intermolecular 

forces in increasing the resistance to diffusion, 

b J X T T T^/a 
» Ml M2 

= r - — 3.1 

1 
The factor 1 + JL i s due to Sutherland (119) who developed his theory 

T 
of diffusion on the same basis as his theory of viscosity (120), Sutherland 

gave the following expression for evaluating C for the miscture, from the 

corresponding Sutherland constants of the components of the mixture 
c = F r c ^ T ^ 

The factor F depending on the ratio of the molecular volumes as given 

below 

VgAi 1 2 3 4 5 6 7 8 9 10 
F 1.00 0.98 0.953 0.920 O.B% 0.875 - 0.838 - 0.805 

Arnold evaluated the term S representing the distance between centres 

of two molecules of different species at contact by the equation:-

¥ ¥ s » (Vi + Vg ) 3.2 

The molecular volumes V^ and Vg were calculated by application of 

Kopps» law of additive volumes, which states that the value V i s an additive 

function of the atomic volumes. The cube root of V is a measure of the 

molecular diameter. The values of atomic volumes for the elements were 

compiled by Le Bas (58). 

The value of the constant B can be predicted from kinetic theory. 



Arnold evalxiated t h i s constant according to the several theore t ica l 

approaches. Comparison with existing experimental data indicated that the 

value of B according to Jeans (47) was the best representation of the 

available data* 

Therefore Arnold proposed as his f i n a l equation fo r the prediction 

of d i f fus ion c o e f f i c i e n t s : -

, V2 . / T T T 
= 0 ,00d37 j VM^ Mp 3.3 

PCVî  + ¥ 2 ^ ) T 

3 .1 .2 . Gilliland Method 

Gill i land (31) developed an empirical formula based on the Stefan-

Maxwell or iginal c lass ica l kinetic theory equation:-

3 / , A + -L = " " ^ 

S^ P 

This equation i s the same as that used as a basis by Arnold except 

that i t does not contain the Sutherland modification (1 + )• The 

procedure followed by Gilli land fo r evaluating the distance S between the 

centres of two unlike molecules at col l is ion was the same as proposed by 

Arnold. 

The constant B was determined by correlating the available 

experimental d i f f u s i v i t y data with the result** 

3/2 n . X 
DI2 = 0.00i3 T ^ VMI ^ Mg 3^5 

P(Vi 3 + V23) 

Gil l i land also correlated the experimental data by the form of 

equation used by Arnold ( i . e . containing the Sutherland modification) but 

concluded that the correlat ion of the data by t h i s method was not as good 

as his empirical expression. 
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3*1.3 Hlrschfelder, Bird and Spotz Method 

The more rigorous kinetic theory of gases,as developed hy Chapman 

and Cowling (10), can be employed to give improved expressions for 

predicting the transport properties of gases. The viscosity, equation of 

state, coefficient of diffusion and other physical properties of gases 

are intimately connected with the law of force between the individual 

molecules. 

Hirschfelder, Bird and Spotz (41) (40) (4-2) have evaluated the 

transport properties of gases making use of a realistic model of molecular 

interaction. The form used for the potential energy of interaction between 

molecules is the form which has proven very satisfactory for explaining the 

equation of state of simple non-polar gases. Non-polar gases have an 

energy of attraction, which varies with the inverse sijcth power of the 

distance between centres of adjacent molecules, and a repulsive energy, 

which varies with the inverse twelfth power. For non-polar gases, the 

inverse sixth-power of attraction can be justified rigorously. The inverse 

twelfth pô êr for the energy of repulsion has no real theoretical foundation. 

However, Lennard-Jones (59) has shown for non-polar gases that it suffices 

to explain the available second virial coefficient data, and is a good 

approximation of the short-range repulsive forces. 

The Lennard-Jones potential energy function for non-polar molecules 

can be written as a fimction of the distance between the molecules 
6 

T^r) = 
( r f - 3.6 

where <s and £ are adjustable parameters known as the force constants, 

which are characteristic of the chemical species of the colliding molecules. 

The potential energy of interaction between molecules is independent of 



temperature and only the parameterstf and ̂ are required to describe the 

potential for the approach of two non-polar gas molecules. 

The parameter £ is the maximum energy of attraction and C±& the 

value of r for which the potential energy of interaction is zero. The 

significance of these parameters can be seen from Fig. 3*1* 

1 £ •REPULSION 

a l J 
0 

/ ^ A T T R A C T I O N 

- e 

Fig. 3.1 - Lennard-Jones potential energy of molecular 
interaction as a function of distance r between 
the two molecules 
When r > rjn molecules are attracted 
When r •< rm molecules repel one another 

The potential energy of interaction of polar and non-polar molecules 

and polar-polar molecules is different from the Lennard-Jones expression 

and therefore the following discussions are only true for non-polar 

molecules. As the investigations carried out in this research project 

are with non-polar molecules, only this case is considered. However, the 



appropriate treatment for the other types of interaction is given by 

Hirschfelder, Curtiss and Bird (5). 

The parameters^ and ^are best calculated from experimental viscosity 

or second virial coefficient data. Although the statistical mechanical 

theory underlying these calculations is extremely involved and the 

computations themselves rather complex, tabulated functions are available 

(76)(7)(69), which enable the calculations to be made quite readily. 

The use of the force constants obtained from viscosity data is 

preferred for transport property calculations, whereas parameters calculated 

from second virial coefficients should be used for calculations of equations 

of state and thermodynamic data. 

The relation between the coefficient of viscosity tj and the force 
constants is given for pure non-polar gases as 

7 X io'7 = 266.93 (m)i 

In the absence of viscosity data Hirschfelder, Curtiss and Bird (5) 

recommended the following empirical equations for estimating the force 

constants. These equations supercede those previously published in an 

earlier work (40) (42). 

^ /k = 0.77 To 3.8 

<f A = 1.15 Tb 3.9 

^ A = 1.92 Tm 3.10 

\ = 0.75 Vo = 18.4 Tc/Pc 3.11 

^o = 2.0 Vb 3.12 
(sol) 

= 2.3 Vm 3,13 
Where b^ = 1.2615 cy^ 3.I4 



If a single value of viscosity is available, then either or ^ 

may be estimated empirically and the other constant determined by 

substitution in the viscosity equation, 

Hirschfelder, Bird and Spotz (40) (42) showed that there are some 

substances, which the force constants could not be obtained from the 

experimental viscosity data. For these substances there was no possible 

choice of ^/k and which would lead to the observed temperature 

dependence. This was because their simple model of intermolecular potential 

(designed for spherical non-polar molecules) does not strictly apply in these 

cases. These anomalous gases fell into the following classes 

(a) Polar Molecules 

H2O, NH3, HBp, HON, HI, HgCl2 

The energy of interaction of polar molecules is quite different from 

that of non-polar molecules. As the experiments carried out in this thesis 

did not require estimation of transport properties of polar molecules, the 

treatment of polar molecules for estimating transport properties will not 

b^ given. Hirschfelder, Curtiss and Bird (5) have outlined the appropriate 

procedure. 

(b) Metal Vapours and Valencenonsaturated Molecules: 

Hg, Cd, Zn 

The collisions of valence-unsaturated molecules sometimes follow one 

potential energy curve and sometimes another. At large separations their 

energy of attraction is perfectly normal, but at shorter distances the energy 

of interaction depends very largely on the particular electronic state. 

According to quantum mechanics there are well defined probabilities that 

a collision will result in a particular electronic state. This phenomena 

is illustrated by Hirschfelder, Bird and Spotz (4.0) for the collision 



between two l̂ ydrogen atoms. Their view i s that the collisions between such 

molecules i s a statistical mixture of two sorts - those with large ^/k and 

small ^(corresponding to the ground state) and those with small ^/k and 

l a r g e r (corresponding to an excited state). 

The metallic vapours mercury, cadmium and zinc are not valence saturated 

and therefore it i s to be expected that their collisions should be anomalous. 

However, whilst it i s realised that such molecules may exhibit anomalous 

behaviour, i t i s considered that the existing theory can be applied for 

purposes of estimation, until the theory needed for describing these more 

complex cases has been developed. 

(c) Cigar-shaped Molecules: e.g. , n-heptajie 
g, 

If the ratio of the length to the diamter becomes too large, the 

transport properties are affected. Thus the temperature dependence of the 

viscosity of n-hepfcane i s greater than would be expected for spherical 

molecules. Hence estimated values of transport properties such as the 

diffusion coefficient for n-heptane, based on the existing theory,may be 

expected to deviate from actual values. 

The most complete force constant data for a large number of molecules 

of the same chemical species has been tabulated by Hirschfelder, Curtiss 

and Bird (5). To estimate the coefficient of diffusion of a binary mixture, 

it i s necessary to know the potential energy function describing the 

interaction between pairs of molecules of different species. Hirschfelder, 

Bird and Spotz (40) (42) demonstrated that the follovdng empirical equations 

describe with reasonable accuracy the potential energy of interaction between 

unlike non-polar molecules. 
^ 1 2 = < 2̂) 3.15 

£12 = <S2 3-16 



Where ^ ^ and ^^ are the appropriate values for the interaction 

between like molecules of the ith species. Similar equations were 

developed by Hirschfelder, Curtiss and Bird (5) for the polar-polar interaction 

and non-polar-polar interaction. 

The coefficient of diffusion can now be estimated once the appropriate 

force constants are evaluated by the following type of equation first 

recommended by Hirschfelder, Bird and Spotz (40) and subsequently put into 

a more convenient form by Hirschfelder, Curtiss and Bird (5). 

^ 0.00262s ^T^ (Ml +M2)/2MIM2 ^^ 

P ̂ 12 12 

orDi2 = 0^002628 T ^^^^ 
2 fiTTP 

This equation is essentially the same as that originally proposed by 

HirschCelder, Bird and Spotz (AO), although the constant is different 
(1, 1)* 

because the collision integr&l^^^ ̂ ^ in the above equation has been 

assigned different numerical values. Therefore, this method of estimation 

of diffusion coefficients is still referred to as the Hirschfelder, Bird 

and Spotz method. However, as more complete force constant data, including 

the method of treatment of molecular interactions other than non-polar 

interaction, is given in the later work by Hirschfelder, Curtiss and Bird (5), 

the equation proposed by these authors and their notation has been adopted 

in this review. 
(1 1)* r̂  h 0)* ^ The collision integrals and.J2.^ ' ' are functionsof g". 

Values of these integrals are tabulated by Hirschfelder, Curtiss and Bird (5). 



When the preceeding equation is written for a single component, the 

coefficient of self-diffusion is obtained 

Di = 0.002628 T^/^ Mi"^' 3.19 

The coefficient of self-diffusion can be measured experimentally 

by studying the diffusion of radioactive isotopes or ortho and para forms 

of a single component. Hence if the coeffiei^ of self-diffusion is 

knovm, the force constants could be evaluated, which would then allow 

estimation of the coefficient of diffusion in a binary mixture containing 

the component being investigated. 

The equations given for the coefficient of viscosity, the coefficient 

of diffusion and the self-diffusion coefficient are the first approximations. 

Higher approximations are given by Hirschfelder, Curtiss and Bird (5) but 

for most purposes the first approximations are of sufficient accuracy, 

particularly as the errors associated with the available experimental data 

usually render the higher approximations unwarranted. 

A simplified graphical correlation procedure based on the Hirschf elder, 

Bird and Spotz diffusion equation and the theorem of corresponding states 

has been developed by Fair and Lemer (26). Generalised graphical 

correlations of the other transport properties, viz. viscosity and thermal 

conductivity had been developed earlier and as all gas transport properties 

may be related to essentially the same molecular interactions, it was logical 

to assume that a graphical correlation with reduced properties could be 

developed for the diffusion coefficient. 



3.1^ Comparison of the Methods 

Wilke and Lee (128) established the relative aocuracy of the various 

procedures by comparison of calculated results with a body of selected 

experimental data. These authors selected from reliable sources slxtyfour 

systems at atmospheric pressure and near room temperature. They considered 

that the use of this selected data ims advisable In view of the uncertainty 

and lack of precision In many Investigations reported In the literature. 

Also for a large number of the systems chosen, the force constants based 

on viscosity data were available. 

The methods of Arnold and of Hlrschfelder, Bird and Spotz gave nearly 

comparable results, with the latter somewhat better. The method of 

Gllllland gave poorer agreement for the selected systems. The average and 

maximum deviations between calculation and experiment as given by Wllke 

and Lee are summarised In Table 3.1. 

TABLE 3>1 

CCMPARISON CF THE METHODS FOR DIFFUSION COISFFICIENTS 

ITETH SELECTED EXPERIMENTAL DATA 

Calculations by Wllke and Lee (128) 

Method Av. Deviation 
$ 

Max. $ 
Deviation 

Gllllland 
Arnold 
Hlrschfelder. Bird and Spotz 

(using force constants from 
viscosity) 

20.0 

7.0 

^6.8 
20.5 
21.A 

The deviations shown In Table 3«1 were for systems at room temperature. 

Sherwood and Plgford (100) stressed that a major weakness In the Gllllland 

3/? 

diffusion coefficient equation was the temperature function T since 

the coefficient of diffusion Is more nearly proportional to T^. In the 



,5/2 
Arnold method the temperature function is — 

T + C 
and Spotz equation has the temperature function t3/2 

The Hirschfelder, Bird 

in which the 
ia; J l d i 1)̂  

collision integral is a function of A simple analytical expression 
kr (It 1)* is not easily fitted to the relation between ̂  and -JL , however, 

(1 1)* 
Fair and Lemer (26) plotted J L against and showed that the 
slope varied from -0.1 to -0.5 over the normal range of engineering 

calculations. Thus the net dependence of the coefficient of diffusion on 

temperature for the Hirschfelder, Bird and Spotz equation is of the order 
„1.6 ̂ 2.0 T to T , which agrees well with experimental evidence. 

Wilke and Lee (128) compared the three methods with respect to the 

effect of temperature. The calculated values of the diffusion coefficient 

for the system carbon dioxide - air were compared with the experimental 

values reported by Kilbanova, Pomerantsev and Frank-Kamemetsky (53). 

The results of the calculations carried out by Wilke and Lee over the 

temperature range 293 - 1500°K assuming the value at 293°K to be correct, 

are given in Table 3.2. 

TABLE 3*2 

EXPERIMENTAL DATA FOR COg - AIR SYSTEM '(53) 

COMPARISON OF THE METHODS FOR DIFFUSION COEFFIGIENTS 

Calculations by Wilke and Lee (12S) 

Temperature Diffusion Coefficient (cm.2/sec.) ̂  
Expt. Data Arnold Method H.B.S. Method Gilliland Method 
(smoothed) Equation 3»3 Equation 3*18 Equation 3.5 

293 0.151 • M M * ,11, 
4.00 0.273 0.267 0.266 0.242 
600 0.55 0.543 0.523 0.U8 
800 0.915 0.905 0.883 0.690 
1000 1.32 1.28 1.28 0.970 
1500 2.45 2.49 2.52 1.77 



As expected from the temperature functions of the three methods, the 

Gilliland equation gives low values of the coefficient of diffusion at 

high temperatures, whilst the Arnold method and the Hirschfelder, Bird and 

Spotz method agree closeljr, probably well within the experimental accuracy 

of the data. 

As a check on the merits of the three methods for estimating the 

diffusion ̂ coefficient of a metallic vapour in a gas, the diffusion 

coefficient of mercury in air for a total pressure of one atmosphere and a 

temperature of 34l°C was evaluated by equations 3.3, 3.5 and 3.18, and 

compared with the value experimentally determined by Gilliland (31), as this 

data was the closest approach to the conditions required for the estimation 

of the diffusion coefficient of zinc vapour in nitrogen at an elevated 

temperature. The results of the calculations are shown in Table 3.3. 

TABLE 3.3 

COMPARISON OF METHODS FOR DIFFUSION COEFFICIENT 

MERCURY VAPOUR - AIR (ONE ATMOSPHERE PRESSURE) 

Temp. Diffusion Coefficient (cm.2/sec.) Temp. 
Expt. Data 

(31) 
Arnold Method 
Equation 3.3 

H.B.S. Method 
Equation 3.18 

Gilliland Method 
Equation 3.5 

341 0.473 0.563 * 0.502 0.387 * 

* The atomic volumes tabulated by Le Bas (58) for Zn and Hg do not appear 
to be consistent with those calculated from the liquid density at the 
normal boiling point. Hence the calculated values for Zn and Hg were used. 

i . e . 'Zn 
Ĥg 

= 10.05 cc./g.atom 
= 15.70 cc./g.atom 

Whereas the Le Bas tabulated data are 
^Zn " cc./g.atom 
^Hg = 19.0 cc./g.atom 



The data of Table 3.3 again show the superiority of the Hirschfelder, 

Bird and Spotz method. The Arnold method shows a greater deviation than 

was exhibited in Table 3,2 and the inherent weakness of the Gilliland 

equation, because of the incorrect temperature function, is emphasised. 

Thus it would appear that the Hirschf elder, Bird and Spotz method is the 

best approach for estimating the diffusion coefficients of binary misctures 

containing metallic vapours, 

3,2 Estimation of the Diffusion Coefficient of zinc Vapour in Nitrogen 

Hirschfelder, Bird and Spotz (40) showed that force constants could 

not be obtained from experimental viscosity data for the metallic vapours, 

Hg*, Cd and Zn, For these substances there is no possible choice of /k 

and ^ which would lead tothe observed temperature dependence of viscosity. 

Therefore viscosity data could not be used to evaluate the force 

constants of zinc vapour. Strictly speaking the whole concept of the force 

constants as used by Hirschfelder, Bird and Spotz, cannot be applied to 

zinc vapour. However, their equation gave a calculated value of the 

diffusion coefficient of air and mercury, which was very close to the 

experimentally determined coefficient as shown in Table 3.3, As both 

mercury and zinc vapour were considered by Hirschfelder, Bird and Spotz to 

be examples where anomalies may be expected, it would appear that the 

anomalies are not very serious and that the method may at least be used for 

giving a fairly reliable estimate, even in such cases. 

The estimation of the diffusion coefficient of zinc vapour in nitrogen, 

* It is interesting to note, that in a later publication, Hirschfelder, 
Bird and Curtiss (5) tabulated values of £/k and tffor mercury vapour, 
which were said to be derived from viscosity data. These values were 
used in the calculation of Table 3*3. 



using foroe constants calculated from the empirical equations 3.9 and 3«1$ 

and the method proposed by Hirschfelder, Bird and Spotz was considered the 

most realiable, and these coefficients were used in the analysis of the 

zinc absorption in molten lead data obtained in the experimental 

investigation. 

As a check on the accuracy of the empirically determined force 

constants, the viscosity of zinc vapour at T = 850°K was calculated from 

equation 3*7 using the empirically calculated force constants. This value 

was compared with the experimentally determined zinc vapour viscosity (57) 

at the same temperature. The difference between the two figures was only 

part of which can surely be attributed to experimental error. The 

empirically calculated force constants for zinc vapour, £ /k = 1355 and 

^ = 2.52# are therefore considered quite reliable. 

The calculated diffusion coefficients of zinc vapour in nitrogen using 

the force constants discussed and the Hirschfelder. Bird and Spotz equation 

are shown in Table 3 •4.. 

TABLB 3>4. 

CALCULATED DIFFUSION COBFFIGISNTS 

ZINC VAPOUR IN NITROGEN (ONE ATMOSPHERE TOTAL PRESSURE) 

Temperature Diffusion 
OC Coefficient 

cm i.Vsec. 

500 0 . 9 1 8 
550 1 . 0 3 3 
6 0 0 1 .1A3 
6 5 0 l . ? 6 0 
7 0 0 1 . 3 9 0 
750 1 . 5 2 0 

Besides the diffusion coefficient of zinc vapour in pure nitrogen, 

the diffusion of zinc vapour in multi-component gases is also considered 



of interest, particularly with respect to the multi-component gaseous 

mixtures associated with the recently developed zinc blast furnace, 

mentioned in the introduction. 

Wilke (130) has recently shown that the effective diffusion coefficient 

for a gas A in a mixture of gases B, C, D ••••• n may be obtained from 

the expression 

= ^ - 3.20 

where iia' = effective diffusion coefficient for A in a multi-
component system 

y =s mole fraction in the gas 

In equation 3*20 a number of separate binary diffusion coefficients 

have to be estimated. The direct use of the Hirschfelder. Bird and 

Spotz method becomes rather involved particularly when a range of 

temperatures is required. The graphical diffusion coefficient correlation 

developed by Fair and Lerner (26) based on the Hirschf elder, Bird and 

Spotz method and the theorem of corresponding states would be of 

particular value for such cases. 



3*3 Nomenclature (c.g.s. units throughout) 

(a) Symbols 

B = constant in Arnold equation (3.1) 

C = Sutherland constant 

D = diffusion coefficient in binary mixture 

D' = effective diffusion coefficient in a multicomponent mixture 

k = Boltzmann constant 

M = molecular weight 

P = total pressure in system 

R = universal gas constant 

r = distance between molecules 

S 

T = 

V 

y 

1 = 
£ and ^ = 

st'^-'r -
(b) Subscripts 

A n = 

1, 2 = 

distance between centres of two molecules of different 
species at contact 

absolute temperature 

molecular or atomic volume 

mole fraction in gas phase 

coefficient of viscosity 

adjustable parameters called force constants, required to 
describe the potential of approach of two molecules 

maximum energy of attraction 

value of r for which the potential energy of interaction 
is zero 

Collision integral for diffusion 

Collision integral for viscosity 

components in multicomponent mixture 

components in binary mixture 
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i = i th chemical species in a mixture 

c = cr i t ical point 

b = normal boiling point 

n = melting point 
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CHAPTER U 

DEVELOrMENT CF THE EUHDAmPTAL EqPATICN 

FCR STI3DYING ZINC VAPODR ABSCRPTICM IN MOLTEN LEAD 

The Addltlvlty of Dlffuslonal Resistances 

The most useftil approach for analysing the mechanism of an absorption 

process was Introduced by Whitman (129)• According to his theory, which 

Is now generally known as the »«two-film" or "two-resistance" theoiy, 

material Is transferred In the bulk of the phases by convection currents 

and differences In concentration are assumed negligible, except In the 

vicinity of the Interface between the phases. On either side of the phase 

Interface, there Is considered to be a thin stagnant film, through which 

the transfer of material Is by molecular diffusion only. 

The f luid films adjacent to the phase Interface are of l^rpothetlcal 

thickness, as they represent the thickness of stagnant f lu id , which offers 

resistance to mass transfer by molecular diffusion equivalent to the total 

resistance to mass transfer In the combined process of molecular and eddy 

diffusion within the phase. In terms of boundary layer theoiy, the film 

thickness will be slightly greater than the laminar sub-layer, because It 

offers a resistance equivalent to the total resistance of the boundary 

layer. 

The film theory assumes that there Is no dlffuslonal resistance 

at the Interface and the relationship between the concentrations of 

diffusing solute In the two phases at the Interface Is assumed to be 

the same as In stat ic equilibrium measurements with bulk phases. 

The direction of mass transfer across the Interface Is not determined 

by the concentration difference^, but the equilibrium relationship, and 

therefore a very large concentration gradient may exist across the 
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in t e r face , where equilibrium attainment i s assumed because of the absence 

of any resistance to mass t ransfer right at the in te r face . 

The fac tor controlling the ra te of absorption i s considered to be 

the ra te of d i f fus ion through the two f i lms , in which a l l the resistance 

i s assumed to l i e . The overall diffusncnd.resistance, therefore , comprises 

the d i f fus ional resistance of the individual f l u id f i lms , i . e . , the gas 

and l iquid f i lms fo r a gas absorption process. 

The rate of absorption per unit area can be expressed in terms of 

the driving force fo r mass t rans fe r across the individual f i lms. Thus 

a difference in pa r t i a l pressure of the diffusing component i s the driving 

force in the gas phase and a difference in solute concentration i s the 

potent ial fo r mass t rans fe r in the l iquid phase. As a l l the solute 

d i f fus ing from the gas phase to the interface must a lso, under steady 

s ta te conditions, d i f fuse at the same rate from the in terface to the main 

bulk of the l iquid phase, the ra te of absorption of component A per unit 

area, can be expressed as equation 4 ,1 . 

% = (Pg - Pi) = l̂ L (ci - cl) 

Where pg and pj_ represent the pa r t i a l pressure of component A in 

the bulk of the gas phase and at the In ter face , respectively, and C]̂  

and c^ are the concentrations of the component A in the .bulk, of the 

l iquid phase and at the in te r face , respectively. According to the 

two-film theory, p^ and cĵ  are in equilibrium. The mass t rans fe r 

coeff ic ients kg and Iq;̂  are known as the gas f i lm coeff icient and the 

l iquid f i lm coe f f i c i en t , respectively. 

Equation 4..1 can only be used to calculate the ra te of absorption 

in special circumstances, because the i n t e r f ac i a l conditions are not 



usually knovm and cannot in general be measured experimentally. It is 

therefore convenient to introduce the overall coefficients K̂  and Kg, 

known as the overall liquid phase coefficient and the overall gas phase 

coefficient, respectively, which are defined by equation 4-.2. 

% = Kg (pg - Pe) = Ki (ce - cx,) 4.2 

. where p^ is the partial pressure of the component A, which is in 

equilibrium with the liquid phase having a concentration of A equal to 

cx,, and Ce is the concentration of the component A in the liquid phase, 

which is in equilibrium with a gas phase containing a partial pressure 

p of the diffusing component, 
D 

The relations between the overall mass transfer coefficients and the 
individual film coefficients are given in equations 4,3 and 4.4. 

JK. 4.3 Kg " kg k]̂  

r= ^ + 

^L \ % 

where PG = HQ (H = Henry law constant) 

These equations are statements of the concept of the additivity of 

diffusional resistances in mass transfer between phases. In terms of 

gas phase compositions, represents the overall resistance to mass 

transfer, Vk̂ ^ the liquid phase resistance and ^^kĵ  the liquid phase V 
resistance, Ih terms of liquid concentrations, 'Kĵ  is the overall 

resistance to mass transfer, Vk̂ ^ the liquid film resistance and '̂̂ Hkg 

the gas film resistance. 

The controlling diffusiJusiLresistance in the absorption process 

can be determined from equation 4,3 or 4,4, Thus for example, for a 
very soluble gas, the liquid phase resistance becomes very small, because 



of the small value of the Henry law constant, and therefore the absorption 

Is said to be a gas phase controlled absorption. Similarly, because of 

the large Henry law constant for a slightly soluble gas, the absorption 

in such cases is said to be controlled by the liquid phase. 

The assumption made in equations 4.3 and 4.4. is that Henry's law 

applies to the system (i.e. the equilibrium curve is linear). If the 

equilibrium curve is not linear, then there is no simple equation 

relating the overall coefficient with the individual film coefficients. 

Although the l^hitman two-film theory was postulated in 1923 and 

has been used extensively ever since in the standard texts dealing with 

the diffusional mass transfer operations, there was inadequate 

experimental support for the concept of additive resistances until quite 

recently. 

Several investigators have suspected the existence of a diffusional 

resistance at the interface under certain conditions. 

Emmert and Pigford (23) compared the theoretical and experimental 

rates of absorption and desorption for oxygen and carbon dioxide, in 

water, which contained a sulphonate surface-active agent, and which 

flowed in laminar flow down a wetted wall column. They concluded that 

there was an interfacial resistance, due to lack of equilibrium at the 

interface, even with pure water and that the sole effect of the wetting 

agent was to eliminate rippling. However, later work by Cullen and 

Davidson (17) suggests that equilibrium does ^ exist at the surface of 

pure water, and that the discrepancy, between the theoretical and observed 

results obtained by Emmert and Pigford, was dtie to an interfacial resistance 

caused by the surface active agent. 
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Cullen and Davidson (17) reviewed the work of several invest igators , 

who had previously reported i n t e r f ac i a l resistance e f f ec t s in l iquids 

containing surface-active high molecular weight solutes. These authors 

also demonstrated with additions of chemically pure surface-active 

agents, that there was no resistance to absorption, other than that due 

to d i f fus ion . However, a solution containing the same pure surface-active 

agents plus a small amount of impurity or a solution containing a 

commercial surface-active agent was found to exhibit an in t e r f ac i a l 

resistance at certain concentrations, which f e l l to zero at very low and 

very high concentrations. These authors concluded that an in t e r fac ia l 

resistance i s caused by the interact ion of impurities with the surface-

active agents. The mechanism envisaged was not a simple mechanical 

obstruction, owing to the extreme thinness of the surface f i lm, but to 

be due to an interact ion between the adsorbed f i lm and the diffusing 

molecules. 

However, in normal absorptions, in the absence of surface-active 

agents, i t i s now generally agreed, that there i s no in t e r fac ia l 

resistance and that equilibrium conditions do exist at the phase boundary. 

Even though there i s no d i f fus ional bar r ier at the in ter face , the 

relat ionship, between the concentrations in the two phases at the 

in te r face , may be expected to be dif ferent under dynamic conditions with 

d i f fus ion taking place, than under conditions of s t a t i c equilibrium, for 

which the equilibrium data are compiled. This e f f e c t , which would indicate 

an apparent in terfacia l^res is tance varying with the di f fus ion ra te , has 

been shown by Schrage (93) to be unimportant except at very high mass 

t r ans fe r r a t e s , ordinarily obtainable only at reduced pi-essures. 

Excellent suppoiTt of the addi t ivi ty concept of d i f fus ional 



resistances was provided by the recent work of Gordon and Sherwood (34) 

and Goodgajne and Sherwood (33). The former workers tested the additivity 

concepts for mass transfer between two liquid phases and the latter for 

gas - liquid systems, Goodgame and Sherwood (33) confirmed the 

additivity concepts by experimental measurements of the transfer 

coefficients for vaporisation of water into air, and the absorption 

from air of carbon dioxide, ammonia and acetone by water under conditions 

of known interfacial area. The results of these workers are of particular 

interest to this investigation, as they have confirmed, without doubt, 

the procedure of studying a gas absorption process by evaluating the 

individual film coefficients, 

4,2 The Volumetric Mass Transfer Coefficient, Packed Column Analysis 

In most commercial gas absorption equipment it is difficult, if 

not impossible, to evaluate the interfacial area of the gas and liquid 

phases. For this reason, the usual procedure is to introduce a new 

variable "a", which represents the interfacial area per unit vol\ime of 

the absorber. As both "a" and the mass transfer coefficients depend on 

the nature of the packing, the type of flow whether wetting or non-wetting 

and on the flow rates of the liquid and gas streams, they are usually 

combined as a product, e,g. Kga, which is known as a volumetric mass 

transfer coefficient, and is a measure of the rate of absorption per 

omit driving force, per unit volume of the absorber, 

Sherwood and Pigford (101) and other standard texts, show that the 

volumetric mass transfer coefficients are related to the height of 

packing "h/" in a packed column by the following equations, which are 

simplified for application to dilute systems. 



f ^AZ \ = K„a P \ y - y g , 

h = S - 6 
kga P J y - y i 

^ r ^ 
^ = j p r r 

fl 
- ^ I dx 

kĵ a yAi 1 Xi - X 

In the preceding equations, the volumetric mass transfer coefficients 

are taken as being constant. However, the overall volumetric coefficients 

K̂ a and Kga are only constant i f the equilibrium curve is linear, i . e . 

Henry's Law applies. The assumption, that the individual film volumetric 

coefficients are constant, is quite reasonable for a dilute system bperatlng 

at almost constant temperature, as the gas and liquid flow rates are 

affected only very slightly by the absorption in such cases. 

Uhen the equilibrium line is curved, the design procedures outlined 

by Sherwood and Pigford (102) may be used. 

^• 5 l|he Concept of the Transfer_^Unit 

The .concept of the transfer unit was introduced by Chilton and 

Colbum (12), as a convenient method for calculating the height of a 

counter current absorption column. Inspection of equations 4..5 to A.S 

shows that the calculation of the height of an absorption column always 



requires the evaluation of a definite integral and a second term 

containing the volumetric mass transfer coefficient. 
The value of the definite integral^ which is a dimensionless 

quantity^ is a measure of the difficulty of the absorption process. It 
is an integrated value of the change in composition of the diffusing 
component I per unit driving force causing the mass transfer. Chilton and 
Colhum called these definite integrals the ^̂ number of transfer units". 
By definition for dilute systemŝ  f . Hoi, - I 

Xa - X 

r Np, = I — 4.11 Q I y -

Nl « ( ^ 4.12 J - * 

The packed height of the absorption column is then given in terms 
of "the height of a transfer unit**. This is a measure of the mass 
transfer characteristics of the particular packing material and the 
particular system properties and flow rates being investigated. The 
height of a transfer unit has the dimensions of length and is usually 
expressed as feet. The packed height is then related to the number of 



transfer tmits and the height of a transfer unit by equation 

h = NOG HOG = NQL HQL = NG % = H h 

Comparison of these equations vith the equations relating the 

Yolxunetrio coefficients with the packed height> allows the heights of 

transfer units to be written in terms of the volumetric mass transfer 

coefficients. 

- ^ r r 

^ = 

= 

Lm 
% = k ^ r / m 

When the equilibrium curve i s l inear, the evaluation of the number 

of transfer units i s simplified, as i t can be shown (103) for this 

case that , 

Nog = — = — 
(y - ye)L.M. 

Analogous expressions can be written for the other evaluations* 

The concept of the additivity of diffusional resistances can also 

be applied to the heights of transfer units (105;). If the equilibrium 

curve i s l inear, the following equations apply 

ÔG ^ ^ ^ % 

HOL » HL + J ® HG 



In equation 4..19> for example, HQQ is a measure of the overall 

resistance to mass transfer, Ĥ j represents the diffusional resistance 

in the gas phase and Hĵ  diffusional resistance in the liquid 

phase* 

Application of the Two-Resistance Concepts to Zinc Vapour 
Absorption In Molten Lead 

In most conventional gas absorption systems, the equilibrium 

conditions can be represented either by a single straight line or a 

single curve* 

However, for the absorption of zinc vapour in molten lead, the 

temperature of the liquid lead changes appreciably as it flows through 

the absorption column, and the equilibrium conditions alter according 

to the position In the column* This is because the zinc activity 

coefficient and the vapour pressure of pure zinc vary greatly with 

temperature* 

As the absorptions of this Investigation were carried out in very 

dilute alloys, Henry's law could be assumed to apply for each temperature 

level within the absorption column* Hence the equilibrium zinc partial 

pressure over the alloys formed by absorption, for a particular 

temperature, are linearly related to the zinc concentration In the 

liquid lead alloy, l*e* the mole fraction (y^) of zinc In the gas phase, 

which is in equilibrium with a zinc mole fraction of (x) in the liquid 

lead phase can be given by the follô rfjig equatlons:-

Pzn = ^ Vzn 

A.22 



i.e. Slope of Equilibrium Line = ^Zn 
Pt 

4.23 

The equilibrium conditions in a system, in which molten lead is 

contacted with zinc vapour, can therefore be represented, for the case of 

dilute alloys, by a series of straight lines of slope Zzn^JTzn ĝg g^o^ 
Pt 

in Fig. 4.1. 
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MOL£ FRACTION ZINC M LIQUID LEAD 

Fig. 4.1 - Equilibrium conditions 

If the equilibrium conditions at the various levels in the absorption 

column are taken as shown in Fig. 4.1, a fundamental equation can be 

derived, using the additive diffusional resistance concepts, for the 

absorption of zinc vapour in molten lead. The equation developed is 

considered to be an original approach, although the derivation is similar 

to the procedure used by Sherwood and Pigford (102), when these authors 

analysed an absorption, in which a curved equilibrium relationship existed. 



0 X 2 X X, XL ^ ^ 
MOLE FRACTION ZINC IN LIQUID LEAD 

Fig. - Graphical representation of the absorption 
of zinc vapour in molten lead 

Consider a zinc absorption process, in which the lead inlet 

temperature is ±2 ̂ ^ outlet temperature 

At a point within the column, where the lead temperature is ta> the 

bulk zinc mole fractions in the liquid lead and the gas phases are x and 

7, respectively. 

The bulk phase conditions may be represented in Fig, 4-,2 by the 

point A, having co-ordinates (x, y). Point A will be located on the 

operating line, which for a dilute system, in which the molar gas and 

liquid flow rates can be considered constant, is a straight line 

terminated by (x̂ , y^) and (xg, y2)* 

The interfacial conditions can be represented by the point B, 



which will be located on the eqpiilibrium line for temperature t^ and 

will have co-ordinates (x^, y^). 

The points C and D on the equilibrium line for temperature ta> have 

co-ordinates (x, y©) and y) respectively. 

Prom Fig. 

(y - ye) = (y - yi) + (yi - y©) 4.24 

Now ^^ " ̂ ^ = Slope of Equilibrium Line for to 

^ ^ OZn / V 
= ' (from equation 4.23) 

/ X ^ KZn / X 
i.e. (yi - ye) = ^ — (xi - x) 4.25 

Hence from equation 4.249 ^ 

(y-ye) = (y - yi) 4 ^ ^ J ^ (xi - x) 4.26 

Since N^ « Kga P(y - ye) = kga P(y - yj.) = k^a /'m (xi - x) 

Equation 4*26 may be re-^itten 

J 2 L . = - J 2 A - + S A — . ^ L J ^ 4.27 
Kga P kga P kĵ a Pj 

i.e. L . = L . + ^ , Pzn ^zn 4.28 

Kga P kga P kj;,a ^ 

Now from equation 4*5 
yi 

h Gm ^ dy 
Kga P V y - y e 

'2 

However^ in this casei Kga is not constant» because as can be seen 

from equation 4.28 

M Vzn varies through the column 

(b) kga and kĵ a may also vary, because of temperature variation 
in the column 



and) henoe^ the equations similar to equation ^.5 must Include the 
ooeffiolents within the integral. 

dm dy N0W| if both sides of equation 4.28 are multiplied b y a z i d the 
y " 7e 

resulting equation integrated between the limits 72 ^^ equation 4.29 

i s obtained* 

p r dy 
Kga (y - ye) 

dy 
kga (y - Ye) 

/ 0 
+ Gm 

^2 

(Pzn yzn) dy 

• ••••• 29 
Hoirover, if the major variation of Kga is considered to be due to the 

variation of (p^ .Jfzn) and the individual coefficients assumed to be 

fa i r ly constant equation 4.29 can be simplified^ 

JSL. / L J Z . - . Gto J L - f * + "m Pgn ^Zn dy 
P \ y - ye k^a ^ia J y - ye 

yo H 

^ ( ^ 

K 

If each side of equation 4.30 is divided »00 

since h s 

and Hq = 

Nog 

Equation 4«30 i s transformed into the f inal form: 
yi ^ 

H.. « Hcj + ̂  ( ^ 
TO I® NQG Pp y -y< 4.31 



- -

4.#5 Nomenclature 

(a) Symbols 

a « area of Interphase contact, f t . ^ / f U ^ 

0 « solute concentration, lb.mole,/ft»^ 
CSft as superficial molar mass velocity of the gas phase, 

lb.mole. /(hr .)(f t .^) 
b = height of packed section of absorption coliamn, f t , 

H = Henry's law constant, pg/c 

HQ =5 height of a gas film tansfer unit , f t . 

HOG = height of an overall gas phase transfer uni t , f t . 

Bĵ  = height of a liquid film transfer uni t , f t , 

HQL « height of an overall liquid phase transfer unit , f t , 

kg = gas film transfer coefficient, lb,mole./(hr.)(ft,^)(atm,) 

Kg = overall gas phase coefficient, lb,mole./(hr,)(ft,2)(atm.) 

kga = volumetric gas film coefficient, lb.mole./(hr,)(ft.3)(atm,) 

K-a « overall volumetric gas phase coefficient, 
® lb,mole./(hr,)(ft,3)(atm.) 

k^ = liquid film transfer coefficient, lb.mole./(hr,)(ft.2)(unitAC) 

Ki = overall liquid phase transfer coefficient, 
lb.mole./(hr.)(ft .2)(unit ^C) 

fc^a « volumetric liquid film coefficient, 
lb.mole./(hr.)(ft .3)(unit /HiC) 

KrA = overall volumetric liquid phase coefficient, 
lb,mole./(hr,)(ft.3)(Tmit ^C) 

= superficial molar mass velocity of the liquid phase, 
lb.mole./(hr.) ( f t ,2) 

m « slope of equilibrium curve, dye/dx 

NA « mass transfer rate of the diffusing component A. 
lb.mole. /(hr.)(f t ,2) 

NQ « number of gas film transfer units 

NQQ = number of overall gas phase transfer units 
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N̂  a maiaber of liquid film transfer tinits 

NOL = nmber of over liquid phase transfer units 

p = partial pressure solute, atm. 

P ss total pressure on system, atm, 

Pga » partial pressure of zinc in gas phase, mm. Hg. 

T̂ ® total pressure on system, mm. Hg. 

t = temperature, 

» = mole fraction of diffusing component in liquid phase 

y = mole fraction of diffusing component in gas phase 

^ ^ = molar density of liquid, lb.mole./ft.3 

Jfzn " activity coefficient of zinc in liquid lead - zinc alloy, 
(standard state pure liquid zinc at the same 
temperature) 

(b) Subscripts 

1 = concentrated end of countercurrent system 

2 = dilute end of count ercurrent system 

e 8= equilibrium value 

g s laiulk of gas phase 

i = gas - liquid interface 

L = bulk of liquid phase. 



EXPERIMENTAL INVESTIGATION 

SECTION A 

FUNDAMENTAL STUDIES OF DISC COLUMN PERFORMANCE 
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CHAPTER 5> 

roTRQDUCTiqi TO THE DISC ABSCElPTICir COUJIIN 

A new type of laboratory absorption coltunn named a disc ooltunn was 

introduced in 1951 by Stephens and Morris (116)» This colnmn was 

introduced primarily for the determination of liquid phase mass transfer 

coefficients for systems 3n which reliable diffusion data i s not available. 

As the results of physical absorption In the disc column are similar to 

those obtained in a packed tower, Stephens and Morris suggested that , if 

the relative performance of the disc column and the various commercial 

packing could be established, the laboratory disc column could be used 

as a design basis,obviating the need of semi-plant size tes ts using large 

quantities of gas and liquid. 

The disc column is a development of a simple wetted wall column in 

which the liquid i s allowed to flow over a series of discs arranged in a 

single vertical row with alternate discs set mutually at right angles. 

The flow of liquid over the disc assembly i s such that the film of liquid 

i s Interrupted at each disc intersection during i t s descent, thereby 

simulating conditions in a packed column. The differences between the 

hydrodynamics of packed towers and the disc column and the limitations of 

the la t te r as a model of the former have been outlined by Danckwerts (18 ) 

and Hoftyzer ( )• 

The essential features of the Stephens and Morris disc column are 

shown in Fig. 5 . I . The discs forming the absorption element are I M to 

1*5 cm* diameter and OM to 0*46 cm. thickness. The discs are cemented 

to a centrally located supporting wire or rod, which i s placed vertically 

inside a glass tube of 2.5 cm. bore. Taylor and Roberts ( W ) have 



liquid in 

liquid fc«d J9t 

a b i o r p t i o n alomant 

Q6% out, 

\aupport for diac« 

outer tube 

liquid run-off 
^ tube 

In 

drain for liquid 
• I oat by spiaah 

Fig. 5.1 - The Stephens and Morris disc column 



shown that the type of disc material used has no effect on the mass 

transfer characteristics, although better wetting at low flow rates was 

observed when discs were roughened by a f i l e and kept soaked between runs. 

The primary use of the disc column has been for investigations of 

absorption systems in which the controlling diffusional resistance is 

located in the liquid phase, Morris and Jackson ( 77) have outlined a 

method of predicting liquid film coefficients suitable for use in a 

packed tower for cases of physical absorption from data obtained on the 

same system by using a disc column. Furthermore, Roper (90 ) has shown 

that the disc column has characteristics similar to those of a packed 

tower for the more complex case of absorption accompanied by a simultaneous 

chemical reaction in the liquid phase. As there is no method available 

at present for predicting liquid film coefficients In a fu l l size 

commercial packed tower for this process of chemical absorption, i t would 

appear that the use of the disc column In this field would be of 

particular value. 

However, the gas phase mass transfer characteristics of the disc 

column have received only Incidental Interest, mainly with the view of 

calibrating the column with respect to the gas film so that overall mass 

transfer coefficients, for systems controlled by the liquid film, may be 

corrected for the gas film resistance. 

To establish the characteristics of the column with respect to the 

gas film, Stephens and Morris (116) and Taylor and Roberts ( l?3) 

applied a liquid film correction to the overall coefficients obtained 

for the absorption of ammonia in water from dilute mixtures with air . 

Roper ( 89) evaporated water by air to establish the gas film resistance 

to be taken Into account In subsequent liquid film controlled absorptions. 



These investigators presented their gas film data in the form of 

generalised correlations of the type, which had been found applicable to 

wetted wall columns ( 30)(50 ). The use of the generalised correlations, 

for determination of gas film coefficients in a disc col-umn, is not 

entirely justified on the basis of the experimental work reported. No 

data have been published for gas film coefficients in a disc column for 

any other gas phase except air or dilute air mixtures with air as the 
o 

diluent. 

Therefore, it was considered that, if the disc column is to be used 

for a system in which a substantial fraction of the total diffusional 

resistance is located In the gas phase and where the properties of the gas 

t>hase are significantly different to those for air at room temperature, 

further fundamental work must be undertaken to establish the characteristics 

with respect to the gas film. 

The use of a disc column for such applications rather than a simple 

wetted wall column is justified, because attempts to correlate liquid 

film coefficients using wetted wall; columns have been unsuccessful and 

the coefficients have been found to depend on the length of the wetted 

wall column ( 1 1 6 ), The liquid film coefficients for 

a disc column, however, are independent of the column length (116) (1??) 

and therefore the correction of a measured overall coefficient for 

resistance in the liquid film is theoretically justified, as the overall 

coefficient for a disc column absorption is independent of the column 

length. 

On this basis, the disc column is preferred to the wetted wall 

column for all laboratory absorption except, perhaps, where there is no 

liquid film resistance as in the evaporation and condensation of a pure 



liquid or where the liquid film resistance is negligible. However, for 

oases in which the liquid film is known to contribute to the overall 

resistance to diffusion or where the extent of the liquid film resistance 

i s not known for certain, the disc column is preferred* 

The absorption of zinc vapour in molten lead would, on the surface, 

appear to be an absorption controlled chiefly by diffusion in the gas 

phase* However, as the contribution of the liquid film diffusional 

resistance is not known, i t was proposed to study this system using:a 

disc column, so as to eliminate any uncertainty with respect to the liquid 

film* The known surface area of the liquid phase, in either a disc or 

wetted wall column, has the obvious advantage, that the mechanism of 

the absorption can be studied more fully, than would be possible if a 

small packed column was used for the investigation* 

There was considerable doubt existing at the onset of the experimental 

program, as to whether i t would be possible to operate a disc column with 

molten lead as the liquid phase, particularly in view of the lack of 

success Davey ( 19 ) met when, during the course of vacuum dezincing 

experiments on molten dessilverised lead, a form of wetted wall column 

was desired but was found impossible to achieve due to the formation of 

thick rivulets rather than a continuous film, when molten lead flowed 

over a surface* However, i t was considered worthwhile to investigate 

fully the possibility of using a disc column with molten lead because of 

the very significant advantages, which a disc column would possess in the 

analysis of the mechanism of the absorption* 

As i t was realised, that the information available on the gas phase 

mass transfer characteristics of the disc column, would not be sufficient 

to interpret the results of a zinc absorption in molten lead, a collateral 
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experimental program was Instituted to sttidy the fundamental characteristics 

of the disc oolman, which would be important In the analysis of a gas film 

controlled absorption process. This collateral Investigation proceeded 

concurrently with the major project of studying the absorption of zinc 

vapour in molten lead. 



CHAPTER 6 

LICyjID FLCW BEHAVIOUR IN THE DISC COIIJMN 
Taylor and Roberts ( 122) have reported, that a distinct change in 

slope occurs at approximately the same liquid rate ( T = 155 lb,/(hrO(ft.) 
ftt water), when plots of gas and liquid film coefficients are made. These 
authors visuainjr examined the discs over a series of flow rates to see if 
any differences could be observed above and below the critical flow rate 
of r = 155 lb./(hr.)(ft.). The flow patterns on the face of the discs 
appeared to remain unchanged, but the flow pattern around the rim of the 
discs altered at a flow rate of T = 155 lb./(hr.)(ft.). Immediately 
below the critical flow rate, there was transient formation of ripples. 
Ripple formation on the rims of the discs became permanent above the 
critical flow rate. It was concluded that this ripple formation was the 
cause of the break noticed in the mass transfer data. The earlier data 
of Stephens and Morris (116), who examined the same chemical systems as 
the former authors, failed to exhibit this break. 

There appears to be considerable doubt, as to whether the relative 
velocity of the gas and liquid streams or the linear velocity of the gas 
stream, should be used in correlating gas film data. Gilliland ( 30) 
concluded from vaporisation experiments with a wetted wall column, that 
the linear velocity of the gas should be used, because data on co-current 
and counter current flow of liquid and gas gave poorer correlation, when 
the relative velocity of the gas and liquid streams was used. However, 
the results of co-current and counter current flow of the liquid and gas 
streams for the absorption of ammonia in water from a dilute ammonia air 
mixture in a disc column, as reported by Stephens and Morris (116 ) and 
Taylor and Roberts ( 122) indicated that the relative velocity of the gas 



and liquid streams is the significant velocity term. The values used 
for the liquid velocity on the discs were assumed by Stephens and 
Morris (116 ) to be equal to two thirds the theoretical value for 
streamline flow down a flat vertical surface, whereas Taylor and 
Roberts (122 ) assumed the theoretical value. 

Cooper, Drew and McAdams ( 15 ) reviewed the existing experimental 
data on the isothermal flow of liquid layers on plane surfaces and 
showed, that the data could be correlated by the conventional Fanning 
friction factor and the Reynolds number relationship, in which the 
friction factor (f) and the Reynolds number (Re) are given by:-

f = 2 gm3 /o2sinp< 
r^ 

= 2 gm sino( 
v2 

Re = 4. r 
A* 

= K mvyg? 

For streamline flow with a free surface, hydrodynamic theory predicts 
the relation between the friction factor and Reynolds number to be:-

f = 
^ Re 

The agreement of the experimental data reviewed by these authors 
with the theoretical relationship for the streamline region was very good. 
These equations neglect any traction effect on the gas liquid interface, 
due to the flow of gas past the interface. These traction effects would 
normally be small except at veiy high gas rates. 

As the liquid velocity appears to be an important variable in the 



interpretation of disc column absorption data, i t was decided to 

experimentally check the liquid velocities, to see if the theoretical 

conditions of streamline flow down a f lat vertical surface actually apply 

to the flow of liquid down the disc assembly. It was also considered 

that such an investigation would reveal any departure from theoretical 

conditions, when water rates greater than T = 155 lb./(hrO (f t . ) are 

employed* 

6.1 Experimental Procedure 

The absorption element from a standard disc column, consisting of 

eighty carbon discs, was mounted vertically, so that the total holdup 

of liquid on the discs, at any instant, could be determined as a function 

of the liquid rate. The holdup was measured by collecting a l l of the 

liquid, which drained from the disc assembly, when the liquid feed to 

the top disc was cut off. Appropriate end corrections were applied to 

the total volume collected, to allow for the holdup of liquid between 

the bottom disc and the point where the holdup was collected. 

The apparatus used for determining the liquid holdup on the disc 

assembly i s shown in Fig. 6.1 and details of the disc assembly in 

Table 6.1. 

TABLE 6.1 

DISC Dumsiws 

Number of Discs = 80 
Average Disc Diameter = 0.0484 f t . 
Average Disc Thickness = 0.0148 f t . 
Surface Area of Disc* = 0.475 ft .2 
Mean Perimeter for Liquid Flow = 0.122 f t . 

^Uncorrected for liquid film thickness or for.loss of area at point i 
of contact, but used throughout as an approximation of the true 
liquid surface area. 



ROTAMETER 

FROM CONSTANT 
HEAD TANK 

1 
BURETTE 

VAR1A8LE 
LUTE 

RECEIVER 

I SUPPORTING 
ROD 

STOPCOCK A 

PEED JET 

•DISC ASSEMBLY 

-CALIBRATION 
MARK 

-~RUN-OFF TUBE 

• SUPPORTING 
ROD 

STOPCOCK B 

Pig. 6«1 - General layout of apparatus used 
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The experimental technique used was as follows:-
(a) When steady conditions at the desired liquid flow rate were 

reached and the'variable lute adjusted so that the level of liquid in the 

ran off tuhe was at the calibration mark, the stopcock A was closed and 

the receiver was placed simultaneously under the lute discharge, 

(b) After allowing sufficient time to elapse to ensure complete 



drainage from the dlso assembly (five minutes was found to be sufficient 

the level in the liquid run off tube, which had fallen when the liquid 

supply was stopped, was brought back to the calibration mark by raising 

the adjustable lute. 

(c) The stopcock B was then closed and the volume of liquid 

required to refill the lute until the first drop had overflown into the 

discharge, was added by a burette (volume A)« 

(d) A further end correction, due to the volume of water flowing 

between the overflow weir of the lute and the point where the receiver 

was placed, was determined by simultaneously closing stopcock B and 

collecting the liquid which drained from the lute (volume B). No end 

correction was deemed necessary for the liquid between the first dlso 

and the stopcock A« ¥hen stopcock A was closed, the liquid feed jet 

did not drain but remained full. The holdup on the half inch of 

supporting rod, between the exit of the liquid feed jet and the first 

disc, was considered negligible. 

(e) To calculate the liquid holdup on the discs, the volume of 

liquid collected minus the sum of volume A and volume 6, was corrected 

for the small volume of water which does not drain from the column but q 

remains as thin film over the surface of the discs and at the disc A 

junctions. 

(f) The mass of liquid adhering to the discs was found by wiping 

the surface of the discs with a tared cloth and reweighing the cloth to 

determine the liquid retained. This technique originally used by 

Claassen ( 13 ) was found to give reproducible results. The mass of 

liquid retained on the eighty discs was found to be 0.9 gram and hence 

this small corrects was added to all the calculated holdups. 



Experimental and Galeulated Results 

The experimental data obtained, using the foregoing procedure 

with ijater as the irrigating liquid phase, are shown in Table 6»2. Each 

experimental run shown is the mean of three separate determinations. The 

results oa^oulated from these data are presented in Table 6*3« 

TABLE 6 .2 

EXPERIMEHTAL DATA 

Liquid Liquid Total End Corrections Liquid Total 
Run Rate Temp, Volume Volume A Volume B Adhering Holdup on 

ml./min. 
Temp, 

Collected to Discs Discs 
ml./min. OC Crwl.) (ml.) (ml.) (ml.) (ml.) 

1 1 9 ^ 22.0 2 .0 2 . 1 0 .9 18.8 
2 300 1 9 ^ 20 .0 1 . 0 1 .8 0 .9 18.1 
3 364 19^+ 18.3 0.9 1 .6 0 .9 16.7 
4 219 19^+ 15.3 0 .7 1.4 0 .9 14.1 
5 176 19.6 13.9 0.4 1 .2 0 .9 13.2 
6 131 19.7 12.4 0.4 1 .0 0 .9 12.0 
7 % 20.1 10.7 0.3 0.8 0.9 10.5 
S 62 18.1 9 .0 0.3 0.7 0 .9 8 .9 

TABLE 6.3 

CALCULATED FRICTION FACTCR DATA 

Wetting Average Film Average Liquid Reynolds Friction 
Run Rate Thickness Velocity Number Factor 

lb,/(hp.) m V * 4 r ( f ) 
( f t . ) ( f t . ) (ft ./sec.) A* 

( f ) 

1 372 1.40 X 10-3 1.19 615 0.0646 
2 324 1.34 X icr3 1.08 537 0.0756 
3 285 1.24 X icr j 1.02 472 0.0768 
4 237 1.05 X icr3 1.00 392 0,0673 
5 190 0.98 X icr3 0.86 315 0.0853 
6 U 2 0.89 X icr3 0.71 234 0.116 
7 102 0.78 X lor3 0.58 169 0.151 
8 67 0.66 X icr3 0.45 110 0.212 

Average Film Thickness = Volume Held by Discs/ Surface Area of Discs 

* Average Liquid Velocity (v) = C 
m /O 

Friction factor calculated taking total surface area 
to be vertical, i .e . sin, c< = 1 



6*3 Discussion 

The calculated friction factor data in Table 6.3 has only limited 
theoretical significance. The wetting rate on the rim of the discs would 
be different to the variable rate on the faces. The film thickness and • 
hence the velocity of liquid on the rim of the discs varies from point to 
point on the rim, depending on the latitude of the particular point taken. 
The calculations were therefore based on average conditions of wetting rate, 
film thickness and liquid velocity. A further simplification was made that 
the total surface area was vertical. The friction factor thus calculated 
is equivalent to the flow of the liquid over a vertical flat plate with 
the same average wetting rate as for the discs and, therefore, must be 
considered as being an artificial figure. The friction factor is plotted 
against Reynolds number on a log.-log. graph in Fig. 6.2. 
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Fig. 6.2 - Friction factor - Reynolds number relationship 
for liquid flow On the discs 



For Re less than 392 the data agrees well with the theoretical 

equation for laminar flow on a flat vertical surface. Therefore, 

calculations baaed on laminar flow over a flat vertical surface at the 

average disc wetting rate, should give average liquid velocities close 

to the true conditions. The procedure used by Taylor and Roberts (122), 

for calculating the liquid velocity on the discs, is therefore justified 

experimentally for Re less than 392. 

A departure from the theoretical equation occurs between Re = 392 

and Re = 472 (i.e. between r = 237 and T = 235 lb./(hr.)(ft.). A plot 

of liquid velocity versus wetting rate shows a breakpoint, which would 

indicate that the departure from the theoretical equation to be near 

r = 237 lb./(hr.)(ft.). It is thought that this breakpoint is comparable 

to the breakpoint observed by Taylor and Roberts (122 ) in both liquid and 

gas film mass transfer coefficients, when plotted versus liquid rate, and 

which was correlated by these authors as being due to the formation of ripjiles 

on the rim of the discs at wetting rates greater than 155 lb./(hr.)(ft.). 

The same explanation can be applied to the friction factor data, ' 

although in this case the breakpoint or departure from theoretical 

conditions is at a somewhat higher wetting rate. The formation of ripples 

on the rims of the discs would increase the average film thickness and 

decrease the average liquid velocity, below that in the absence of ripples. 

Both these factors will cause the friction factor to be greater than the 

theoretical, as is shown significantly in Fig. 6.2. Besides the formation 

of ripples on the rims of the discs, any other cause of increased liquid 

holdup, such as surface disturbances on the face of the discs, could also 

explain the behavioTir. The exact nature of these liquid surface disturbances 

could possibly be determined by high speed photography. 



6 .A Nomenolature 

f = friction factor (dimensionless) 

g = gravitational conversion factor, ft./sec.^ 

m = thickness of liquid layer, ft. 

Re = Reynolds number (dimensionless) 

V = mean velocity of liquid, ft./sec. 

= angle of flow path to horizontal 

= density of liquid, lb./ft.3 

h = viscosity of liquid, lb./(ft.)(sec.) 

r* = liquid rate, lb./(sec.) (ft.) unless otherwise indicated 



CHAPTER 7« 

GAS FLa? CHARACTERISTICS 

Theoretical and experimental developments in the three f ields of 

fluid f r ic t ion, heat and mass transfer indicate that they are a l l closely 

related. It was therefore considered that an investigation of the gas 

flow characteristics of the disc colymn would provide data useful in the 

interpretation of gas phase mass transfer coefficients. It is reasonable 

to expect comparable changes in mass transfer coefficients, when conditions 

of the gas flow al ter . Stephens and Morris (116) were the f i r s t to 

observe a change in slope of the line obtained, when the gas film 

coefficients, for a particular liquid rate, were plotted against the 

relative velocity of the liquid and gas streams. The existence of such a 

discontinuity or ^breakpoinf* in the graph is an Indication that the gas 

flow characteristics of the disc column undergo a change at a definite gas 

velocity. 

The gas flow characteristics of the disc column were conveniently-

studied by measurements of the gas phase pressure drop across the discs of 

the column. By selecting a range of gases which had extremely different 

physical properties, i t was possible to establish relationships, which 

showed the positions of the discontinuities observed in the gas flow 

conditions and enabled the pressure drop measurements to be correlated 

with the velocity and the physical properties of the gas phase. 

As a knowledge of the limiting capacity i s useful in the design of 

experimental work using the disc column, the air velocities at which the 

column ceased to function, due to entrainment of the liquid phase, were 

also determined. 



7.1 Experimental Prooednre ajid Results 

A standard disc column, consisting of twenty seven carbon discs, 

was modified by locating manometer tappings, for determining the pressure 

drop across the discs, in the surrounding glass tube a short distance from 

each end of the disc assembly. The pressure drop was measured using a 

micromanometer graduated to read to one hundredth of a millimeter water 

gauge pressure differential. The gas was metered to the column by 

calibrated orifice plates, whilst a rotameter was used to meter the liquid 

supply. 

The general layout of the apparatus is shown in Fig. 7.1 and the 

principal dimensions are shown in Table 7.1. 

TABLE 7.1 

HIINCIPAL DIMENSIONS CF DISC COLDllN 

Number of discs 
Disc diameter 
Disc thickness 
Tube diameter 
Mean perimeter for liquid flow 
Equivalent diameter for gas flow 
Free space (dry) 
Absorption surface (dry) 

= 27 
= 1.475 cm. 
= 0.45 cm. 
= 2.5 cm. 
= 0.122 ft. 
= 0.052 ffc. 
= 895̂  
= 0.1605 sq. ft. 

(a) Flooding Characteristics 

The maximum air velocities, at which the column could be operated 

without the water being blown from the discs and the column flooding, ware 

investigated for different water rates. The liquid rate was maintained 

constant and the gas velocity was slowly increased until the "flooding 

Velocity" was reached. 

The "flooding velocity" of the column was determined visually. The 

first visual appearance of flooding occurred when small drops of water 
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for studying.the gas flow characteristics 
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A - Disc column 
B - Micromanometer 
C - Liquid rotameter 
D - Constant head tank 
E - Circulating pump 
F - Pump sump 
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M - Liquid flow nozzle 
N - Disc supporting weight 



were blovn off the periphery of the wetted discs. The column became 

Tmstable at this point and, as the gas velocity was increased or the 

liquid rate increased, slugs of liquid were blovm off the discs and 

surged upward through the column. 

Due to the unstable nature of the column when the flooding conditions 
were approached, it was found difficult to determine accurately the exact 
flooding point. Data based on the visual determination of the air 
flooding velocity for different water rates are shown in Table 7.2. 

TABLE 7>2. 
AIR VELOCITIES TOTCH INITIATE FLOODING 

CFLOODING VISUALLY DETERMINED,) 

Liquid Rate 
lb. / (hr.)(ft . ) 

Air Velocity 
ft. /sec. 

101 32.0 
27.0 

188 26.5 
234 23.5 
281 22.5 
325 21.0 
368 21.5 
AOB 20.0 

(b) Total Pressure Drop across the Column 

The total pressure drop across the column was measured for different 
liquid and gas flow rates for a wide range of gases. The gases studied 
were liydrogen (mol. wt. = 2 ) , air (mol. wt. =29), vinyl chloride 
(mol. wt. = 62.5) and dichlorodifluoromethane (mol. wt. = 121). As the 
investigation was centred on the gas phase characteristics, the liquid 
phase flowing over the discs v/as not varied initially and water was used 
in these runs. The data for the pressure drop across the whole column 
are shown in Table 7.3* 



Throughout these investigations, all pressure drop data with the 

discs irrigated were taken as the difference between the micromanometer 

reading at the given gas and liquid rate and the reading at zero gas flow 

but at the same liquid rate as in the determination. The manometer reading 

was found to be dependent on the liquid rate at zero gas flow, presumably 

because of the liquid feed Jet acting as an ejector, thereby lowering the 

pressure in the gas at the top of the column. This effect at high liquid 

rates gave manometer deflections as high as 0.006 cm. H2O. Hence, if the 

micromanometer zero reading was taken at berth zero gas and liquid flow, 

an appreciable error would have been introduced, as the ejector action of 

the feed jet would continue irrespective of the gas flow rate. 

TABLE 7.3 

DATA FOR PRESSURE DROP ACROSS THE COLtJM 

Liquid 
Rate 
Ik 

hr.ft. 

Gas 
Velo-
city 

sec. 

Gas 
Re 

ftTS 

illiquid 
aate 
Ike. 

br.ft. 

Gas 
Velo-
city 

seCf 

Gas 
Re ^t 

lb, 
fti.2 

Liquid 
Rate 
-in.-
prilij. 

Gas 
Velo-
city 

sec« 

Gas 
Re 

IL 
ft.2 

Dichlorodifluoromethane - Water 
255 
255 
255 
255 
255 
255 
255 

166.5 
166.5 
166.5 
166.5 
166.5 
166.5 
166.5 

3.96 
3.41 
2.76 
2.16 
1.67 
1.34 
0.96 

3.97 
3.34 
2.78 
2.26 
1.82 
1.32 
0.92 

7700 
6630 
5370 
4190 
3244 
2608 
1865 

7720 
6500 
5400 
4390 
3540 
2570 
1780 

0.1970 
0.1620 
0.1150 
0.0818 
0.059̂ ^ 
0.0432 
0.0328 

0.1663 
0.1393 
O.IOW. 
0.0779 
0.0574 
0.0410 
0.0256 

131 
131 
131 
131 
131 
131 
355 
355 
355 
355 
355 
355 
355 

3.95 
3.25 
2.57 
2.02 
1.46 
0.87 

3.93 
3.37 2.82 
2.03 
1.47 1.01 
0.665 

7680 
6320 
5000 
3920 
2840 
1690 

7640 
6550 
5480 
3940 
2860 
1963 
1293 

0.1640 
0.1232 
0.0882 
0.0613 
0.0410 
0.0239 

0.2113 
0.1725 
0.133d 
0.0882 
0.0575 
0.0369 
0.0226 

Hydrogen - Wa1 ier 
255 13.6 630 0.0964 
255 15.2 704 0.1087 
255 17.2 795 0.1312 
255 20.5 950 0.1745 
255 23.5 1090 0.2112 
255 26.5 1230 0.2544 
255 29.5 1365 0.3060 
255 16.2 750 0.1250 
255 33.0 1530 0.3510 
255 38.0 1760 0.4325 
255 33.6 1560 0.3670 
255 3.65 169 0.0226 
255 4.1 190 0.0246 
255 4.8 222 0.0308 
255 7.3 338 0.0452 
255 9.3 430 0.0595 
255 12.5 579 0.0881 
255 10.0 463 0.0696 
255 U.O 648 0.1024 



TABLE 7>3 (COKTHTOED) 

Liquid Gas Gas ^ t Liquid Gas Gas ^ t tiiquic Gas Gas 
Rate Velo- He Rate Velo- Re u 

^ate Velo-• Re t 
c i ty l b . l b . (jlty- l b . l b . c i ty TK 

hr . f t i . • • T t 
f t . 2 h r . f t f t . ^ i r . f t i . f t . 2 sec* sec. sec. 

Air - Water A Lr - Water Air -- Wate r 

4oa 5.13 1650 0.1580 368 4.95 1590 0 . 1 4 3 8 281 4.43 1425 0.1187 
40S 6.90 2210 0 . 2 ^ 2 0 368 6.20 1990 0.1926 281 6.55 2100 0 . 2 0 3 2 
408 8.35 2680 0.3196 3 6 8 7.40 2380 0.2566 281 8.20 2630 0.2870 
408 8.83 2835 0.3'+90 3 6 8 8.50 2730 0 . 3 0 8 0 281 L 0 . 8 3470 0.4372 

408 10.8 3470 0.4920 3 6 8 11.30 3630 0.4955 281 L 3 . 0 4175 0.5930 
408 13.6 4370 o.69;o 3 6 8 12.8 4120 0 . 6 0 6 0 281 L6.0 5130 0 . 8 3 2 2 
408 15.6 5000 0.8740 3 6 8 13.5 4330 0 . 6 6 0 0 281 L8.7 6 0 0 0 1.1100 
408 16.6 5290 0.9625 368 14.7 4720 0.7675 281 20.7 6650 1.3350 
408 17.7 5680 1.0970 3 6 8 17.2 5530 1 . 0 0 3 0 

1.3350 

408 20.6 6620 1.4430 368 19.0 6100 1.1690 255 1.05 337 0.0238 
368 19.7 6330 1.2730 255 1.35 433 0 . 0 2 6 6 

335 1.05 337 0 . 0 2 2 6 3 6 8 21.1 6780 1.4390 255 1.80 578 0.0328 
335 1.28 411 0 . 0 2 6 6 255 1.90 611 0.0390 
335 1.42 456 0 . 0 3 0 8 166.5 0.96 296 O.OIM 255 2.40 772 0.0471 
335 1.75 562 0 . 0 3 6 8 166.5 1.35 433 0.0239 255 3.16 1015 0.0737 
335 2.37 761 0.0492 166.5 1.53 491 0.0246 255 4 . 6 0 1477 0.1187 
335 2.85 916 0 . 0 6 3 6 166.5 1.80 577 0 . 0 3 0 8 255 6.40 2055 0 . 1 8 2 6 
335 3*70 1190 0 .09^ 166.5 2.16 639 0.0369 255 7.10 2280 0.2177 
335 4.90 1573 0.13% 166.5 2.70 867 0.047C 255 8.10 2760 0.2784 
335 7.35 2360 0.2440 166.5 4.05 1300 0.0881 
335 8.80 2820 0.3078 166.5 5 . 6 0 1797 0.1294 378 1.05 337 0.0188 

166.5 6.95 2230 0.189C 378 1.35 433 0 . 0 2 6 6 
188 4.23 1360 0.1043 166.5 9.04 2900 0 . 2 6 5 c 378 1.70 546 0.0350 
188 6.30 2020 0.1763 378 2 . 3 2 745 0.0492 
188 7.40 2380 0.22U 188 18.2 5840 0.9415 378 3 . 2 2 1035 0.0782 
188 9.40 3020 0.3074 188 20.2 6480 1.132c 378 4.30 1381 0.1169 
188 10.7 3430 0.3996 188 21.2 6810 1.2475 378, 5.80 I 8 6 0 0.1725 
188 13.0 4175 0.5280 188 22.0 7060 1.3225 378 6.90 2210 0.2210 
188 14.4 4620 0.6425 378 8.50 2730 0.2996 
188 16.2 5190 0.7560 

Viny] . Chloride - Water 

255 4.27 5080 0.U57 355 4.22 5020 0 . 1 6 3 6 
255 3.93 4680 0.1270 3.55 3.94 4690 0.1475 
255 3.52 4180 0.1087 355 3.52 4180 0.1250 
255 3.03 3 6 0 0 0 , 0 8 6 2 355 3.00 3570 0 . 1 0 0 6 
255 2.70 3210 0.0717 355 2.43 2900 0.0718 
255 2.36 2810 0.0594 355 1.92 2280 0.0512 
255 1.50 1785 0.0369 355 1.29 1537 0 . 0 3 2 8 
255 1.16 1605 0.0269 



The data of Table 7.3 are well correlated when A Pt i s plotted 
0.41 0.22 

against v ^ H on a log.-log. scale as shown in Fig. 7.2. 

20 30 

Fig. 7.2 - Pressure drop across the column 

The three straight l ines of Fig. 7.2 and the location of the 

"breakpoints" are better i l lustrated by plotting the dimensional group 
t P-fc • ^ against gas velocity. A comparison of the two methods of plotting 

APt 
i s shown in Fig. 7.3> in which A'Pji axid are plotted against gas 

velocity for drfba of one of the a i r vrater runs shown in Table 7.3. 
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Fig. 7.3 - Comparison of methods of plotting data 
• ^ ^t versus v 

^ P t versus v 

Air - water system ( f = 408 l b . / ( h r . ) ( f t . ) 

(c) Pressure Drop across Column at Zero Liquid Rate 

Flow through the dry column i s equivalent to flow through a porous 

media with a single f luid phase. Such data are best correlated by plotting 

a f r i c t ion factor against Reynolds number on a log.-log. graph. However, 

i t i s not necessary to use the complete Fanning f r ic t ion factor for purpose 

of i l lus t ra t ing the flow characteristics of a particular column. The 

dimensional group ^ ^ " (which i s directly proportioned to the Fanning 

f r i c t ion factor) has been plotted against Re in Fig. 7.4 for data on the 

pressure drop across the dry column as shown in Table 7.4. 



TABLE 7.4 

PRESSURE DROP ACROSS THE COLUl̂N AT ZERO LIQUID RATE 

Gas Gas ^ t Gas Gas AP+ Gas Gas ^ t Velocity He , o Velocity Re u o Velocity Re 
u 

2 
f t . / s e c . I b . / f t ? f t . / s e c . 

N 
Ib./ffc? ft . / s e c . i b . / f t : 

a J Vinyl Chloride Dichlorod ifluoromethane 

1.35 417 0.0143 4 .17 4960 0.1067 4 .03 7850 0.1822 
1.67 537 0.0205 3.72 4420 0.0839 3.46 6730 0.1413 
4 . 3 0 1380 0.0800 3.20 3800 0.0635 3.09 6000 0.1169 
5.75 1845 0.1290 2.96 3520 0.0553 2.70 5250 0.0922 
7 .2 2310 0.1886 2.11 2510 0.0307 2.15 4175 0.0594 
9.08 2920 0.2642 1.47 1750 0.0164 1.42 2760 0.0307 
2.17 698 0.0286 1.23 U63 0.0123 1.04 2020 0.0185 
1.42 457 0.0154 0.68 950 0.0051 0.75 3A60 0.0103 
1.67 537 0.0184 3.5 4160 0.0822 4 .02 7820 0.1887 
6.20 1990 0.1683 3 .0 3570 0.0656 3.73 7250 0.1620 
8.20 2630 0.2420 2.68 3190 0.0513 3.30 6420 0.1313 

10.7 3430 0.3852 2.23 2660 0.0369 2.97 5770 0.1067 
1A.2 4560 0.5980 1.66 1973 0.0226 2.53 4920^ 0.0800 
16.3 5230 0.7155 1.35 1605 0 .0U3 2.14 4160 0.0615 
19.2 6l60 0.9665 0.91 1082 0.0082 1.82 3540 0.0452 
20.7 6650 1.0975 4 . 0 4760 0.1064 1.42 2760 0.0287 
22.2 7130 1.2310 3.45 4110 0.0821 0.80 1566 0.0123 
24.0 7700 1.3975 3.07 3650 0.0635 0.57 1108 0.0072 24.0 

2.50 2980 0.0430 
2.10 2500 0.0307 
1.78 2120 0.0225 
1.47 1750 0.0174 
1.44 1713 0.0164 
1.56 1855 0.0185 
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Fig. 7«4 - Pressure drop across coluinn at zero 
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(d) Pressure Drop across the Empty Coltimn 

To evaluate the pressure drop due to the disc assembly, the pressure 

drop due to the glass column i t s e l f , without the discs in place, was 

measured using the same range of gases as in the total pressure drop 

studies. This pressure drop constituted the skin friction on the column 

walls and the entrance and exit losses associated with the test length of 

the column. 

Correlation of the data shown in Table 7.5 is obtained by plotting 

the dimensional group ^^^ against Re on a log.-log. graph as shown 

in Fig. 7.5. 



TABLE 7,5 

PRESSURE DROP ACROSS THE EMPTY COLUMN (DISCS RSÎ OVED) 

Gas Gas Gas Gas Gas Gas 
Velocity Re a 

A Velocity Re o 
0 Velocity r Re I b . / f t ? 

f t . / s e c . I b . / f t ? f t . / s ec . i b . / f t r f t . / sec , > 

I b . / f t ? 

Etsrdrogen Air Vinj rl Chic >ride 

8.7 402 0.0164 1.73 555 0.0082 1.62 1928 0.0061 
11.3 522 0.0205 2.50 803 0.0133 2.30 2737 0.0144 15.8 730 0.0369 2.74 880 0.0154 2.90 3451 0.0164 19.0 880 0.0^51 2.55 1340 0.0225 3.35 3987 0.0210 
23.0 1065 0.0595 3.95 1268 0.0266 4.10 4879 0.0307 
25.2 1165 0.0675 4.70 1509 0.0327 4.00 4760 0.0266 
30.3 1400 0.0863 5.85 1878 0.0^29 1.46 1737 0.0061 
37.0 1710 0.1150 6.95 2230 0.0532 1.84 2190 0.0103 
11.5 532 0.0225 7.70 2472 0.0655 2.25 2678 0.0123 
12.3 570 0.0266 8.20 2632 0.0820 2.70 3213 0.0164 
16.3 755 0.0389 2.50 803 0.0164 3.12 3713 0.0185 
17.2 797 0.0410 3.02 969 0.0184 3.62 4311 0.0226 
19.7 913 0.0451 3.85 1236 0.0225 3.90 4641 0.0297 
23.0 1065 0.0573 4.60 1477 0.0308 4.16 4950 0.0317 
25.0 1157 0.0677 5.10 1637 0.0369 4.45 5296 0.0389 
30.3 1400 0.0862 6.35 2038 0.0472 4.40 5236 0.0389 
36.5 1690 0.1128 7.9 2536 0.0697 1.95 2321 0.0113 
13.8 638 0.0287 8.2 2632 0.0800 1.50 1785 0.0061 
15.6 722 0.03^^8 5.9 1895 0.0410 
18.2 843 0.0431 8.1 2600 0.06U 

U . 7 680 0.0318 10.6 3400 0.09U Dichlorodifluorcmet hane 
17.2 796 0.0410 15.2 4870 0.1907 
19.0 880 0.0451 17.7 5670 0.2560 2.75 5350 0.0246 

19.6 6280 0.2890 0.98 1907 0.0061 
23.5 7540 0.4020 1.50 2920 0.0103 

1.77 568 0.0082 5.45 1155 0.0328 2 .1 4080 0.0184 
2.68 860 0.0144 6.40 2060 0.0431 2.93 5700 0.0328 
3 .1 995 0.0184 7.40 2380 0.0513 
U.Otv 1297 0.0267 9.10 2920 0.0717 
5.10 1637 0.0369 11.5 3680 0.1190 
6.10 1958 o.o;5i 13.2 4230 0.1558 
6.85 2199 0.0553 14.5 4650 D.1865 
7.60 244.0 0.0676 18.6 5960 0.2682 
8.30 2664 0.0758 22.3 7150 0.3668 
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Fig» 7.5 - Pressure drop across the empty 
column (discs removed) 

(e) Estimated Pressure Drop due to Discs 

The pressure drop across the column due to the discs was obtained by 

substracting the pressure drop due to the empty column (as determined from 

Fig. 7.5) from the pressure drop data due to the assembled column. 

An example of the method of calculation used to approximate the 

pressure drop across a single disc in a disc column is shown in Table 7.6. 

The estimated pressure drop ^P^j due to a single disc is well 
0.41 correlated by plotting AP^ against v ^ 

graph as shown in Fig. 7.6. 
r on a log.-log. 



The dimensional equations for the correlation are 
^ . 0.41 0.22 Let V ^ r = 

(a) Above = 12 

A?^ = 9.8 X 10-5 i, 

(b) Between = 12 and = 4 

AP^ = 2.94 X 10"^ 

(c) Below / = 4 

APd = X 10"^ 1«09 

TABLE 7.6 

7.1 

7.2 

7.3 

DETERMINATION OF PRESSURE DROP ACROSS A DISC 

Liqaid 
Rate 

(hr.)(ffe.) 

Gas 
Velo-
city 

sec. 

Gas 
Re APt 

Ib . / f t ? 
APe 

ffe.2 
(from 

Fig. 7.5) 

l b . / f t . 2 o l b . / f t . 2 

368 4.95 1590 0.1438 0.0328 0.1110 0.00411 
368 6.20 1990 0.1926 0.0450 0.1476 0.00547 
368 7.40 2380 0.2566 0.0597 0.1969 0.00729 
368 8.50 2730 0.3080 0.0755 0.2325 0.00853 
368 11.3 3630 0.4955 0.1200 0.3755 0.01389 
368 12.8 4120 0.6060 0.1482 0.4578 0.01695 
368 13.5 4330 0.6600 0.1606 0.4994 0.01851 
368 14.7 4720 0.7675 0.1857 0.5S18 0.02153 
368 17.2 5530 1.0030 0.2400 0.7630 0.02820 
368 19.0 6100 1.1690 0.2846 0.88U 0.03272 
368 19.7 6330 1.2730 0.3030 0.9700 0.03590 
368 21.1 6780 1.4390 0.3388 1.1010 0.04075 
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Fig. 7.6 - Pressure drop across a diso 

7.2 Discussion 

The correlation for pressure drop across a disc in which ^^P^ is 

0 0 22 

plotted against A * P * on a log, scale shows that the graph 

obtained is discontinuous and is characterised by two breakpoints over 
the range studied. These breakpoints are at v ^ 

0.41 0.22 , _ 
r = 4 and 

).4.1 ^ 0.22 

system are not fixed exact!Iy by these equations, as they tend to give high 

V = 12. The positions of the breakpoints for a particular 
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values of the critical velocities for the air runs and low values for 

the hydrogen and dichlorodifluoromethane runs. 

However, they do give an indication of the gas phase velocities, 
near which changes in the gas flow conditions can be expected. 

The existence of these critical points is better illustrated by 
/i t̂ 

plotting ̂ ^ against gas Reynolds number Re for individual runs with 
liquid rates as parameters. Such a series of graphs is presented in 
Fig. 7.7. 
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Fig. 7.7 - kk dichlorodifluoromethane-water T s 255 lb./(hr.) (ft. 
BB dichlorodifluoromethane-water r = 131 lb./(hr.)(ft. 
CC air-water r = 408 lb./(hr.) (ft. 
DD air-water T = 255 lb./(hr.) (ft. 
EE hydrogen-water r = 255 lb./(hr.) (ft. 
FF air and dichlorodifluoromethaner=: o lb./(hr.) (ft. 

Referring to Fig. 7.7 the lines AA and BB are typical of a group of 

lines obtained for a particular gas phase with different liquid rates, 

showing the existence of a breakpoint at Reynolds number of approximately 
4000. This breakpoint corresponds to the lower breakpoint of the 



correlation shown in Fig. 7.2. Lines AA, DD and EE are for different 

gas phases with the same liquid rate. The breakpoints fiSr these lines 

are approximately Re = 4000, Re = 950 and Re = 600 respectiveljr. These 

breakpoints all correspond to the lower breakpoints of the correlation 

shown in Fig. 7.2. A breakpoint corresponding to the higher breakpoint 

of the correlation shown in Fig. 7.2 is indicated by the line CC at 

Re = 3000. 

The inclusion in Fig. 7.7 of the data for the dry column shows that 

the flow conditions can be well correlated by graphing against Re 

as shown by line FF. However, once the column is operating with liqfuid 

flowing over the discs, the gas flow characteristics at a constant liquid 

rate can no longer be correlated by a Reynolds number alone. 

This can be clearly seen from the lines EE, DD and AA, which are 

for constant liquid rate with different gas phases. Hence, it appears 

that the use of a gas Reynolds number together with some functions of 

liquid rate as adopted by Stephens and Morris ( 116 ) and Roper ( 89 ) for 

a correlation of gas film mass transfer coefficients, is not sufficient 

for a general correlation applicable to all gaseous systems. 

As can be seen from Fig. 7.7, the line for zero liquid rate is found 

to intersect the line BB for dichlorodifluoromethane at high Reynolds 

number and then continues above the low liquid rate line. A similar 

effect was noticed if the low liquid rates of the air runs were plotted. 

The higher pressure drop of the dry column at the high Reynolds 

number could be attributed to the increase in impact losses on the square 

edges of the dry discs. The effect of liquid flowing is to round off the 

discs and thereby reduce the impact pressure losses. However, the liquid 

flowing over the discs will greatly increase skin friction and hence the 



general trend that pressure drop is increased with increased liquid rate. 

The fact that breakpoints are observed indicates that flow 

conditions in the gas phase change at definite critical points. Hence, 

it is reasonable to expect feome comparable change in the gas film 

coefficient under similar conditions. The data of Roper (89 ) and 

Stephens and Morris (116) were critically examined for discontinuity in 

the gas film coefficient at gas velocities corresponding to the breakpoint 

indicated by pressure drop measurements. 

The bulk of the data reported by Roper (89 ) on the evaporation of 

water in a disc column was for air velocities which are below the first 

breakpoint on the pressure drop relations. However, data for liquid 

rates of 121 lb./(hr.) (ffcO and 81 lb./(hr.) (ft.) extend on both sides of 

the first breakpoint observed in the pressure drop relation investigated. 

These data have been plotted in Fig. 7.8 in which the pressure drop data 

for a low liquid rate of the air - water system are also shown. 
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Fig. 7.8 - Comparison of pressure and mass transfer characteristics 
A r = 121 IB./ o r = 81 lb./ hr. hr. 

(ft. 
ft. Data of Roper ( 89 ) 

Gas film mass transfer coefficients 
for the vaporisation of water in air 

+ r=s 166.5 lb./(hr.) (ft.) Pressure drop data for air-water system 



The breakpoint in the gas film mass transfer coefficient graph 
compares well with the observed breakpoint in the pressure drop data. 
The data of Stephens and Morris ( 116) for the gas film coefficient in the 
absorption of dilute ammonia-air mixtures by water, when plotted in the 
sajne manner, also show a breakpoint which is consistent with that 
observed for pressure drop data. Subsequent to publication of these 
results, LWarner ( 125) J Taylor and Roberts ( 122) reported a breakpoint 
in their gas film mass transfer data at a point approximated by the 
equation developed by the author for counterflow conditions. 

In the preceding analysis, the velocity term used was the linear 
velocity of the gas irrespective of the liquid velocity. However, as 
already indicated, the relative velocity of the liquid and gas stream 
has been used successfully for correlating countercurrent and co-current 
absorption data in a disc column. Therefore, a further analysis of the 
pressure drop data was made, in which the significant velocity term was 
taken as the relative velocity of the gas and liquid streams. 

AP+ 
Fig. 7.7 showed that a friction factor (or its equivalent • ^ ) versus 

Eeynolds number type of plot based on the linear gas velocity was 

satisfactory for the dry packing but unsuitable for the irrigated packing, 

as data for a constant liquid rate but different ^as phases could not be 

correlated. The same approach was attempted using the relative velocity 
of the liquid and gas streams as the velocity term, 

APfl 
Fig. 7.9 is a plot o f ( t h e equivalent of a "relative** friction 

factor) versus the "relative" Reynolds nmber (Re)ĵ  for all the data up 

to and including a liquid rate of 255 lb./(hr.) (ft.). The full line A-A 

in the diagram is the line of best fit for the pressure drop across one 



dry disc with air as the gas phase. The other full line in the diagram 

represents the low flow rate hydrogen data, which extends into the low 

Reynolds number region, whilst still maintaining a reasonable pressure 

drop and is therefore not subject to the errors associated with the low 

flow air data. This line representing the hydrogen data was drawn with 

the theoretical slope of -1, as at these low Reynolds numbers, it is 

considered that laminar flow conditions would exist. The agreement of 

the hydrogen data with this line of theoretical slope is good for 

(Re)̂  below 500, 

RELATIVE'REYNOLDS'NUMBER 

Fig, 7,9 - The equivalent of a •• relative friction factor** 
versus '•relative Reynolds number" plot (excluding 
liquid rates above f = 255 lb. / (hr.)(ft , ) 

The significant features of Fig. 7.9 are:-

(1) The irrigated and dry disc data are correlated using a '•relative" 

friction factor plot. This is in marked contrast with the absence of 



correlation, when linear gas velocity was used for evaluating the fr ict ion 

factor and the Reynolds number. 

(2) The dichlorodifluoromethane and the low velocity air results 

are significantly below the other data. Due to the large molecular 

weight of the former gas, high values of CEle)̂  can be obtained at lower 

velocities than the other gases. The total pressure drop across a disc 

is due to both skin fr ict ion and form drag. Form drag results from the 

eddy currents caused by impact of the gas with the surface and edges of 

the disc. As form drag involves the dissipation of kinetic energy, the 

losses are proportional to the square of the velocity. Whilst, however, 

i t i s considered that the velocity of the licpiid flowing down the disc 

would contribute to the formation of the eddy currents in the gas phase, 

the use of the fu l l relative velocity, to account for this effect , is 

probably not just if ied. Hence at a given (Re)j ,̂ the form drag losses 

would be less than an analysis based on relative velocity would suggest. 

This effect would be most noticeable, at a given (Re)j ,̂ for data in which 

the relative and linear gas velocities are markedly different. Thus for 

a constant liquid rate, the dichlorodifluoromethane data is displaced below 

the air data at high values of (Re)ij and at low values of (Re)î  the air 

data i s displaced below the hydrogen data. 

The data for liquid rates higher than 255 lb . /{hr . ) ( f t . ) exhibited 

behaviour different to the lower liquid rate data. The air data for 

these high liquid rates are shown in Fig. 7.10, in which the equivalent 

of the "relative** fr ict ion factor is plotted against the '•relative'* 

Reynolds number on a log.-log. graph. The air data only was plotted in 

this graph. The dichlorodifluoromethane data, if plotted on the diagram, 

would f a l l consistently below the air data, as was the case for the lower 



liquid rate data. The full line A-A is the best f it of the zero liquid 

rate data for air as the gas phase. The »»relative" friction faotors 

for these higher rates are dependent on the liquid rate, although below 

(Re)ĵ  a 1200 the results oould be represented by the line A-A. The 

departure from the line A-A, as well as the dependency on the liquid rate, 

increases as (Re)|̂  is increased beyond (Re)ĵ  = 1200. 
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Fig. 7.10 - The equivalent of a »»relative friction factor" 
versus "relative Reynolds number" plot for 

r > 255 lb./(hr.)(ffc.) 

These phenomena are thought to be associated with the behaviour of 

the liquid flowing over the discs. The results of the experiments 

outlined in Chapter 6 indicated that the liquid flow characteristics 

below r = 237 lb./(hr. ) ( ft . ) were different to the flows of 

r = 285 lb./(hr. ) ( ft , ) and higher, the difference being attributed 

to ripples and surface disturbances on the liquid as it flows over the 



discs. These surface disturbances, which appear to be non-existent at 

the lower flow rates, have the effect of roughening the liquid surface. 

Therefore, the data, for flow rates below the rate required for the 
establishment of the surface disturbances, are analogous to friction 
data for smooth pipes, whereas the data for the higher liquid rates are 
analogous to friction data for rough pipes. Friction factors for rough 
pipes can only be correlated by the introduction of the parameter 
"relative roughness** which is the ratio of the surface irregularities 
to the diameter of the pipe. The relative roughness has no effect in 
the laminar region but becomes of increasing importance as the Reynolds 
number is increased. 

These explanations elucidate the essential difference observed in 
the friction factor plots for high and low liquid rate data, and are 
consistent with the observations of Taylor and Roberts (1?? ), who 
reported that disc column gas film mass transfer coefficients, at 
constant relative velocity, are independent of the liquid rate at low 
liquid rates but affected by liquid rate at higher liquid flows. 

As a further check on the use of the relative velocity of the gas 
and liquid streams for comparing pressure drop data, the pressure drops 
with air as the gas phase were measured for a number of liquid phases 
with markedly different physical properties and flow rates. The liquids 
used and the relative physical properties are shown in Table 7.7. 

The experimental and calculated results are shown in Tables 7.8 and 
7.9, which are appended to this chapter rather than included in the bulk 
of the text so as to retain the continuity of the discussion. 

The pressure drop data is well correlated by a log.-log. plot of 

^Pjj versus relative velocity, whereas it is not correlated by the gas 

phase velocity alone as shown in Fig. 7.11. 



TABLE 7,7 

PROPERTIES OF LIC3IJID PHASES 

Liquid Phase Rate 
lb./(hr.)(ffc.) 

Viscosity 
centipoise 

Density 
g./cc. 

— r -
Liquid 
Velocity 
ft ./sec. 

Aq* Sucrose 272 8.9 1.21 0.51 
Toluene 3A 

163 0.6 0.87 0.20 
1.01 

n-Eeptane 15 
113 0.41 0.68 0.25 

0.96 

* Calculated assuming f = ^ 
Re 

l O O 

^ 3 0 
X 
G? 20 <3 

10 

I I I I I 

_ ® AO. SUCROSE r«272 L&/HR.FT. 
A TOLUENE r-14 •• 
A TOLUENE r^ 163 " 
O N-HEPTANE r-15 » 

- • N-HEPTANE r-ii3 

o 
A O 

A 
9 O 

O 

% •o 

A • 

cf® 
A 

L 

• ^ 

OD* 
A. 

. . . • I 

0 AQ SUCROSE r-272 La/HRFT. 
A TOLUENE r-14 .1 
A TOLUENE r-163 •• 
O N-HEPTANE r.is • N-HEPTANE nill3 n 

2 3 5 
GAS VELOCITY 

I I I I I I 
10 I 2 3 5 10 

RELATIVE VELOCITY 

Fig. 7.11 - Comparison of gas velocity and relative 
velocity for correlating pressure drop 
data 



As the variable liquid phase experimental results add further bias 

towards the adoption of the relative velocity of the liquid and gaseous 

streams, the data presented in Fig. 7.8, showing the existence of a 

"breakpoint" in the pressure drop characteristics at the same gas velocity 

as a mass transfer coefficient discontinuity, was replotted in Fig. 7.12 

using the relative velocity as the significant velocity term. This 

figure indicated that the "breakpoint" in the pressure drop data is no 

longer present. The discontinuity in the mass transfer data, whilst 

s t i l l existing, is less well defined compared to the previous method of 

plotting the data. 
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Fig. 7.12 - Comparison of pressure and mass transfer 
characteristics using the relative velocity 

• r = 121 lb./(hr.Kffc.) Data of Roper ( 89 ) 
r = 81 lb./(hr.)(ffc.) Gas film mass transfer coefficients 

for the vaporisation of water in air 
o r = 166.5 lb./(hr.) (ft .) Pressure drop data for air-water system 
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Therefore the "breakpoints'* observed, when the gas velocity is 
used for plotting pressure drop data, would appear to have no real 
physical significance, but are due to the method of presentation of 
the data. This suggests that, if the relative velocity is used, the 
existence of ̂ breakpoints'' would be less clearly defined and may even 
be absent. 

However, for the gas systems studied, the use of the gas velocity 
resulted in empirical equations, which represented all the experimental 
data with only a very slight scatter, compared with the scatter observed, 
when the relative velocity is used. Therefore their use is justified 
for calculating pressure drops within the range and systems studied. 
Any extension to other systems or other gas or liquid velocity ranges 
would be unwise, because of the apparent absence of physical significance, 
which "can be attached to the "breakpoints". 

If extrapolation to other systems is required, the "relative 
friction factor" versus the "relative Reynolds number" type of 
correlation is considered more reliable. 



TABLE 7.B 

EXPERIMENTAL AND CALCUIATED DATA 

AIR - AqaEOPS SUCROSE SYSTEM 

% Sucrose = 45.6 
Temperature of Liquid = 23,10C 
Viscosity = 8,9 Centipoise 
Density = 1 , 2 1 g./o.c. 

Gas 
Velo-
city 
Pit 

r 

lb. 

Liquid 
Re 

Liquid 
Velo-
city 

Relative 
Velocity 

sec. 

APt 

cm.H20 

A^e 
cm.H^O 

APd 

. 
ft.2 

see. (hr.)(ffc.) 

Liquid 
Re 

sec. 

Relative 
Velocity 

sec. 

APt 

cm.H20 

A^e 
cm.H^O 

APd 

. 
ft.2 

2.33 272 50.5 0.51 2.8; 0.016 0.004 0.00091 
3.46 272 50.5 0.51 3.97 0.034 0.008 0.00197 
4.00 272 50.5 0.51 4.51 0.042 0.009 0.00251 
5.0; 272 50.5 P.53. 5.55 0.059 0.013 0.00349 
6.52 272 50.5 0.51 7.03 0.086 0.019 0.00508 
7.58 272 50.5 0.51 8.09 0.109 0.023 0.00652 
8.57 272 50.5 0.51 9.08 0.131 0.028 0.00782 

1.78 272 50.5 0.51 2.29 0.012 0.003 0.00068 
2.47 272 50.5 0.51 2.98 0.018 0.005 0.00099 
3.22 272 50.5 0.51 3.73 0.030 0.007 0.00175 
4.05 272 50.5 0.51 4.56 0.043 0.010 0.00250 
5.62 272 50.5 0.51 6.13 0.070 0.015 0.00418 
5.18 272 50.5 0.51 5.69 0.063 0.013 0.00380 
6.41 272 50.5 0.51 6.92 0.082 0.018 0.00485 
7.55 272 50.5 0.51 8.06 0.105 0.023 0.00623 
8.43 272 50.5 0.51 8.94 0.128 0,027 0.00767 



TABLE 7 > 9 

EXFERIMEirrAL AND CALCUUTED DATA 

AIR " TOLUENE SYSTEM 

Gas 
V e l o -
c i t y 
f i ; . , 

r L i q u i d 
Re 

L i q u i d 
V e l o -
c i t y 

f t . 

R e l a t i v e 
V e l o c i t y 
^ ^ 

s e c . 

A P t 

cm.H20 

A P e 

cm.H20 

APd 

l b . 
s e c . ( h r . ) { f t . ) s e c . 

R e l a t i v e 
V e l o c i t y 
^ ^ 

s e c . 

A P t 

cm.H20 

A P e 

cm.H20 

1 . 5 4 
2 . 2 6 
2 . 9 5 
3 . 5 0 
5 . 3 3 
6 . 1 0 
8 . 1 3 

14 
14 
lA 

U 
14 
U 

3 8 . 6 
3 8 . 6 
3 8 . 6 
3 8 . 6 
3 8 . 6 
3 8 . 6 
3 8 . 6 

0 . 2 0 
0 . 2 0 
0 . 2 0 
0 . 2 0 
0 . 2 0 
0 . 2 0 
0 . 2 0 

1 . 7 4 
2 . 4 6 
3 . 1 5 
3 . 7 0 
5 . 5 8 
6 . 3 0 
8 . 3 3 

0 . 0 0 9 
0 . 0 1 5 
0 . 0 2 3 
0 . 0 2 9 
0 . 0 ^ 9 
0 . 0 6 5 
0 . 0 9 9 

0 . 0 0 2 
0 . 0 0 4 
0 . 0 0 6 
0 . 0 0 8 
0 . 0 1 5 
0 . 0 1 7 
0 . 0 2 6 

0 . 0 0 0 5 3 1 
0 . 0 0 0 8 3 5 
0 . 0 0 1 2 9 
0 . 0 0 1 5 9 
0 . 0 0 2 5 8 
0 . 0 0 3 6 4 
0 . 0 0 5 5 4 

8 . 9 3 
7 . 9 0 
5 . 7 0 

3 . 0 9 
1 . 6 5 

1 6 3 
1 6 3 
1 6 3 
1 6 3 
1 6 3 
1 6 3 

4 5 0 
4 5 0 
4 5 0 
4 5 0 
4 5 0 
4 5 0 

1 . 0 1 
1 . 0 1 
1 . 0 1 
1 . 0 1 
1 . 0 1 
1 . 0 1 

%% 
8 . 9 1 
6 . 7 1 
5 . 4 7 
4 . 1 0 
2 . 6 6 

0 .1A6 
0 . 1 2 3 
0 . 0 7 8 
0 . 0 5 6 
0 . 0 3 4 
0 . 0 1 6 

0 . 0 2 9 
0 . 0 2 5 
0 . 0 1 6 
0 . 0 1 1 
0 . 0 0 6 
0 . 0 0 3 

0 . 0 0 8 8 3 
0 . 0 0 7 4 5 
0 . 0 0 4 7 4 
0 . 0 0 3 4 2 
0 . 0 0 2 1 0 
0 . 0 0 1 0 2 

AIR - n-HEPTAME SYSTEM 

1 . 5 8 
2 . 4 0 
3 . 6 0 
5 . 1 5 
6 . 6 5 
8 . 5 8 

15 
1 5 
1 5 
15 
1 5 
15 

6 0 
6 0 
6 0 
6 0 
6 0 
6 0 

0 . 2 5 
0 . 2 5 
0 . 2 5 
0 . 2 5 
0 . 2 5 
0 . 2 5 

1 . 8 3 
2 . 6 5 
2 . 8 5 
5 . 4 0 
6 . 9 0 
8 . 8 3 

0 . 0 1 1 
0 . 0 1 7 
0 . 0 3 2 
0 . 0 5 2 
0 . 0 7 5 
0 . 1 1 8 

0 . 0 0 2 
0 . 0 0 5 
0 . 0 0 8 
0 . 0 1 3 
0 . 0 2 0 
0 . 0 2 8 

0 . 0 0 0 6 8 
0 . 0 0 0 9 1 
0 . 0 0 1 8 2 
0 . 0 0 2 9 6 
0 . 0 0 4 1 8 
0 . 0 0 6 8 4 

1 . 6 5 
2 . 4 7 
3 .84 . 
3 . 8 4 
3 . 0 9 
2 . 0 9 

1 1 3 
1 1 3 
1 1 3 
1 1 3 
1 1 3 
1 1 3 

4 5 0 
4 5 0 
4 5 0 
4 5 0 
4 5 0 
4 5 0 

0 . 9 6 
0 . 9 6 
0 . 9 6 
0 . 9 6 
0 . 9 6 
0 . 9 6 

2 . 6 1 
3 . 4 3 
4 . 8 0 
4 . 8 0 
4 . 0 5 
3 . 0 5 

0 . 0 1 2 
0 . 0 2 1 
0 . 0 ^ 0 
0 . 0 ^ 1 
0 . 0 3 0 
0 . 0 1 7 

0 . 0 0 3 
0 . 0 0 5 
0 . 0 0 9 
0 . 0 0 9 
0 . 0 0 6 
0 . 0 0 4 

0 . 0 0 0 7 1 
0 . 0 0 1 2 4 
0 . 0 0 2 3 7 
0 . 0 0 2 4 5 
0 . 0 0 1 8 0 
0 . 0 0 1 0 2 



7.3 Nomenclature 

f = Fanning friction factor (dimensionless) 

g = gravitational conversion factor, ft./sec.^ 

kg = gas film mass transfer coefficient, lb.mole 
(hr.)(ft.^)(atm.) 

AP̂ J =» pressure drop across whole column, lb./ft. 

^P^ ss pressure drop across a disc 
(corrected for the column shell), Ib./ft.^ 

APQ = pressure drop across the empty coliimn 
(discs removed), lb./ft.2 

Re = Reynolds number (dimensionless) 
(Re)ĵ  »relative Reynolds number" based on the relative 

velocity of the gas and liquid streams 

V = average gas velocity, ft./sec. 

Vjj 5s relative velocity of the gas and liquid streams, 
ft ./sec. 

^ ss density of the gas, Ib./ft.^ 

s viscosity of the gas, lb./(ft.)(sec.) 

r = liquid or wetting rate, lb./(hr.)(ft.) 
0.41 0.22 

/ = V r 



CHAgTER 8 
GAS PHASE MASS TRAJTSFER 

Previous data reported for gas phase mass transfer in a disc 
column has been determined with air at room temperature as the gas 
phase ( 116)( 122)( 89 )• To develop a generalised correlation applicable 
to any gaseous system, further investigation was necessary to establish 
the effects of the fluid properties on the gas phase transfer process. An 
experimental program was therefore initiated so that a reliable correlation 
of gas phase data could be obtained for the disc column. Such a generalised 
correlation would have been required in the analysis of the zinc absorption 
in molten lead data, had the disc column proved satisfactory for this 
application. 

The most convenient method of measuring a gas film mass transfer 
coefficient is to study the rate of vaporisation of a pure liquid in a 
series of gas phases. As there is no diffusional resistance in the 
liquid phase in this case, the measured overall mass transfer coefficient 
is equal to the gas film coefficient. 

The rates of vaporisation of water in hydrogen, air, carbon dioxide 
and dichlorodifluoromethane were studied. The effect of changing the 
diffusing species was determined by studying the vaporisation of 
n-heptane in air. 

The gas film mass transfer data, thus obtained, was analysed to see 
if the conventional methods of correlation could be applied to the results 
and the relation between the gas phase pressure drop and the gas film 
coefficient was investigated. Any changes in mass transfer characteristics 
were compared with similar changes in the gas and liquid flow behaviour. 



8.1 Apparatus 

The apparatus used for this investigation was basically the same as 

used to determine the gas flow characteristics. The same disc column 

was used for both studies. Provision was made for withdrawal of samples 

o£ inlet and exit gas for analysis. To measure the exit liquid 

temperature from the discs at low liquid flow rates, where an error would 

be introduced if the temperature was measured external to the column, as 

is the usual practice, a copper const ant an thermocouple, with cold 

junction at 0^0, was installed inside the column in the liquid run-off 

tube just below the last disc, 

A general view of the experimental apparatus together with the gas 
analysis and calibrating system is shown in Fig. 8.1. 
8.2 Gas Analysis 

The analysis of the exit gas for the concentration of the diffusing 
component was achieved continuously using a calibrated gas analysis cell 
operating on the difference of thermal conductivity between the diffusing 
vapour and the carrier gas. The inlet gas to the column was analysed at 
the beginning and end of each series of runs* the change in the inlet 
concentration being too small to warrant continuous analysis. 

The principles and electric circuits relating to thermal conductivity 
gas analysis cells have been outlined by Hamilton (37 ). The particular 
cell used for these studies was constructed from portion of an aircraft 
fuel mixture indicator and was suitably modified so that small partial 
pressiires of the diffusing component could be measured accurately, when 
thus modified, the cell became extremely sensitive to factors, which for 
the normal application of thermal conductivity gas analysis, are 
considered unimportant. 



Fig. 801 - General view of the apparatus used in 
the gas phase mass transfer studies 



The oell elements were located in a solid brass cube so that any 

changes in ambient temperature would affect each element to the same 

extent. Two of the four elements constituting the thermal conductivity 

bridge operated in an atmosphere of vapour free carrier gas, whilst the 

other two contained the gas mixture being analysed. 

Although there was no direct flow of gas through the elements of 

the cell, the transport of the gas to the elements being by diffusion 

through short arms at right angles to the gas flow lines through the cell, 

the out of balance of the Wheat stone bridge was found to be dependent on 

the gas flow rate through the cell. This effect, which has apparently 

not been previously reported, is thought to be due to either:-

(a) Flow past the entrance of the cell elements creating a 

disturbance" which is transmitted in the form of eddies into the element 

space, thereby altering the boundary conditions. 

(b) Flow determining the back pressure in the cell, thereby affecting 

the heat transfer properties of the gas surrounding the element. 

These effects were counteracted by installing two identical orifice 

meters on the outlets of both the gas streams passing through the cell 

unit, and maintaining flow of each stream at the same predetermined level 

throughout the analysis and subsequent calibration. 

The gas analysis cell was calibrated by supplying the cell with gas 

with a known vapour content. The out of balance of the bridge, as 

indicated by the galvanometer, was found to be linear with the 

concentration of the vapour at the small concentration levels encountered 

in this work. 

The supply of gas with known vapour contents required for the cell 

calibration was obtained by saturating the gas with the vapour over a 



range of temperatures. The saturation train used is shown in Fig. 2. 

G ^ SATURATION TRAIN 

BUtBLER 

HOT PLATB PRIMARY 
COOLER 

TO GAS 
ANALYSIS CELL 

^GLASS WOOL 

LEGEND 

T—THERMOMETER 
A — S T I R R E R 
S —CONDENSATE 

SEPARATOR 

THERMOS 
FLASK 

SECONDARY 
C O O L E R 

THERMOS 
FLASK 

FINAL 
COOLER 

Fig. 8.2 - Gas saturation apparatus used for 
calibrating thermal conductivity cell 

The essential features of this apparatus are sumnarised:-

(a) The carrier gas was Tmbbled through a TJarm bath of the liquid 

whose vapour is being analysed. 

(b) The gas stream was then cooled in three stages by passing through 

water cooled condensers consisting of coils of copper tubing terminated in 

condensate separators. These three units were named primary, secondary 

and final coolers. 

(c) The temperature of the water in the primary cooler was maintained 

between 5® and 10°C below the desired exit gas temperature. The bulk of 

the condensation load was located in this cooler. The condensate separator 

of the unit was made larger than those in the later stages, to ensure 

complete gas-liquid disengagement before passing to the secondary cooler. 

(d) In the secondary and final coolers, the condenser units were 



placed inside "Thermos" vacuum flasks. The water in these flasks was 

agitated intermittently with a hand s t i r rer , to ensure temperature 

uniformity. 

(e) The temperatures of the cooling water in these last stages of 

condensation were maintained within l^C of each other, with the f inal 

cooler at the lowest temperature of the cooling train. The gas entering 

the f inal cooler under these conditions would be very close to the water 

temperature of the secondary cooler and hence the condensation load on 

the f inal cooler would be very small, cooling in this stage being no 

more than 1°0. This stage-wise condensation followed by separators, 

plus the slow approach to the f inal saturation level, was considered 

necessary to reduce the possibility of mist formation in the gas phase. 

A plug of glass wool was placed in the separator of the f inal cooler as 

a f inal precaution against carry over liquid droplets or mist into the 

exit gas stream. 

(f) The temperature of the gas emerging from the final cooler was 

measured with a thermometer. The temperature of the exit gas was rarely 

more than 0.1°C higher than the water temperature. Under these conditions, 

errors in the measurement of the true gas temperature due to radiation 

between the thermometer bulb and the copper wall would be negligible. 

The gas was considered saturated at the temperature of the exit gas from 

the f inal cooler. 

(g) To bring the gas stream back to ambient temperature, a copper 

coil was interposed in the line between the final cooler and the analysis 

cel l . 

The gas saturation procedTire was checked for the air-water vapour 

system by gravimetric analysis. The air-water vapour mixture from the 
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saturation train was passed through three "Nesbitt" absorption bulbs in 

series. The solid absorbents used were "anhydrone" in the first bulb, 

followed by phosphorus pentctxide. The voltune of air passed through the 

absorption tubes was measured with a "Boys Bell" wet gas meter. The 

results of the check and the relevant experimental data are shown in 

Table 8.1 for three difference water vapour partial press\ires. 

TABLE 8 . 1 

(mVIMETRIC CHECK ON SATURATION PROCEDURE 

Test 1 2 3 

S^ljnr^tion . T r a i n 

Bubbler Temp. (°C) 
Primary Cooler Temp. (°C) 
Secondary Cooler Temp. Pc) 
Final Cooler Temp. pC) 
Exit Air Temp. pC) 

3 9 . 2 
2 3 . 6 
2 1 . 4 
2 0 . 7 
2 0 . 8 

3 6 . 5 
1 6 . 0 
1 3 . 3 
1 2 . 8 
1 2 . 9 0 

3 3 . 5 
1 2 . 5 
4 . 9 
4 . 3 
4 . 4 

p Saturation (rm, Es) 1 8 . A 0 1 1 . 1 6 6 . 2 7 

Gravimetric Analysis 

Vol. of Air Passed (ft.^) 
Time taken to pass Air (min.) 
Temp, of Air at Meter 
Increase in Nesbitt Bulbs wt. (g.) 

1 / 6 
1 2 . 5 
2 6 . 5 

0 . 0 7 9 

1 / 6 
8 

2 7 . 0 
0 . 0 4 9 

1 / 6 
5 

2 7 . 0 
0 . 0 2 7 

p Gravd-metric (mm. Eg) 1 7 . 5 1 0 . 8 6 . 1 8 

% Difference 

= p sat»n - p grav. + 3 . 3 ? +1.55^ 
p grav. 



An example of a calibration graph, obtained for the gas analysis 
cell using the saturation calibration technique, is shown for mixtures 
of water vapour and air in Fig, All the calibration graphs 

obtained for the various gaseous mixtures were found to be linear at 
these low concentration levels. 

4 6 a lO 12 14 
GALVANOMETER SCALE READING 

Fig. 8.3 - Typical calibration graph for air-imter system 
8,3 Experimental Results 

The experimental data obtained by studying the counter current 
vaporisation of water in liydrogen, air, carbon dioxide and 
dichlorodifluoromethane and the data for the vaporisation of n-heptane 
in air are shown in Tables 8.2, 8.3, 8.4, 8.5 and 8.6. 
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TABLE 8,2 

VAPCRISATION OP WATER WITH HYDROGEN 

Run 
Liquid 
Rate 

lb. 

Gas 
Rate 

Partial Pressure 
of Diffusing 
Component 

(mm. Eg.) 

Temperatures (®C) Run 
Liquid 
Rate 

lb. 

Gas 
Rate 

Partial Pressure 
of Diffusing 
Component 

(mm. Eg.) 
Licpiid 
TnTet 

Liquid 
Outlet 

Gas 
miet 

Gas 
Outlet 

Run 

(b r . ) ( f t . ) min* 

Partial Pressure 
of Diffusing 
Component 

(mm. Eg.) 
Licpiid 
TnTet 

Liquid 
Outlet 

Gas 
miet 

Gas 
Outlet 

Run 

(b r . ) ( f t . ) min* 
Tnlet Outlet 

Licpiid 
TnTet 

Liquid 
Outlet 

Gas 
miet 

Gas 
Outlet 

U 325 1 .50 0.4 13.8 25.4 24.4 26.3 25.9 
2A 325 2.75 0.5 11.4 25.4 23.8 26.2 25.6 
3A 325 3.55 0.5 10.7 25.4 23.5 26.2 25.5 
4A 325 4.25 0.6 10.1 25.4 23.1 25.9 25.3 
5A 325 4 .95 0.7 9.5 25.4 22.8 25.4 25.2 

IB 325 2 .40 0.4 11.5 25.1 23.6 25.9 25.2 
2B 325 3.75 0.4 10.1 25.1 23.0 26.0 25.0 
3B 325 4 . 3 0 0.5 9 .8 25.1 22.8 26.2 25.0 
4.B 325 6.30 0.5 9 .0 25.1 22.0 26.0 2^.7 
5B 325 7 .80 0.6 8.5 25.1 21.5 25.0 24.2 
6B 325 5.65 0.6 9.2 25.1 22.0 23.8 24.0 
7B 325 4 .55 0.7 9.8 25.0 22.5 23.6 24.2 
SB 325 2.95 0.7 11.3 25.0 23.1 24.0 24.6 
9B 325 1.62 0.7 13.4 25.0 23.8 24,8 25.1 



TABLE 8,3 

VAPCEISATTON CF WATER WITH AIR 

Run 
Liquid 
Rate 
lb. 

Gas 
Rate 

Partial Pressure 
of Diffusing 
Component 

(mm. Eg.) 

Temperatures (°C) Run 
Liquid 
Rate 
lb. 

Gas 
Rate 

Partial Pressure 
of Diffusing 
Component 

(mm. Eg.) 
Liquid 
3iilet 

Liquid 
Outlet 

Gas 
miet 

Gas 
Outlet 

Run 

(hr.)(ft.) min* 

Partial Pressure 
of Diffusing 
Component 

(mm. Eg.) 
Liquid 
3iilet 

Liquid 
Outlet 

Gas 
miet 

Gas 
Outlet 

Run 

(hr.)(ft.) min* 
Inlet Outlet 

Liquid 
Outlet 

Gas 
miet 

Gas 
Outlet 

IC 325 2.40 2.6 11.8 24.0 22.6 23.5 23.6 
2C 325 2.10 2.6 12.3 24.0 22.8 23.5 23.7 
30 325 1,80 2.6 12.5 24.0 22.9 23.6 23.7 
40 325 1.45 2.6 13.4 24.0 23.0 23.6 23.8 
50 325 1.12 2.6 34.3 24.0 23.1 23.6 23.8 
60 325 0.78 2.6 34.8 23.9 23.2 23.5 23.7 
70 325 0.56 2.6 16.4 23.9 23.3 23.4 23.7 
80 325 0.36 2.6 18.6 23.8 23.4 23.1 23.5 

ID 298 0.50 2.8 18.9 26.2 25.6 24.9 25.2 
2D 240 0.50 2.8 18.6 26.1 25.4 24.6 24.9 
3D 149 0.50 2.8 18.1 25.8 24.8 24.0 24.3 
4D 6; 0.50 2.8 16.5 25.3 23.6 23.9 24.0 

IE 298 0.70 2.8 15.2 23.5 22.8 21.6 22.2 
2E 240 0.70 2.8 15.0 23.5 22.6 21.9 22.3 
3E 349 0.70 2.8 3A.2 23.2 22.1 21.9 22.2 
4.E 64 0.70 2.8 13.2 22.8 21.0 21i6 21.8 
5E 298 1.10 2.6 12.9 22.7 21.8 21.1 21.5 
6E 240 1.10 2.6 12.7 22.9 21.9 21.1 21.6 
7B 349 1.10 2.6 12.1 22.7 21.3 21.1 21.4 
8E 64 1.10 2.6 11.3 22.2 19.8 20,7 20.7 

IF 298 1.40 2.8 12.1 22.8 21.8 21.0 21.8 
2F 240 lo40 2.8 11.8 22.8 21.6 21.3 22ol 

349 1.40 2.8 11.5 22.9 21.4 21.5 22.2 
64 1.40 2.8 10.7 22.7 20.1 21.8 22.0 

5F 298 1.73 2.8 11.7 23.0 22.0 22.2 22.6 
6F 240 1.73 2.8 11.1 23.0 21.8 22.3 22.6 

349 1.73 2.8 10.6 23.0 21.3 22.4 22.5 
8F 64 1.73 2.8 10.2 23.0 20.0 22.4 22.3 
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TABLE 

VAPORISATICSN CF WATER WITH CAKBON DTCKIDE 

Run 
Liqaid 
Rate 

Gas 
Rate 
fi;.3 

Part ial 
of Dif^ 
Compone: 

(iM* 

Pressure Temperatures (°C) 
Run 

Liqaid 
Rate 

Gas 
Rate 
fi;.3 

Part ial 
of Dif^ 
Compone: 

(iM* 
tit 
Hs.) 

Licjuid 
miet 

Liquid 
Op.tlet 

Gas 
Inlet 

Gas 
Outlet 

Run 

( h r . ) ( f t . ) mln. 

Part ial 
of Dif^ 
Compone: 

(iM* 
tit 
Hs.) 

Licjuid 
miet 

Liquid 
Op.tlet 

Gas 
Inlet 

Gas 
Outlet 

Run 

( h r . ) ( f t . ) mln. 
Tnlet Outlet 

Licjuid 
miet 

Liquid 
Op.tlet 

Gas 
Inlet 

Gas 
Outlet 

IG 325 OM 1.6 18.8 26.7 26.2 29.4 29.4 
2G 325 0.53 1.7 18.4. 26.9 26.3 29.1 29.2 
3G 325 0.60 1.9 16.7 26.9 26.3 29.0 29.3 
4G 325 1.07 2.3 U . 2 26.9 26.0 26.7 28.6 
5G 325 0.82 2.5 16.4. 27.0 26.2 27.5 29.2 
6g 325 0.72 2.7 17.1 27.0 26.4 28.3 29.7 
7G 325 0.61 2.8 17.5 27.0 26.5 29.0 30.0 
8G 325 O.UB 2.9 18.A 27.0 26.6 29.9 30.5 
9G 325 0.32 3.1 19.8 27.1 26.8 31.0 31.0 

lOG 325 0.26 3.2 21.5 27.1 26.9 31.0 31.2 

TABLE 8,5 

VAPQRISATiaN OF WATER WITH DICHLQEODIFLUOROMETHARE 

Run 
Liquid 
Rate 

I t . 

Gas 
Rate 
f t . 3 

Part ial Pressure 
of Diffusing 
Component 

(mm. Hg.) 

Temperatures (°C) 
Run 

Liquid 
Rate 

I t . 

Gas 
Rate 
f t . 3 

Part ial Pressure 
of Diffusing 
Component 

(mm. Hg.) 
Liquid 
miet 

Liquid 
Outlet 

Gas 
miet 

Gas 
Outlet 

Run 

;hr) ( f t . ) min. 

Part ial Pressure 
of Diffusing 
Component 

(mm. Hg.) 
Liquid 
miet 

Liquid 
Outlet 

Gas 
miet 

Gas 
Outlet 

Run 

;hr) ( f t . ) min. 
Tnlet Outlet 

Liquid 
miet 

Liquid 
Outlet 

Gas 
miet 

Gas 
Outlet 

IH 325 0.18 0 15.8 23.1 22.8 20.8 21.2 
2H 325 0.27 0 13.7 23.1 22.8 20.5 21.3 
3H 325 0.33 0 13.4 23.1 22.7 20.3 21.4 
4H 325 0.32 0 13.6 23.1 22.6 20.5 21.3 
>5H 325 0.45 0 12.5 23.1 22.5 20.2 21.3 
6H 325 0.24 0 15.1 23.1 22.7 20.2 21.3 
7H 325 0.23 0 2A.4 23.1 22.7 20.2 21.3 



TABLE 8.6 

VAPORISATION OP n-REPTAME WITH AIR 

Run 
Liquid 
Rate 

I K 
(hrTKftT) 

Gas 
Rate 
n j . 
min. 

Partial Pressure 
of Diffusing 
Component 

(^^Mf) 
miet Outlet 

Temperatures (°C) 

Liquid 
miet 

Liquid 
Outlet 

Gas 
Inlet 

Gas 
Outlet 

IJ 
2J 
3J 
4J 
5J 
6J 

IK 
2K 
3K 
4K 
5K 
6K 

IL 
2L 
3L 
4L 
5L 
6L 

IM 
2M 
3M 
4.M 
5M 
6M 

113 
113 
113 
113 
113 
113 

89 
89 
89 
89 
89 
89 

50 
50 
50 
50 
50 
50 

15 
15 
15 
15 
15 
15 

0.^8 
0.72 
1.12 
1.12 
0.90 
0.61 

0.72 
1.12 
1.42 
1.12 
0.90 
0.61 

0.62 
0.86 
1.18 
1.45 
1.77 
2.U 

0.46 
0.70 
1.05 
1.50 
1.% 
2.50 

0 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 
0 

28.5 
22.0 
16.7 
17.5 
17.3 
20.4 

20.0 
15.5 
13.6 
17.8 
16.0 
18.4 

12.6 
10.3 
9.0 
8.1 
7.4 
6.8 

8.0 
6.1 
4.8 
4.2 
3.8 
3.2 

30.0 
28.5 
27.2 
27.7 
26.1 
25.0 

27.9 
26.9 
26.5 
29.6 
25.6 
24.7 

19.6 
18.7 
18.7 
18.5 
18.2 
18.3 

13.7 
13.1 
12.7 
12.3 
12.2 
12.4 

26.7 
24.9 
23.0 
23.4 
22.5 
22.2 

23.9 
22.4 
21.5 
24.5 
21.5 
21.6 
15.0* 
13.2* 
12.5* 
11.5* 
10.7* 
10.3* 

7.5* 
5.5* 
4.0* 
3.0* 
3.2* 
3.2* 

27.0 
26.8 
26.6 
25.7 
25.1 
24.5 

26.7 
26.6 
26.3 
26.0 
24.9 
24.4 

17.0 
16.5 
16.1 
16.0 
15.5 
15.4 

12.8 
12.5 
12.2 
11.3 
11.7 
11.7 

28.0 
26.9 
25.8 
25.8 
24.7 
24.0 

26.4 
25.6 
25.0 
26.7 
24.2 
23.9 

17.2 
16.2 
16.0 
15.6 
15.0 
U.8 

12.3 
11.0 
10.0 
9.2 
9.3 
9.0 

These temperatures measured close to the last disc by 
Copper-Const ant an thermocouple with cold junction at O^C. 
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The Tme Mean Driving Force 

To compute the gas film mass transfer coefficient from the 
vaporisation experiments, the true driving force for mass transfer in 
the column xmder the actual conditions of the particular vaporisation 
run, must be established. This means that the gas-liquid interfacial 
temperature must be known as a function of the amount of the liquid 
vaporised in the column. If the relationship is available or ?ian be 
calculated, the true mean driving force can be obtained by graphical 
integration of a plot of driving force versus amount of material 
transferred. 

The technique of making the liquid enter the system at the wet bulb 
temperature has been used by several investigators studying vaporisation 
in wetted wall columns. In this case, the temperature of the liquid 
remains constant throughout the column, the heat required for vaporisation 
being just balanced by the supply of sensible heat from the gas and hence 
there is no flow of heat into or from the bulk of the liquid and therefore 
no temperature gradient in the liquid phase. The consequence of this is 
that the gas-liquid interfacial temperature is known and constant and, 
therefore, the relation between driving force and material vaporised in 
the column is linear. This linear relationship, between the quantity 
transferred and the driving force, allows direct use of the log. mean 
of the terminal driving forces, as the true mean driving force for the 
whole coluMi. 

The use of the log. mean terminal driving force in cases, where the 
driving force is not linear with the amount transferred, is not 
theoretically correct. However, in many cases, the coefficient so 
obtained varies only slightly from the true coefficient based on the 
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t rue mean driving force. Before the log. mean driving force i s used, 

the more complicated procedure of evaluating the true mean driving 

force must be resorted to , so that the extent of the error introduced 

by using the log. mean of the terminal driving forces, can be ascertained. 

8.4..1 Simultaneous Heat and Mass Transfer 

SiMiltaneous heat and mass transfer occurs when a liquid i s 

evaporated in a gas stream. The theoretical aspects of th i s subject 

have been adequately covered by Sherwood and Pigford ( 99 ) and other 

standard texts on mass t ransfer . 

The heat being conducted away from the gas-liquid interface, by the 

vapour molecules diffusing into the bulk of the gas phase, may be 

neglected for the case of the dilute systems studied in th i s investigation, 

without the introduction of any appreciable error. Making th i s assumption, 

i t i s possible to consider the processes of heat and mass transfer as 

being independent of each other. Under steady state conditions, the 

simultaneous heat and mass transfer processes occurring at any point 

within the column can be represented by diagrams such as Figs. 8.4 and 

8.5. 

These two diagrams indicate the most common states existing in the 

vaporisation studies reported in th is investigationi 

At the top of the column the liquid i s at a higher temperature than 

the gas leaving the column. Hence as shown in Fig. 8.4, latent heat 

and sensible heat are gained by the gas phase. This heat i s supplied 

by the sensible heat of the l iquid. The heat balance i s represented 

by equation 8.1. 

- t i ) - hg ( t i - tg) = k^^K (pi - Pg) 8.1 



4 

LIQUID 

FILM 

\ 

TRANSFER OF VAPOUR A 

4 

LIQUID 

FILM 

\ 

1 1 1 
GAS 1 
F I L M I 

1 
L A T E N T HEAT 

SENSIBLE HEAT 

LIQUID 

FILM 

\ 

1 1 1 
GAS 1 
F I L M I 

1 
L A T E N T HEAT 

SENSIBLE HEAT 

LIQUID 

FILM 

\ 

SENS^IBLE HEAT ( a ) 

1 1 

SENS^IBLE HEAT ( a ) 

1 1 

1 
1 • 

(b) 

Fig. 8.4 - Conditions at top of column 

As the liquid passes through the colunm^ the temperature drops 

until the liquid temperature is below the gas temperature. Thereafter, 

sensible heat is transferred to the liquid interface from the gas phase. 

Sensible heat is also transferred from the bulk of the liquid to the 

interface. Hence conditions at the bottom of the column would be as 

illustrated in Fig. 8.5. 

TRANSFER OF VAPOUR A 

SENSIBLE HEAT 

L A T E N T HEAT 
(fl)Hf>) 

. FILM 

Fig. 8.5 - Conditions at bottom of column 



The heat balance for the condition at the bottom of the col-umn can 

be represented by equation 8»2. 

h^ (ti, - ti) + hg (tg - ti) = k^A A (l̂  - Pg) S.2 

Other possibilities exist, as, for example, the liquid may be cooled 

doyn to the vet bulb temperature, in vhich case, the sensible heat 

supplied to the interface from the gas phase is just sufficient to account 

for the heat required for vaporisation. In this case, the heat balance 

becomes 

^ (tg - ti) = k^^ A (l̂  - Pg) S.3 

Depending on the temperature of the gas and liquid phases, it is 

also possible to have conditions at the bottom of the column as shown 

in Fig. 8.4, or when the liquid feed to the column is colder than the 

gas exit temperature, conditions as shown by Fig. 8.5 will exist at the 

top of the column. 

To determine the true mean driving force, it is necessary that the 

variation of driving force with the amount transferred be Imown. 

The amount of mass transferred is related directly to the partial 

pressure of the diffusing component Pg. The driving force, at any point 

in the column, is the difference (pg - pĵ ) and hence provided the 

temperature at the interface is known and assuming equilibrium at the 

interface, the desired relationship between the amount transferred and 

the driving force can be evaluated, if the relation of pg and t^ or 

Pg and p^ can be calculated (p̂  and t^ are fixed by the equilibrium 

conditions for the system). 

For a particular point in the column, at which the bulk temperatures 

of the gas and liquid phases and the partial pressure of the diffusing 

component Pg are known or can be calculated, and if the mass and heat 
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transfer coefficien-fcs can be estimated, the temperature ti and the 

equilibrium partial pressure of the diffusing component can be 

calculated by application of equations 8,1 or depending on the 

temperature of the liquid with respect to the gas temperature. 

8,4.2 Estimation of Film Heat Transfer Coefficients 

Gas and liquid film heat transfer coefficients in a disc column 

have not been determined experimentally. However, to interpret the 

vaporisation data, knowledge is required of the interfacial temperature 

of the evaporating liquid. To estimate this interfacial temperature, a 

knowledge of the liquid and gas film heat transfer coefficients is 

required, 

Chilton and Colburn ( 11) have suggested an equality between the 

heat transfer factor jji and the mass transfer factor jp, which are 

defined by 

% = ^ / gP/^ ) = i f 
Cp/tfv I k / 

i = l^cPBM \ 2/3 f 3.5 
V p ( ^ d ; 

The equality of jg and -J- f has been shown experimentally for 

turbulent flow through tubes and across plane surfaces. However, for 

turbulent flow around a cylinder 

jjj = jjj < 8.6 

This difference is because of "form drag" as distinct from skin 

friction. However, the equality of jp = jjj is usually considered to 

hold irrespective of the departure from 

The bulk of the experimental verification of the use of the jjj and 

jjj factors has been for "gas film" transfer, for which the range of the 

Schmidt number has been in the order of 0.5 - 2.5. However, there have 



been two recent sets of data, which have extended the range of the 

Schmidt number, by studying »»liquid film'* data for the case of mass 

transfer inside a pipe, 

Linton and Sherwood (60 ) , in 1950, studied the dissolution by 

water of tubes constructed from cinnamic acid, benzoic acid and 

^ naphthol. The Schmidt number in this investigation ranged from 

1000 to 3000. Although the spread of Jj) values was considerable, the 

results agreed moderately well with predicted values based on the 

equality jj) = jg = 2 for smooth pipes. 

The dissolution of a zinc tube, by the forced convection flow of 

mercury through the tube, was reported by Dunzi,Bonilla, Ferstenberg and 

Gross (20 ) in 1956. The value of the Schmidt number in this case was 

in the order of 83. Values of jp compared well with the classic 

Ghilton-Colburn equation for heat transfer when modified for mass 

transfer. 

In the light of these two experimental investigations, i t would 

appear that the j-factor equations, as proposed by Chilton and Colburn, 

are not restricted to Schmidt numbers in the range in which earlier 

investigations had been made. 

(a) Estimation of the Liquid Film Heat Transfer Coefficient 

The most recent data for liquid film mass transfer in a disc column 

were reported by Taylor and Roberts ( 1 ?̂?). Although this data was 

different to that reported earlier by Stephens and Morris ( II6), i t i s 

considered that the former data may be more precise. Taylor and Roberts 

observed a distinct change in slope when the liquid film coefficient 

Was plotted versus the liquid rate. This breakpoint in liquid film 

mass transfer data occurs at approximately the same liquid rate, as 



the departure from theoretical streamline flow behaviour, as observed 

by the author. 

Because of the consistency existing between the author's experiments 

and the data reported by Taylor and Roberts, the estimation of h^ was 

based on the data given by these authors. 

TABLE S.7 

( i ) VALUES CF hp, FOR MATER FLOTOG OTO DISCS 

CALCUUTED ASSUMING fo = 3H 

BASED ON MASS TRAITSFER DATA CF TAYLOR AND ROBERTS 

Liquid 
Rate 

l b . / ( h r . ) ( f t . ) 
h 

l b . / (h r . ) ( f t . 2 ) ( l b . / f t . 3 ) 
CĈ  Absorption in Water 

ĥ  (Calculated) 
Liquid Film Heat 

Transfer Coefficient 
B.T.U./(hr.)(ft.2)(0F) 

50 0.60 720 
100 0.78 936 
200 1.10 1320 
A 00 2.20 2640 

• ( i i ) h^ CALCULATED FOR &-I-1EFTANE FLaCTG OVER 

DISCS AT r = 15 l b . / (h r . ) ( f tO 

hL = 262 B.T.U./(hp.)(ft.2)(0F) 

(b) Estimation of the Gas Film Heat Transfer Coefficient 

The gas film heat transfer coefficient can be calculated, to a f i rst 

approximation, by assuming jj) = jj^. The value of jjj is obtained using 

the uncorrected gas film mass transfer coefficient. This uncorrected 

coefficient is the experimentally determined coefficient based on a 

driving force, which is assumed to be equal to the log. mean driving 

force of the terminal conditions, and further assuming the bulk liquid 

temperature to be the same as the temperature at the gas - liquid interface. 



Whence if system is very dilute (p ĵ̂  = 1) and jp = jg 

hg = kg c. 8.9 

The value hg, so obtained, can then be used in conjunction with the 

liquid film heat transfer coefficient and the uncorrected gas film mass 

transfer coefficient, to determine the true gas-liquid interfacial 

temperatures throughout the column and hence the true driving force 

can then be established. The mass transfer coefficient based on this 

true driving force can then be used as a better approximation for 

evaluating the gas film heat transfer coefficient and the calculations 

then repeated to enable a better estimate to be made of the gas film mass 

transfer coefficient. 

8.4.3 Calculation of the True Mean Driving Force 

The most serious error introduced by using the log. mean of the 

terminal driving forces, based on bulk liquid temperatures, rather than 

the true mean driving force, will occur under the following conditions:-

i ) When the liquid film heat transfer coefficient is small. 

i i ) When the temperature difference between liquid in and liquid 
out of the column is large. 

Both these factors are aggravated at very low liquid rates. 

Therefore, i t was decided to analyse the data for the evaporation of 

n-heptane, which was carried out at an extremely low liquid rate 

compared to the" other vaporisation data, to see to what extent error 

is introduced, if the more simple log. mean driving force is used rather 



the laborious evaluation of the true mean driving force. 

A complete analysis of two of the n-heptane vaporisation runs, one 
at a low and one at high gas throughput, is presented to indicate the 
approach used. The physical properties of n-hepfcane used in the 
calculations are listed in Table 8.8. 

TABUS 8.8 
PHYSIC/IL PROPERTIES OF n-HEFTANE 

Source 

Viscosity at 68®F = 
Specific Gravity = 
Molecular Weight = 
Latent Heat at 57°F = 
Specific Heat at 57°F = 
Prandtl Number at 57^ = 

0.41 centipoise 
0.68 
100 
160 B.T.U./lb. 
0.55 B,T.ir./(lb.)(°F) 
5.8 

Spiers (114) 
Perry ( 85 ) 
McAdams ( 71 ) 
Spiers (114 ) 
McAdams ( 7? ) 

Vapour Pressures Interpolated by log. p versus -i-
from the following data:-
Vapour Pressure (mm. Hg) Temperature °C Stull (117) 

10 
20 
40 
60 

-2.1 
9.5 
22.3 
30.6 



CASE 1> 

VAPCEISATION OF n-HEPTANE AT LOtf LKgJID RATE 

i m LOW GAS TmOUGHHJT 

(a) Experimental Data; 

Liquid Rate = U . 7 l b . / ( h r . ) ( f t . ) ^ 1.8 I b . / h r , 
Air Rate = 0.46 f t .3 /min . 5 2.07 I b . / h r . 
Liquid Inlet Temp. = 56.7 ^F 
Liquid Outlet Temp. = 45.5 
Gas Itilet Temp. = 55.0 ^ 
Gas Outlet Temp. = 54.1 9f 
Pa r t i a l Pressure of n-heptane 

in Outlet Gas = 8.0 mm. Hg 

(b) Calculated Data; 

Vaporisation Rate = 0.75 x 10"^ Ib.moles./hr. 
Log. Mean Driving Force = 17.65 mm. Hg 
Uncorrected Gas Film 

Mass Transfer Coefficient = 0.200 l b .mo le s . / ( h r . ) ( f t . ^ ) ( a t ^ . ) 
Gas Film Heat Transfer Coefficients 2.74 B.T.U./(hr.) ( f t . 2 ) (9p) 
Liquid Film Heat Transfer 

Coefficient = 262 B.T.U./(hr.) (fi3.2) (Op) 
Overall Heat Balance 

(Neglecting Radiation from 
Surroundings) = 92.5% 
Expressed as % of heat 
required fo r vaporisation 

(c) Estimation of In te r fac ia l Temperatures 

(1) Conditions at Top of Column 

Sensible heat from the l iquid must supply the sensible heat 
t ransferred t o the gas and the la tent heat required for the vaporisation. 
Therefore, equation 8 .1 wil l apply;-

h (•h - h ) = h (^i - ^g) + ^ A ' ^ (Pi - P3) 
Assume t^ = 56.4, Pi = 25.2 mm. Hg 

L.H.S. = 262 (56.7 - 56J,) 
— 7 8 6 

R.H.S. = 2.74 (56.4 - 54.1) + ^^^^^ ^ ^^^ (25-2 - 8) 
= 6.3 + 71.5 
= 77.8 

in terface Temperature at Top = 56.4 



(2) Conditions at Bcyttom of Coltunn 

The latent heat required for vaporisation Is derived from the 
sensible heat of the gas and the liquid. Therefore, equation 8.2 will 
apply 

(tL - ti) + hg (tg - ti) = kgMAX(pi - p^) 
Assume ti = 45.3, Pi = 17.7 mm. Hfe. 
L.H.S. « 262 (45.5 -45.3) + 2.74 (55 -45.3) 

« 52.3 + 26.5 
= 78.8 

R.H.S. = M Q 9 ^^^QQ X _ Qj 

« 74.5 
• . Interface Temperature at Bottom of Column = 45.3?P 

(d) Error Introduced by Assuming Bulk Liquid Temperature a Interface 
Temperatwe 

(1) Log. Mean of Terminal Driving Forces based on Bulk Liquid 
Temperatures 

= 17.65 mm. Hg. 
(11) Log. Mean of Terminal Driving Forces based on Interface 

Temperatures 

= 17.45 mm. Hg. 
.*. Percent Error Based on (11) = 1.15^ 

Hence the use of bulk liquid temperatures rather than calculated 
interfacial temperatures, for this run, introduced an error, which is 
insignificant considering the experimental error associated with the 
data. Therefore, for the sake of simplification of calculations, the 
bulk liquid temperatures have been used to evaluate the true mean 
driving force in the next calculation. 

(e) Calculation of the Variation of Liquid Temperature with the Amount 
Vaporised 

The liquid temperature at any point 
within the column, corresponding to a known amount of 



vaporisation, can be calculated by a t r i a l and error stepwise procedure, 

starting at the bottom of the coluinn, where the amount transferred i s 

zero or starting at the top of the column, where the amount transferred i s 

lOÔ o. The vaporisation is considered to take place in a definite number 

of equal steps. By analysing the direction of the sensible heat transfer 

terms, depending on the relative gas and liquid temperatures, a heat 

balance can be established over each of these vaporisation steps. Trial 

and error calculations are made on each step until the assumed liquid 

temperature balances the heat terms. The heat transferred to the liquid 

by radiation from the surroundings is small compared to the other heat 

terms and is therefore neglected in these calculations. 

Vaporisation Rate = 0.75 x 10"^ lb,moles/hr. 

Consider the vaporisation in five steps each of 0.15 x 10"^ lb,moles/hr. 
The column is then considered in five steps A, B, C, D, E shown in the 
diagram:-

VAPORISED s 100 TOP / j a S' O mm, 

A H 6*4 i« 
1-/ 

' 6 0 p j B 4.8 

" MO H) 
c II 3-2 ' «» 

" (5) 
D 1.6 

" = 0 
E " 0 « 

^"'bottom 



Example 

Calculation of (tT,)5 

Consider Step E 

LIQUID GAS 

HEAT 

SENSIBLE 
%EAT 

LATENT^ 

HEAT 

An estimate of (ti,)5 can be obtained by considering the percentage 
of the total heat to be transferred, which is being contributed by loss 
of sensible heat of the liquid lander the known conditions at (6), This 
has been evaluated previously when the interfacial temperature at (6) 
was calculated. 

At (6) Heat Transferred from Liquid _ 52,3 
Heat Transferred from Gas 26,5 + 52*3 
+ Heat Transferred by Liquid 

= 66.55s 
Heat Required to Evaporate 0.15 x 10~3 Ib.moles./hr. 

= 0.15 X 10^3 X 100 X 160 B.T.U./hr. 
= 2.4 B.T.U./hr. 

Loss of Sensible Heat of Liquid between (5) and (6) 
= 2.4 x i i ^ = 1.6 B.T.U./hr. 

100 
= ^L SL[(^L)5 - (hk] 

= 1.8 X 0.55 
. • 

(tL)5 - A5.5j 
(tj.)5 = 47.1 

As first approximation assume (tL)̂  = 47.1 



Mean Driving Foroe for Vaporisation across E 

(Pg)5 = 1.6 

{Pi)6 = Force at (6) = 17.9 
(Pg)6 = 0 
• Mean Driving Force = 17,5 mm. Hg. 

Calculation of Area E 

NA = kg A (Ap)ni 
0.15 X 10-3 = 0.20 X A X 174̂ 5 

760 
A = 0.0325 ft.2 • • 

Sensible Heat Transferred from Gas over this Area 

Sensible Heat Transferred = hg A (At)m 

(At)^ = (tg)6 - (tL)6 + (tg)5 " 
2 

= 55.0-45,5 -H (tg)5 >4.7>1 
2 

27.4 X 0.0325 ' (tg)5 - 37.6 j = 2.07 x 0.24 x|̂ 55.0 - (tg)̂  j 

(tg)5 = 53.5 
Sensible Heat Supplied by Gas = 2.07 x 0.24 x (55 - 53.5) 

= 0.745 B.T.U./hr. 

Sensible Heat Supplied by Liquid 

By Heat Balance:- (Basis One Hour) Heat Required for Vaporisation = Sensible Heat Supplied by Gas 
+ Sensible Heat Supplied by Liquid 

i.e. 2.4 = 0.745 + Sensible Heat Supplied by Liquid 
Sensible Heat Supplied by Liquid = 1.65 B.T.U./hr. 



• • 
• • 

Temperature of Liquid at (5) 

Sensible Heat Supplied by Liqaid = m̂ , Sj, f (tL)5 - (tL)̂  

1.65 = 1,8 X 0.55 r(tL)5 - 4.5.5 ' 
= 4.7.2 Op 

Original assumption of (tĵ )̂  = 47,1 op 

The procedure could then be repeated using assumption (tL)5 = 47.2°? 
However, as the assumed original value and the calculated value are so 
close, further calculation is unnecessary. 

Temperature of Liquid at (5) = 47.2 ?F 

(f) Evaluation of the True Mean Driving Force 

The trial and error procedure, illustrated for the calculation of 

the liquid temperature at position (5) in the column, is repeated stepwise 

throughout the column. The results of these calculations are shown in 

Table 8.9, in which the true driving force is shown as a function of the 

mass transferred. The bulk liquid temperatures were used, as it has been 

shown earlier, that the error introduced by not calculating the interface 

temperatures is negligible. 

TABLE 8.9 

TRUE DRIVING FORCE VARIATION WITH % TRANSFERREa) 
CASE 1. EVAPORATION OF n-HEFTANE WITH AIR LCTJ LigQID RATE, 

L m GAS THROQGHHJT 

% of 
Total 
Transfer 

Liquid 
Temp. 
(OF) 

Pi 
(mm. Hg.) 

Pg 
(mm. Hg.) 

True 
Driving 
Force 
(mm. Hg.) 

0 45.5 17.9 0 17.9 
20 U7.2* 18.8 1.6 17.2 
40 49.2* 20.0 3.2 16.8 
60 51.4* 21.4 4.8 16.6 
80 54.1* 23.4 6.4 17.0 
100 56.7 25.4 8.0 17.4 

(* Calculated Liquid Temperatures) 



The true mean driving force is oljtained by the graphical integration 

of a plot of driving force versus the amount transferred. Such a plot is 

shown in Fig. 8.6. 

From the graphical integration of this diagram, the true mean driving 

force for Case 1 equals 17,01 mm. Hg. 
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Fig. 8.6 - Graphical determination,' of the true 
mean driving force 



CASE 2. 

VAPQRISATICaT CF n-HSFTAÎ  AT L(M LIQUID RATE 

m HIGH GAS THRCUGHPUT 

(a) Experimeniial Data; 

Liquid Rate = 14.7 lb . / (h r . ) ( f t , ) S 1.8 Ib./hro 
Air Rate = 2.5 ft .3/min. s 11,23 Ib . /hr . 
Liquid Inlet Temp, = 54.3 
Liquid Outlet Terap. = 37.8 op 
Gas Inlet Temp. = 53,0 9F 
Gas Outlet Temp. = 48.2 ®F 
Part ial Pressure of n-heptane 

in Outlet Gas = 3.2 mm. Hg. 

(b) Calculated Data: 

Vaporisation Rate = 1.62 x lO"'̂  ib.moles./hr. 
Log. Mean Driving Force = 16.90 mm. Hg. 
Uncorrected Gas Film 

Mass Transfer Coefficient = 0.448 lb.moles./(hr.) ( f t . ^ ) (atm.) 
Gas Film Heat Transfer Coefficient^ 6.15 B.T.U./(hr.) {ft.2) (op) 
Liquid Film Heat Transfer ^ v , ^v. . 

Coefficient = 262 B.T.U./(hr.)(ft .2)(op) 
Overall Heat Balance 

(Neglected Radiation from 
Surroundings) = 112^ 
Expressed as % of Heat 
Required for Vaporisation 

(c) Estimation of Interfacial Temperatures 

(1) Conditions of Top of Column 

Sensible heat from the liquid must supply the sensible heat 
transferred to the gas and the latent heat required for the vaporisation. 
Therefore, equation 8.1 will apply 

hL (̂ L - -IJi) = ^ (^i - "̂ g) + ^g^A^ (Pi - Pg) 
Assume t i = 5 3 . 4 , . * . Pi = 22.8 mm. Hg 

L.H.S. = 262 (54.3 - 53.4) 
= 236 

R.H.S. = 6.15 (53.4 - 48.2) + 0.448 x l̂OO x I60 ^ 

= 32 + 185 
= 217 

Interface Temperature at Top of Column = 53.4 ^ . . 



(2) Coiidltlons aii Bo-fctom of Ooltum 

The latent heat required for vaporisation is derived from the 
sensible heat of the gas and liquid. Therefore, equation 8.2 will 
apply:® 

hL (tL - ti) + hg (tg - ti) = kgMAA (a- Pg) 
Assume t^ = 37.6, 13.8 
L.H.S, = 262 07.8 - 37.6) + 6.15 (53.0 - 37.6) 

= 52.3 + 94.6 
= U6.9 

^•H.S. = 0.U8 X 100 X 160 J. v̂ î gj (13.8 - 0) 
= 130.5 

• • Interface Temperature at Bottom of Column = 37.6 
(d) Error Introduced by Assuming Bulk Liquid Temperature = Interface Temperature 

(i) Log. Mean of Terminal Driving Forces based on Bulk Liquid 
Temperatures 

= 16.90 mm. Hg. 
(ii) Log. Mean of Terminal Driving Forces based on Uiterfacial 

Temperatures 
= 16.52 mm. Hg. 

.*. Percentage Error based on (ii) a 2.3^ 

This error, although larger than the comparable error in Case 1, is 
not sufficiently large to warrant the use of interfacial temperatures 
rather than the more easily calculated bulk liquid temperatures. Therefore, 
for ease of calculation, the true mean driving force was evaluated using 
bulk liquid temperatures. 

(e) Evaluation of the True Mean Driving Force 

The results of the stepwise trial and efror calculations for 

determining the liquid temperature as a function of the amount transferred 

are shown in Table 8.10. 
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TABLE 8>10 

TRUE DRIVING FORCE VARIATION WITH % TRî TSFERRED 

CASE 2. EVAPORATION OP n-HEPTANE WITH AIRFLOW LICSQID RATE, 
HIGH GAS THROUGHPUT 

% of 
Total 
Transfer 

Liquid 
Temp. Pi 

(mm. Eg.) 
Pg 

(mm. Eg.) 

True 
Driving 
Force 
(mm. Hg.) 

0 37.8^ 13.9 0 13.9 
25 40.3* 15.0 0.8 U.2 
50 17.5 1.6 15.9 
75 50.2* 20.6 2.4 18.2 
100 54.3 23.5 3.2 20.3 

The true mean driving force calcvaated by graphical integration of 

Figo 8.7 equals 16.3 mm. Hg. 

O 2 0 4 0 60 80 100 
o/® TRANSFERRED 

Fig. 8.7 - Graphical determination of the true mean 
driving force 



Comparison of True Mean and Log. Mean Driving Force 
As already Indicated, the low liquid rate heptane evaporation runs 

should exhibit the greatest departure from log, mean driving force 
conditions. The potential or driving force milst be linear with the 
amount transferred If the log. mean Is to have theoretical significance. 

The evaporation of water In these experiments was carried out at 
very much higher liquid rates. The liquid film heat transfer coefficients, 
at these high liquid rates, are very considerably higher than those for 
the low liquid rate heptane data and therefore, the difference between 
the bulk liquid temperature and the Interface temperature for the water 
evaporation runs, would be even smaller than that calculated for the 
heptane data. 

The high flow rates used In the water evaporation experiments 
result In only relatively small temperature drops between liquid Inlet 
and outlet, compared to the significant cooling of the liquid In the 
heptane evaporation experiments. 

Therefore ,any error Introduced by using the log. mean of the terminal 
driving forces, based on bulk liquid temperatures, would be considerably-
less In the water evaporation data than It would be for the heptane 
evaporation data. Table 8.11 shows the error Introduced when log. mean 
Is used In place 6f the true mean driving force. 



TABIE 8.11 

CCMPAHISON CF TRUE AM) LOG. MEM DRIVING FORCE 

Liquid Phase 
Gas Phase 
Liquid Rate 
Gas Rate 
Liquid Temp. Jxi 
Liquid Temp. Out 

Case' 1 Case 2 

Liquid Phase 
Gas Phase 
Liquid Rate 
Gas Rate 
Liquid Temp. Jxi 
Liquid Temp. Out 

n-heptane 
Air 

1.8 Ib. /hr . 
2.07 Ib. /hr . 
56.7 
45.5 

n-heptane 
Air 

I .8 Ih . /hr . 
II.23 Ib. /hr . 
54.3 ^ 
37.8 

True Mean Driving Force 
(Based on Bulk Liquid 
Temperatures) 

Log. Mean Driving Force 

17.01 mm. Hg. 

17.65 mm. Hg. 

16.30 mm. Hg. 

16.90 mm. Hg. 

Error 
% True Mean 
(Based on Bulk Liquid 

Temperatures) 

+ 3.8^ + 

Error due to Use of Bulk 
Liquid Temperature 
instead of Interfacial 
Temperature + 1.2% + 2.3% 

Overall Error 
introduced "by Using Log. 
Mean Driving Force 
Based on Bulk Liquid 
Temperature + 5.0fc + 6.05̂  



8.5 Calculation of Gas Phase Transfer Data 

The log, mean of the terminal driving forces was used in all cases,, 

except the low liquid rate heptane data, for evaluating the gas film mass 

transfer coefficient. For the low liquid rate heptane data, the 

calculated true mean driving force was used, as the error introduced by-

using the log. mean was considered high enough to be significant. 

The equilibrium vapour pressures were obtained from the extensive 

tables compiled by Stull ( 117 )• Interpolation of the data was achieved 

by plot of log. p versus 

The calculated gas film mass transfer coefficients together with 

other relevant results for the systems studied are shown in Tables 8.12, 

8.13> 8.U, 8.15 and 8.16. 

TABLE 8.12 

VAPORISATION OF WATER WITH HIDROGEN 

Run It. 
(hr.)(ft.) 

r 

Gas 
Velo-
city 
ftt 

Liquid 
Velo-
city 

Relative 
Velocity 

Vapori-
sation 
Rate 
.X 103 
lb.mole. 

Log.Mean 
Driving 
Force 
X 102 
(atm.) 

Gas Film. 
Mass 
Transfer 
Coefficient 
lb.mole. sec. sec. sec. 

Vapori-
sation 
Rate 
.X 103 
lb.mole. 

Log.Mean 
Driving 
Force 
X 102 
(atm.) 

Gas Film. 
Mass 
Transfer 
Coefficient 
lb.mole. sec. sec. sec. 

(hr.Xfto)2 

Log.Mean 
Driving 
Force 
X 102 
(atm.) (hr. 

5.15 1.08 6.23 25.45 2.073 1.23 
9M 1.08 10.52 37.95 2.226 1.70 

12.19 1.08 13.27 A5.84 2.257 2.03 
U.59 1.08 15.67 51ol2 2.263 2.26 
16.99 1.08 18.07 55.15 2.279 2.42 

8.24 1.08 9.32 33.73 2.172 1.55 
12.87 1.08 13.95 46.06 2.242 2.05 
1A.76 1.08 15.84 50.63 2.240 2.26 
21.63 1.08 22.71 67.79 2.243 3.02 
26.78 1.08 27.86 78.01 2.227 3.50 
19.40 1.08 20.4-8 61.51 2.226 2.76 
15.62 1.08 16.70 52.43 2.193 2.39 
10.13 1.08 11.21 39.59 2.130 1.86 
5.56 1.08 6.64 26.0^ 2.011 1.29 

lA 325 
2A 325 
3A 325 
4A 325 
5A 325 

IB 325 
2B 325 
3B 325 
4B 325 
5B 325 
6B 325 
7B 325 
8B 325 
9B 325 



TABLE g.l3 

VAPORISATION OF MATER ¥rPH AIR 

Run 
(hr.) ( ft . ) 

r 

Gas 
Velo-
city 

sec* 

Liquid 
Velo-
city 

sec. 

Relative 
Velocity 

JHU 
sec. 

Vapori-
sation 
Rate 
X 103 
lb.mole. 

Log. Mean 
Driving 
Force 
X 102 
(atm.) 

Gas Film 
Mass 
Transfer 
Ooefficient 
It.mole. 

Run 
(hr.) ( ft . ) 

r 

Gas 
Velo-
city 

sec* 

Liquid 
Velo-
city 

sec. 

Relative 
Velocity 

JHU 
sec. 

(hr.)ft.)2 

Log. Mean 
Driving 
Force 
X 102 
(atm.) (hr.)ft.^)(atia) 

10 325 8.24 1.08 9.32 27.95 1.841 1.52 
20 325 7.21 1.08 8.29 25.79 1.813 1.42 
30 325 6.18 1.08 7.26 22.56 1.800 1.25 
40 325 4.98 1.08 6.06 19.83 1.738 l . U 
50 325 3.84 1.08 4.92 16.58 1.663 1.00 
60 325 2.68 1.08 3.76 12.05 1.608 0.75 
70 325 1.92 1.08 3.00 9.79 1.461 0.67 
80 325 1.22 1.08 2.30 7.19 1.205 0.60 
3D 298 1.70 1.04 2.74 10.09 1.674 0.60 
2D 240 1.70 1.00 2.70 9.90 1.679 0.59 
3D U9 1.70 0.74 2.44 9.58 1.643 0.58 
4D 64 1.70 0.43 2.13 8.58 1.646 0.52 
IE 298 2.40 1.04 3.44 10.99 1.480 0.74 
2E 240 2.40 1.00 3.40 10.80 1.485 0.73 
3E 1A9 2.40 0.74 3.34 10.06 1.490 0.6$ 
4.E 64 2.40 0.43 2.83 9.20 1.473 0.62 
5E 298 3.78 1.04 4.82 14.95 1.543 0.97 
6E 240 3.78 1.00 4.78 34.05 1.590 0.89 
7E 349 3.78 0.74 4.52 13.23 1.580 0.84 
8E 6; 3.78 0.43 4.21 12.10 1.510 0.80 

298 4.81 1.04 5.85 16.48 1.622 1.02 
2F 240 4.81 1.00 5.81 15.95 1.632 0.98 
3F 349 4.81 0.74 5.55 15.42 1.651 0.93 
4.F 64 4.81 0.43 5.24 14.00 1.611 0.87 
5P 298 5.94 1.04 6.98 19.50 1.689 1.16 
6P 240 5.94 1.00 6.94 18.18 1.728 1.05 
TP 149 5.94 0.74 6.68 17.09 1.629 1.01 
BF 64 5.94 0.43 6.37 16.20 1.672 0.97 



TABLE 8.U 

VAPORISATION OF WATER ¥ITH CARBON DIOXIDE 

Run r 
XT?, 

(hr.)(ft.) 

Gas 
Velo-
city 

Liquid 
Velo-
city 
ft. 

Relative 
Velocity 

ft. 

Vapori-
sation 
Rate X IC? 
113. mole. , 
(hr.)(ft.)-

Log.Mean 
Driving 
Force X 102 
(atm.) 

Gas Film 
Mass 
Transfer 
Coefficient 
r̂̂ tlPOlgt 

(hr.Xft?Xatin.) 

Run r 
XT?, 

(hr.)(ft.) 
sec* sec. sec. 

Vapori-
sation 
Rate X IC? 
113. mole. , 
(hr.)(ft.)-

Log.Mean 
Driving 
Force X 102 
(atm.) 

Gas Film 
Mass 
Transfer 
Coefficient 
r̂̂ tlPOlgt 

(hr.Xft?Xatin.) 

IG 325 1,51 1.08 2.59 9.58 1.86 0.52 
2G 325 1.82 1.08 2.90 11.21 1.93 0.58 
3G 325 2.06 1.08 3.U 11.25 2.09 0.54 
4G 325 3.67 1.08 4.75 16.12 2.25 0.72 
5G 325 2.82 1.08 3.90 3A.43 2.09 0.69 
6G 325 2.47 1.08 3.55 13.13 2.02 0.65 
7G 325 2.09 1.08 3.17 11.35 1.99 0.57 
8G 325 1.65 1.08 2.73 9.42 1.90 0.50 
9G 325 1.08 1.08 2.16 6.68 1.81 0.37 

lOG 325 0.88 1.08 1.96 5.95 1.61 0.37 

TABLE 8,15 

VAPORISATION OF WATER WITH DICHLORODIFLAQROMETHANE 

Run r 
(hr.)(ft.) 

Gas 
Velo-
city 

sec. 

Liquid 
Velo-
city 
.ft. 
sec. 

Relative 
Velocity 

sec. 

Vapori-
sation 
Rate X 103 
lb.mole. 

Log.Mean 
Driving 
Force X 10^ 
(atm.) 

Gas Film 
Mass 
Transfer 
Coefficient 
lb.m.ole. 

Run r 
(hr.)(ft.) 

Gas 
Velo-
city 

sec. 

Liquid 
Velo-
city 
.ft. 
sec. 

Relative 
Velocity 

sec. 
(hr.Xft.? 

Log.Mean 
Driving 
Force X 10^ 
(atm.) (hr.XftSXatm.) 

IH 325 0.61 1.08 1.69 3.56 1.475 0.24 
2H 325 0.93 1.08 2.01 4.68 1.685 0.28 
3H 325 1.14 1.08 2.22 5.64 1.707 0.33 
4H 325 1.11 1.08 2.19 5.55 1.693 0.33 
5H 325 1.56 1.08 2.64 7.18 1.685 0.43 
6H 325 0.84 1.08 1.92 4.65 1.458 0.32 
7H 325 0.79 1.08 1.87 4.19 1.622 0.26 



TABLE 8,16 

VAPORISATION OF n-HEPTANE WITH AIR 

Run r 

xbt 
(hr . ) ( f t . ) 

Gas 
Velo-
city 

f l i t 

Liquid 
Velo-
city 

sec. 

Relative 
Velocity 

tXf 

Vapori-
sation 
Rate 
X 103 
lb.mole 

Log. Mean 
Driving 
Force 
X 102 

(atm.) 

Gas Film 
Mass 
Transfer 
Coefficient 
Ib.iPole. 

Run r 

xbt 
(hr . ) ( f t . ) 

sec* 

Liquid 
Velo-
city 

sec. sec. 

Vapori-
sation 
Rate 
X 103 
lb.mole 

Log. Mean 
Driving 
Force 
X 102 

(atm.) 

Gas Film 
Mass 
Transfer 
Coefficient 
Ib.iPole. 

Run r 

xbt 
(hr . ) ( f t . ) 

sec* 

Liquid 
Velo-
city 

sec. sec. 
(hr.Xft.)2 

Log. Mean 
Driving 
Force 
X 102 

(atm.) (hr.Xft.XatmJ 

IJ 113 1.65 0.96 2.61 17.33 5.118 0.34 
2J 113 2.47 0.96 3.43 20.06 5.066 0.40 
3J 113 3.84 0.96 4.80 23.68 4.947 0.48 
4.J 113 3.84 0.96 4.80 24.82 5.039 0.49 
5J 113 3.09 0.96 4.05 19.70 4.671 0.42 
6J 113 2.09 0.96 3.05 15.75 4.211 0.37 

IK 89 2.47 0.81 3.28 18.24 4.961 0.37 
K̂ 89 3.84 0.81 4.65 21.98 4.934 0.45 

3K 89 4.87 0.81 5.68 24.45 4.868 0.50 
UK 89 3.84 0.81 4.65 25.24 5.513 0.46 
5K 89 3.09 0.81 3.90 18.22 4.553 0.40 
6K 89 2.09 0.81 2.90 . U.20 4.250 0.33 

IL 50 2.13 0.56 2.69 9.88 3.25 0.30 
2L 50 2.95 0.56 3.51 12.23 3.U 0.36 
3L 50 4.05 0.56 4.61 13.42 3.16 0.43 
UL 50 4.97 0.56 5.53 U.88 3.11 0.48 
5L 50 6.07 0.56 6.63 16.60 3.05 0.54 
6L 50 7.33 0.56 7.89 18.40 3.07 0.60 

IM 15 1.58 0.25 1.83 4.66 2.33 0.21* 
2M 15 2.40 0.25 2.65 5.40 2.27 0.25* 
3M 15 3.60 0.25 2.85 6.38 2.22 0.30* 
AM 15 5.15 0.25 5.40 7.98 2.17 0.39* 
5M 15 6.65 0.25 6.90 9.33 2.20 0o45* 
6M 15 8.58 0.25 8.83 10.10 2.25 0.48* 

Corrected for True Mean Driving Force 



8.6 Correlation and Discussion of Results 

The correlation of the mass transfer data obtained in these disc 

ooliunn experiments has revealed some very interesting aspects of gas 

phase mass transfer, which are considered to be of general application 

and, which are extended in the later chapters of this thesis to an 

analysis of the data obtained, when zinc vapour was absorbed in molten 

lead using a packed column. 

To preserve the continuity of the discussion, which is presented 

in three sections, tables of the calculated valuesused in the 

correlations are not placed in the text but appended to the discussion. 

The diffusion coefficients for the water systems were taken from 

the table of selected experimental data compiled by Wilke and Lee ( 1P8) 

and the diffusion coefficient for the air - n-heptane system was 

obtained from the measurements of Schlinger et.al. { )• 

The relevant diffusion data is shown in Table 8,17. 

TABLE 8.17 

PUBLISHED DIFFUSION DATA 

System Temp. 
(°c) 

Diffusion 
Coefficient 

cm.Vsec* 

Schmidt 
Number 

Ife - 1^0 20 0.850 1.25 
Air - t^O 25 0.260 0.60 
C02 - H2O 25 o.ia 0.48 
CCI2F2 - H2O 25 0.105 0.25 
Air - n-heptane 21 0.073 2.05 



8.6.1 Correlation by Dimensional Analysis 

Dimensional analysis applied to forced convection mass transfer 
k L 

indicates that the group-^^which i s analogous to the Nusselt number 

for heat t ransfer , i s a function of the Schmidt number (Sc, = "JSTd) 

and the Reynolds number (Re = 

Usually a power function i s assumed:-

8.11 

The t e r m i M y^s introduced into th is equation and the exponent on 

If both sides of equation 8,11 are divided the product "^JJp 

the resulting equation Is obtained:-

P 
the Schmidt number was made equal to 2/3 by analogy with the corresponding 

heat transfer equation, by Chilton and Colbum (11 ) , to define a new 

dimensionless factor known as 1-factor. 

3 i s ^ / J l f 8.13 •̂D V P V ^ D / 
The corresponding heat transfer equation i s : -

Chilton and Colburn ( 1 1 ) extended Reynolds (88 ) analogy between 

heat transfer and fluid f r ic t ion to mass transfer and proposed the 

relat ion . f 
D̂ ® Ĥ "" 2 

The limitation*of th is analogy are discussed more fully when 

the relation between and kg i s discussed. 



The expression of mass transfer data in the form of the Jjj factor 

is convenient, as this factor can then be correlated with Reynolds 

number. 

For gas phase mass transfer, the jjj equation can be expressed in 

terms of the coefficient;: kg. 

Since kg = , kg = RT kg 8,16 

= l ^ f ^ ^ K M l J L f 8.17 
V /'m I ^ D/ Gm ( ^ D / 

The jjj factor has been extensively used for correlating gas film 

mass transfer data in absorption equipment. However, the JQ factor 

does not recognise any effect, which a relative interfacial velocity 

would have on the mass transfer process. As the relative velocity of 

%he gas and liquid phases was found to exhibit a very significant 

bearing on the disc column pressure drops as described in Chapter 7, 

and as the author has found that the use of a "relative friction factor" 

and a "relative Reynolds number" allowed correlation of the irrigated 

pressure drop data, it is considered, that the significant velocity 

term, in the original dimensional analysis of the mass transfer process, 

should have been the relative interfacial velocity, ./I [(y.) 
A "relative jĵ " factor can then be defined 

Kelati^re = (JI,)R ^ ( r ^ f ^ 
. ^ 2/3 

= i s . Paj l J L \ 8.20 
•R A V 

It is proposed that the "relative jjj factor" should be a function 

of the "relative Reynolds number 



It would be preferable to have these relative terms based on the 

relative interfacial velocity, but the actual velocity of the liquid 

interface is not readily measured, although, if a semi-parabolic 

velocity distribution in the liquid is assumed, the interfacial velocity 

may be calculated from the average velocity as outlined by Potter ( 86 ). 

In a disc column or packed COIUMI, the liquid velocity alters from 

point to point, and hence any rigorous analysis of the interfacial 

liquid velocity would appear to be unjustified. However, the relative 

velocity of the gas and liquid phases, based on the average linear 

velocity of the streams, should be' suitable for experimental correlation 
/ 

of data. 

The effect of the relative velocity on the gas phase mass transfer 

process can be seen from a comparison of Figs. 8.8 and 8.9, in which . 

both the linear gas velocity and the relative velocity are used to 

compare the gas film coefficients for the vaporisation of water in air. 

When the linear gas velocity is used, the gas film coefficients are 

clearly dependent on the liquid rate. The pressure drop characteristics 

would suggest that a breakpoint occurs in the data. However, these 

results failed to exhibit this breakp6int, except possibly the data . 

for r = 325 lb./(hr.)(ft.), which does exhibit a break shown by the 

dotted line on the graph. 
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Fig. 8.8 - The effect of gas velocity on the gas film 
mass transfer coefficient kg for various 
liquid rates 

The use of the relative velocity in Fig. 8.9 shows that kg is 

independent of liquid rate at the lower velocities, Taut at the high 

velocities, for liquid rates above f" = 240 lb./(hr.)(ft.), a 

dependency on liquid rate is observed. This behaviour is the same 

as observed when the relative velocity was used to compare relative 

friction factor** data and the same explanation as presented in 

Chapter 7 is thought to apply. The surface disturbances at the higher 

liquid rates affect the mass transfer process only at high Reynolds 

numbers in the same way, as '»relative roughness" only affects pipe 

friction as the turbulence is increased and has no effect in the 

streamline region. This departure at high liquid and gas rates could 
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be considered as a discontinuity in the data, and therefore, a breakpoint, 

as observed by Stephens and Morris (116) and Taylor and Roberts (l^??), 

may be represented by the dotted line in the diagram, although it 

appears very unlikely that a breakpoint would exist at lower liquid 

rates and is therefore consistent with the conclusions reached, when the 

liquid and gas flow characteristics of the column were studied. 
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Fig. 8.9 - The effect of relative velocity on the 
gas film mass transfer coefficient kg 
for various liquid rates 

As the results of this investigation and the earlier data of 

Stephens and Morris ( ll6) and Taylor and Roberts {V>'P ), all indicate 

that the relative velocity of the gas and liquid streams is significant 

in gas phase mass transfer, the newly defined f»relative jjj factor'* type 

of correlation and the conventional jĵ  correlation were applied to the 

experimental data for all systems. 
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Fig* 8*10 Is a comparison of the two methods of correlation of 
the data. Of the n-heptane results only the 15 lb./(hr.)(ft.) data 
are treatedy as the higher liquid rate data are considered unreliable» 
as outlined fully when the relation between kg and AF^ Is treated In 
the next section of the discussion. The "relative 3jj» correlation 
Includes data for all liquid rates. The correlation Includes data 
for only the constant liquid rate of 325 lb./(hr.)(ft.). 

The conventional Jp type of correlation shows the hydrogen data 
as being displaced below the air data, particularly at low Reynolds 
numbers, where the effects of relative velocity for the air data are 
greatest. The difference between the air and hydrogen data decreases 
with Increased Re. This Is to be expected, If the relative velocity Is 
the significant velocity term in the mass transfer process, as at these 
higher values of Re, the Influence of the liquid velocity has a much 
smaller effect on both the hydrogen and air data, because of the higher 
gas velocities. The dlchlorodlfluoromethane data, however, do not 
exhibit the same trend, as to be consistent these results should be 
displaced above the air data, whereas they are also displaced below the 

air data. 
The newly proposed "relative versus "relative Re" plot 

correlates all the data irrespective of the liquid rate, with the 
exception of the dlchlorodlfluoromethane results. These data are 
displaced well below the line correlating the remainder of the points. 
A similar discrepancy is observed for the two low velocity carbon 
dioxide points, which are also displaced significantly below the other 
data. These two CO2 points and the bulk of the CCI2F2 data are cases. 
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in which the liquid velocity is greater than the gas velocity, m these 
cases, the correction of the gas velocity to allow for the liquid 
velocity has a very marked effect. 

The "relative friction factor" versus "relative Re" correlation 
of Chapter 7 also showed the dichlorodifluoromethane data as being 
displaced well helow the other data, and therefore it is considered, 
that the same explanation can apply to the mass transffir data. A 
significant contribution to the total mass transfer rate, at high 
Reynolds numbers, is by the process of eddy diffusion. Whereas the 
liquid floidng over the discs is considered to contribute to the formation 
of eddies in the gas phase, it is doubtful if the full relative velocity 
should be used to account for this effect. 

However, as most gas phase mass transfer operations are carried out 
at gas velocities higher than the liquid velocity, the use of new 
"relative jp" versus "relative Reynolds number" type of correlation is 
considered to have general application. For oases in which the liquid 
velocity is greater than the gas velocity, further experimental work 
would have to be undertaken, to determine the exact effect the velocity 
of the liquid has on the transfer process. 

The experimental results reported by Stephens and Morris { 116) 
and Taylor and Roberts (122) for the co-current and countercurrent 
absorption of ammonia in water from dilute ammonia - air mixtures, and 
the part of the water vaporisation in air data reported by Roper ( 89 ), 
have been recalculated using the author*s method of correlation and 
compared in Fig. 8.11 to the results of this investigation for the 

vaporisation of water in air at similar liquid rates. 
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Fig. 8.11 - Comparison with previous investigations 

The full line in the diagram is the line representing the best fit 

of the author»s air - vater vaporisation data. Very close agreement 

exists between the author's vaporisation data and the ammonia absorption 

results reported by Taylor and Roberts (IP?). The data of Stephens and 

Morris (116) are displaced above these data and can be well 

represented by the dotted line drawn parallel to the full line in the 

diagram. The data of Roper ( 89 ) scatter on both sides of the full 

and dotted lines. The three points displaced well beneath the other 

data were for gas velocities less than the liquid velocity and therefore 

may add further evidence to the inherent weakness of the "relative jp 

factor" type of correlation, for oases9 in which the liquid velocity 

exceeds the gas velocity. However, Roper's low air velocity data are 

of doubtful accuracy, because of the close approach to equilibrium 
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conditions In the exit gas stream, as in these three runs the relative 
humidity was 96 - 99̂  and therefore considerable error is likely to be 
introduced. 

Similar anomalies to those observed in this investigation, when the 
liquid velocity exceeded the gas velocity, were reported by Cooper, 
Christl and Peery ( 16 ) and Beattie ( k ). Although these authors 
studied vastly different systems to those of this investigation , their 
results are considered to support the conclusions reached in this work 
with respect to gas velocities below the liquid velocity. 

Cooper, Christl and Peery ( 16 ) studied the absorption of carbon 
dioxide in water in a packed tower, under such conditions that the 
linear velocities of the liquid were greater than the gas velocities. 
The heights of liquid phase transfer units, which were calculated 
assuming counterflow conditions, were higher than those for gas velocities 
exceeding the liquid velocity. These authors attributed this to the 
gas being carried downward by the liquid, the reverse flow tending to 
mix the gas vertically in the tower and thereby destroying the 
countercurrent action. The result;: of this longitudinal mixing within 
the tower meant that the true" driving force could not be evaluated, unless 
complete mixing was assumed, in which case the concentration of the 
diffusing component in the gas phase would be the same at both top and 
bottom of the tower. 

These observations support the low mass transfer coefficients, 
evaluated assuming no longitudinal mixing, observed in this investigation 
for the data, in which the liquid velocity exceeded the gas velocity. 

The other important aspect is. that the gas is entrained by the liquid at 
the low gas velocities and therefore the relative interfacial velocity 
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cannot be readily computed from the gas and liquid velocities under 

such conditions* 

Additional evidence that longitudinal mixing can be expected at 

low fluid velocities in a disc column, v&s reported by Beattie ( A ). 

During the course of liquid - liquid extraction experiments with a 

disc column, in which water was passed down the column at a veryd.ow 

rate and butanol up the column on the discs, a dye was injected into 

the aqueous phase. Longitudinal mixing in the aqueous phase was visually 

observed. Hence it is also reasonable to expect a similar degree of 

longitudinal mixing for low gas rates in a disc column, 

•̂6,2 Implications of the "Relative Correlation 

The effect of the diffusivity on the rate of gas phase mass transfer 

has for many years been the subject of conflicting reports and apparent 

anomalies* 

Several investigators have reported results, which suggest, that the 

exponent on the Schmidt number is different to the 2/3 exponent proposed 

by Chilton and Colbum ( 11) from analogy with the known Prandtl number 

effect in heat transfer. Gilliland ( 30) correlated data on the 

vaporisation of organic liquids and water by air in a wetted wall column 

and found the gas film coefficient to be proportional to D®*^^ rather 
2/3 

than D ' • loshida (I32 ) and lynch and Wilke {63 ) evaporated water 

with a series of gases in a packed column and found the transfer rate, 

at a given Reynolds number, to be proportional to and D^*^^ 

respectively. Two sets of data obtained by vaporising' organic liquids 

and water by air in a packed column, reported by Mehta and Parekh ( ) 

and Surosky and Dodge (118), indicate the gas phase transfer rates 

to be proportional to Jp*̂ '̂  and D̂ *̂ ^ respectively. 
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However, the experimental investigations in support of the V3 

exponent are very extensive, as sho\m by the numerous oases quoted by 

Sherwood and Pigford (105). Thus, for example, the mass transfer data 

obtained by Powell ( 87 ) and Lorisch ( 61 ), for the evaporation and 

absorption of water from non-irrigated cylinders placed normal to air 

flow (So. = 0.60) and the data of Linton ( 6 0 ) , for the dissolution in 

water of cast cylinders of benzoic and cinnamic acid (Sc. = 1000 to 3000), 

are well correlated using the conventional jj) factor with the V3 exponent 

on the Schmidt number. Furthermore, the data of Schulman and DeGouff ( 108), 

for the vaporisation of napthalene raschig rings in a packed column, and 

the data of Taecker and Hougen ( 1?1), for the vaporisation of water by 

air from prewetted but non-irrigated raschig rings in a packed column, 

were well correlated using the V3 exponent on the Schmidt number• The 

data of Hobson and Thodos ( 43 )» for the transfer from non-irrigated 

prewetted packing, supported the V3 exponent. The recently reported 

data by Schulman and Margolis ( 109), for the vaporisation of napthalene 

Berl saddles in a series of gases, wore also correlated using the V3 

exponent on the Schmidt number. 

The newly proposed "relative Jp factor** is thought to have 

considerable bearing on the anomalies existing in this f ield. An analysis 

of the investigations, showing significant departure from the exponent, 

shows that the irrigation of the surface is the significant factor in 

determining the exponent. The non-irrigated data supports the V3 

exponent, whereas, in the irrigated data, the range of exponents is 

from 0.15 to 0.90. 

Dodge and Surosky ( 118) commented that their low exponent of 
0.15 could be due to differences in interfacial area masking the true 
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effect of the diffasivity, as these are® could be different for organic 

liquids and water, Schilraan et .a l . ( I l l ) later showed that differences 

in the effective interfacial areas could accoiint for the discrepancy. 

The data reported by lynch and Wilke ( 63 ), in which the one 

liquid phase was used, and in which the exponent at constant Reynolds 

number was found to be 0.9, cannot be explained by differences in 

effective interfacial areas. These authors commented that the observed 

effect of the diffusivity seemed unrealistic and, tentatively proposed, 

that the Reynolds number should not be used for correlating gas film 

mass transfer in packed columns, and that data should be compared at 

equal values of the gas Inertia v ^ . Using the gas inertia as the 

correlating modulus, the exponent on the Schmidt number was found to 

be 0.47. 

It is proposed that the true effect of diffusivity in the studies 

of Yoshida (13^) and lynch and Wilke ( 63 ) is masked by the relative 

velocity of the gas and liquid streams. The effect of relative velocity 

would be greater in the data of lynch and Wilke, because the use, of 

dichlorodifluoromethane as a gas phase, results in low gas velocities, 

which are therefore seriously affected by correStlfen: to relative 

velocity. Yoshida used carbon dioxide as his densest gas phase. 

Therefore, if the relative velocity is significant in determining the 

departure from the exponent, Yoshida»s exponent should be closer 

to the 3 exponent than the exponent of lynch and Wilke. This is 

consistent with the reported value of 0.77 and 0.9 for the exponents 

of Yoshida and lynch and Wilke^respectively. 
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To i l lustra te the extent, which the relative velocity could mask 

the true effect of diffusivity on the mass transfer process, selected 

values of the data tabulated hy lynch and Wilke ( 63 ) , covering the 

range of the investigation but keeping below the observed loading points, 

have been recalculated and correlated using the new "relative to** "tyP© 

of correlation. The relative velocities were calculated using a linear 

liquid velocity of 0*1 f t ./sec* This value was chosen to make the data 

have the exponent on the Schmidt number and i s therefore not 

presented as proof of the exponent, but merely to indicate the 

ef fec t , which even a small liquid velocity of 0.1 f t . /sec. could have 

on the interpretation of the data. The figure chosen, however, is not 

an unrealistic value, as liquid velocities of this order could be 

expected in a packed column. The gas velocities used were the true 

gas velocities calculated using a void fraction of 0.726 for l" raschig 

rings, as reported by Schulman e t . a l . (111). 

The selected recalculated data is plotted as the product 

versus on a log.-log. scale in Pig. 8.12. 

The correlation of the data in Fig. 8.12 is extremely good and shows 

very clearly the marked effect , which the small liquid velocity 

correrct'ibn'i of 0.1 f t . / sec . , has on the data. This i s due mainly to 

the very low dichlorodifluoromethane gas velocities of 0.25 to 1.49 f t . /sec. 

for the points plotted. The exponent on the Schmidt number in this 

correlation i s V3 compared to the exponent of 0.9 obtained using the 

conventional Jj, type of correlation. 
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It is also considered, that a similar treatment of the data of 

Gilliland ( 30 ), in which the observed exponent on the Schmidt number 

was less than may also result in the exponent. The data of 

Gilliland, in which air was the only gas phase, falls into two groups: 

the water data with a low Schmidt number and the organic data with 

higher Schmidt numbers. At a constant liquid rate in lb./(hr,)(ft,), 

organics have usually higher liquid velocities, as can be seen by 

substitution into the theoretical equation for laminar flow down a 

vertical surface. Therefore, if relative velocity is masking the true 

effect of the diffusivity, the exponent on the Schmidt number should be 

less than when organics are compared with water vaporisation studies 



in air. This is consistent with the reported exponent of 0.56 by 
Gilliland. 

A farther implication, arising from the introduction of the 

"relative jjj factor**, is that the true gas velocity, rather than the 

superficial gas or mass velocity, should be used in the analysis of 

gas phase mass transfer, as the correction of a superficial gas velocity 

for liquid velocity effects would have no significance. Therefore, the 

actual free space available for gas flow under operating conditions of 

liquid flow must be measured, if this type of correlation is to be used, 

and also an estimate of the average linear velocity of the liquid phase 

mast be made. 

If the "relative jp factor" rather than the conventional Jjj factor 
is introduced, the method of correlation of mass transfer data by using 
the concept of Height of a Transfer Unit (H.T.U.), introduced by Chilton 
and Colbum ( 1?), is no longer applicable, as this also would have to 
be modified for relative velocity effects. This aspect is discussed in 
detail when the analysis of th^^ zinc absorption in molten lead data is 
made. 

8.6.3 Relation between kg and A^d 

In 1952, Ergun ( ?5 ) reviewed the analogy between pressure loss 

and mass transfer. The original Reynolds analogy ( ) between heat 

transfer and resistance to fluid flow by friction, and the subsequent 

extension and modification of this analogy by Colbum ( lA ) and 

Chilton and Colbum ( ll)i|omass transfer, are discussed and farther 

developed to mass transfer in a packed column. Ergun showed that his 

extension on the analogy applied to data on mass transfer between solid 



particles and liquid streams in a packed ool-umn. However, the application 

of the analogy to gas streams was unsuccessful. This was in part 

attributed to the "deficiency and uncertainty of the published data 

for gas phase mass transfer", as no consistent data, including all the 

pertinent variable required for the analysis, were available. The data 

of this investigation could also not be correlated by the equations 

proposed by Ergun. 

The failure of formal analogies between fluid friction and heat 

and mass transfer are usually attributed to the effects of form drag. 

Sherwood and Pigford (106 ) suggest, that the analogies would be 

successful, if the skin friction only is considered. Thus, for example, 

the Chilton and Colbum ( 11) j-factor analogy of ̂ d ® ^H ® 2 

found to well represent the experimental data for fluid friction, heat 

and mass transfer inside pipes or across flat plates. In these cases, 

the measured pressure drop is due entirely to skin friction as form drag 

is not present. 

If the j-factor analogy is to be used to compare data, in which the 

total drag or pressure drop is due to both skin friction and form drag, 

the effects of form drag must be substracted from the measured total 

drag. 

The form drag correction, which would have to be applied to the 

disc column pressure drop data, does not lend itself to rigorous 

calculation, because of the complex nature of the solid surface, and 

could only he determined by carrying out a pressure traverse around the 

periphery of the discs. Such an investigation would be extremely-

difficult. 

Although a formal theoretical analogy between the measured pressure 



drop and the observed mass transfer coefficients in this investigation,, 

is not possible, because of the tinlmown contribution of form drag to 

the measured total pressure drop, it is considered that a relation 

between the pressure drop and the mass transfer coefficient, could be 

an extremely useful experimental tool for studying gas phase controlled 

absorptions. An entirely empirical approach was therefore used to see 

i f any consistent relationship existed. 

At a constant gas velocity, the pressure drop across the discs and 

the gas film mass transfer coefficient, increase with increases in 

liquid rate. It seemed reasonable to assume, that the same mechanism 

is involved in the increase of both these phenomena and, therefore, a 

I^ot of kg versus Ap ĵ for a particular system, but with different liquid 

rates, was constructed. Fig. 8.13 shows that al l the air - water data, 

irrespective of liquid or gas rate, are well correlated by plotting kg 

versus A P J I on a log.-log. graph. 

Any breakpoints in the gas film data, which may have been observed, 

when the gas or relative velocity was used for comparing the data, are 

no longer present, because the gas film coefficients and the pressure 

drops are equally affected by any change in the flow characteristics. 
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When the same approach was applied to the n-heptahe vaporisation 

data, it was found that the gas film coefficients were not correlated 

by the pressure drop alone, but were also dependent on the liquid rate 

as shown in Fig. 8.3A. 
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The line representing the higher liquid rate data i s displaced above 

the low liquid rate data and also exhibits a different slope. The rate 

of increase of kg with increase in Ap^, for the high liquid rate data, 

i s less than at lower liquid rates . This departure from the corresponding 

behaviour observed for the water vaporisation, was originally thought to 

be due to improper calculation of the mean driving force. The low liquid 

rate data being characterised by severe temperature drop as the liquid 

flows down the column. If th i s was the reason for the discrepancy, the 

high and low liquid rate data should depart further at increased gas 

ra tes ( i . e . increased ^Pfl), because of the very pronoxmced cooling of 

the liquid phase at high gas ra tes . The observed difference, however, 



is decreased at the higher gas rates. 

The possibility of some physical cause of this behaviour was, 
therefore, investigated. A visual examination of the flow of n-hepfcane 
over the discs, in the absence of air flow, was made under such conditions 
that the liquid was cooled to below the ambient temperature before 
admission to the column, Ih this way, condensation on the wall of the 
column was prevented and only mechanically entrained liquid could reach 
the column wall. After circulating the n-heptane over the discs for 
several minutes, at a temperature just slightly below the ambient 
temperatxire to reduce re-evaporation of entrained liquid, blotches 
consisting of very fine liquid droplets were observed on the column wall 
at all liquid rates in excess of 15 lb./(hr.)(ft.). These blotches were 
clearly an indication, that the n-heptane tended to spray or splash at 
the higher liquid rates. 

Similar experiments carried out with toluene and dioxane as the 
liquid phase, indicated splashing at all but very low liquid rates. 
Therefore, any mass transfer data at rates barely above that required to 
completely wet the discs, when an organic liquid is used as the liquid 
phase, would not be reliable because of the unknown contribution the 
splash would make to the measured rate of vaporisation. A conclusion, 
which may be reached, is that the technique of vaporising organic liquids 
to obtain mass transfer data in other types of equipment, such as packed 
columns, would be subject to the same error. 

lî en the same visual examination was undertaken with water as the 
irrigating liquid, there was no apparent spray of the liquid onto the 
column wall. When the liquid temperature was allowed to rise above the 
ambient temperature, the column wall became fogged up due to condensation. 
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which is not to be confused with mechanical entrainment. 

This splash behaviour of n-heptane, at all but extremely low liquid 

rates, explains why the high liquid rate data in Fig. 8.U are displaced 

above the data for the 15 lb . / (hr . ) ( f t . ) and also explains the 

difference in slope. The contribution to the total vaporisation due to 

the splashing would most probably be unaffected by the gas rate, as the 

entire splash would flash when gas is being circulated through the column. 

Therefore, the largest effect of the splashing would be observed at low 

gas rates, where the total vaporisation rate is small. Hence, the 

observed decrease in the difference between the high and low liquid rate 

data, as the pressTire drop (i .e. the gas rate also) is increased. 

The only reliable n-heptane mass transfer data are, therefore, the 

results of the 15 lb . / (hr . ) ( f t . ) vaporisations. The other data were 

rejected and not included in any subsequent treatment. 

For a particular system, it is apparent, that the gas film mass 

transfer coefficient can be correlated in terms of the measured pressure 

drop across a disc. This method of correlation is very attractive, 

particularly as the uncertain effects of liquid flowing over the discs 

are eliminated, as the mass transfer coefficient and the pressure drop 

are both affected to the same extent by these uncertain effects. 

The application of this type of correlation to all the systems 

studied can be seen in Fig. 8.15, which is a plot of log, kg versus 

log. APd* 
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Fig. 8.15 shows that a l l the data can be represented by a series of 

parallel lines and, hence to develop a generalised correlation, the 

factors, considered to be cause of the displacement of the different 

systems, were analysed. It seemed reasonable to expect the differences 

in the diffusion coefficients of the systems, to be the cause of the 

displacement. Therefore, a cross plot at constant was made, as 

shown in Fig. 8.16, in which kg i s graphed against the diffusion 

coefficient D on a log.-log» scale. 
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The diffusion coefficients were evaluated at the arithmetic mean 

film temperature. The diffusion data given in Table 8.17 was extended 

to the mean film temperature assuming D •< This is in accordance 

with the simple procedure recommended by Sherwood and Pigford (107 ), 

and is considered of sufficient accuracy, as the differences in 

temperatures involved in the extrapolations were at the most only lÔ tJ. 

Had the differences in temperature been greater, the extrapolation 

would have been carried out by the method of Hirchfelder. Bird and 

Spotz ( iiO ). 

As can be seen from Pig. 8,16, a line with a slope of V 3 represents 

the data very well. This V 3 exponent on the diffusivity is considered 

to lend excellent support to the use of this exponent for correlating 

gas phase mass transfer data, as the uncertain effects of liquid velocity 
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associated with the other published irrigated data, as discnissed in the 

previous section of th i s discussion, are eliminated in th i s approach, 

A recent mathematical paper by Potter (86 ) , for mass transfer 

between co-current streams, based on boundary layer solutions for 
depends 

Schmidt numbers greater than unity, suggests that the exponent^on the 

re la t ive in te r fac ia l velocity. Although a similar analysis was not 

developed for countercurrent flow, i t would appear that a mathematical 

analysis, based on boundary layer theory, would also predict a similar 

variation of the exponent on the Schmidt number, with changes in relat ive 

in ter fac ia l velocity for countercurrent flow. These experimental resul ts 

suggest that t h i s i s not the case, although the possibili ty does exis t , 

that the range of relat ive velocit ies covered in th i s investigation;: 

(0.04 to 1.77 expressed as the ra t io of liquid velocity;to gas velocity) 

i s outside the range, in which a variation of the exponent on the Schmidt 

number occurs. However, th i s seems extremely unlikely, as , for co-current 

flow. Pot ter ' s mathematical analysis ( 86 ) over the same range of 

re la t ive in te r fac ia l veloci t ies , would predict a change in the exponent 

from to 0.45• These exponents are one minus the exponents given by 

Potter , as t h i s author chose to derive his equations in the form of the 

dimensionless Nusselt number I 
All the mass t ransfer resul ts of th i s investigation can be well 

-2/3 

correlated by a log.-log. plot of kgD ' versus A.Pd» shown in 

Fig. 8.17. This type of correlation of gas film data has not been 

previously reported. 
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The use of the gas phase mass transfer coefficient kg in the 

correlation shovna in Fig. 8.17 was a matter of convenience. A more 

fundamental method of expressing mass transfer coefficients is to use 

the coefficient ko, which is defined as "the molar rate of transfer 

of material per unit area per unit molar concentration difference" (99 ). 

As the coefficients kg and kq are simply related (kg = k^T), the data 

have not been replotted using kg rather than kg. 

However, if this type of correlation is to be used at higher 

temperatures, as would have been the case in the absorption of zinc 

vapour in molten lead, the correct form is considered to be a correlation 

using kg rather than kg. 



The new correlation vas developed from data on dilute systems only. 

For more concentrated systems, further experimental work would be required 

to establish the inclusion of further terms in the correlation. 

The fac t , that the mass transfer coefficient can be simply related 

to the pressure drop and the diffusivity only, i s considered very 

significant and could well be an ©jctremely useful approach for both 

theoretical and experimental advances in the f ield of mass transfer. 

Calculated Values used in the Correlations 

Tables 8.18 to 8.22 contain the calculated values used in the 

correlations discussed. The pressure drops for the water data were 

obtained from the experimentally determined equations 7.1, 7.2 and 7.3. 

The n-heptane pressure drop data was measured during the actual vaporisation 

run and then corrected for the pressure drop due to the empty column. 

TABLE 8.18 

VAPORISATION OP WATER WITH HYDROGEN 

Run 
r 
lb. 

(hro)(ft .) lb. moles. 
X 10^ 

Xh. 
Re (Re)R WR Run 

r 
lb. 

(hro)(ft .) 
(hr.)(ft .)(atm.) f t . « 

Re (Re)R WR 

Ik 325 1.23 10.2 328 288 0.0297 , 0.0246 
2A 325 1.70 19.8 437 487: 0.0224 0.0205 
3A 325 2.03 . 29.4 564 613 0.0206 0.0190 
Ak 325 2.26 38.0 675 723 0.0194 0.0180 
5k 325 2J^2 46.5 786 835 0.0178 0.0166 

13 325 1»55 17.0 381 432 0.0234 0.0207 
2B 325 2.05 31.0 595 644 0.0198 0.0183 
3B 325 2.26 39.5 683 732 0.0190 0.0178 
4.B 325 3.02 66.0 1000 1050 0.0174 0.0165 
5B 325 3.50 90.0 1239 1290 0.0162 0.0157 
6B 325 2.76 56.5 897 947 0.0178 0.0168 
7B 325 2.39 41.4 722 722 0.0190 0.0178 
88 325 1.86 22.0 469 518 0.0229 0.0206 
93 325 1.29 11.0 257 307 0.0288 0.0241 



TABLE 8 , 1 9 

VAPORISATION OP WATER WITH A3R 

Run 
r 

IT?. , 
( h r . ) ( f t . ) lb*moles« 

( h r . ) ( f t . )(atin.) 

APa 

X 10^ 

f t . 2 

Re (Re)j^ D̂ "D)R 

10 325 1 .52 7 8 . 0 2645 2990 O.OUl 0.0125 
20 325 1 .42 6 5 . 0 2314 2660 0 .0150 0.0131 
30 325 1 .25 52 .5 1984 2330 0.0154 0.0132 
^0 325 1 .14 38 .2 1599 1980 0.0174 0.0144 
50 325 1 . 0 0 . 26 .5 1233 1580 0.0198 0.0155 
60 325 0.75 16.4 860 1205 0.0199 0.0152 
70 325 0.67 1 1 . 3 616 962 0.0266 0.0171 
80 325 0 .60 6 . 9 392 738 0.0372 0.0198 

U) 298 0 .60 9 . 8 548 878 0.0270 0.0168 
2D 240 0 .59 9 . 3 548 866 0.0264 0.0167 
3D U 9 0 .58 8 .4 548 783 0.0261 0.0182 
4D 64 0.52 6 . 8 548 683 0.0233 0.0187 

IE 298 0.74 U . 2 770 1105 0.0236 0.0165 
2E 240 0 .73 13 .5 770 1090 0.0231 0.0164 
3E U 9 0 .68 1 2 . 0 770 1010 0.0215 0.0164 
4E 64 0 .62 9 . 9 770 908 0.0198 0.0168 
5E 298 0.97 25 .2 1213 1550 0.0196 0.0153 
6e 240 0 .89 23 .5 1213 1535 0.0179 0 . 0 U 2 
7E U 9 0.84 2 0 . 0 1213 U 5 0 0.0169 0.0142 
8E 64 0 .80 16 .2 1213 1350 0.0161 0.0145 

3P 298 1 .02 3 6 . 0 1544 1880 0.0161 0.0132 
2F 240 0 .98 3 3 . 0 15M 1865 0.0155 0.0128 

U 9 0 .93 28 .5 1544 1780 0.01A8 0.0129 
64 0.87 2 2 . 0 1544 1685; '0 .0138 0.0127 

5F 298 1 . 1 6 4 9 . 0 1907 2240 0.0148 0.0126 
6F 240 ' 1 .05 4 5 . 0 1907 2230 0.0135 o . o i i 6 
TP U 9 1 . 0 1 3 9 . 0 1907 2150 0.0129 0.0115 
SF 64 0.97 3 0 . 0 1907 2050 0.0124 0.0116 



TABLE 8,20 

VAPORISATION CF WATER WITH CARBON DIOXIDE 

Run 
r 

lb.moles. 
APd 

X 10^ 

f t . 2 

Re (Re)H JD «D)R 

Run 
>• V ( h r . ) ( f t . ) (hr. ) ( ft .2) (atm.) 

APd 

X 10^ 

f t . 2 

Re (Re)H JD «D)R 

IG 325 0.52 10.7 867 1490 0.0224 0.0130 
2G 325 0.58 13.1 1045 1665 0.0209 0.0131 
3G 325 0.54 15.0 1182 1800 0.0171 o.on? 
4.G 325 0.72 31.8 2107 2730 0.0128 0.0098 
5G 325 0.69 22.0 1619 2240 0.0160 0.0116 
6G 325 0.65 18.2 1A18 2040 0.0172 0.0120 
7G 325 0.57 15.3 1200 1820 0.0179 0.0118 
8G 325 0.50 11.7 947 1570 0.0196 0.0119 
9G 325 0.37 7J, 620 1240 0.0223 0.0112 

lOG 325 ,0.37 6.0 506 1125 0.0274 0.0123 

TABLE 8.21 

VAPORISATION OF WATER WITH DICHLORODIFUJQROMETHANE 

Run 
r 
lb . lb.moles. X ICA 

fi;.2 

Re (Re)̂  D̂ (̂ d)R Run 
(hr.j ( ft . ) (hr . ) ( f t . )(atm.) 

X ICA 

fi;.2 

Re (Re)̂  D̂ (̂ d)R 

IH 325 0.24 6.2 1186 3280 0.0167 0.0061 
2H 325 0.28 9.8 1800 3900 0.0128 0.0059 
3H 325 0.33 12.3 2210 4300 0.0123 0.0063 
4.H 325 0.33 11.8 21A8 4250 0.0126 0.0064 
5H 325 0.43 17.5 3030 5120 0.0116 0.0069 
6H 325 0.32 8.8 1620 3720 0.0162 0.0071 
7H 325 0.26 8.2 1532 3620 0.0138 0.0059 



TABLE 8>22 

VAPCEISATIC3N OF n-EEPTAHE WITH Am 

Run 
r 
l b . 

( h r . ) ( f t . ) (hr 
ITjiipq 

g 
ipoles. 

2 ) ( a t m . ) 
X IC^ (Re)R 

3M 
2M 
3M 
4M 
5M 
6iM 

15 
15 
15 
15 
15 
15 

0.21 
0 .25 
0.30 
0 . 3 9 
0 ,45 
0 . 4 8 

6.8 
9 . 1 
18.2 
2 9 . 6 
41.8 
68.4 

587 
850 

1235 
1730 
2220 
2830 

0 .0199 
0.0163 
0 .0136 
0.0125 
O.OlU 
0.0096 

I J 
2 J 
3J 
4 J 
5 J 
6 J 

IK 
2K 
3K 
4K 
5K 
6K 

IL 
2L 
3L 
4L 
5L 
6L 

113 
113 
113 
113 
113 
113 

89 
89 
89 
89 
89 
89 

50 
50 
50 
50 
50 
50 

0.34 7 . 1 
0 . 4 0 12 .4 
0 .48 23 .7 
0 . 4 9 2 4 . 5 
0 .42 1 8 . 0 
0 .37 10 .2 

0 .37 10 .2 
0 . 5 0 2 0 . 7 
0 . 5 0 3 2 . 6 
0 . 4 6 21 .4 
0 . 4 0 15 .7 
0 .33 7 . 8 

0 . 3 0 9 . 9 
0 . 3 6 1 6 . 0 
0 .43 2 3 . 6 
0 .48 3 2 . 0 
0.54 4 1 . 8 
0 . 6 0 51 .7 



8.7 Nomenclattue 

(a) Symbola 

A = gas - liquid interfacial area, f t .2 
a = gas - liquid interfacial area in a packed column, 

f t .2 / f t .3 

Cp = specific heat of fluid, B.T.U./(lb.) 

D = diffusion coefficient or diffusivity, ft.2/hr* 

f = Fanning friction factor (dimensionless) 

Gm = molar mass velocity, 113.mole./(hr.) (ft. 

G = mass velocity, lb./(hr.)(ffc.^) 

h = heat transfer coefficient, B.T.U./{hr.) (ft.2) (Op) 

hi = liquid film heat transfer coefficient, B.T.U./(hr.) 
hg = gas film heat transfer coefficient, B.T.U./(hr,) (ft.2) (Op) = le . m.IJL) = 
° V P V ^ D / G m V ^ D / 

^̂ D̂ R - ^ P V ^ D/ Vĵ  ^ ^ JH = ^ (B^f = ^ /Cp f 
k = thermal conductivity of fluid, B.T.U./(hr.) (ft.^) (Op/ft,) 

kg = 9ass transfer coefficient, 
lb.mole./(hr.) {ffc.2) (lb.mole./ft.3) 

k^ = gas film mass transfer coefficient, 
^ lb.mole./(hr.)(ft.2)(atm.) 

L = characteristic dimension, f t . 

M = molecular weight 

m = mass of fluid, lb. 

Nĵ  = mass transfer rate, lb.mole./(hr.) 
k L N̂u = Nusself number —(dimensionless) 



P = partial pressure of diffusing species, nm. Hg. 
P = total pressure, atm, 

P = logarithmic mean of the partial pressure of the 
^^ non-diffusing component at the phase boundary 

and in the bulk of the fluid, atm. 

(Ap)m = mean driving force for mass transfer, atm. 

AP^ = pressure drop across a disc, Ib./ft.^ 

R = universal gas constant 

Re = Reynolds number (dimensionless) 
(Re)̂  = "relative Reynolds number", based on the relative 

velocity of the gas and liquid streams LvR/g 
(dimensionless) /W 

s = mean specific heat, B.T.U./(lb.)(°F) 
Sc = Schmidt number (dimensionless) 
t = fluid temperature, 9f 
T = absolute fluid temperature, or 
V = average gas velocity, ffc./sec. 

= relative velocity of the gas and liquid streams, ft./see. 
^ = fluid density, lb./ft.3 

= molar density, lb.mole./ft.3 

/M = fluid viscosity, lb./(ft.) (sec.) 
A = latent heat of vaporisation, B.T.U./lb. 
r* = liquid or wetting rate, lb./(hr.)(ft.) 

(b) Subscripts 
A = diffusing component 
B = non-diffusing component 
L = liquid phase 
g s gas phase 
i = gas - liquid interface 

L .... 6 = positions in the column. 
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CHAPTER 9 

DISC COLOM EXPERIMEITTS M P DEVELOPMENT 

CF AUXILLIAHY EQUIRMT 

To study the absorption of zinc vapour in molten lead, an 

experimental system having a Imown gas - liquid interfacial area was 

considered preferrahle. 

Two laboratory absorption columns having known surface areas are 

the wetted wall column and the disc column. The advantages of the disc 

column have been discussed in the previous section. Therefore it was 

decided that a disc column should be used for the investigation. 

The application of a Stephens and Morris disc column to a mass 

transfer investigation, relies for its effectiveness on a knowledge of 

the exact surface area of liquid in contact with the gas containing the 

component to be absorbed. To be effective, the molten lead would have to 

completely cover the disc assembly without splashing. Serious doubts 

of achieving this aim, existed at the onset of the experimental program. 

The experiments by Davey (19), who attempted to use a form of wetted 

wall column during vacuum dezincing experiments on desilverised bullion, 

were discouraging, as, instead of obtaining a continuous film of lead, 

a number of small rivulets of lead flowed down the surface. 

As the taiowledge of the Interfacial area would have been extremely 

useful in analysing the mechanism of zinc vapour absorption in molten 

lead, the disc column could not be rejected without ample experimentation. 

The failure of the.wetted wall type of column used by Davey (19) was 

attributed to non-wetting conditions. Experiments on a stainless steel 



disc assembly showed, that diso coltum operation under non-wetting 

conditions, was impossible. The stainless steel discs were coated with 

paraffin wax and then irrigated with water. At low water rates, thick 

rivulets flowed over the central portions of the discs. At higher water 

rates, the thick rivulets became unstable and splashed off the discs. 

The same disc assembly was also irrigated with mercury. At all liquid 

rates, the mercury splashed off the discs. Experiments with a carbon 

disc assembly using water as the liquid phase, indicated that the discs 

could not be covered at low liquid rates, because of non-wetting effects, 

but at higher liquid rates, the discs were covered by the water. As a 

result; of these preliminary checks, it was considered that disc column 

may function, if the liquid lead could be made to wet the disc surface. 

As the auxilliary equipment required for the liquid lead, gas 

circulation and gas analysis systems, would be the same irrespective of 

the type of absorption column used, it was decided to proceed with the 

design and installation of the units with a view 6f determining the 

feasibility of using a disc column for the investigation. 

Although the disc column finally had to be rejected, the time spent 

in attempting to make the disc column function was not a complete waste, 

as it was during these attempts that suitable apparatus and techniques 

were developed for operating the somewhat difficult ancillary systems 

associated with the project. 

The following discussions are therefore presented for the dual 

purpose of shô d.ng the development of the auxilliary equipment to the 

modified forms finally used in the investigations and also as a record of 

the actual experimentation with the disc colujnn. 



9.1 The Absorption Coluan 

An absorption colujnn was constructed, having the same principal 

dimensions as the Stephens and Morris disc column, but of materials to 

withstand the high temperature service required. The original column 

shell was a silica tube with clear Vitreosil windows welded into the 

tube to enable observation of the flow inside the tube. The silica tube 

was clamped between stainless steel end cover plates and the disc assembly 

was supported between the end cover plates. The liquid feed jet and the 

liquid seal were located in the top and bottom end cover plates, respectively. 

The silica tube was unsatisfactory, as once the column had been 

heated, the asbestos gasket material, sealing the tube to the end cover 

plates, hardened and leakage of gas became excessive. Therefore, a 

stainless steel column with mica sight windows was fabricated and installed 

to replace the silica tube. The column could then be sealed more effectively 

without fear of breakage. The expansion of the stainless steel column was 

taken up by inserting inconel springs on the studs used for clamping the 

cover plates to the column shell. 

The column assembly was surrounded by a steel casing containing 

"vermiculite" insulation. The three pairs of mica windows in the column 

shell were connected to the steel casing by half inch pipes. The mica 

windows were placed flush with the column shell to prevent condensation 

of zinc on the windows obscuring the vision. Observation of the discs 

inside the column was possible by illuminating the three back windows with 

32 volt lamps, and viewing through the front three windows, which were 

directly opposite the illuminated windows. 

Because of the desire to observe the flow over the discs, the column 



could not be enclosed in a tube furnace. Therefore, to reduce the heat 

losses, two 1000 watt "calrod" elements were bent into U shape and placed 

around the absorption column on a 3" square pitch in the "vermiculite" 

insulation. To prevent the "calrods" from overheating, thermocouples 

were brazed onto the elements and the power input adjusted. 

The original discs were machined from stainless steel rod. The 

stainless steel disc assembly was sprayed with nickel and after fluxing, 

was dipped into a bath of molten lead. The lead coating thus obtained 

was unsatisfactory and portion of the sprayed nickel tended to peel of f . 

Therefore, a new disc assembly was fabricated from pure nickel. This disc 

assembly was coated with lead by application of a NÎ Ĉl - ZnCl2 flux and 

wire brushing molten lead onto the surface of the hot discs. The coating 

of lead obtained was quite satisfactory and very strongly adherent. 

Nickel was used as the surface for lead coating, because the results 

of Fox (27) and Bailey (3) indicated that molten lead would wet a nickel 

surface, whereas non-wetting was observed when a steel surface was used. 

Nickel is slightly soluble in lead at the proposed temperatures of 

operation (3) and therefore, the original nickel sprayed discs had the 

advantage that the nickel surface could be readily replaced on depletion. 

As an adherent coating was not possible on the sprayed discs, it was 

considered that the l i f e of the pure nickel discs would suffice to 

establish the feasibility of using the disc column. 

The lead coated nickel discs possessed the desired properties, as 

under static conditions the lead would wet the discs. Whether or not 

the liquid lead would flow over the discs vdthout excessive splashing, 

could only be determined by experiment. 



Accsurate temperature measurement of the liquid lead flowing on the 

discs was essential , due to the large temperature dependence of the 

act ivi ty of zinc in the lead - zinc alloy formed on absorption. Heat 

t ransfer between the lead stream and the hot gas stream would have 

seriously affected the accuracy, had measurements been made of the column 

inlet and outlet lead temperatures, rather than the actual temperature on 

the discs. The use of sheathed thermocouples on the face of the discs was 

precluded because of the lack of space. As severe alloying with liquid 

lead occurs with a l l the standard thermocouples (66), a bare thermocouple 

could not be located on the face of the discs. The possibility of coating 

the thermocouple t i p with a heat resisting enamel was investigated. 

I n i t i a l coating t r i a l s on a sand blasted cliromel-alumel thermocouple, f i red 

at 920°C with a heat resisting enamel, were promising, although better 

resul ts may have been obtained, had the couple been suitably pickled 

before coating. However, th is approach was discontinued, when a more 

elegant method of measuring the lead temperature was devised. 

As the discs would be at the same temperature as'the bulk temperature 

of the lead flowing over them, i t was considered simpler to measure the disc 

temperatures rather than attempt to measure the flowing lead temperatures. 

This was achieved by mounting the discs on a 3.5 mm, 0,D. stainless steel 

tube, down which two separate 30 gauge iron - const ant an, glass - asbestos 

insulated thermocouples could be inserted from the top of the assembly. 

The lead temperature could then be measured on the f i r s t and last disc or 

any intermediate disc if required, without fear of alloying of the couple 

or bad contact of the thermocouple junction with the disc surface. The 

iron « constantan duplex wire was the only available in Sydney '̂ which 

was small enough to suit the application, and although iron - const antan 



thermocouples are not usually recommended for temperatures as high as 

those to be measured, the wire was maintained in an inert atmosphere of 

nitrogen and was readily replaceable without dismantling the apparatus. 

The other problem of temperature measurement in the column was the 

measurement of the gas temperatures. As the gas velocities in the column 

were high, the errors, associated with radiation between the thermocouple 

placed in the gas stream and the column wall, were considered negligible. 

Bare chromel-alumel thermocouples were therefore inserted directly into 

the gas stream. These couples were set in twin hole silica insulators, 

which fitted into stainless steel branch tubes welded to the side of the 

column shell. To reduce diffusion of zinc vapour along the branch tubes 

and the subsequent alloying of the wires when the zinc condensed, a small 

stream of nitrogen was bled from the cold end of the branch tubes back 

into the column to oppose the diffusion. 

The lead supply to the discs was through the liquid feed jet, which 

was designed, so that the disc assembly was located centrally around six 

liquid lead feed ports, placed on a hexagonal pitch to ensure uniform lead 

supply to all parts of the top disc. 

The lead discharge from the column was originally through a U bend of 

3/8" stainless steel tube, which served as a liquid seal accommodating column 

pressures up to 12.5 p .s . i .g . This type of liquid seal later proved 

unsatisfactory, as indicated in a later section of this chapter. 

The discharge from the liquid seal passed into a vessel sheathed by 

a tube furnace, which was to be used for measuring the lead flow rate. This 

flow calibrating vessel was provided with a self-acting syphon to 

facil itate intermittent drainage of the lead from the vessel. Electrical 



contacts were located inside the vessel to record the time taken to f i l l 

a known volume of the vessel a f te r a syphonic discharge, and thereby 

record the lead flow rate . This system, however, was discarded early 

in the experimental program, when i t was realised that considerable 

d i f f i cu l ty was to be experienced in making even the less complex units 

operate. Therefore, rather than persist with a contingent source of 

experimental d i f f i cu l ty , the more simple procedure, of directly casting 

the lead discharge from the liquid seal and weighing the ingots was 

adopted. 

A l ine diagram showing the essential features of the disc absorption 

column developed for the investigation i s shown in Fig. 9.1« 



- 
1

7
5

(
a

) 
-

-H
-

Q 

' 
> 

•...I, 

O'i 

'.j 

i 
' 

1 
r-t 

. 3 
1..T 

^ 
j' 

f" 

t 
••1 J 

U
.j. 

• -r 
ii. j 

O 
•1 

'i 



L E G E N D 

A. Disc Assembly 
B. Column Shell 
C. Top Cover Plate 
D. Bottom Cover Plate 
E. Top Sealing Ring 
F. Bottom Sealing Ring 
G. Liquid Feed Nozzle 

H. ^ Disc Assembly Bottom Support 

J. Inconel Spring 

K. 1000 W, "Calrod" Element 
L. Kica Window ^ 
M. Window Viewing Tube 
N. Lead Inlet Tube i 
0. Provision for Lead Outlet to Liquid Seal 
P. Provision for Gas Inlet 
Q, Provision for Gas Outlet 

R. Water Jacket 
S. Gas Inlet Temperature Probe 
T. Gas Inlet Temperature Probe 

U. Disc Supporting Tube 
V. Asbestos Gasket 
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Fig. 9.1 - Disc Coltum - zinc Absorption Studies 



9.2 Liquid Lead System 

The systems investigated for the molten lead flow arrangement 
included the following:-

(a) Gravity feed from lead tank with submerged valve for flow control 

(b) Static pressure system with submerged valve for control of flow 

(c) Submerged centrifugal jwinp and valve. 

All the above systems, with the exception of the static pressure system, 

in which pressure inside the tank is used to elevate the lead to the 

apparatus, were amenable to a reduction in the size of a lead storage tank 

below that required for a whole run of the apparatus. However, subsequent 

charging of solid ingots to the tank would have been necessary. Charging 

of ingots under the maximum lead flow rate of 4.00 Ib./hr. would have 

required a heat input of 14,000 B.T.U./hr, to bring the solid lead to the 

temperature of the tank. 

To overcome the temperature fluctuations that such a charge would have 

caused to the main tank, it would have been necessary to melt the charge in 

a separate tank, bring it up to the desired temperature and then transfer 

it to the main tank. Such a procedure would have needed attention over a 

prolonged period and also would have required very high pov/er inputs. 

The only real advantage of intermittent charging was that the size of 

melting and storage tank would have been reduced and hence the total weight 

of the assembly would have been decreased. This, however, was only 

critical if the tank was to be elevated to provide gravity feed to the 

column. As the location of a storage tank above the apparatus was not 

considered advisable, the use of intermittent charging was eliminated. 

The heat requirements to keep a large insulated tank containing all 

the lead for a six hour run at the operating temperature of 350Oc were 



calculated to he 2000 B.T.U./hr. once the charge had been brought up 

to temperature). 

From a consideration of the characteristics required, i t was decided 

to use a large storage tank capable of supplying the need of a six hour 

run at the rate of 3 gallons per hour, and to elevate the lead to the 

column by a small submerged centrifugal pump. The melting tank was placed 

inside another steel tank so that 6" of slag wool insulation surrounded 

the un i t . 

Such an insta l la t ion was constructed outside the laboratory on a 

concrete platform, thereby reducing hazards associated with the project 

to a minimum. 

The lead flow rate was adjusted by a remote controlled needle valve, 

submerged in the lead melting tank. Intermittent checks on the lead 

discharge rate into a casting wheel, located at the bottom of the absorption 

column, served as a means of keeping the lead flow rate at the desired 

level . 

The lead tank, pump assembly and valve were enclosed in an inert 

atmosphere of nitrogen and 2" of granulated charcoal was added to the top 

of the lead to reduce oxidation. 

The lead temperature in the supply tank was maintained at 350°C. by 

a Cambridge Regulator. The lead was used in the absorption column at 

temperatures up to 700°C. If the lead was stored at th is temperature, 

extreme measures for the prevention of oxidation would have been required. 

Also a temperatTire of 700°C, would have precluded the use of mild steel and 

cast iron, in construction of the tank, centrifugal pump and valve. 

The method used was to melt the lead in a mild steel tank by 

2 X 1000 watt "calrod" immersion elements, controlling the temperature 
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at 350 C. The lead was then pumped at th is temperature by a small mild 

steel and cast iron centrifugal pump designed for the project. 

The diameter cast iron impeller and howl of the centrifugal pump 

were standard parts from a small pump manufactured to supply cutting 

compound to lathes. The impeller was mounted vertically on a f " bright 

mild steel shaf t , which extended to two adapter type ball bearings located 

on the top fange assembly. The vee pulley for driving the shaft at 

3000 R.P.M. was located between the two bearings. The whole unit was 

mounted on a cover plate which allowed easy removal of the pump from the 

lead tank. The needle valve was built into the top of the impeller 

housing. As the unit was total ly submerged, glands were not required on 

the shaft entrance to the bowl of the pump or on the needle control valve. 

The valve spindle terminated above the top cover plate and was positioned 

in a yoke driven through bevel gears by a shaft , the handle of which was 

located beside the absorption column inside the laboratory. Provision 

was made for water cooling the shaft between the bearings, but this was 

not found necessary. 

To maintain the inert atmosphere of nitrogen in the tank, the pump 

shaf t , the valve spindle and the lead discharge pipe were supplied with 

stTiffing boxes on the top cover plate. 

The lead was charged to the tank through a removeable gasketed cover 

plate located on top of the tank. The charge was made the evening before 

the apparatus was to be run and the power switched on. By the following 

morning the charge had reached the controlled temperature of 350^0. 

The lead discharged from the pump into a 3/8" O.D. 18 gauge stainless 

s teel tube which carried the molten lead through the wall of the building 

into the apparatus located inside. The lead was heated to the desired 



temperature as it passed through this tube by passing a heavy electrical 
current through the pipe and its contents. Approximately 350 amp. were 
required to heat the lead to the column operating temperature. The heavy 
current source used was a 1000 amp., 12.5 volt Selenium Rectifier Plating 
Unit. The passage of heavy current through the tube also served to preheat 
the tube to above the melting point of lead, before the lead pump was 
switched on. 

The original method of sealing the lead discharge pipe from the pump 
to the top cover plate by a stiiffing box was found to be unsatisfactory. 
As the heavy current circuit extended from the surface of the molten lead 
back along the discharge pipe through the insulated stuffing box, severe 
overheating of the pipe occurred in the stuffing box, as the asbestos 
sealing rings also served as heat insulators. This was overcome by locating 
the discharge pipe in a larger pipe welded onto the top cover of the tank 
and welded below the surface of the load in the tank onto the lead discharge 
line. The bottom end of this larger diameter pipe was sealed and thus there 
was no chance of nitrogen leakage from the tank. The electrical circuit 
was still maintained as the discharge pipe was insulated from the larger 
shielding pipe by a silica tube. The heavy current was introduced into the 
discharge pipe at the svirface of the lead inside the tank and hence the 
whole length of the discharge pipe above the lead level was evenly heated. 

A line diagram of the lead melting tank and the centrifugal pump 
assembly is shown in Fig. 9 .2 . Photographs of the installation are shown 
in Figs. 9.3, 9./+ and 9 .5 . 
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L E G E N D 

A. Lead Melting Tank (22" O.D. x 24" High x 5/16" Wall) J. Extended Valve Spindle 

B. Centrifugal Pump K. Extended Pump Shaft 

C. 1000 W. "Calrod" Element L. Adapter Type Ball Bearing 

D. "Calrod" Terminal Box M. Double Vee Pulley 

E. Lead Disaharge Pipe N. Stuffing Box on Pump Shaft 

F. Shield Pipe.for Lead Discharge Line 0. Stuffing Box on Valve Spindle 

G. Silica Insulating Tube P. Pump Assembly Cover Plate 

H. Needle Valve Body Q. Lead Charging Port 

R. Copper Busbar for Hea-Ty Current Entry 
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Fig. 9.3 - General View of Lead Melting Tank 



Figs. 9.4 and 9.5 - Close-up Views of Lead Melting Tank 
and Submerged Centrifugal Pump Assembly 



9.3 Gas Circulating System 

Dry nitrogen was used as carrier gas for the vaporised zinc in the 

experimental apparatus. Nitrogen was chosen because of i t s inertness and 

i t s avai labi l i ty . 

The nitrogen was circulated through the apparatus at rates between 

0.5 and A.O ft.Vmin. (measured at and 1 atm.). The gas circuit 

operated on a closed system with two sliding vane rotary blowers in 

parallel providing the necessary boosting for recirculation, A wet 

gasholder was connected to the suction side of the boosters to maintain 

a positive pressure of 2" w.g. on the suction side of the system. This 

was to prevent the infi l trat ion of a ir into the system through any leaks. 

The gasholder was f i l l ed with a light oil to eliminate water vapour which 

would otherwise have been present, if water was used as the liquid seal in 

the gasholder. 

To preheat the nitrogen to a temperature of approximately 600°C a 

heater was designed. The heater consisted essentially of a cylindrical 

resistance furnace made from nichrome winding on a s i l ica former. Inside 

the furnace were six passes each 2'6" long of 3/8" 0,D. stainless steel 

tube. At the gas rates required, this preheater was found satisfactory. 

The hot nitrogen was then introduced into a second resistance furnace 

containing a cylindrical stainless steel sheath. Inside this sheath 

carbon boats containing rods of zinc were placed. This furnace acted as 

the zinc vaporisation furnace and the temperature was controlled to give 

the desired concentration of zinc in the gas phase. 

To ensure that there was no condensation of zinc in the gas line 

between the vaporising section and the absorption column, a superheating 



section to bring the gas temperature to 700 - 800°C., before it entered the 

absorption column, was installed. On a calculated figure for the heat 

transfer coefficient of 100 B.T.U./(hr.)(ft.^)for the mass flow rates 

required, the necessary superheating was obtained in a four foot length of 

3/8" O.D, stainless steel tube at 850°C set in between the vaporising section 

and the absorption column. A current of approximately 250 amp, was passed 

through this tube, using the same heavy current source as for the lead 

system, to maintain the superheater tube at the required temperature. 

The nitrogen plus zinc vapour then passed up the absorption column, 

in which it was brought into contact with the lead flowing down the column. 

The gas.leaving the column, containing still some vaporised zinc and 

a small amount of mechanically entrained lead droplets, was piped to a 

filter unit by a 3/8" O.D. stainless steel tube, heated by passage of heavy 

current to prevent zinc condensation. The gas was then filtered to remove 

the zinc dust, formed on cooling, by passing through a tower packed with 

glass wool. 

The zinc - free gas stream was then cooled in two single pass shell 

and tube water coolers, passed through another filter packed with cotton 

wool and through a 700 ft.V^r. diy gas meter. This meter was modified 

by the manufacturers to enable readings to the nearest one cubic foot to 

be made. The gas meter gave the integrated gas flow for the period of a 

test run. Also the reading of the meter established if there were any 

major leaks in the system, by comparing the flow rate with that calculated 

from a venturi installed in the high pressure side of the gas flow system. 

The venturi located Just before the nitrogen preheater served as a flow 

indicator throughout the progress of a test run, whereas the gas meter 

was used for the subsequent establishment of a zinc mass balance on the 



apparatus. 

The nitrogen was then recycled through the system by the two blowers 

in parallel. The flow rate of nitrogen was controlled by a globe valve 

on a by-pass across the boosters. 

Any leaks in the system were made up by supply of nitrogen from the 

gas holder. The nitrogen supply to the gasholder was by an automatic 

solenoid operated valve from a compressed nitrogen cylinder. 

9.4 Gas Phase zinc Analysis System 

The nitrogen containing zinc vapour was analysed for its zinc content 

before and; after leaving the absorption column. Samples of gas were drawn 

off from the inlet and outlet gas streams by piping sample lines to the 

suction side of the gas boosters. Originally the samples of nitrogen 

containing the zinc vapour were withdrawn from the main gas circuit by 

means of tee connections, the short arm of the tee leading into the analysis 

furnace. Difficulty in keeping this short length at the correct temperature, 

without causing severe overheating of the main gas line, necessitated the 

modification. 

The sample of gas for analysis on the inlet side of the absorpfcion 

column was therefore taken from a manifold located inside the zinc 

vaporisation furnace. The sample of gas for outlet zinc analysis waa taken 

directly from the top cover plate of the absorption column. Both inlet 

and outlet sample lines were of 3/8" O.D. stainless steel tube connected 

electrically together in series. The lines formed the circuit for the 

passage of the heavy current Approximately 250 amp.) used for keeping 

them above the dew point of the zinc vapour. Temperature control of the 

lines was by insertion of the required resistance in series with the circuit. 



The sample lines were connected to removeable stainless steel headers 

inside resistance furnaces also maintained well above the dew point of 

the zinc vapour. Connected to the headers and protruding out of the 

analysis furnaces were detachable -J" O.D. stainless steel tubes, each 

containing a small glass wool f i l t e r unit for collecting the condensed 

zinc formed, as the gas cooled inside these-J" tubes. At the conclusion cf 

the experimental run on the apparatus, these tubes were removed, the zinc 

leached out with hot 5N. HNO3 and determined volumetrically using sodium 

versenate. Provision was made in the construction of the analysis headers 

for installing seven tubes in both the inlet and outlet analysis headers. 

After the gas had i t s zinc content removed in the analysis tube, i t was 

cooled, f i l tered through a glass wool column, measured in two 30 f t . Vhr . 

gas meters (one each for outlet and inlet analysis) and returned to the 

system at the suction side of the gas boosters. 

To reduce diffusion of zinc into the analysis tubes whilst samples 

were,not being taken, a stream of nitrogen was bled back into the system 

in the reverse direction through the analysis tubes. The bleeding of a 

stream of nitrogen back into the system was also used in other parts of 

the gas system where it was desired to reduce diffusion of zinc vapout 

and subsequent condensation. For example, such y,places as manometer 

pressure tappings and thermowells had a very Slight stream of nitrogen 

bled back into the system to prevent blockage of the tubes by zinc 

condensation. These bleed streams were controlled at one point with 

visual flow indicators in the form of bubblers on each stream. 

A material balance or zinc mass balance was to be established on 

the absorption column, based on the total gas flow, total lead flow, zinc 



analysis on the lead in and oiat of the colunin and the zinc analysis of 

the gas in and out of the column. 

9.5 Liquid Lead System Trials and Modifications 

Considerable d i f f i cu l t i e s were experienced in getting the lead system 

into operation. I n i t i a l pumping t r i a l s were unsuccessful. 

The f i r s t motor installed was a i H.P. 1440 R.P.M. squirrel cage 

single phase capacitance start induction motor. The current drawn by th i s 

motor when driving the pump at various speeds isdiown in Table 9.1. 

TABLE 9.1 

Pump Speed Current drawn by Motor 

1A25 R.P.M. 
1900 R.P.M. 

3000 R.P.M. 

2.3 amp, 
2.5 amp. 
Motor Rating = 3.38 amp. 
H.O amp. 

As can be seen from Table 9.1> the motor was grossly overloaded when 

driving the pump at 3000 R.P.M., and hence a t r i a l at th i s speed was 

impossible. The lower speeds (up to 2000 R.P.M.) did not result ih motor 

overload and the pump did elevate the lead inside the delivery pipe as was 

seen by the increased current drawn by the pipe heating system. At the 

time, i t was thought that the lower pump speeds did not develop sufficient 

head and hence no delivery. Because of t h i s , i t was decided to change the 

motor to a 2 H.P. 3M0 R.P.M., 3 phase squirrel cage induction motor, to 

drive the pump at 3000 R.P.M., and to reduce the to ta l head to be pumped 

by lowering the whole apparatus inside the laboratory by approximately 

three feeto 



On the basis of later tests with the pump, it is now considered that 

the i H.p. motor driving the pump at 2000 R.P.M. could have achieved 

the desired head and capacity, without the need for the time consuming 

process of installation of the new motor drive and complete reassembly 

of the whole apparatus to reduce the pumping head. The chief factor 

causing the difficulties in early pumping trials was the presence of cold 

spots in the liquid flow path. As the flow rates were very small and as 

lead has such a low specific heat, it was found necessary to ensure that 

the whole pipe length was well above the melting point of lead before 

the pump was turned on. The freezing of lead in the pipe around a cold 

spot was also the cause of pipe failure, in which the part not full of 

lead became excessively hot due to the increased current flowing through 

the circuit. 

The method of introducing the heavy current into the pipes was 

initially unsatisfactory, due to the formation of cold spots where the 

cable clamp was fastened to the pipe. To overcome this, it was decided 

to introduce the current through a connection of higher electrical 

resistance than the main pipe, so that the connection itself was hotter 

than the rest of the pipe. This was achieved by clamping to the lead 

pipe (3/8" 0,D, stainless steel) a small laboratory bosshead to which was 

brazed a length of 5/l6" 0,D, stainless steel tube, at the other end of 

which the conventional cable clamp joined the copper cable to the tube. 

This system gave the desired "hot" junction where the current was 

introduced to the main pipe. However, when such a system was used for a 

pumping trial, the increased temperature of the pipe and its subsequent 

oxidation, provided only a limited current contact, which resulted in an 

arc causing puncture of the lead pipe. For this reason,mechanical 



clamping of current connections was discarded, and the "hot" current 

junction was welded directly 6nto the main pipe. This meant permanent 

positions for current inlet along the pipe, compared to the readily 

adjustable mechanical clamping method. However, current adjustment in 

the pipe section was possible by increasing the length of the 5/l6" 

stainless steel connecting tube and having the sliding cable clamp on 

this tube to give the desired electrical resistance in series with the 

main circuit. The net result was good current control and a method of 

introducing the current without setting up a cold spot or bad contact 

causing arcing. 

Another source of cold spots in the liquid flow path were the pipe 

couplings. It was necessary to construct 250 watt (32 volt) resistance 

furnaces wound on silica tubes, to cover all pipe couplings in the lead 

lines. 

With the modifications decribed, the lead pump driven at 3000 R.P.M, 

was found to have a delivery and head far in excess of what was required 

for the experiment. The initial procedure of throttling the main discharge 

from the pump was found to give very poor control of flow, in fact whilst 

endeavouring to cut down the flow, the needle valve was screwed down too 

far and the bottom casing of the pump cracked off. 

To obtain the desired flow rates of 1 - gallons/hour, the bulk 

of the lead was by-passed from the pump bowl through three 3/8" diameter 

ports in the pump discharge assembly. Control of lead flow in the modified 

system was by a needle valve which throttled the by-pass stream rather than 

the main discharge stream. 

The best method of pumping was to heat all pipes, etc., well above 

the met ling point of lead before staring the pump. On turning the pump 



of f , the heavy current had to continue to pass through the lines until the 

current dropped to that corresponding to empty lines. The time taken for 

drainage of the lead back to the tank was generally less than two minutes. 

I f , however, the current was turned off before drainage was complete, slugs 

of lead froze in the line and made starting up impossible, unless these 

slugs were located by measuring the potential drop over a fixed small length 

of the line and melted by a blow torch with full current flowing through 

the lines to allow the slugs to drain back into the tank, 

9»6 Full Scale Equipment Trials and Modifications 

Considerable delay in the experimental program was caused when the 

first full scale trial run of the apparatus was attempted. Prior to this 

trial both the gas system involving the vaporisation of the zinc charge 

and the liquid lead circulating system had been run separately and had 

operated quite satisfactorily. 

It was considered that the first trial on the disc column should be 

made with the zinc vapour passing over the discs before the lead flow was 

introduced. 

When the lead pump was turned on, the delivery of lead to the column 

was far in excess of that required, even though the control valve on the 

pump had been previously set on the required flow rate. The result was 

that the absorption column immediately filled up with liquid lead and 

vision through the mica windows, set in the column, was completely obscured. 

It is difficult to te l l , whether this initial mishap also caused the 

subsequent filling up of all the gaslines and sample lines with liquid lead 

or, whether later events were the actual cause. 



It was only a matter of seconds that the pump was turned on, before 

it was realised that the flow rate was very excessive* The pump was 

turned off, the valve adjusted and then the trial recommenced. However, 

the interior of the column could no longer be seen, which made observation 

of how the lead was flowing over the discs impossible. On tuming the 

pump on again, there was no delivery from the liquid seal of the apparatus. 

It was noted that the current flowing in the lines increased as the pump 

was turned on, as expected once the lead fills the tube forming the 

electrical circuit. Because of the non-deliveiy, it was thought, that a 

slug of lead had frozen in the line. Previous experience with such slugs 

had indicated that continually turning the pump on and off could sometimes 

free such a slug. This procedure was adopted but still the lead did not 

discharge from the apparatus. At this stage, it was decided to discontinue 

the trial. 

Subsequent dismantling of the apparatus revealed, that lead had 

travelled back through the zinc vapour superheating tube into the zinc 

vapour analysis headers and tubes and had finally filled up the zinc 

vaporisation chamber containing the zinc in carbon boats. The actual 

cause of this could have been either of the following factors;-

(a) The high flow rate, when the pump was initially turned on, may have 

been of such magnitude that the liquid seal (3/B" O.D. tube) was of too 

small diameter to cope with the large flow and hence the lead level built 

up inside the column and discharged into the gas circulating system. 

(b) The non-delivery of lead when the pump was turned on for the second 

time could have been due to either a blockage of dross or a slug of solid 

lead in the liquid seal of the apparatus. Thus the continual sidtching on 



and off of the pump, to clear the supposed slug of lead in the tube 

feeding the apparatus, could actually have been filling the system instead 

of discharging from the liquid seal. The clouding over of the mica sight 

windows caused initially did not permit visual observation of the flow of 

lead inside the column. 

As a result of this first full scale trial of the apparatus the 

following modifications were made to the exprimental system: 

(1) Liquid Seal 

The former liquid seal on the absorption column, which consisted 

of a U shaped 3/8" O.D, stainless steel tube, was replaced by a lute 

consisting of 5/8" O.D. stainless steel tube immersed in a reservoir of 

lead with suitable overflow from the reservior into the casting wheel. 

This reservoir of lead was contained in a 1|-" O.D, stainless steel tube 

with a 5/8" 0,D, stainless steel overflow pipe. 

Whereas the former liquid seal was heated by passing a heavy current 

through the pipe, the replacement unit was of such design that it could 

be readily heated by a \j±re wound resistance furnace sheathed around the 

unit. A 1.5 K.W, 240 volt furnace was constructed for this purpose. 

This design of liquid seal reduced chance of blockage on the lead 

discharge side of the apparatus. The former liquid seal could have 

induced blockage by either of the following means:-

(a) A small slug of lead in the empty tube, caused by blowing over the 

contents of the seal, could have frozen due to insufficient current 

flowing because of the relatively high resistance of the empty tube, 

(b) The small cross sectional area of the 3/8" tube could have readily 

become blocked with dross. The cross sectional area of the modified liquid 



seal was increased three fold. 

(2) Gas Line from Column 

The modified liquid seal, relying on the submergence of the discharge 

in a reservoir of lead, would permit the column pressures between 

atmospheric pressure and 5 p.s.i.g. The upper limit of 5 p.s.i.g. had to 

be fixed, as major alteration to the whole assembly would have been required 

to fit in a seal, which would accomodate pressures up to 12.5 p.s.i.g., 

which previously were permissable with the former liquid seal. Because of 

this, the operating pressure inside the column had to be reduced. An 

analysis of pressure drops through the various components between the 

absorption column and the gas boosters (maintained at atmospheric pressure), 

indicated that the replacement of the 3/8" O.D. stainless steel line from 

the column to the glass wool filter unit, by a shorter length of 5/8" O.D. 

stainless steel tube, would cut down friction losses sufficiently to allow 

the desired flow rates, whilst still keeping the column pressure below 

5 p.s.i.g. 

Previously this 3/8" line had been heated by passing a heavy current 

through the pipe to keep the temperature above the dew point of the 

zinc vapour. The installation of the 5/8" line necessitated resistance 

heating by wire winding around the insulated tube. Whereas the former 

arrangement had a 2 ft. length of the 3/8" line between the column and the 

filter, the modified unit consisted of an eight inch length of 5/8" line 

delivering into a two inch pipe welded at right angles to the smaller 

line. This two inch pipe was water jacketed and served as a primary zinc 

condensation unit and trap for entrained lead. Connection between the 

primary condenser and the filter was by a flexible -J- inch metallic tube. 

The weight of the primary condenser which was, in effect, cantilevered on 



the 5/8" line from the column, was taken by a spring balance to prevent 

creep of the hot 5/8" line. 

(3) Gas Analysis Tubes 

The reduced operating pressure of the absorption column necessitated 

modifications to the zinc vapour analysis tubes. Initially these tubes 

were packed at the cold end with plugs of glass wool approximately one 

inch in length. To achieve the desired gas sampling rates with the lower 

column pressures, the ̂  in. O.D. stainless steel tubes were welded into 

larger diameter filter units. Fourteen of these filter units were 

constructed, each being -J- inch internal diameter and packed with inch 

length of glass wool held in position with stainless steel wire mesh 

supports. The pressure drop through these modified units enabled the 

desired gas sampling rates to be achieved when operating on the reduced 

column pressures. 

(4) Interlocking Relay on Lead Pump 

To prevent liquid lead from floidng back Into the gas circulation 

system in the case of a blockage in the lead discharge from the column, 

a relay device was installed in the absorption column to interlock lead 

level in the column to the centrifugal pump. Once the lead inside the 

column built up to a dangerous level, the lead pump was automatically 

cut off. A 32 volt probe was located inside the absorption column. Once 

contact was made between the insulated probe and the wall of the column 

by liquid lead, a change-over type electromagnetic relay denergised the 

coil of an electromagnetic contactor, which cut off the supply of current 

to the motor driving the pump. The contactor was also arranged with 

thermal overload protection for the motor. 



In -the first trial run on the apparatus incorporating the modifications 

outlined, the newly installed automatic cut-out on the lead pump gav® 

trouble. The pump cut off every time the lead was introduced into the 

absorption column. This was caused by lead splashing into the probe tube. 

Therefore, the lead level probe tube was modified by shielding the tip of 

the probe from any possibility of contact with spray or droplets of lead, 

A further two trial runs were then made. These two runs could be 

considered as the first complete tests on the unit. All ancillary equipment 

appeared to be working satisfactorily. The automatic cut-off on the lead 

pump was not actuated until, at one stage, the lead supply to the unit 

exceeded its capacity. The behaviour of lead flowing over the discs was 

observed through the mica sight windows. The vision of the process was 

obscured by small amounts of lead splashing onto the windows. There 

appeared to be a considerable amount of lead splashing off the discs and 

falling through the free column space. However, observation was difficult 

and the lead flow rate fluctuated badly. 

The tendency for the lead flow rate to fluctuate, was due to movement 

of the needle control valve, presumably by the force of the lead in the 

discharge from the pump. The valve vibrated badly and in doing so was 

capable of turning sufficiently to cause fluctuation in the flow rate. 

Because of these fluctuations in flow rate, it was considered that these 

trials were not a fair indication of the flow of lead over the discs. 

The needle valve on the lead by-pass from the pump was modified. A 

have spring was inserted in the valve spindle to stop the valve lifting 

on its own accord. The slack in the coupling between the valve and the 

extension spindle was taken up to prevent any slight; rotation or chatter 

of the valve spindle. 



The apparatus was then run with the lead pump on for a duration of 

three hours^ During tliis period, lead and gas flow rates were varied over 

a wide range. The conclusion reached at the termination of th is t r i a l was 

that some of the lead was flowing over the discs and some of the lead was 

just fa l l ing through the f ree space. By visual observation through the 

mica sight windows, i t was not possible to estimate what fraction of the 

lead was flowing over the discs. 

In i t i a l ly i t was thought that the operation of the column could be 

sat isfactor i ly ascertained by the visual observation of the lead flowing 

over the discs. In |)ractice, i t was discovered that visual observation 

through the sight windows was not sufficient to determine exactly how the 

lead was behaving inside the column. 

As the uncertainty of whether or not the bulk of the lead was flowing 

over the discs was present, i t was considered that the establishment of 

experimental results on the system could not be jus t i f ied , unt i l the 

flow distribution of the lead inside the column was known exactly. 

Therefore the column assembly was dismantled at th is stage and the 

following further modifications were made:-

(1) Liquid Seal 

The liquid seal was replaced with a uni t , which would separate the 

flow of lead on the discs to that which was splashing of f . This was 

achieved by having in effect two separate liquid seals both capable of 

holding column pressures up to 5 p . s . i . g . , buil t into the one uni t . The 

discharge of the lead from two separate overflows would then allow exact 

determination of the fract ion of the lead flowing on the discs. The new 

liquid seal was enclosed in a 1.5 K.W., 240 volt s i l ica former resistance 

furnace. 



A line diagram illustrating the essential features of the new liquid 

seal is shown in Fig, 9.6, 

(2) Column Shell 

Previous trials had indicated that a certain amount of lead was 

entrained in the gas phase and deposited in the trap on the gas line from 

the column. This entrainment was due to splashing of the lead and 

subsequent carry over by the gas stream. Because of this tendency the 

column shell was enlarged around the lead flow nozzle to cut down the gas 

velocity at this point. 

The splashing of lead due to entrainment around the flow nozzle can be 

seen in Fig. 9.7 which was taken after the column was dismantled but before 

the colujmi shell was enlarged around the flow nozzle to reduce this tendency, 

A photograph of the modified apparatus after reassembly is shown in 

Fig, 9.8, An experimental trial on the modified system indicated, by 

weighing the two lead streams emerging from the liquid seal, that 2 % to 

of the lead flowed over the discs, whilst the remainder fell freely-

down the column, after having splashed off the disc assembly. 

These results were so poor that further work, on the use of the disc 

column for investigating the absorption of zinc vapour in molten lead, was 

abandoned. 
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Fig. 9.7 - Photograph of Discs and Top Cover Plate 
showing Lead Splash around the Liquid 
Feed Nozzle 



Fig. 9.B - General View of Disc Absorption 
Column and Auxilliary Apparatus 



CHAPTER 10 

PACICBD OOIIJMIT ABSORPTION STUDIES 

As the disc oolumn proved unsuitable for the investigation, i t was 

deoided that a small conventional packed column, whilst not possessing 

the advantages of knovn interfacial area, could provide useful information 

on the absorption of zinc vapour in molten lead* 

A column was therefore designed so that , as far as possible, the 

ancillary systems developed for the disc column experiments could be used 

with only the minimum modification/ 

10.1 Apparatus 

As the ancillary systems have already been outlined in the previous 

chapter, descriptions of only the new units and the required modifications 

of the existing units are presented in this chapter. The "starting-up" 

troubles associated with the disc column experiments were not present in 

the packed column studies, as most of the techniques had been fully 

developed in the earlier experiments. Only slight modification of the new 

packed column system was required, before the apparatus was in a condition 

to yield the desired experimental results. The units described are therefore 

those, which were finally used in the investigation. Any minor modifications 

made during the course of later experiments are included in the original 

descriptions. 

10.1,1 The Packed Absorption Column 

The shell of the absorption column was fabricated from a 2" O.D. 

10 gauge stainless steel tube. Details of the shell construction are 

shown in Fig. 10.1. 

Lead and gas temperature probe tubes were welded to the bottom section 
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L, Gas Inlet Superheater 
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N. Liquid Seal 

0. Gas Outlet from Column 

P. Outlet Gas Sampling Line 



Fig* 10.1 - The Packed Absorption Coluran 



of the shell. Through these probe tubes, stainless steel thermowells 
made from 3.5 mm. O.D. staiialess steel tube were inserted into the lead 
and gas streajns. The thermowells projected out 3/8" from the column shell. 
The lead thermowell was located in a small reservoir, which was placed 
directly under the packing support. Portion of the lead flowing down the 
column was therefore collected in this reservoir, thus enabling its 
temperature to be measured. The gas temperature thermowell was located 
directly beneath the reservoir and therefore contact with lead flowing in 
the column was precluded. The thermowells were sealed into the probe 
tubes at the cold end using brass "ermeto" tee couplings, fastened to the 
probe tubes in the normal fashion at one end but packed with graphited 
cord at the other end to obtain the desired seal. Through the short arm 
of the "ermeto»» tees a bleed of nitrogen was passed to reduce zinc 
diffusion and subsequent condensation preventing the removal of the 
thermowells. 

A manometer pressure tapping was located beside the gas temperature 
probe at the bottom of this column. The pressure tapping was also shielded 
from the lead flow by placing it directly underneath the reservoir used for 
measuring the lead temperature. 

No connections were made to the top section of the column shell. This 
was to allow installation of a 2 K.W. (240 V) nichrome resistance furnace 
on a 3'* silica tube around the column shell to balance the heat loss from 
the walls of the column. 

The top gas temperature probe and the manometer pressure tapping were 

located in the sealing ring welded to the top cover plate of the column. 

The top lead temperature was measured by a thermowell located in the liquid 



feed nozzle, which was the same unit as used in the disc column experiments. 
The connection of these thermowells was the same as outlined for the 
corresponding units located in the bottom of the column shell. 

The tower was packed to a height of 1.75 feet with mild steel 
raschig rings. The raschig rings were machined by parting off -J" lengths 
of -J'* O.D. 20 gauge mild steel tube. The weight of rings added to the 
column was recorded to allow calculation of the bed porosity. 

Originally it was proposed to clamp this column shell between sealing 
way rings welded to the top and bottom cover plates in the same as was used A 

for the disc column. However, due to the gasket material becoming hard on 
heating, the leakage rate around the sealing rings was excessive and 
therefore the column shell was welded into the sealing rings. This was 
a drastic step to take, because it meant that the column could not be 
readily dismantled. However, it was considered more important to eliminate 
leaks and to face the problem of dismantling, if and when it was necessary. 

The top cover plate of the column contained the lead inlet tube, the 
gas outlet tube, to which was welded the combined primary zinc condenser 
and entrained lead trap used in the disc column experiments and the 
outlet gas analysis sampling line. .The top sealing ring, containing the 
temperature probe and the manometer pressure tapping, was also welded to 
the top cover plate. Details of this top cover plate are shown in 
Fig. 10.2. 

When the disc column was dismantled, a substantial deposit of zinc 
was found in the 5/8" stainless steel line from the column, where it 
joined into the combined primary zinc condenser and entrained lead trap. 



l i t re by addition of water in a standard flask and subjeoted to the 

following volumetriG analysis procedure 

(a) 100 m . aliquot for inlet analysis 
( 500 ml. aliquot for outlet analysis 

(b) Neutralised with 20^ NaOH solution and then made just aoid by 
dropwise addition of 2N. HCl. 

(o) Total volume of inlet solution made up to approximately 250 nil, 

(d) Solutions boiled on hot plate in fume cupboard and the following 
additions made with s t i r r ing : -

O.î  OJ, 
(i) 2 g. ascorbic acid (reduces Fe*^ to Fe ) 

( i i ) U g# mannitol (prevents precipitation of Pb) 
( i i i ) 20 ml, lOjS KON (complexes Zn, Cd, Cu, Ni, Fe2+) 

(e) 60 ml. NH^Cl - NĤOH buffer added to in le t . 
120 ml. NIĴ Cl - nŜ OH buffer added to outlet . 
The addition of buffer was to bring the solution to pH = 10. 

(f) Eriochrome Black T indicator powder mixture added to give pink 
colouration, 

(g) Solution t i t r a t ed with sodium versenate unt i l the indicator 
changed to blue with complete absence of the original reddish 
colour. (This t i t r e represented the lead in solution.) 

(h) 15 ml. 10f> formaldehyde solution added smd. solution IMMEDIATELI 
t i t r a t ed with sodium versenate un t i l the blue end point witl 
the complete absence of the reddish colour was reached. (The 
formaldehyde discharged the zinc from the cyanide complex aaMng 
i t available for t i t r a t i on with sodium versenate.) This titre 
represented the zinc present. 

For each series of experimental runs, a complete blank analysis was 

carried out on the No. 7 analysis tube of both the inlet and outlet 

assemblies. These No. 7 tubes were subjected to the same treatment as the 

other tubes, with respect to the high temperature service and the 

possibili ty of zinc diffusing into the tube followed by subsequent 

condensation at the cold end. The only difference being that n o sample of 

gas was drawn through them. The zinc t i t r e of the No. 7 tubes was usually 

in the range of 0.5 to 1.0 ml. compared to zinc t i t res usually in 



unit in the end of the analysis tube and lay squeezing the f lexible plaaliia 

connection several times, any a i r pocket in the f i l t e r unit or analysis 

tube was either released to atmosphere through the open end of the header 

assembly or was trapped in the g lass bulb. This procedure was followed la 

the leaching of a l l the analysis tubes, as i t was considered, that tmless 

the precautions stated were observed," improper contact with the acid, due 

to the occlusion of an a i r pocket or bubbles, could lead to erroneous 

resu l t s . 

Sufficient hot 5N. HMO3 was added to the burette so that the level 

of acid in the assembly was approximately two inches below the manifold, 

to which a l l the tubes were welded, in th i s way, complete contact of the 

acid with any condensed zinc was ensured because there could be no 

condensation of zinc in the upper manifold, as during the gas sampling 

th i s manifold was maintained well above the zinc dew point temperature. 

By keeping the l iquid level two inches below the manifold, the possibility 

of the leach solution from one tube spi l l ing into the manifold and the 

other tubes was eliminated. As described in 10.1./+ any "a i r - l i f t " action 

caused by lydrogen evolution was destroyed, because of the eialarged seotloi 

connecting the manifold to the smaller diameter analysis tube. 

After allowing at least ten minutes contact time, the acid leaoh 

solution was drained from the unit and a fresh volume of hot 5N. HNO3 was 

added and another ten minutes allowed for solution of any remaining 

After th i s second extract was drained, the tubes were washed three tinea 

with hot water to ensure recovery of the zinc solution. 

This procedure was repeated in turn for each of the seven analysis 

tubes in the inlet and outlet header assemblies. The leach solution 

together with the wash solution for each tube was then made up to one 



Fig. 10,11 - Analysis header assembled for leaching 

The enlarged bulbular section of the glass hfurette served as a liquid 

reservior and also as a trap for air caught when the acid was added to 

the unit. Any air pockets trapped in the f i l t e r unit would prevent the 

desired contact with the acid and therefore incomplete zinc recovery would 

result. By ensuring that the top of the bulb was higher than the filter 



blue end point with complete absenoe of the reddish colour was 
reached. (The formaldehyde discharged the zinc from the 
cyanide complex making it available for titration with sodium 
versenate* Cadmium also discharged if present» but this may 
be masked by addition of sodium diethyl dithiocarbamate (55)}« 
This titre represented the zinc present. 

10.2.2 Gas Phase Zinc Analysis 

The mechanical design feature of the gas phase zinc analysis eystei, 

including the method of sampling the inlet and outlet gas from the 

absorption column^ have been treated in 10.1.4>. Only the actual ohendoal 

analysis procedure involving the leaching of the condensed zinc from the 

analysis tubes and the subsequent zinc determination is described in this 

section. 

After removal of the stainless steel analysis header units from the 

analysis furnaces at the conclusion of an experimental run, the condensed 

zinc in the analysis tubes was leached from the tubes by treatment vdth 

hot 5N. HNO3. Fig. 10.11 is a photograph of one of the analysis header 

units as assembled during the leaching operation. 

The glass burette was connected to the particular analysis tube 

being leached by a flexible P.V.C. plastic tube, so that the analysis tube 

and the glass burette formed the equivalent of a vertical "U" tube, one 

arm being the analysis tube, with the burette forming the other arm. The 

glass burette was provided with a funnel shaped section at the top tb 

facilitate addition of the acid and wash water. The bottom of the glass 

burette contained a glass plug cock to enable the leach solution to be 

drained from the assembly. 



10.2.1 Determination of Zlno In Lead 

(a) 150 g. Fb« sample, 200 ml. ISN.HNCh, 750ml. distilled water 
in a 2 litre beaker heated on a hot plate in a fume cupboard 
until all the Pb. dissolved. 

(b) 150 na. 1 t 1 BZS% added slowly with stirring to the boiling 
solution and then allowed to cool. 

(0) PbSQ4 precipitate washed by decantation three times with hot 
water, finally filtered on a Buchner funnel and washed with 
hot water three times. Precipitate discarded. 

(d) Filtrate and imshings added to 5 litre beaker and evaporated 
down almost to dryness in a fume cupboard. 

(e) 50 ml. distilled water added to the residue in 5 litre beaker 
and warmed with stirring on a hot plate. Solution then 
transferred to 400 ml. beaker and the 5 litre beaker washed 
thoroughly. 

(f) Washings and solution in 400 ml. beaker evaporated down to 
approximately 50 ml. Solution then allowed to cool. 

(g) PbSO^ precipitate washed by decantation with 1 : 10 HgSÔ  three 
times, filtered and then washed twice with distilled water. 
Precipitate discarded. 

(h) Filtrate and washings made up to approximately 200 ml. by 
addition of distilled water after neutralisation of excess 
acid with 20^ NaOH solution. 

(1) Solution made just slightly acid by dropwise addition of 2N.HC1 
and then heated to boiling on hot plate. 

(j) 2 g. ascorbic acid, U g* mannltol, 20 ml. 10^ KCN solution added 
in this order to the boiling solution whilst stirring in a fume 
cupboard. (Ascorbic acid reduced Fe3+ to mannltol 
precipitation of Pb, KCN complexes Zn, Cd, Cu, Nl, Fe2+,) 

(k) 60 ml. - NÎ ÔH buffer added to solution given pH = 10 and 
cooled to room temperature. 

(1) Erlochrome Black T indicator powder mixture added to give pink 
colouration. 

(m) Solution titrated with ̂ /20 sodium versenate until the indicator 
changed to blue with complete absence of the origin^ reddish 
colour. (This titre represented the lead in solution.) 

(n) 15 ml. 10^ formaldehyde solution added and the solution 
IMMEDIATELY titrated with M/20 sodium versenate until the 



amount of iron present in the usual analytical reagents can interfere vlth 
2+ 

the indicator. When the iron was present as Fe , the interfering effectB 

were removed because of the stable cyanide complex formed when potassiua 
cyanide was added. 

Initially another source of trouble was that NE[̂OH was added to 

neutralise excess acid after precipitation of FbSQ;. The presence of the 

ammonium salts in the solution interferred with the buffer action, so that 
pH 10 was not being reached before titration and veiy poor end points 

were obtained. Therefore, the nisutralisation was achieved by addition of 

20̂  NaOH solution. 
A primary separation of lead and zinc was not required in the gas 

phase zinc analysis. Because of the low lead partial pressures, the zinc 

collected in the analysis tubes was only slightly contaminated with lead 

and hence it was possible to titrate this lead directly, whilst the zinc 

was in the cyanide complex, before releasing the zinc for titration. 

The volumetric analysis procedure developed for detennining the zliifl 

composition of the lead and the gas phase composition -are summarised in 

10.2.1 and 10.2.2, respectively. The same major reagents used for both 

determinations are listed below:-

(a) ^/20 Sodium Versenate Solution 
Standardised with a zinc solution prepared by nitric acid 
dissolution of A.R. granulated zinc. 

(b) Buffer Solution 

13.A g. NÎ 4C1 + 88 ml. conc. NÎ ÔH dissolved in water and made 
up to 250 ml. 

(c) Indicator 
Eriochrome Black T mixed with dry NaCl. (1 : 400) 



Before application of the volumetric procedure, a primaiy separation 

of the lead and zinc had to be made. This was achieved by a two stage 

precipitation of PbSQ .̂ The precipitations of FbSÔ  were carried out at 

the boiling point by the slow addition with stirring of H2SQ4 (1 : 1) 

and the precipitate washed by decantation three times followed by 

f i l trat ion and f inal washing ^rith warm water. These precautions were 

taken to reduce zinc loss by occlusion and adhesion. The f i l trate and 

washings from the f i r s t precipitation were evaporated almost to dryness, 

a small volume of water added, the precipitate washed three times by 

decantation, fi ltered and then washed. The final f i l t ra te and washings, 

s t i l l containing a small amount of lead together with the zinc, were then 

analysed volumetrically. 

Zinc ions can be masked by complex cyanide formation (54) (55) (27). 

Potassium cyanide was used to complex the zinc in the f i l t ra te obtained 

after the primaiy separation of the lead and zinc. The small amount of 

lead remaining in the f i l t ra te was titrated with sodium versenite, using 

Eriochrome Black T as indicator, in a solution buffered to pH = 10. Once 

the lead end point was reached, the addition of formaldehyde solution 

destroyed the zinc cyanide complex (54)(55) (27), rendering the zinc ion 

available for titration with sodium versenate. 

The method outlined was checked with synthetic mixtures of lead 

nitrate containing small known amounts of zinc. The method was found 

veiy reliable. For example, a ndxture containing 0.03% Zn was determined 

with an error of less than 

However, even in the analysis of a synthetic mixture, ascorbic acid 

had to be added to reduce Fe^ to Fe^ ,̂ j t appears that even the slight 



10.2 Chemical Analyels 

The chelation of divalent cations with ethylene diamine tetra-aoetio 

acid was originally described by Schwarzenbach (95) (96), who indicated 

the application of the reagent, now known as "versene", E.D.T.A., 

"komplexon" or "sequestrol", to volumetric analysis of divalent cations, 

The theory of such titrations was reviewed by Martell and Calvin (67), 

The titration of zinc using the disodium salt of etl̂ ylene diamine 

tetra-acetic acid (sodium versenate) has been the subject of nomercus 

papers over the past few years. However, of particular interest to this 

investigation were the publications of Kinnunen and Merikanto (54) and 

Kinnunen and Wennerstrand (55), who reviewed the application of the 

method for metallurgical control analysis and also the paper by Flasehka (21 

on the specific titration of zinc and cadmium. The method finally adopted 

was based on these three works, suitably modified to suit the particular 

application. Previous investigators (54) (55) (27) were mainly concerned 

with determining zinc when present in relatively large amounts. However, 

in this investigation a method of analysing very small quantities of zino 

in a large excess of lead was required. Although lead in small amounts 

can be masked by complex formation with sodium diethyl dithiocarbamate 

together with mannitol retaining the lead in solution, such a method could 

not be used in presence of a large excess of lead. 

Even in the presence of small amounts of lead, experiments, carried 

out during the course of the development of the final technique used, 

indicated difficulty in observing the end point of the titration, presumably 

because the lead complex formed with sodium diethyl dithiocarbamate was 

only slightly more stable than the versenate complex. Therefore it was 

decided to avoid the use of a reagent to mask lead. 
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A photograph of the apparatus is shô m in Pig, 10.9« The lead i melting 

tank, containing the suhmerged centrifugal punp and the remote controlled 

needle valve, were located outside the laboratory on a concrete slab. 

Photographs and line diagrams of these units were included in the previous 

chapter (Pigs, 9.2, 9.3, 9.4 and 9.5). 

The low voltage, heâ ŷ current circuit used to heat the liquid lead 

pipes and the gas circulation lines isdiown diagramatically in Fig, 10,10, 



Fig. 10.7 - Stainless Steel Gas Analysis Header 



dra\jn through the desired analysis tube. The manifold was oonneoted 

to the suotion side of the blower. Interposed between the manifold and 

the blower were 30 ft.V^r* wet gas meters on both the Inlet and outlet 

analysis systems. These meters mxQ fi l led with oi l Instead of the 

usual water seal, to prevent water vapour from entering the gas circulation 

system and were provided with glass wool f i lters on the Inlet side, as a 

precaution against damage due to possible zlno dust entralnment. Orifice 

meters were located on the outlet of the gas meters to enable the rate 

of sampling during a run to be observed and controlled at the desired rate, 

The Inlet and outlet analysis headers were Identical. Stainless 

steel all welded construction was used throughout, to enable the tubes to 

be leached with nitric acid and to prevent -undue oxidation at the high 

temperatures used. (The analysis furnaces were controlled at approxiiately 

650°C.) A photograph of one of the redesigned analysis header units is 

shown in Fig. 10.7. 

10.1.5 Gas Flow Measurement 

The gas flow rates for the packed column were less than the flow rates 

used for the disc column, because of the tendency towards flooding of the 

packed column at high gas flows. The gas metering equipment used in the 

disc column experiments was therefore substituted with units of lower 

capacity. The 700 meter was replaced by a 100 f t .Vhr . diy gas 

meter. The venturl on the high pressure side of the gas circulation 

system.was joined In series idth a rotameter of lower capacity. 

10.1.6 Apparatus Layout 

The general arrangement of the experimental apparatus used in the 

packed column zinc vapour absorption studies Is shown In Fig. 10.8. 



header and was required so that the header assembly oould be removed at 

the end of the run to allow subsequent analysis. 

The reason why the original design of header had detachable analysis 

tubes, was to prevent carry-over of acid (and therefore zinc) into the 

header during the leaching operation. An initial study of a glass tube, 

having the same dimensions as the original analysis tubes^ and in vhloh 

a piece of zinc was placed to simulate the acid leaching» revealed -that 

the hydrogen evolved created an "air-lift" action in the tube, with the 

result, that the leach solution perked out of the end of the tube, where 

the analysis header would be in the actual assembly* The conclusion 

reached from this initial test was that the tubes would have to be detaohed 

from the header before leaching* 

However, following difficulties which arose when the tubes had 

to be detached from the header at the end of each run, a further series of 

tests on glass models of the analysis tubes were conducted, to see if the 

"air-lift" action on leaching could be eliminated, thereby allowing each 

tube to be leached independently without detaching from the analysis header, 

The desired goal was reached by using 3/8" O.D* analysis tubes 

terminated into lengths of -J" O.D. tubes welded to the analysis header, 

Even under extreme conditions of hydrogen evolution, the "air-lift" action 

was destroyed by the enlargement of the analysis tube to the f" diameter. 

The glass wool filter units of the original assembly were welded to the 

other ends of the 3/8" analysis tubes, which projected out of the analysifl 

furnace and which were below the dew point of the zinc - nitrogen mlxtTire. 

These filter omits were connected by detachable -J" O.D. copper tubes to a 

manifold provided with a plug cock for each tube, allowing a sample to be 



temperatures of operation had deleterious effects on the metal* 

The oarbonlser tube, together with the "ermeto" couplings connecting 

the unit with the preheater and the zlno boiler, was Installed In a 

2 K.W.9 240 V* nlohrome wound silica tube furnace operated at a temperatxire 

of IOOOOQ. 

10.1.4 Gas Analysis Headers 

The original design of the gas analysis headers, used In the dleo 

column experiments, consisted of detachable O.D. stainless steel tubes 

connected to a manifold, to which was attached the gas analysis samĵ e 

l ine. These headers were maintained above the dew point of the nitrogen -

zinc vapour ndjcfcure by enclosing them Inside resistance furnaces 

(nlchrome wound on sil ica tube rated 1.5 K.W. at 2407^. 

Difficulties arose when the sample tubes were to be removed from the 

headers, to enable the condensed zinc to be leached out* The ^^ stainless 

steel "ermeto" couplings, joining the samj^e tubes to the headers, tended 

to seize af ter prolonged heating In the analysis header furnaces. As 

both the Inlet and outlet analysis headers each contained seven 

couplings, which had to be disconnected at the end of each run for 

analysis, and as usually three or four of these couplings seized after 

each run, necessitating stripping of the threads on the coupling to 

remove the tubes, the use of tubes detachable from the header was 

discarded and a new analysis header designed* 

In the new design, each analysis header contained only one "ermeto" 

coupling, which was subjected to the high temperature of the an̂ OySls 

furnace* This coupling was used to join the 3/8" O.D* sample line to the 



Carbonlser 

The nitrogen used in these investigations was the ordinary grade of 
oonmercial nitrogen supplied by Commonwealth Industrial Gases Pty. Ltd. 
As commeroial grade nitrogen is contaminated with oxygen (approz* 0̂ 5%), 
provision was made for the removal of this oxygen from the nitrogen before 
entry into the zinc boiler. 

As the nitrogen was reoyeledi the problem of oê gen contamination would 
have been eliminated, if there were no leaks in the gas circulation system, 
because the removal of oxygen would have been substantially complete by 
gaseous oxidation of the zinc after one pass through the zinc boiler* 

However, the nitrogen make-up to the system because of leaks, would be 
contaminated with oxygen and therefore a unit was designed, so that the 
oxygen content of the nitrogen was converted to carbon monoxide before 
passage to the zinc boiler* This was achieved by interposing in the line 
between the preheater and the zinc boiler, a tube packed with carbon 
granules. 

This unit was designated the carboniser. The carboniser was 
fabricated from 1" inconel tube with the inlet and outlet connection 
by stainless steel "ermeto" couplings welded to the inconel tube. The 
carbon granules were retained inside the inconel tube by discs of 
stainless steel gauze. Several of these stainless steel gauze discs 
were placed together at both ends of the fixed carbon bed. Initially 
only one gauze disc was used at each end of the bed. The life of the gaaze 
was short, therefore four discs wereĵ laced at each end, as it appeared 
that the contact of the stainless steel with the carbon at the high> 



(a) Inlet Zinc Analysis System and 
Carboniser Connections to Zinc 

Boiler 

(b) Showing Gas Manifold from B6iler, 
Inlet Analysis Sampling Line, Superheater 
Element, Heavy Current Connection 

Fig. 10.6 - Preassembled Views of Zinc Boiler 
and Connecting Units 
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(a) Po-fc Furnace Located inside the Boiler (b) External Steel Vessel 

Fig. 10,5 - Zinc Boiler Components 



lOtA - The Zino Boiler 
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To provide entry for the heavy current, required to heat the tubes 

welded to the zino boiler to temperatures above the dew point of the zina 

vapour - nitrogen mixture, a 3/8" stainless steel rod was welded to the side 

of the steel vessel. On this rod a cable clamp was positioned, aooording 

to the heavy current required for heating the gas superheater and the gas 

analysis lines. The superheater and the gas analysis lines constituted 

a parallel electric circuit* The higher resistance of the longer analysis 

lines was compensated by lagging the analysis lines with two thicknesses 

of -J-'t asbestos tape. The superheater tube required no thermal insolation. 

A line drawing of the zinc boiler is shown in Fig. X0./> and photographs 

of the components of the boiler and preassembled views of the boiler with 

i ts connecting units are shown in Fig. X0.5 (a), (b) and Fig. 10.6 (a)| (b], 

respectively. 



The current lead wires were sheathed in nnillite tubes, which were 

cemented into the alumina covering the winding before f i r ing. The open 
the 

end o:^mullite tubes projected into the top section of the metal 

containing vessel, where the temperature was approximately 200^, and 

therefore, the exposed section of the wires waso in a zinc free atmosphere 

The top section of the unit was insulated from the high temperature 

zone by four inches of steel wool packed on top of the furnace* This 

steel wool served the dual purpose of heat insulation and condensation 

surface required for the zinc as the temperature decreased above the 

furnace• 

The 240 volt supply to the furnace was through two suitably modified 

spark plugs located in a protecting box welded to the wall of the vessel 

near the flanged top. The voltage applied to the furnace was regulated 

by a 2 K.V.A. variac. In i t ia l t r i a l s indicated the approximate voltage 

required to obtain the desired zinc boil-^p. 

The top cover plate of the steel vessel contained provision for 

changing the crucible with rods of zinc without dismantling. This vas 

achieved by having a one inch nominal pipe with a screwed cap extending 

from above top cover plate to the top of the crucible, in which zine 

rods could be inserted from the top by simply unscrewing the cap. The 

top cover plate also contained glands through which a 3/8" O.D. altuninous 

porcelain tube and thermowell could be inserted into the crucible. The 

tube connection to the crucible was provided to allow a bleed of nitrogen 

to be bubbled through the liquid zinc bath as an alternative method of 

obtaining the desired zinc vapour concentration in the exit gas stream^ 

without actually boiling the zinc. However, as the boiling method gave 

satisfactory results, the alternative procedure was never used. 



inside the steel vessel, the oraoible containing the boiling zino and 

the furnace were placed. 

The furnace was made by winding with "Kanthal" resistance wire 

a Morgan sillimanite crucible type number N3907. The furnace winding 

was in two sections. A lower section which provided the heat required 

for boiling the zinc and an upper winding which kept the temperature 

above the dew point of the nitrogen plus zinc vapour mixture formedi 

The to ta l power input at 240 volts to the furnace was 2 K.W. Two one Inch 

holes were dril led in th i s crucible between the windings to allow inlet 

and exit of the nitrogen stream. These holes were on the same centre 

l ine as the gas inlet from the carboniser and the gas off-take manifold* 

The space between the furnace and the steel vessel was f i l led with 

vermiculite insulation up to the level of the gas off-^ake manifold. 

Above th i s manifold steel wool was packed on top of a plate inside the 

furnace and between the furnace and the wall of the steel pipe. 

The boiling zino was contained in a Morgan sillimanite crucible type 

number N193S which f i t t e d neatly into the furnace. 

The principal problem, associated with th is type of design, vas the 

prevention of zinc condensation on the furnace lead wires, as zino 

condensation would have severely attacked nichrome or "Kanthal" resistance 

wire. 

The effect of zinc vapour on the heating elements was unknown, 

although i t was considered that dilute zinc vapour corrosion would not 

be as severe as liquid zinc corrosion. However, as a precaution against 

possible zinc vapour attack on the wires, the furnace winding was sealed 

with alumina cement, prefired to 1000°C before insta l la t ion into the unit. 



temperature drops associated with the heat flow path. The zinc boiler 
had to he contained in a metal vessel, because the operating pressures 
of (5 p.s.i.g. approx.) would have resulted in excessive leakage, if a 
ceramic material were used^ because of the difficulty of connection with 
the other metallic components of the gas circulation system. 

The solution to these considerations was to build the furnace inside 
the metal containing vessel and to insulate the space between the furnace 
and the metal walls so that the metal wall temperature was below 600 ,̂ 
This meant that the electric resistance furnace was operated in the zino 
containing atmosphere and was under the pressure of the unit. The unit 
designed was fabricated from a 1 -> length of 6" nominal steel pipe, 
which was flanged at the top with a cover plate bolted to the flange 
using a rubberised asbestos gasket. A thick steel plate was welded 
into the bottom of the pipe. 

A mild steel gas off-take manifold was welded to the pipe 8" from 
the bottom of the unit. This manifold contained a long xdiameter 
hole, which lead from the unit and then branched into tiro 3/8" diameter 
exits I to which the superheater element of the main gas circulation systei 
and the inlet gas anlaysis line were welded. Turbulence existed in 
the -J" diameter off-take and therefore the gas stream was well mixed before 
a sample was withdrawn for analysis. This gas off-take manifold was 
sheathed by a silica tube containing a nichrome wound 32 volt resistance 
furnace, to prevent zino condensation. 

Directly opposite the gas off-take manifold, the 3/8" stainless steel 
line from the carboniser was welded into the steel pipe. This tube 
projected inside the steel pipe so that the gas entrance was inside 
the furnace containing the crucible of boiling zinc. Centrally located 



Th® principal properties of $he packed column are sunnnarised In 

Table 10.1. 

TABLE 10.1 

PROPERTIES CF THE PACKED COUJMN 

Internal diameter = 1.74" 
Empty cross sectional area = 0.01654 f t . 2 
Packing material = i " x x 20 gauge steel 

rings 
Packed height = 1.75 f t . 
Bed Porosity 

(before irrigation) = 0.72 

10.1.2 Zinc Boiler 

The method of vaporisiikgthe zinc used in the disc column experlnenti 

vas found to be unsatisfactory when applied to the packed column system. 

The higher gas rates in the disc column were such that turbulent 

conditions existed in the stainless steel sheath housing the carbon boats 

containing the zinc. However, at the lower gas rates, which the packed 

column required, laminar flow existed in the unit. Under the new 

conditions, the desired zinc partial pressure could not be obtained without 

over-heating the stainless steel sheath. A new unit was therefore designed, 

The new unit operated at the sine boiling point (906°C at 760 imn, Hg.). 

The power imput to the boiler determined the rate of vaporisation to give 

the desired partial pressure of zinc in the nitrogen stream. Because of 

the high temperature required in the zinc boiler, heating a metal boiler 

externally was precluded, as the boiling zinc had to be contained in a 

ceramic crucible because of the extreme corrosive nature of liquid zino 

at these temperatureg. Therefore, i f this crucible was to be located in 

a metal sheath, which was heated externally, temperatures in excess of 

1000®C would have been required in the metal container, allowing for the 
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The collar of zinc formed at this point was considered a contingent 
source of blockage* 

A nominal steel pipe was therefore welded into the trap directly 

opposite the point, where the gas line from the coliumi entered the nnit 

as shown in Pig, 10«2# A gate valve was located at the cold end of this 

nominal steel pipe. In this way, it was possible to free any 

accuimilated zinc by pushing a rod along the branch pipe to the obstruction, 

whilst the column was stil l hot. The presence of a restriction to flow 

caused by the condensation zinc at this point in the apparatus, was 

readily detected by observing the back pressure on the absorption ooluim 

at a given flow rate. 

The bottom cover plate of the column contained the gas inlet 

distributor. The gas distribution to the bottom of the column was through 

5 X diameter ports. The details of the bottom cover plate are shown 

in Fig. 10.3. 

The liquid seal for the column was the same \init as finally used in 

the disc column experiments, but with the tube, which was to collect the 

lead flowing over the discs, cut off below to the gas distributor and 

welded up. The seal was therefore a single unit rather than the dual 

seal used to separate the lead streams in the earlier disc column 

experiments. The \xnit was enclosed in the original 1.5 K.W. 240 volt 

silica former resistance furnace. 

To prevent zinc condensation, additional heating was provided around 

the gas distributor at the bottom of the column by a coal gas burner formed 

in two semicircular sections so that the circumference of the distributor 

was evenly heated. A gas burner was also provided on the top cover plate. 
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A* Lead Inlet Line from Pump 

B̂  Lead Feed Distrilrator 

0* Top Sealing Ring of Column 

D« Gas Outlet Line from Column 

E. Primary Zinc Condenser and Entrained Lead Trap 

F. Provision for Flexible Gas Outlet to Fi l ter 

G. Outlet Gas Analysis Line 

H. Water Jacket 

J, Branch Line for clearing Blockages 

K. Gate Valve 

L. Asbestos Gasket 

M. Heavy Current Connection 

N. Gas Outlet Temperature Probe 

0» Manometer Pressure Tapping 
p. Provision for Insertion of Lead Inlet Temperature 

Thermowell 
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order of 2.0 to 20 ml. This blank was substracted from a l l the observed 

zino analysis t i t res . 

10.3 Operating Prooedure 

The evening before a schedules series of runs on the apparatus, lead 

was charged into the lead melting tank and the automatic temperature 

controller set at 350OC. By the following morning the contents of the 

tank were at the desired temperature. 

The power to the numerous furnaces in the gas circulation system and 

the furnaces on the couplings in the lead lines was switched on. The 

automatic nitrogen supply valve was connected to the gas holder, the 

by-pass valve on the gas blower was opened ful ly and then the blower was 

started. The by-pass valve on the blower was opened before switching on 

the blower, to prevent manometers being blown over, and the gas holder 

was charged to prevent the oil in the gasholder being sucked into the 

system when the blower was started. 

The system was purged by opening a cock in the gas circulation system 

with the blower on and allowing the gas to excape from the system at a 

rate such that the supply to the gas holder was sufficient to maintain the 

pressure on the suction side of the blower above atmospheric pressure, as 

observed by an absolute manometer. A modified Orsat type of apparatus was 

used to analyse the nitrogen for oxygen, by absorption in alkaline 

pyrogallol. This apparatus was capable of detecting osygen down to 0.1^. 

lifhen the oxygen concentration was below 0.5/S the purge cock was closed. 

Complete oxygen removal at this stage was considered unnecessary, as 

also was the use of special oxygen-free nitrogen. As the nitrogen in the 



system was recycled, the f inal removal of oaqrgen from the system relied 

on the reaction with the hot charcoal bed in the carboniser and also with 

reaction of any Cp2 or O2 with the zinc vapour formed la ter when the zinc 

boiler had reached operating temperature. The gas in the system, under 

the f ina l operating conditions, was therefore considered to be oxygen f ree , 

as the only makeup to the system was to allow for leaks and this small 

make--up passed through the carboniser before entering the zinc boiler and 

the absorption column. 

Any major leaks in the gas circulation system were readily detected 

by observation of the absolute manometer connected to the suction side of 

the blower. When the system was gas-tight, this manometer indicated a 

positive pressure of approximately 2J-" water gauge. Leaks in the system 

reduced this positive pressure depending on their magnitude. 

When the charge in the zinc boiler had reached the melting point, 

the heavy current source, used for heating the gas and lead circulation 

l ines, was switched on. This was to prevent condensation of zinc in the 

cold lines once the partial pressure of the zinc became appreciable. The 

loading on the Selenium rect i f ier plating unit , used as the heavy current, 

low voltage source, was approximately 650 - 750 amp, at 12.5 V. depending on 

the particular setting of the resistances placed in series with the 

individual circuits. This loading represented the current drawn before 

the lead pump was switched on and therefore the lead circulation lines 

would be free of lead. With the lead pimp turned on and the lead 

circulation lines f u l l of lead, the load on the rect i f ier increased 

approximately to 950 - 1000 amp. at 12.5 V. 

The power input to the various furnaces was controlled by 2 K.V.A. 

variacs to enable temperatures in the ranges shown in Table 10.2 to be 



obtained, depending on the particular conditions required for the run. 
The zinc boiler was either operated at the boiling point or slightly 
belowi depending on the desired zinc partial pressure. 

TABLE 10.2 
OPERATING FURNACE TEMPERATURES 

240 Volt Furnaces 

Preheater Furnace 950̂ 0 - lOOCPO 
Carboniser Furnace 950̂ 0 - 1000°C 
Zinc Boiler 8750C - 920°C 
Absorption Column Furnace 700°C - 750°C 
Inlet Analysis Furnace 650°C - 700°C 
Outlet Analysis Furnace 650°C - 700°C 
Liquid Seal Furnace 550̂ 0 - 650°C 

32 Volt Furnaces 

Gas Manifold on Zinc Boiler 650°C - 750°C 
Gas Line from Column to Primary 

Condenser 650̂ 0 - 750^0 
Ermeto Coupling Furnaces: 

(a) Gas Circulation System 650̂ 0 - 750^0 
(b) Lead Circulation System 550̂ 0 - 600^0 

Approximately three to four hours, from the time of initially 
switching the furnaces on, were required for the system to reach steady 
state conditions, before an actual run could be made. 

The steps taken during the actual experimental runs are summarised: 
(a) The lead pump was turned on> with the by-pass on the lead pump 

wide open. The valve was slowly closed, observing the ammeter on the 
rectifier supplying the current for the lines. The current increased as 
the valve was closed due to increased supply of lead filling the empty 
lines. The lead flow rate was set at the desired rate, 

(b) After about 10 minutes of pimping the column temperatures became 

fairly steady and the run was commenced* 
(c) For a period of 10 to 20 minutes depending on the lead flow rate:-



(i) All the lead was collected and weighed, 

( i i ) The to ta l gas flow over the test period was read from the 

gas meter. 

( i i i ) The inlet and outlet analysis samples were drawn through the 

appropriate analysis tubes, tagged for the particular run and the sample 

volumes noted hy reading the gas meters before and af ter sampling, 

(iv) The rate of sample withdrawal was noted by observing the 

orif ice meters on both the inlet and cutlet analysis systems, 

(v) The pressure at the base of the column was read. For the lower 

gas throughpits, i t was sometimes necessary to increase the column pressure 

by slightly closing a valve on the gas line before the meter, to allow 

analysis samples to be drawn off at the desired rate. 

(vi) The rotameter reading and pressure at the blower were noted, 

(vii) The pressure drop across the packed column was measured, 

(vii i) Samples of lead were obtained by directly collecting the 

discharge from the liquid seal in a steel crucible approximately I j " high x 

diameter. Usually six samples were obtained evenly spread over the 

test period. 

(ix) The total time of the test period was noted and the duration 

of the run marked on the chart of the sixteen point temperature recorder, 

which recorded a l l relevant temperatures used in the f ina l interpretation 

of the run. 

Although the gas analysis system was designed to allow seven runs on 

the apparatus before removal of the analysis headers for zinc analysis, 

i t was found that only three runs could be made during a complete day»s 

operation of the apparatus. The usual procedure was to allow the gas 



system to cool doim overnight, with the nitrogen s t i l l connected to the 

gasholder, af ter the completion of three runs and to repeat the procedure 

the following day for the remaining three rons, before dismantling the 

gas anlysis headers for analysis. The remaining gas analysis tube in the 

inlet and outlet assemblies, not used in the series of runs, served as a 

blank in the zinc analysis. 

At the conclusion of each series of runs the analysis gas meters were 

calibrated against a standard meter. The calibration of the analysis 

meters was found to be dependent on the flow rate. The reason for this 

behaviour i s not clear, but i t was considered, that the replacement of the 

usual water seal in the meters with oil may have had a bearing on their 

performance. However, as the flow rate through the meters was noted during 

the tes t periods by observation of the orifice meters on the sampling l ines, 

the analysis volumes recorded during the test could then be corrected by 

the calibration factor for the particular sampling rate. 

10.4 Experimental and Calculated Results 

The experimental data obtained using the foregoing procedures are 

tabulated in Table 10.3. Runs 4-3, AG and 4.D were discarded because a leak 

was discovered at the conclusion of the experiments in the inlet analysis 

tube No. 4 . This leak was not present in Run 4A, as the analysis tubes 

used in the A series of runs were replaced at the conclusion of this 

series to enable easier dismantling, as discussed in a previous section. 

Run ID was discarded because the automatic cut-off on the lead pump was 

actuated during this run and therefore a complete series of data was 

not obtained. 



TABLE 10,3 

EXPERIMENT RESULTS - COJNTERCURRENT ABSORPTION OF ZINC VAPODR IN MOLTEN LEAD 

1 

Run 
Temperature (OQ) Flow Rate 

(mole/hr#) 
Mole Fraction 

Zn in Pb 
Gaseous Zino 
Mole Fraction 

Total 
Pressure 

m 
Column 
(mm.Hg.) 

inlet 
Zinc 
Partial 
Pressure 
(mm.Hg.) 

Pressure 
Drop 
Across 
Golxum 
(em ÊgO) 

1 

Run 
Gas 
in 

Gas 
Out 

Lead 
In 

Lead 
Out 

Lead Gas miet Outlet miet Outlet 

Total 
Pressure 

m 
Column 
(mm.Hg.) 

inlet 
Zinc 
Partial 
Pressure 
(mm.Hg.) 

Pressure 
Drop 
Across 
Golxum 
(em ÊgO) 

U 
2A 

^ 3A 
cQ a 
•§ 5A 
S 6A 
CO 

620 
645 
700 
655 
620 
655 

590 
570 
550 
525 
505 
510 

510 
530 
460 
425 
4.00 
450 

620 
715 
665 
565 
495 
595 

3.04 
1,73 
1.86 
2.92 
5.65 
2.03 

0.158 
0.089 
0.138 
0.132 
0.132 
0.138 

0.000049 
0.000049 
0.000049 
0.00004.9 
0.000049 
0.0000^9 

0.000923 
0.000968 
0.000795 
0.000653 
0.000383 
0.001280 

0.01816 
0.01887 
0.01082 
0.01263 
0.01658 
0.01903 

0.000355 
0.0000658 
0.000118 
0.000175 
0.000147 
0.000129 

841 
800 
836 
836 
841 
836 

15.3 
15.1 
9.0 

10.6 
13.9 
15.9 

15.4 
6.9 

14.0 
16.0 
27.7 
U .5 

IB 
m 2B 
§ 3B 
t 

730 
710 
725 
685 
665 

550 
510 
520 
525 
510 

460 
445 
455 
480 
460 

675 
635 
650 
605 
565 

1.75 
2.29 
1.91 
1.46 
2.31 

0.268 
0.253 
0.204 
0.021^ 
0.043S 

0.000C49 
0.0000^9 
0.000049 
a 000055 
0.000055 

0.000186 
0.000198 
0.000390 
0.000293 
0.000353 

0.00100 
0.00146 
0.00327 
0.01610 
0.01580 

0.000209 
O.OOOlU 
0.000081 
0.000154 
0.000100 

887 
892 
876 
826 
841 

0.98 
1 . 3 0 
2.86 

13.30 
13.30 

50.1 
48.3 
31 .0 
1.9 
4.2 

10 
o 2C 
o 30 
^ 50 
S 60 CO 

760 
720 
735 
740 
750 

685 
630 
670 
640 
635 

650 
560 
720 
610 
550 

765 
660 
735 
715 
705 

2.30 
4.26 
0.83 
2.45 
3.90 

0.147 
0.145 
0.148 
0.057? 
0.059B 

0.000105 
0.000105 
0.000105 
a000105 
0.000105 

0.000125 
0.000119 
0.000192 
0.000113 
0.000112 

0.000553 
0.000545 
0.000671 
0.000464 
0.000588 

0.000224 
0.000123 
0.000183 
0.000115 
0.000108 

863 
873 
863 
842 
842 

0.48 
0.48 
0.58 
0.39 
0.50 

20.7 
36.2 
17.2 
7.2 

2D 
3D 

S 5D 
t 6D o 

.SO J 

740 
700 
700 
700 

650 
600 
610 
625 

^10 
515 
530 
635 

7^0 
635 
640 
710 

2.62 
4.92 
4.42 
1.77 

0.147 
0.140 
0.0496 
0M5O 

0.000058 
0.000058 
0.000058 
0.000058 

0.000439 
0.000294 
0.000162 
0.000259 

0.00745 
0.00900 
0.00955 
0.00815 

0.000650 
0.000705 
0.000256 
0.000231 

910 
930 
868 
878 

6.78 
8.37 
8.30 
7.16 

20.8 
50.0 
6.6 
4.4 



For Series k$ the gas inlet zinc mole fraction was calculated from 

the experimentally determined gas outlet and lead analyses, assuming a 

zinc balance of lOOjS. For Series B, C and D, the gas inlet mole fraction 

was obtained by actual analysis. The reason for this difference was that 

in Series A, the f i r s t set of runs on the apparatus, the experimental 

procedure was different to the later runs, in that the inlet gas was not 

analysed during the test period, but measured directly after the tes t . 

This procedure was later considered unwise, as operating conditions 

tended to al ter and therefore the early procedure did not give a true 

indication of conditions during the test period. 

The outlet lead was analysed for zinc in Series A and B. This 

enabled a check to be made on the accuracy of the analytical procedures 

and the gas and lead flow systems, by calculating zinc mass balances for 

these runs. A zinc balance could not be established on Runs lA and 2A, 

because in i t ia l experimental diff icul t ies in these two runs prevented samples 

of the inlet gas being taken. 

Run lA was terminated immediately after the test period, as 

condensation of zinc on the terminals of the zinc boiler short circuited 

the power supply and the circuit breaker î as thrown. Under the original 

operating procedure used in Series A only, the inlet gas analysis sample 

was to have been taken after the test period. 

An inlet gas sample could also not be taken in Run 2A. After the 

test period, condensation of zinc in the line leading from the coltimn to 

the zinc condenser caused a partial blockage, thereby preventing the same 

gas flow rate after the test period as during the tes t , without exceeding 

the pressure limitation of the liquid seal on the absorption column. A 

repetition of this was prevented by locating a branch pipe in the condenser 
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d i rec t ly opposite the l ine from the column, enabling "blockages to be 

cleared, as indicated in the description of the apparatus. 

The de ta i l s of the zinc mass balances fo r Series A and B are shô wn 

in Table 10.4* These resu l t s clearly indicate the r e l i a b i l i t y of the 

experiment£LL data, parbicularly when the experimental d i f f i c u l t i e s 

associated with the investigation are considered. 

As a result of the excellent zinc mass balances obtained, the time 

consuming zinc analysis of the outlet lead was not undertaken f o r Series C 

and D. In these se r ies , the inlet zinc concentration in the lead and the 

in le t and outlet gas phase zinc compositions were determined experimentally. 

The zinc in the outlet lead was calculated assuming a zinc mass balance of 

IOO5S. Although the outlet lead was analysed in series B, the values 

tabulated in Table 10.3 were also calculated assuming 100^ zinc balance, 

as the gas phase analyses were considered more rel iable than the 

determinations of zinc in the outlet lead. 



TABLE 10.4 

ZINC MASS BALAUCS DETAILS 

Rtm Number 3A 4A 5A 6A 

Ualet Lead 
Sample Ut• 
Titre of E.D.T.A. (ml.) 

Outlet Lead 
Sample Ut.̂  
Titre of E.D.T.A. (ml.) 

151.7 
0.8 

150.7 
12.9 

151.7 
0.8 

150.7 
9.2 

151.7 
0.8 

150.3 
5.4 

151.7 
0.8 

150.3 
20.7 

Total Lead Flow (lbs.) 
Increase in Zinc Equivalent 

(ml. E.D.T.A.) 

101 

3690 

107.5 

2700 

142.8 

2330 

m . 5 

6900 

Inlet Gas 
Uncorrected Sample Volume ( f t .3) 
Sampling Rate (min./(ft .3) 
Meter Calibration Factor 
Corrected Sample Volume ( f t .3) 
Titre for Sample Volume 

(ml. E.D.T.A.) 

0.88 
9.0 
0.86 
0.76 

235 

0.37 
7.5 
0.88 
0.33 

113 

0.65 
11 
0.83 
0.54 

213 

0,99 
10 
0.85 
0.84 

450 

Uncorrected Sample Volume ( f t . 
Sampling Rate (min./(ffc.)3) 
Meter Calibration Factor 
Corrected Sample Volume (f t .3) 
Titre for Sample Volume 

(ml. E.D.T.A.) 

2.66 
6 
0.98 
2.61 

7.7 

1»53 
7.5 
0.94 
1.43 

6.3 

1.07 
7.0 
0.95 
1.02 

3.7 

3.06 5.33 
0.98 
3.00 

9.8 

Total Gas Flow 
Flow through Meter ( f t .3) 
Outlet Sample Volume ( f t .3) 
Total Gas Flow through Column (ft.^) 
Decrease in Zinc Equivalent 

(ml. E.D.T.A.) 

12.0 
2.6 

14.6 

U80 

8.0 
1.43 
9.43 

3230 

5.5 
1.02 
6.52 

2606 

12.0 
3.0 

15.0 

7971 

Zinc Mass Balance 
increase in Zinc Equivalent 

of Lead x 100 
Decrease in Zinc Equivalent 

of Gas 

B2% 84^ 90^ &7% 



TABLE 10>A 
(CONTINUED} 

ZINC MASS BALANCE DETAILS 

Run Number IB 2B 3B 5B 66 

Ji^et liSad 
Sample Wt. 152.3 152.3 152.3 153.0 153.0 
Titre of E.D.T.A. (ml.) 0.8 0.8 0.8 0.9 0.9 

Outlet Lead 
0.8 0.8 0.8 0.9 0.9 

Sample Wt» 152.5 151.7 151.7 152.0 150.7 
Titre of E.D.T.A. (ml.) 3.0 3.2 5.9 4.8 5.3 

Total Lead Flow (lbs.) 78.4 110.5 105.4 105.0 142.0 
Increase in zinc Equivalent 

(ml. E.D.T.A.) 513 795 1610 1225 1880 

Inlet Gas 
Uncorrected Sample Vol-ome 

(ft.3) 0.28 0.34 0.85 0.49 0.42 
Sampling Rate (min./ft.)-^J 50 21.2 45.0 45.0 
Meter Calibration ^ctor 0.77 0.80 0.90 0.79 0.79 
Corrected Sample Volume (ft.3) 0.22 0.27 0.77 0.39 0.33 
Titre for Sample Volume 

(ml. E.D.T.A.) 6.0 10.0 63.0 157.0 132.0 

Outlet Gas 
Uncorrected Sample Volume 

(ft.3) 2.22 2.74 2.91 2.87 2.74 
Sampling Rate (min./ft.)2) 6.3 5.1 5.5 7.3 6.7 
Meter Calibration Factor 1.00 1.01 1.01 1.01 1.00 
Corrected Sample Volume (ft.3) 2.22 2.75 2.92 2.89 2.74 
Titre for Sample Volume 

(ml. E.D.T.A.) 11.7 7.9 5.9 12.8 6.9 

Total Gas Flow 
Flow through Meter (ft.3) 20 21.0 19.0 0.17 2.5 
Outlet Sample Volume (ft.3) 2.22 2.75 2.92 2.89 2.74 
Total Gas Flow (ft.3) 22.22 23.75 21.92 3.06 5.24 

through Column 
Decrease in Zinc Equivalent 

500 80^ 1755 (ml. E.D.T.A.) 500 80^ 1755 1229 2071 

Zinc Mass Balance 
Increase in Zinc 
Ecpivalent of Lead x 100 103SS 99^ 9Z% 1005̂  91% 

Decrease in Zinc 
Ectuivalent of Gas 



1 0 . 4 . 1 Evaluation of N Q G and HQG 

The concept of the transfer unit and the equations summarised below, 
have been previously discussed in the theoretical section. 

In general, 
/I , 

Nog = \ ' ̂  ^ 10.1 
y -y© i 2 

If the equilibrium line is linear, NQQ can be calculated from the 
terminal concentrations:-

fri " y2) 
N O G = (y • ye)i - (y ̂ I G ^ G ^0.2 

(y - ye)i 

Ifye = 0 

ÔG 
yi N^^ = In -i 10.3 
^2 

For a particular absorption column of packed height z, the number 
of transfer units and the height of a transfer unit are related:-

Z = Hqq • NQQ •••••• 10.4 
However, as previously discussed in the theoretical section, a 

number of linear equilibrium lines are applicable in this investigation, 
one for each temperature level in the column. Therefore, the resultant 
equilibrium conditions are not themselves linearly related and hence to 
be strictly correct equation 10.1 must be used to calculate NQQ . 

The evaluation of the integral in equation 10.1 requires point 
values of y and y© to be known throughout the height of the column. Hence 
the following information would be required for the various levels in the 

column!-
(a) The gas phase zinc concentration. 



The lead phase zinc concentration, 
.0) The lead phase temperature. 
(d) The equilibrium zinc partial pressure above the alloy 

formed by absorption. 

The experimental difficulty of measuring these factors, as a function 

of position in the column, would be very great, particularly in the small 

column used in these investigations. Therefore onOy the terminal values 

were measured and the intermediate conditons evaluated using two 

assumptions. 

An exponential decrease of the gas phase zinc concentration from the 

bottom to the top of the column was assumed. In cases where there is no 

"back pressure", i.e., no vapour pressure of the solute over the liquid 

(7e = 0), substitution in equation 10.2 shows that the gas phase solute 

concentration varies exponentially with the height of the column. The 

assumption made was therefore only strictly valid, if there was zero 

equilibrium zinc partial pressure over the lead - zinc alloy formed on 

absorption. As the equilibrium sine partial pressures for the alloys formed 

in these studies were usually small, the assumption made was unlikely to 

introduce any serious error. 

The second assumption made was,, that the lead temperature was 

linearly related to the position in the column. A more elegant assumption 

may have been that the lead temperature was exponentially related to the 

position, aa the temperature difference causing heat transfer to the lead 

stream decreased as the load flowed through the column and approached the 

gas temperature. However, as the exit lead temperature was in no case 

greater than 1.35 times the inlet temperature, the more straightforward 

linear relationship was used. 

The zinc composition of the lead phase at any point in the column, 



corresponding to a calculated gas phase zinc composition, could be 

determined by material balance, or more readily by plotting the "operating 

line", which represents the locus of all gaseous and liquid phase 

compositions for the particular run. It can be shovn (101) that the 

operating line is linear provided the molar gas and liquid flow rates 

remain constant (very nearly the case for dilute systems) and that it 

passes through the points (x̂ ,̂ ŷ )̂ and (x2i 72̂  representing the terminal 

conditions* 

The gaseous zinc mole fraction (y^) in equilibrium with a known lead 

phase zinc mole fraction (x) at a lead temperature (t) and under a total 

pressure of Bp, is given by equation 10.5. 

y. Ẑ̂  yz^ . X = m.x 10.5 
Pt 

Where m = constant in a very dilute system in which Henry* s 

law applies for a given lead temperature (t) and 

total pressure Bj. 

Hence once the relation between (x) and (t) was established, the 

equilibrium conditions could be calculated from the vapour pressure of 

pure zinc at the temperature (t) and the zinc activity coefficient at 

temperature (t) for an alloy of composition (x). 

The integration was then carried out graphically by plotting 
7 " J q 

versus y and integrating between limits of yg and ŷ .̂ 

The calculation of NQQ and HQQ for Run 2D is presented as an example 

of the computation procedure. 
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SAMPLE CALCULATION - RUN 2D 

Data:-

Zn mole fraction inlet gas (yi) 
Zn mole fraotion outlet gas (y^) 
Zn mole fraction Inlet lead fe) 
Zn mole fraction outlet lead 
Lead inlet temperature 
Lead outlet temperature 
Column pressure 

0.00745 
0.000650 
0.000058 
0.000439 
610̂ 0 
760̂ 0 
910 mm. Hg. 

The expoential variation of y and the linear variation of lead 

temperature with respect to position in the colunm are shovm in Fig. 10.12. 

0-008 

UI 0>006 

0 - 0 0 4 

w 0 - 0 0 2 

760 

O 
BOTTOM 

600 
POSITION IN COLUMN TOP 

Fig. 10.12 

From Fig. 10.12 the lead temperature and the gas phase zinc mole 

fraotion can he read for various positions in the column. The figures 

obtained are shown in Table 10.5. 



TABLE 10.5 

RUN 2D 

Position in 
ColuMi 

Gas Phase Zinc 
Mole Fraction 

(y) 

Lead 
Temperature (°C) 

(t) 

Top 0,000650 610 
A 0,00100 632 
B 0.00300 702 
C 0.00500 734. 
D 0.00700 756 

Bottom 0.00745 760 

The lead phase zinc compositions, corresponding to the values of 

y determined, were obtained by plotting the operating line through 

(xi, y^) and (x2> 72) shown in Fig. 10.13 

O ' O O B 

0 * 0 0 6 -

, 0 - 0 0 4 

0-002 -

O - O O O l 0 - 0 0 0 2 0 - 0 0 0 3 0 0 0 0 4 O ' O O O S 

X 

Fig. 10.13 
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TABLE 1 0 , 7 

RUN 2D 

P o s i t i o n 
i n ColTunn T o p A B C D B o t t o m 

0 
Lead Temp. G 

( t ) 

6 1 0 6 3 2 7 0 2 7 3 4 7 5 6 7 6 0 

P ^ nun. Hg. 1 3 . 8 2 0 . 6 6 3 . 3 1 0 0 1 3 8 3A6 

J f z n 9 . 6 8 . 8 6 . 9 6 . 5 6 . 0 5 . 9 

Px mm. Hg. 9 1 0 9 1 0 9 1 0 9 1 0 9 1 0 9 1 0 

^Zn y zn 
0 . U 5 0 . 2 0 0 0 . 4 8 0 0 . 7 1 6 0 . 9 1 2 0 . 9 4 5 PT 

ss m 

0 . U 5 0 . 2 0 0 0 . 4 8 0 0 . 7 1 6 0 . 9 1 2 0 . 9 4 5 

X 0 . 0 0 0 0 5 8 0 . 0 0 0 0 8 0 0 . 0 0 0 1 9 0 0 . 0 0 0 3 0 0 0 . 0 0 0 4 2 0 0 . 0 0 0 4 3 9 

J^e 0 . 0 0 0 0 0 8 0 . 0 0 0 0 1 6 0 . 0 0 0 0 9 1 0 . 0 0 0 2 1 5 0 . 0 0 0 2 9 4 0 . 0 0 0 3 2 8 

y 0 . 0 0 0 6 5 0 0 . 0 0 1 0 0 0 . 0 0 3 0 0 0 . 0 0 5 0 0 0 . 0 0 7 0 0 0 . 0 0 7 4 5 

1 
1 5 6 0 1 0 2 0 3 4 4 2 0 9 1 5 2 lU 



Fig. 10.1^ Is a plot of —1— versus y. Graphical integration 
y y © 

between the limits yg = 0,000650 and y^ = 0,00745 
enabled ^^ f dy 

) y - ye 
to be evaluated 

10.14, 
dy 

J y - ye 

i .e . % = 2.474 

Z = 1.75 ft 
• 

• • ®oa = 0.71 ft 

= 2.474 

o \ 0-002 It o*oo« 

Fig. 10,44 



The sample calcsulation of Run 2D presented i s considered to be the 

best method of analysing zinc absorption data to evaluate.' the height of 

an overall gas phase transfer unit. This method would have general 

application to other data outside the range studied in th is investigation. 

However, fo r these investigations the "back pressures", or the equilibrium 

zinc part ial pressures over the alloys formed by absorption, are veiy small 

compared to the bulk gas phase partial pressures and therefore, the 

rigorous approach outlined was not really warranted. However, under 

different absorption conditions, if the "back pressure" was significant 

compared to the bulk partial pressure, the method outlined would have to 

be followed. 

Under the conditions of this investigation, only a negligible error 

was introduced if the equilibrium conditions were assumed to be linearly 

related. When the eqiUlibrium can be represented by a straight line', the 

more simple use of the terminal compositions to evaluate NQQ as given by 

equation 10.2 can be used. Obviously the equilibrium conditions are not 

linearly related. If the relation was truly linear the value of m (the 

slope of the equilibrium curve) would be constant. In Run 2D the value 

of m ranges from 0.3A5 at the top of the column to 0.945 at the bottom. 

The only reason, why the assumption of linearity introduces only a slight 

error in this investigation, i s because the values of y© are so much 

smaller than the corresponding values of y, as can be seen by inspection 

of Table 10.7 for Run 2D. 

The extent of the error introduced by the simpler procedure can be 

seen in Table 10.8, in which the results of the rigorous calculation are 

compared with the use of equation 10.2 for several selected runs. 
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TABLE 10>8 

COMPARISON CF METHODS CF E7AUJATING N 

Number of Overall Gas Phase Transfer Units 
Run Rigorous Calculation 

Method as Presented Use of Equation 10.2 
for Run 2D 

Use of Equation 10.2 

2D 2.47 2.58 
3D 2.58 2.57 
5D 3.86 3.65 
IC 1.11 1.15 
2C 1.60 1.58 

As the difference between the two methods of evaluating NQG was 

small, the simpler procedure was used throughout to evaluate NQG and 

hence HQG. The values of NQG and HQQ obtained using equation 10.2 are 

given in Table 10.9* 

TABLE 10.9 

CALCULATED VALDES OF Nqq m HQQ 

Series A 
U 

3 . 9 5 
0 . 4 5 

2A 
5 . 7 1 

0 . 3 1 

3A 
4 . 6 2 

0 . 3 9 

4A 
4 . 3 3 
0 . 4 1 

5A 
4 . 7 2 
0 . 3 8 

6A 
5 . 0 3 
0 . 3 5 

Run 
NOG 
HOG ( f t . ) 

U 
3 . 9 5 
0 . 4 5 

2A 
5 . 7 1 

0 . 3 1 

3A 
4 . 6 2 

0 . 3 9 

4A 
4 . 3 3 
0 . 4 1 

5A 
4 . 7 2 
0 . 3 8 

6A 
5 . 0 3 
0 . 3 5 

Series B 
IB 

1 . 6 7 
1 . 0 7 

2B 
2 . 5 6 
0 . 7 0 

3B 
3 . 7 0 
0 . 4 8 

5B 
4 . 6 5 
0 . 3 8 

6B 
5 . 0 6 
0 . 3 5 

Run 
NOG , , 
HOG ( f t . ) 

IB 
1 . 6 7 
1 . 0 7 

2B 
2 . 5 6 
0 . 7 0 

3B 
3 . 7 0 
0 . 4 8 

5B 
4 . 6 5 
0 . 3 8 

6B 
5 . 0 6 
0 . 3 5 

Series C 
Run 
NOG , , 
HOG ( f t . ) 

IC 
1 . 1 5 
1 . 5 5 

20 
1 . 5 8 
1 . 1 3 

3C 
1 . 7 8 
1 . 0 0 

5C 
1 . 6 ; 
1 . 0 9 

6C 
1 . 8 6 
0 . 9 6 

Series D 
2D 

2 . 5 8 
0 . 6 8 

3D 
2 . 5 7 
0 . 6 8 

5D 
3 . 6 5 
0 . 4 8 

6D 
3 . 6 6 
0 . 4 8 

Run 
NOG 
HOG ( f t o 

2D 
2 . 5 8 
0 . 6 8 

3D 
2 . 5 7 
0 . 6 8 

5D 
3 . 6 5 
0 . 4 8 

6D 
3 . 6 6 
0 . 4 8 



10.5 PlsousBlon 

The heights of overall gas phase transfer Tinits obtained for the 

counter current absorption of zinc vapour in molten lead, using a column 

packed with mild steel raschig rings, over the range of flow rates and 

compositions investigated, were the end results of the packed column 

studies described. These values of Hqgj hy themselves, gave no indication 

of the mechanism involved in the absorption process and provided no 

evidence, that the conventional gas absorption mechanisms and the 

"Two Film Theory" could be applied to the absorption at an elevated 

temperature of a metallic vapour in a liquid metal. 

To see if the absorption of zinc vapour in molten lead had 

fundamentally the same mechanism as a conventional gas absorption process, 

the equation developed in the theoretical section, relating the height 

of an overall gas phase transfer unit to the individual film transfer 

heights, had to be applied to the results. 

i . e . Hq(j = Hq + ^ EL ( PZn Vzn . ay 10.6 
^ Nog J (y - yg) 

The values of the individual film transfer heights Hq and Ĥ  

required, for their evaluation, information on the diffusional-resistance 

in both the gas and liquid phases and the flow properties and liquid 

holdups for molten 3.ead irrigating the packing with the counterflow of a 

gas of similar properties to the nitrogen used \inder the elevated 

temperatures of the investigation. These values could not be measured 

directly. Therefore, two room temperature analogues of the lead - zinc 

absorption column were constructed. 

By the use of mercuiy as the irrigating liquid metal and hydrogen 



and ni-fcrogen as the countercurrent flowing gas phase, an empirical 

correlation, enabling the static and dynamic holdup of the liquid 

metal to be estimated from the observed pressure drop in the gas phase, 

was developed. This correlation allowed an estimate to be made of the 

actual holdup of molten lead on the column packing under the conditions 

of the zinc absorption tests, based on the pressure drop across the 

column in the gas phase, recorded during the absorption test period. 

Generalised correlations for estimating the height of a gas film 

transfer unit and the height of a liquid film transfer unit were obtained 

by absorbing ammonia and carbon dioxide in water using the same tower 

packing as used in the zinc absorption experimefits. So that conditions 

in this low temperature model would siimilate absorption of zinc vapour 

by molten lead, the tower walls and packing were made non-wetting, with 

respect to the irrigating liquid, by treatment with paraffin wax. 

The interpretation of the zinc vapour absorption in molten lead 

could only be made after studying the room temperature analogues of the 

process. These studies are therefore presented in Chapters 11 and 12 and 

the f ina l analysis of the absorption of zinc vapour in molten lead i s 

given in Chapter 13® 



10*6 Nomenclature 

Gft = superficial molar mass velocity of the gas phase, 

lb.raole./(hrO(ft#2) 

H(j « height of a gas film transfer unit, ft» 

HOG = height of an overall gas phase transfer unit, ft. 

\ = height of a liquid film transfer unit, ft. 

Lm = superficial molar mass velocity of the liquid phase, 

lb.mole./(hr.)(ft.2) 

m = slope of equilibrium curve, dye/dx 

NQQ = number of overall gas phase transfer units 

^T ® total pressure on system, mm, Hg. 

P2a ® partial pressure of zinc in gas phase, mm. Hg. 

P ^ = vapour pressure of pure zinc, mm. Hg. 

t = gas or liquid bulk temperature, °C 

z s mole fraction of zinc in lead phase 

s mole fraction of zinc in outlet lead 

= mole fraction of zinc in inlet lead 

y s mole fraction zinc in gas phase 

y^ s mole fraction zinc in inlet gas 

y2 = mole fraction zinc in outlet gas 
y s mole fraction zinc in gas phase, which is in 

equilibrium with z in the lead phase 

2 « height of packing in the absorption column, ft. 

y = activity coefficient of zinc in liquid lead - zinc 
OZa alloy (standard state pure liquid zinc at the 

same temperature}. 
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CHAPTER 1 1 

EVALUATION OF FLOI CHARACTERISTICS CF THE 

PACKED COLIM 

Besides the obvious difference in operating temperature, the zinc 

vapour absorption in molten lead experiments differ from conventional gas 

absorption systems, involving aqueous or organic liquids, in two distinct 

ways, both of which are intimately associated with the flow of the liquid 

phase over the packing. 

The effective interfacial area, i.e. the actual liquid surface area 

which is effective in the absorption process, when lead is flowing over 

the packing, would most certainly not be the same, as would be obtained 

if either an aqueous or organic phase was flowing over the packing. The 

flow of lead over the packing is such that non-vretting conditions prevail. 

However, even if the flow of water over the packing was made non-wetting 

by suitable treatment of the packing surface, the effective interfacial 

areas would be different due to the vastly different physical properties 

of molten lead and other liquids usually associated with absorption 

columns. 

The second and equally important difference in the systems would be 

the effect of the liquid phase present in the packing under the operating 

conditions, called the total holdup, in altering the bed porosity and 

therefore the true gas velocity within the packing. Again the total 

holdup of liquid in the packing will be governed by the physical properties 

and flow of the liquid phase and to a lesser extent the properties and 

flow of the gas phase. ' 

As neither of these two factors could be measured directly on the 

high temperature zinc absorption column, a room temperature analogue of 



the column was designed. The liquid phase chosen to simulate the flow 

of lead over the packing was mercury. The pl̂ ysical properties of 

mercury, although not the same as lead, were considered to be of the 

same order with the biggest difference being in density. The relevant 

physical properties of the two liquids are shown in Table 11,1, 

TABLE 11,1 

PHYSICAL PROPERTIES OF MOLTEN LEAD 

AUD MERCURY (65) 

Property Molten Lead Mercury 

Density (g,/cc,) 
Temp, 

500 
600 

10.39 
10,27 

Temp, 
(°c) 
20 13.55 

Viscosity 
(centipoise) 

551 
703 

1,70 
1.35 

20 1,55 

Surface Tension 
(dynes/cm,) 

500 4.31 20 465 

To siimilate the counter current flow of hot nitrogen, hydrogen and 

nitrogen were used in the room temperature analogue. 

The mercury model of the absorption system bears the same relationship 

to the packed column studies, as the earlier work on the gas and liquid 

flow characteristics of the disc column does to the use of the disc 

column for the zinc absorption system. In the latter case, it was 

realised that correlations developed on aqueous system could not be applied 

to the zinc absorption without first establishing the flow characteristics 

of the column relevant to the absorption process. However, as the 

effective interfacial surface area of the disc column was known, the 



objective of the preliminary disc column experiments was to establish 

correlations, In which the properties of the liquid phase relevant to 

mass transfer could be aderjuately taken into account. This program was 

satisfactorily completed before the disc column was finally found 

\mstuiable for the investigation. 

The consequence of this was that a similar study had to be undertaken 

on the final form of absorption COIUMI used in the investigation. 

However, after publication of the pressure drop data on the disc column 

[wamer (124) ] and before a similar treatment was given to the packed 

column finally used in the investigation, Gardner (29) published pressure 

drop and holdup data for a packed system, in which the liquid phase was 

non-wetting. The liquid phase used was water and the packings studied 

were various size fractions of coke treated with silicone to render them 

non-wetting with respect to water. The aim of the study was to give an 

insight into the manner of flow of slag over coke, counter current to a 

gas phase, by using a low temperature model of the process. 

As Gardner's work was carried out in the Development Department of 

imperial Smelting Corporation, the patentees of the new zinc blast 

furnace, it is also possible that besides the flow of slag over a coke 

column, another system of joonsiderable interest would be the flow of 

molten lead down a packed column countercurrent to a gas phase containing 

zinc vapour. 

Although the work reported dealt solely with the dynamics of flow of 

the two phases, Gardner (29) indicated that the results were to be used 

to interpret, when available, heat and mass transfer rates on the molten 

slag system. As yet, Gardner has not followed up the piblication, but it 
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appears, that the pressure drop and holdup data were collected for 

very much the same reasons, as those which originally prompted the 

author to investigate the disc column from the aspect of gas and liquid 

flow characteristics and also to examine the flow behaviour of the 

packed column* The work of Gardner (29) was therefore a valuable guide 

to the planning of the experiments with the mercury model of this 

investigation. 

The analysis of packed column performance in mass transfer 

operations is hindered because the effective interfacial area is not 

usually known. For this reason, the volumetric mass transfer coefficient 

is frequently used In the empirical correlation of packed column data. 

The volumetric mass transfer coefficient, or the mass transfer coefficient 

per unit volume, is the product of the mass transfer coefficient and the 

effective interfacial area per unit volume of the column. 

A more fundamental approach to the analysis of packed column 

performance has also received the attention of several investigators. 

Although the volumetric mass transfer coefficients are readily 

obtainable experimentally and more useful to employ in practice, the 

second approach considers that the mass transfer coefficients per unit 

area and the interfacial effective areas per unit volume, should replace 

the volumetric mass transfer coefficient. This approach is the more 

elegant on theoretical grounds but the problem is to measure one or 

other of the quantities with sufficient accuracy to warrant the procedure. 

The use of either the volumetric mass transfer coefficient or the 

more fundamental separation into mass transfer coefficients per unit area 

and transfer areas per unit volume, both require similar properties of 

the system to be investigated. Thus both approaches require knowledge 



of t h e t r u e gas v e l o o i t y i n t h e bed , any changes i n gas or l i q u i d f low 

behaviour oocuring at d e f i n i t e f low r a t e s and t h e amount of l i q u i d i n 

t h e bed , which i s e f f e c t i v e i n the absorp t ion p rocess . Whereas t h e more 

fundamental approach r e q u i r e s exact knowledge of the e f f e c t i v e 

i n t e r f a c i a l a r e a , t h e u se of volumetr ic c o e f f i c i e n t s , t o g e t h e r wi th 

o t h e r f a c t o r s such as t h e e f f e c t i v e l i q u i d holdup, could a l s o be used 

i n t he es tabl ishment of empir ica l equat ions f o r analysing the absorp t ion 

data* 

T h e r e f o r e , b e f o r e proceeding with the experimental d e t a i l s of t h e 

room temperature analogue, t h e t h e o r e t i c a l and experimental advances 

i n t h e f i e l d s r e l evan t t o t he development of t h e analogue a re b r i e f l y 

reviewed, 

1 1 , 1 . 1 F l u i d Flow through Fixed Beds 

The e x i s t i n g da ta on s i ng l e f l u i d phase f low through packed columns 

was reviewed i n 1952 by Ergun (23). Reynolds (88) was t h e f i r s t t o 

p o s t u l a t e t h a t t h e f l u i d f r i c t i o n was t h e sum of two terms. The form of 

equa t ion proposed \ja.a equat ion 11 .1 . 

= aV + b ^ V^ 11 ,1 

where a and b a re f a c t o r s which a re f u n c t i o n s of t h e system being s tud i ed . 

The equat ion developed by Ergun (23) on the b a s i s of numerous 

p rev ious r epor ted da t a f o r f l u i d f low i n g ranu la r beds wass-

^ = X50 ^ 

i . e . , t h e p ressure l o s s e s a re caused by simultaneous k i n e t i c and v iscous 

energy l o s s e s . The f i r s t t e r m on t h e R.H.S. of equat ion 11 .2 r e sp re sen t i ng 



the viscous energy loss , being the most important factor at low flow rates 

and of l i t t l e significance at high flow ra tes , whereas the second term in 

the R.H.S. of equation 11.2, representing the kinetic energy losses, i s 

the most significant at high flow rates and of l i t t l e importance at very 

low flow ra tes . The equation developed was shown to apply with 

reasonable accuracy to beds of spheres, cylinders, tablets and crushed 

materials but was not checked with beds of materials having holes through 

them such as raschig rings* 

Carman (9) and Burke (8) had both previously indicated that packing 

materials such as raschig rings gave different pressure drops at high 

flow rates from those calculated from correlations based on solid particles, 

Carman (9) suggested, that in every element of solid packing the whole 

surface i s presented equally to flow, while the Interior of a raschig ring 

i s a source of dead space and eddies at higher flow rates* However, as the 

same packing was used in both the zinc absorption column and the mercury 

model, t h i s l a t t e r effect was of no significance when a comparison of the 

two columns was required. 

Equation 11.2 was therefore considered as a l ikely form for 

correlating the data obtained in these experiments. As the gas flows 

involved in th i s investigation were f a i r l y high, the viscous energy losses 

could be assumed negligible compared to the kinetic energy losses, and 

equation 11.2 was simplified:-

A f go = 

1 ^ ^ . ^ 

Ergun (23) assigned a value of 1.75 jj^ for the term a«, 

fo r the single f lu id phase flow through a packed bed. 
However, in th i s investigation the presence of a liquid phase as well 



as the gas phase had to be allowed for. Under these conditions the bed 

porosity^ altered according to the holdup of liquid in the packing as 

also did the size parameter Dp, The term a'' in this investigation was 

therefore considered to be some function of the total holdup of the liquid 

in the packing. Equation 11.3 was then modified to a form suitable for 

comparing the mercury model with the zinc absorption column, in which the 

same packing and height of packing were used. The true velocity (V) was 

used rather than the superficial velocity (U) in the modified equation 11.4. 

= r 
The form of the function^ and would have to be determined 

experimentally. 

The form of correlation adopted by Carman (9) for plotting the results 

of previous investigators, who studied pressure drop in ring packings, was 
ilPg e? ygf^ 

to plot u ^ versus ^J^g* This type of treatment is anaolgous to 
the method originally proposed by Blake (6). It was Blake, who first 

successfully treated the problem of fluid flow in packed beds by an 

approach analogous to the already established method of plotting friction 

factor versus Reynolds number for fluid friction pipe systems. Using 

dimensional analysis Blake obtained the following equation:-

go Dp ^ ^ ^ / D j P ^ ^ 

By definition, 

^ 
2 L l - £ / 

''p = S^ 

Where Sv = surface area per unit volume of packing material 



The surface area per unit packed volume of bed (S) is related to 

Sy tjy equation 11,7. 

S = (1 - € )Sv 11.7 
Hence by substitution of equation 11.6 and 11.7 into equation 11.5, 

the form originally proposed by Blake is basically the same as used by 
Carman. 

The bed porosity S has been one of the most controversial factors in 
fixed bftd analysis. The form originally suggested by Blake (6) is consistent 
with pure fluid dynamical theory. Ergun (23) showed that this form can be 
transformed into functions employing the absolute values of shear stress, 
fluid density, viscosity and velocity, in which the fractional voids has 
been completely eliminated from the friction factoruand the Reynolds number. 

Mott (78) has suggested modification of the form, used by Blake and 
Carman, to allow a more direct comparison of the Reynolds number and 
friction factor to be made with ordinaiy pipe flow values and conventional 
Stanton plots for fluid friction in pipes. The concept of hydraulic 
radius (r^) and the equivalent diameter (de) of the flow channels was 
introduced. 

Volume of Fluid in Bed 
^h = Surface presented to Fluid 

= - f -

The equivalent diameter is related to the hydraulic radius as shown 

in equation 11.9. 

dg = x . rh 11.9 

; The value of x in equation 11.9 varies according to the shape of the 

duct. The value of four is applicable to square or circular ducts. Mott 

considered it desirable to use this value for packed bed analysis. 



Now by definition 
de 

Re = ^ ^ 11.10 

= • J L • ^ 
S £ 

- — 11.11 /^S 

• 

i.e., the equation proposed by Mott differs only by the factor four from 

the equation used by Blake or Carman. Similarly the equation for friction 

factor suggested by Mott is of the same form as the former workers except 

that a factor of 2 is included in equations 11.13 and ll.U. 

f = AP 2g 5 11.13 L S ^ U^ 
or f = ^gg 

L S ^ y2 

These types of correlation, employing the surface area per unit 

packed volume, are therefore suitable for examination of flow when the 

packing is irrigated, as they allow the total surface area exposed to the 

gas 'flow to be estimated from a measurement of the gas phase pressure drop. 

The unknown S can be found by cover plotting the data on a previously 

determined correlation in which the dry surface is known. 

11.1.2 Liquid Holdup in Packed Beds 

The void space in the packing, which is occupied by liquid under 

operating conditions, must be taken into consideration when the bed 

porosity is determined. The total volume of liquid in the packed bed under 

operating conditions is known as the total holdup. The total holdup (hp) 

is considered to be the sum of the static holdup (1:̂ ) and the dynamic 



holdup (tj)). The stat ic holdup is defined as the liquid in the packing, 

which does not drain from the packing, when the liquid supply to the coluirm 

is discontinued. The dynamic holdup represents the liquid, which will 

drain from the packing, when the liquid supply is cut off . The relation 

between the three holdups i s given by equation 11.15. 

^ == ^ + ^ 11.15 

Throughout this investigation the symbols I^, are used to 

represent the actual volume of liquid involved and for convenience they 

are expressed as ml. of liquid phase. However, in the f inal analysis of 

experimental results, the dimensionless quantities 1^,113,1^ called the 

total holdup rat io, the static holdup ratio and the dynamic holdup rat io, 

respectively, are used. These ratios are obtained by dividing the volume 

of holdup by the volume of the packed bed. 

Several investigators have measured or estimated liquid holdups. 

Two extensive studies were reported by Elgin and Weiss (21) and Jesser 

and Elgin (49) but there was no complete analysis of the three different 

types of holdup for packed columns, unti l the recent work of Shulman, 

Ullrich and Wells (111) was published. Gardner (23) reported values of 

the different holdup terms, for water irrigating non-wet table coke, at 

almost the same time as the studies of Shulman and co-workers. These 

l a t t e r two investigations were therefore of particiilar interest to this 

project. 

Both these investigators postulated that the total holdup may be 

divided into two parts. One part of the holdup was considered to be due 

to accumulated semistagnant liquid, which resided at places, which had a 

natural retentive effect upon the liquid, such as points of contact 

between the packing elements. This liquid was considered to be 



semistagnant but not entirely at rest, the flow being so slow that its 

volTuno was governed by other effects such as the surface tension of the 

liquid. Shulman et al. (Ill) considered this component of the holdup to 

be equal to the static holdup. Gardner (29) recognised the existence of 

further terms contributing to the semistagnant component. A small quantity 

was added to the static holdup to allow for liquid passing in and out of 

the sites of static holdup and a further allowance for the pressure drop 

across the bed creating new sites of semistagnant liquid was added. 

The flowing part of the holdup was considered to be the dynamic 

holdup. Gardner (29) developed an empirical expression allowing the 

flowing part of the holdup to be analysed in a logical form, but this 

approach was of little significance to this investigation. 

Gardner (29) and Shulman et al. (Ill) both reported the static 

holdup as being independent of the gas aiwi liquid rate. The static holdup 

was found to be a function of the physical properties of the liquid phase, 

the shape and size of the packing and the nature of the packing surface. 

In the past it had been assumed that the dynamic holdup was 

independent of gas rate up to the flooding point and so dynamic holdups 

in some of the earlier studies were determined at zero gas rate. However, 

both Shulman et al. (Ill) and Gardner (29) showed that this was not the 

case, as the dynamic holdup was found to increase with increase in gas 

rate, even before the loading point was reached. In the non-̂ wetting case, 

it was suggested that the effect of gas rate on the dynamic holdup was 

that the liquid was retarded by frictional effects or that it was dispersed 

into thinner and more trickles. 

Besides allowing the bed porosity to be evaluated, holdup studies are 



also important in the interpretation of mass transfer data, because of 

the different significance, which can be attached to the components of 

the to ta l liquid holdup, in so far as their being effective, in the mass 

t ransfer process* This very important aspect i s discussed when the 

effective interfacial area, as distinct from the total interfacial area, 

i s considered in section 11.1.^. 

11.1.3 Total Surface Area of Liquid Exposed to Gas Flow 

Gardner proposed, that the form of Reynolds niimber and f r ic t ion 

factor employing the total surface area exposed to flow (S), as used by 

Mott (78) and earlier by Carman (9) and Blake (6), should be suitable for 

analysing an irrigated packing, in which the specific surface (S) i s an 

unknown variable. Thus the rat io of the jppecific surface of the irrigated 

packing to that for the dry packing could be obtained, and hence if the 

specific surface of the dry packing was able to be calculated, the specific 

surface of the irrigated packing could then be evaluated. The method 

suggested would appear to be valuable for evaluating the specific surface 

of irrigated packings such as raschig rings, whose dry specific surface 

can be calculated from the ring dimensions, if the loss of surface area 

at points of contact is neglected. 

The evaluation of the irrigated to ta l specific surface would be useful 

for establishing the correct gas phase Reynolds number, but in i tself i t 

does not indicate the contribution to the specific surface, which i s due 

to the liquid phase, as the specific surface obtained by such a procedure 

represents both solid and liquid surface presented to the gas flow. 

If the liquid phase was completely non-wetting (contact angle = 90°) 

and if the packing was such that there could be no accumulation of liquid 

pockets ^/iiili the bed ( i .e . no stat ic holdup), the method proposed by 



Gardner (29) may then be used to evaluate the surface area of the liquid, 

Thas for example, if a non-wetting liquid irrigated a plane surface under 

conditions such that the contact angle was 90°, the method proposed would 

appear quite reasonable as any increase in the specific surface would be 

equal to the surface area of the liquid phase. 

However, the application of the method for determining the liquid 

surface area in a packed column would appear to have a number of 

objections!-

(1) In a packed column, pockets of liquid are trapped in the packing, 

thus blanketing off portion of the packing surface area. 

(2) Besides the pockets of liquid mentioned, the flow of a non-wetting 

liquid on a surface i s characterised by the liquid phase tending to 

stand out from the surface and therefore, particularly in small 

packings, in which the size of the liquid trickle i s of the same 

order as interstices between the packing elements, the possibility 

exists, that the irrigating liquid, even when floi/ing with a contact 

angle of 90°, could effectively blanket off considerable packing 

surface area. Thus for the small ring packing used in this 

investigation, i t i s conceivable that the liquid lead woxild flow 

through the interior of a number of rings during i t s descent down the 

column, thereby effectively reducing the specific surface of the 

irrigated packing below that of the dry packing. This effect , however, 

would be reduced ' with increased packing size. 

(3) Even under extreme non-wetting conditions, the liquid irrigating 

the packing would most probably spread out on the packing surface to 

a certain extent, thereby not allowing the dry surface of the 

irrigated packing to be known. 



Because of the three reasons discussed, the liquid surface area 

cannot be obtained from the to ta l specific surface. However, the 

evaluation of the to ta l surface area exposed to gas flow i s in i t se l f 

quite significant in the analysis of a mass transfer process, as th i s 

enables the correct Reynolds number to b® assigned to the gas phase. 

Various other methods have been proposed for determining the liquid 

surface exposed to the gas stream in a packed column. 

Mayo, Hunter and Nash (70) measured the extent of staining of paper 

raschig rings. 

Grimley (36) measured the electr ical conductivity of the liquid over 

a certain column height. 

Weisman and Bonilla (125) and Shulman and DeGouff (108) attempted 

to separate the interfacia l area (a) from the volumetric mass transfer 

coefficient (kga) by obtaining values of kg for the vaporisation of 

naphthalene raschig rings or water from prewetted raschig rings of known 

transfer area and then applied their results to the various published 

sources of kga to evaluate a. 

However, in these l a t t e r two investigations, no liquid was used to 

i r r iga te the packing and no attempt was made to take into account the 

effect of liquid flowing through the packing under practical operating 

conditions. 

A recent paper by Shulman, Proulx, Ullrich and Zimmerman (110) 

overcame the deficiency of the earl ier work, by studying the vaporisation 

of naphthalene raschig rings and berl saddles, when irrigated with water 

at various rates and also the vaporisation rate of the dry packing. The 

method used was to evaluate kg for the dry packing of known surface area 

and then to evaluate kga for the irrigated packing, allowing the dry area of 



naphthalene \mder irrigated conditions to be calculated and the wetted 

area to be found by difference from the total surface area. The tacit 

assumption in the foregoing procedure was that the total,surface area 

of the dry and irrigated packing was the same. Shulman and co-workers 

apparently overlooked the effect, which the irrigating liquid could have 

on the total surface area presented to the gas. This could lead to 

erroneous results, particularly for small packings, because pockets of 

liquid having only a limited surface area could readily blanket off more 

extensive packing surface areas. 

Although the methods proposed by Gardner (29) or Shulman et aL (llO) 

cannot be Tl«ed confidently for evaluating the liquid surface exposed to 

the gas stream in a packed column, a synthesis of the two procedures 

should enable the liquid surface area to be evaluated in cases where the 

surface area of the dry packing is known. By vaporisation of special 

elements of packing, fabricated from naphthalene or other suitably 

volatile material, the gas film mass transfer coefficient kg could be 

evaluated, as the surface area of the dry packing would be readily 

calculated. The ratio of the specific surface of the dry and irrigated 

packing could then be obtained from pressure drop measurements using the 

procedure suggested by Gardner (29). 

As the diy packing surface area is known, the total surface area 

exposed to gas flow under the irrigated conditions could be evaluated. 

The volumetric mass transfer coefficient kga for the vaporisation of the 

packing material under irrigated conditions could then be measured, thus 

allowing the area of the dry surface not irrigated to be evaluated. The 

surface area of the liquid could then be obtained by difference from the 

previously determined total surface area Tinder irrigated conditions. 



11.1.4 Effective In-terfaolal Area 

Shulman, Ullrich and Wells (111), on the basis of holdup studies in 

a packed column, have proposed an explanation of an apparent mass transfer 

anomaly, which has existed for many years. The phenomenon referred to i s 

the difference observed when gas phase mass transfer coefficients in a 

packed column are determined by vaporisation and absorption measurements, 

as a disagreement of as much as 300̂ ^ has been observed in such cases. 

Shulman et a l . ( I l l ) proposed that this difference was due to different 

effective interfacial areas in absorption and vaporisation. As th is 

concept of effective interfacial area, as distinct from the surface area 

of liquid exposed to the gas, i s of vi tal significance to the f ina l 

interpretation of the zinc absorption in molten lead data obtained in th is 

investigation, the conclusions of Shulman et al . (I l l) are summarised:-

(1) If a packed column i s used for vaporisation, the effective 

interfacial area i s the surface area of the moving liquid as well as 

of the liquid accumulated in semistagnant pockets throughout the 

packing. Therefore, in this case, the total wetted area or the 

surface area of. the liquid exposed to the gas i s effective in the 

mass transfer process. 

(2) If a packed column is used for physical absorption, the 

semistagnant liquid pockets tend to become saturated in a short time, 

their surface area becomes ineffective, and so the only area 

effective in the mass transfer process i s the area of the moving 

liquid. Thus for small packings, which have a large stat ic holdup, 

the to ta l surface area of the liquid i s large, but the bulk of this 

surface area i s practically useless for absorption, because i t comes 



to equilibrium with the gas very rapidly• In the larger packings 

there are fewer points of contact and resulting stagnant pockets, 

so that the effective area is more closely related to the wetted area. 

(3) If the column is used for an absorption accompanied by an 

irreversible chemical reaction, such as the absorption of ammonia 

in acid or sulphur dioxide and chlorine in alkali solutions, the 

effective interfacial area becomes variable, depending on the 

conditions of the absorption. For example, if ammonia is absorbed 

in water or very dilute acid, the effective area is that of the 

moving liquid. As the acid concentration is increased, the 

semistagnant liquid, even with its slow turnover, will have an 

increasing capacity to absorb ammonia and at high enough acid 

concentrations, the semistagnant liquid or the so-called static 

holdup may be as effective as the moving holdup component. 

(-4) For the type of absorption discussed in (3), the concentration 

of the solute in the gas phase will influence the effectiveness of 

the semistagnant liquid. The greater the concentration, the more 

quickly the liquid becomes ineffective for further absorption. 

The consequence of these proposals when applied to the absorption of 

zinc vapour in molten lead, a case of what would appear to be pure 

plysical absorption, is that the dynamic holdup only would contribute to 

the effective interfacial area. The importance of using an absorption 

rather than a vaporisation technique for evaluating the mass transfer 

properties of the packing in a room temperature analogue of the zinc 

absorption column is therefore very clear. 

Although conclusion (3) and (4) were developed by Shulman et al. (ill) 

for absorption followed by simultaneous irreversible chemical reaction, 



it is felt that, even in certain cases of physical absorption, very much 

the same arguments could be applied. The really important factor would 

appear to be the rate of movement of the semistagnant liquid through the 

column. If this rate was only slightly less than the rate of the flowing 

component, then the assumption that the semistagnant liquid comes to 

equilibrium and is then ineffective in the absorption process, would be 

invalid, 

Shulman et al. (Ill) observed the effect of injecting a dye into the 

water feed to a packed column. When dye was injected for about 20 seconds, 

some of the pockets of water in the column picked irp dye, which was not 

completely washed out until as much as five minutes had elapsed. Shulman 

therefore concluded that the rate of flow of the semistagnant water through 

the column is very slow. He then verified this conclusion by demonstrating 

that ammonia absorption and water vaporisation data could be compared, if 

the semistagnant liquid in the column was considered ineffective. 

Therefore, for the absorption of ammonia in water, there is little 

doubt that only the dynamic holdup is effective in the absorption process. 

However, the flow of the semistagnant liquid or static holdup for the 

case of lead or mercury irrigating a packing under non-wetting conditions, 

need not necessarily be similar to that of water. Indeed, it is considered 

that even the static holdup in the zinc absorption studies may be almost 

as effective as the dynamic holdup, because the very much higher kinetic 

energy, associated with lead or mercury flow over the packing, could have 

the effect of displacing or "knocking on»» the static holdup at greater 

rates than would be expected if water was the irrigating liquid phase. 

If, however, the free flow of the static holdup was impaired by 

dross formation on the surface of the liquid, the result would be that the 



movement of the component would be completely arrested or slowed down to 

such an extent, that equilibrium would be reached and the surface rendered 

ineffective for further absorption. 

The full significance of these proposals is developed in the final 

assessment of the zinc absorption in molten lead results of this 

investigation, as described"in Chapter 13. 

11.2 Experimental Apparatus and Procedure 

A glass column, having essentially the same dimensions as the zinc 

absorption column, was packed to a height of 1.75 ft. with-J" steel 

raschig rings. The volume of rings in the column was obtained by weighing 

the rings prior to their addition to the column and using the density of 

steel as given by Perry (81). The volume of the packed height of the 

empty glass column was determined by addition of a tared quantity of water. 

The relevant dimensions of the column are shown in Table 11.2. 

TABLE 11.2 

DIMENSIONS CF m C U R Y MODEL COLUl^ 

Column diameter = 1.75" 
Free cross sectional area = 0.01665 ft.^ 
Packed height = 1.75 ft. 
Volume of rings = 231 ml. 
Volume of empty bed = 826 ml. 
Dry bed porosity = 0 . 7 2 
Irrigated bed porosity = (595 - l:̂ )/826 

Packing material = -i" x i" x 20 gauge steel raschig rings 

The mercury feed to the column was from a head tank through a pipe 

provided with both a plug cock and a needle valve. The needle valve was 

used for flow control and the plug cock served as the quick-acting valve 

required for measuring the mercury holdup. 
The mercury flow rate was measured by weighing the discharge from the 

coluJMi. 



Nitrogen or hydrogen were metered to the coluim by a venturi meter 

fo r the higher flow rates and a rotameter for the lower flows. The gas 

was admitted at the bottom of the colmm to enable count erf low conditions 

to exis t . Manometer tappings were located In the glass column, above and 

below the packed bed. The pressure drop across the bed was measured using 

a simple manometer, with either water or mercury as the manometrlc f lu id , 

depending on the magnitude. 

The base of the glass column was provided with a bowl of sufficient 

storage capacity to collect the mercury holdup when the supply to the 

column was cut off and a stopcock, connecting the liquid run-off tube from 

the bowl to the variable lute on the mercury discharge, was closed. 

The variable lute of the column was mounted vertically on a lathe 

cross-feed stock, which enabled the mercury level In the liquid run-off 

tube to be maintained accurately at a predetermined calibration mark during 

the run and subsequent determination of the volume of the holdup. 

A l ine diagram of the experimental apparatus Is shown In Fig. 11.1. 

The experimental technique was as followsi-

(a) When steady state conditions at the desired ^as and mercury 

flow rates were reached, the variable lute was adjusted so that the 

level of the liquid In the run-off tube was at the calibration mark 

and the pressure drop across the bed was recorded. 

(b) Stopcocks A and B were then closed simultaneously, but the gas 

supply to the column was l e f t unaltered. 

(c) The liquid which drained from the packing, the dynamic holdup, 

was determined by opening stopcock B and draining off the mercury 

Into the receiver H, unt i l the liquid level In the run-off tube 

was again at the calibration mark. 



Fig. ll.l - Line Diagram of Mercury Model 

A - Stopcock on inlet liquid 
B - Stopcock on outlet liquid 
C - Liquid run-off tube 
D - Storage bowl 
B - Raschig ring packing 
F - Mercury head tank 
G - Variable lute 
H - Receiving vessel 

J - Manometer 
K - Mercury entrainment trap 
L - Needle control valve 
M - Venturi Meter 
N - Rotameter 
0 - Drainage cock 
P - Exhaust to atmosphere 
Q - Connection to Compressed 

gas cylinder 



(d) The stopcock B was closed once this level had been reached and 

the gas supply to the column was then turned off. At very high gas 

flow rates, a further quantity of mercury drained from the column, 

which was measured in the same v/ay as the dynamic holdup* This 

contribution to the total holdup was termed the "gas holdup". 

(e) The static holdup was determined by weighing the column at the 

conclusion of each run and substracting the weight of the column 

before irrigation, 

11.3 Experimental Results 

The experimental results obtained using the low temperature analogue 

of the absorption column are given in Tables 11.3» 11.4,'11.5'and 11.6. 

These tables contain the relevant experimental data of pressure drop and 

holdup under mercury irrigation with hydrogen and nitrogen flow, the 

mercury holdup in absence of gas flow but with hdrogen and nitrogen 

atmospheres, the pressure drop across a previously mercury irrigated bed 

but at zero mercury rate with hydrogen and nitrogen flow and the pressure 

drop across the dry packing for both gas phases before mercury irrigation. 

All data was obtained under approximately the same ambient conditions, 

A constant temperature of 20°C was used throughout in evaluating the 

physical properties of the gas phases. The true gas velocity takes into 

account the actual void space in the bed under the operation conditions 

and the density evaluated at the mean pressure in the bed. 
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TABLE 11>3 

PRESSURE DROP AND HOLDUP FCR MERCURY IRRIGATION 

Run 
Mercury 
Rate 
Ib./min 

Static 
Holdup 

ml. 

Dynamic 
Holdup 

ml. 

Gas 
Holdup 

hG 
ml. 

Total 
Holdup 

br 
ml* 

Bed 
Poro-
sity 

Gauge 
Pres-
sure 
at Base 

of 
Column 
cm, Hg* 

True 
Gas 
Velo-
city 

Sec J ft^s 

Pressure 
Drop 
Across 
Bed 

Af 
cm.H20 

1 
2 
3 

5 
6 
7 
8 
9 

10 
11 
12 
13 
lA 
15 
16 
17 
IB 
39 
40 
4.1 
A2 
A3 
U 

Nitrogen Gas Phase 

1.50 
18.09 
5.16 

10.00 
18.84 
5.34 
2.41 

10.56 
U.41 
6M 
3#06 
6.89 

12.56 
2.59 
3.22 

15.75 
3.28 
5.16 

16.88 
8.34 
3.62 

14.31 
4.72 
2.03 

112.9 
101.2 
108.6 
100.2 
92.9 

103.2 
105.3 
97.2 
96.2 

103.2 
103.2 
93.9 

100.2 
98.2 

101.2 
96.2 

105.5 
102.2 
85.5 
91.9 
96.2 
90.8 
98.2 

100.2 

9.5 
120 
24 
60 
82 
31 
24 
77.5 
50.5 
45 
22.5 
36 
92 
16 
22 
58 
16 
21 
61 
30 
34 
52.5 
22 
10 

31.5 
5 
8 
5 
1 
0.5 
0.5 

10 
0 

16.5 
13.5 
5 

10 
12 
39 

0 
0 
0 
0 
0 
0 
0 
0 
0 

153.9 
226.2 
340.6 
165.2 
175.9 
134.7 
130.0 
184'.7 
346.7 
164.7 
139.2 
134.9 
202.2 
126.2 
162.2 
154.2 
121.5 
123.2 
346.5 
121.9 
110.2 
343.3 
120.2 
110.2 

0.538 
0.456 
0.553 
0.525 
0.513 
0.559 
0.565 
0.502 
0.546 
0.525 
0.556 
0.559 
0.483 
0.570 
0.528 
0.538 
0.575 
0.574 
0.546 
0.575 
0.588 
0.552 
0.578 
0.588 

15.0 
34.5 
7.1 
9.1 
4.8 
4.3 
4.1 

34.5 
0 

12.7 
10.4 
8.9 

15.5 
8.9 

19.1 
0 
0 
0 
0 
0 
0 
0 
0 
0 

15.2 
12.3 
10.8 
11.1 
7.9 
8.1 
7.9 

34.3 
2.2 

34.0 
13.0 
12.0 
34.1 
12.2 
15.7 
2.22 
2.08 
2.08 
0.92 
0.87 
0.85 
3.93 
3.76 
3.68 

160.5 
171.4 
74.8 

102.0 
59.8 
46.2 
40.8 

168.6 6.8 
346.2 
110.2 
97.9 

187.7 
92.5 

201.3 
6.8 
4.1 
4.1 
1.1 
0.9 
0.7 

16.1 
12.2 
10.7 



TABLE 11,3 
(CONTINUEDJ 

PRESSPIIE DROP AND HOLDUP FOR MERCURY IRRIGATION 

Mercury Statlo Dynamic Gas Total Bed Gauge True Pressure 

Run 
Rate 
mm / * 

Holdup Holdup Holdup Holdup Poro- Pres- Gas Drop 
Run lb*/min« hs A ^ sity sure at Velo- Across 

ml. ml. ml. ml. £ 
Base of city Bed ml. £ Column 
cm. Hg. ft./sec. 

AP 
cm. H2O 

Hydrogen Gas PI lase 

19 15.56 85.5 83 9 177.5 0.510 12.4 47.5 U 9 . 5 
20 8.06 87.5 35 9 131.5 0.563 7.9 42.8 88.3 
21 17.06 85.5 62 4 151.3 0.542 4 .3 31.0 50.3 
22 3.84 91.9 18 3 112.9 0.586 2.8 28.2 35.3 
23 8.00 91.9 29 5 125.9 0.570 3.3 29.0 38.0 
24 3A.84 88.8 51 0 139.8 0.554 1.8 19.6 23.1 
25 7.94 92.9 26 1 119.9 0.578 1.8 18.7 17.7 
26 6.03 96.2 20 1 117.2 0.581 1.8 19.0 20.4 
27 18.34 87.5 55.5 0 134.0 0.552 1.0 U . 2 U . 2 
28 10.84 89.8 36 0 125.8 0.570 0.8 13.6 11.7 
29 5.25 90.8 19.5 0 110.3 0.588 0.8 13.2 9.7 
45 20.47 80.5 66 0 U 6 . 5 0.546 0 3 . U 1.5 
46 3.41 88.8 13 0 101.8 0.598 0 2.86 0.8 
47 8.97 87.5 29 0 116.5 0.582 0 2.94 1 .1 
48 18.78 87.5 69 0 156.5 0.534 0 5.46 3.6 
49 8.09 91.9 27 0 118.9 0.578 0 5.05 2.5 
50 6.69 92.9 23 0 115.9 0.582 0 5.15 2.4 
51 13.59 89.8 46 0 135.8 0.558 0 7.70 5.5 
52 6.28 90.8 23 0 113.8 0.585 0 7.33 4 . 9 
53 2.78 98.2 13 0 111.2 0.587 0 7.30 4.5 



TABLE 11^ 

MERCURY HOLDUP IN ABSENCE CF GAS FLOW 

Run Mercury Rate Static Holdup 
It./min. 

ml. 

Hydrogen Atmosphere 

30 20.09 89.8 
31 11.41 92.9 
32 5.69 96.2 
33 3.09 98.2 

Dynamic 
Holdup 

ml. 

Total 
Holdup 

ml. 

34 
35 
36 
37 

Nitrogen Atmosphere 

15.88 98,2 
7.84 106.5 
6.47 109.6 
3.91 112.9 

59 
30 
16 
10.5 

61 
36 
28.5 
19 

U8.8 
122.9 
112.2 
108.7 

159.2 
U2.5 
138.1 
131*9 



TABLE 11>5 

PRESSORE DROP ACROSS PRWIOPSLY MERCURY 

IRRIGATED COLPMN 

PREViqjS IRRIGATION hg. « 98 ml, AND 0,60 

Run Gauge Pressure True Gas Pressure Drop 
at Base of Velocity Across Bed 
Column ilP 

am. Hg. ft./sec. cm. H2O 

Hydrogen Gas Phase 

54 0 4.83 2.0 
55 0.3 7.11 4.2 
56 0.5 9.50 7.2 
57 0.8 13.8 11.0 
58 1.3 17.3 16.1 
59 1.5 21.4 24.8 
60 2.5 28.1 33.3 
61 3.3 32.1 45.6 
62 4.3 37.8 56.6 

63 4.3 42.4 67.5 

Nitrogen Gas Phase 

64 0 0.83 0.7 
65 0 1.39 1.7 
66 0 1.99 3.5 
67 0.3 2.70 6.0 
68 0.5 3.58 9.4 
69 0.8 5.40 U.l 
70 1.0 6.88 24.3 
71 2.5 8.73 34.0 
72 5.1 12.20 66.6 



TABLE 1 1 , 6 

PRESSURE DROP ACROSS COUJMN BEFORE IRRIGATION 

6 = 0 . 7 2 

Rtin Gaoge Pressure True Gas Pressure Drop 
at Base of Velocity Across Bed 
Column AP 

cm. Hg. f t . / sec . cm. H2O 

i Nitrogen Gas Phase 

7 3 2 . 3 7 . 4 2 0 . 4 
74. 5 . 3 1 0 . 5 4 2 . 1 
75 8 . 9 1 2 . 6 7 0 . 7 
7 6 1 . 3 5 . 7 1 3 . 3 
77 0 . 8 5 . 0 1 0 . 3 
7 8 0 . 8 4 . 5 8 . 4 
7 9 0 . 3 3 . 0 5 . 6 
8 0 0 . 3 2 . 3 3 . 7 
8 1 0 1 . 7 2 . 3 
82 0 1 . 2 

Hydrogen Gas Phase 

83 0 2 . 4 0 . 7 
84 0 4 . 1 1 . 5 
85 0 6 . 0 2 . 5 
8 6 0 8 . 6 4 . 1 
87 0 . 3 1 1 . 3 6 . 3 
8 8 0 . 8 3 4 . 3 9 . 5 
8 9 1 . 3 1 7 . 1 1 2 . 1 
9 0 1 . 8 2 3 . 2 1 9 . 6 
9 1 2 . 8 2 8 . 3 26.8 
92 3 . 8 3 2 . 2 3 3 . 2 
93 4 . 8 3 8 . 8 4 4 . 5 



Correlation and Discussion of Results 

As the aim of the mercjury model experiments was to develop empirical 

correlations, allowing a comparison of the model with the absorpfcion column 

to be made, homogeneity of units was not considered essential in dimensional 

correlations, provided the same units were used in analysing the absorption 

column and the mercury model. The units of the various terms used are not 

consistent amongst themselves. The reason for this apparent disregard of 

accepted convention was to simplify the arithmetical calculations involved 

by using the most convenient \mit as directly measured In the actual 

experiments. Thus holdups are given as ml. of mercury, pressure drops as 

cm. of water and mercury flow rates as Ib./mln. The derived quantities 

such as true gas velocity and gas density are in f .p . s . units. 

However, in the Reynolds number - fr ict ion factor correlation the 

various terms were later converted to consistent units to preserve the 

dimensionless character of this type of correlation. 

11.4.1 Static Holdup 

Previous investigators, who have reported static holdup data in 

aqueous and organic liquid systems, have observed the static holdup as being 

constant for a particular liquid and packing. However, the results of this 

investigation show that the liquid Irrigation rate has a slight but 

definite effect on the static holdup, in that the static holdup decreases 

with increased liquid rate. This effect can be seen in Fig. 11.2. 

Although the liquid rate effects the static holdup, no consistent effect 

could be attributed to the gas flow rate, although the results at zero gas 

flow rate do appear slightly higher than the other data. 
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Fig. 11.2 - Mercury Irrigation Static Holdup 

o Nitrogen atmosphere, no flow 
• Nitrogen flow 
A Hirdrogen atmosphere, no flow 
A Hydrogen flow 

The other interesting feature of Fig. 11.2 is that the static holdup 

for nitrogen is displaced above the hydrogen data. This effect is thought 

to be due to a difference in interfacial tension between the mercury and the 

two gases. Perry (82) reports that the interfacial tension of mercury 

and nitrogen is higher than the interfacial tension of mercury and hydrogen, 

being 4.96 dynes/cm. and 4.70 dynes/cm, at 15°C and 19°C, respectively. The 

increase of static holdup with an increase in surface tension is consistent 

with the findings of Shulman, Ullrich, Wells and Proulx (112), who 

studied a surface tension range of 23 to 86 dynes/cm. by the addition of 

wetting agents to water. 



A probable explanation of the observed effect, which the liquid rate 

had on the static holdup in this investigation, is that liquid metals or 

other high density liquids possess much greater kinetic energies than 

water when irrigating a packing, and therefore the possibility of 

dispersing or "knocking-on^ semistagnant pockets of liquids is much greater 

and this effect increases with increased liquid rate» The significance of 

this would be that the semistagnant pockets of liquid, observed in packings 

irrigated with water, would be very much more mobile in the case of a dense 

liquid irrigating the packing. Under these conditions the whole concept 

of effective interfacial area in absorption would have to be reviewed, as 

the increased mobility of the dense liquids could well result in the 

static holdup being almost as effective as the recognised flowing component, 

the dynamic holdup, 

11,4.2 Dynamic Holdup 

The dynamic holdup for mercury irrigating the packing is not purely 

a function of liquid rate, and therefore supports the recent results of 

Gardner (29) and Shulman, Ullrich and Wells (111), who showed that the 

earlier practice of assuming the dynamic holdup to be solely related to 

the liquid rate was incorrect. 

• Fig. 11.3 is a plot of dynamic holdup versus the mercury irrigation 

rate. The dynamic holdup is clearly dependent on other factors besides 

the liquid rate. Increased gas rates, in general, increased the dynamic 

holdup. The reasons for this were outlined by Gardner (29) and have 

been previously discussed in the earlier section of this chapter. The 

high gas rates correspond to the points in Fig. 11.3 in which there was 

a "gas holdup". The dynamic holdup plotted is the liquid which drained 
from the packing before the gas flow was reduced and therefore excludes 



any "gas holdup" contribution. 
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Fig. 11.3 - Mercury irrigation dynamic holdup 
O Nitrogen absence of gas holdup 
# Nitrogen presence of gas holdup 
^ Hydrogen absence of gas holdup 
A Hydrogen presence of gas holdup 

The nature of the gas phase also has an effect on the dynamic holdup 

due to interfacial tension effects as can be seen in Fig. 11.3 by comparing 

the hydrogen and nitrogen data under similar conditions, i.e. with or 

without "gas holdup". Shulman, Ullrich, Wells and Proulx (112) also 

observed that interfacial tension affected the dynamic holdup. These 

authors found the effect of interfacial tension on dynamic holdup to be 

related to the liquid rate. At low liquid rates, decreasing surface tension 



resulted in decreasing dynamic holdup, whereas at high liquid rates 

decreasing surface tension was found to increase the dynamic holdup. 

Jesser and Elgin (49) observed a similar e f fec t . However, the results 

of t h i s investigation suggest that increased interfacial tension results 

in an increase in the dynamic holdup irrespective of the liquid ra te . The 

dynamic holdup effect observed in th is investigation i s the same as that 

observed for s ta t ic holdup, which i s what would be expected, as i t i s 

d i f f i cu l t to visualise interfacial tension affecting the different holdups 

in opposite ways. 

Shulman et a l . (112) commented that both their results and those of 

Jesser and Elgin (49) could be erroneous, because the addition of wetting 

agents to water to give a low surface tension liquid resulted in foaming 

at high liquid rates. Although antifoam agents were used, the foaming was 

not completely eliminated. The presence of foam could readily account for 

the increased dynamic holdups reported for low surface tension solutions 

at high flow rates. 

11,^,3 Reynolds Number - Friction Factor Correlation 

The method proposed by Gardner (29) for evaluating the to ta l surface 

area exposed to gas flow, in which the specific surface becomes the 

unknown variable in the Reynolds number of equation 11.11 or 11.12 and 

the f r i c t ion factor of equation 11.13 or l l . U , was cr i t ical ly examined in 

the earl ier section of th is chapter. The conclusion of th is examination 

was that the method by i t se l f provided no information on the surface area 

of liquid exposed to gas flow. As already suggested, the surface area of 

the liquid exposed could be obtained by a synthesis of the methods of 

Gardner (29) and Shulman, Proulx, Ullrich and Zimmerman (110). However, 

as such a suggested procedure would have been extremely time consuming, 



and as the results would then have to be further analysed to evaluatet,, 

what proportion of the liquid surface was effective in absorption, the 

suggestion was carried no further. 

The experimental data of this investigation was analysed according 

to the method of Gardner (29) to see if the total specific surface could 

be readily obtained, this allowing the correct Reynolds number to be 

assigned to the gas phase. 

As the specific surface appears in the denominator of both the 

Reynolds number and the fr ic t ion factor, the most convenient method of 

evaluating the specific surface i s to assign a value of unity to the dry 

packing, th is enabling the irrigated specific surface to be calculated 

as a ratio of the dry surface of the packing, which may be calculated, if 

the loss of area at the points of contact i s neglected. The calculation 

i s essentially a t r i a l and error process of substituting values of the 

ratio of irrigated specific surface to the dry specific surface unti l 

the irrigated experimental point cover plots the curve representing the 

dry data, which i s used as the datum for a l l calculations. 

The curve representing the dry data, in which the specific surface 

i s taken to be unity, i s obtained by substituting S = 1 into equations 

11.12 and 11,U to obtain _ T̂T 2' ^ — ' as the function to be 

plotted. As the same packed height was used throughout the mercury model 

experiments and the zinc absorptions, the dimension L was deleted from the 

tepression and values of / O l ^ ^^—^JH calculated for a l l 

the dry packing data. 

The data for zero mercury flow rate, but previously irrigated packing, 

were also calculated in the same form, as i t was expected that the two 

sets of data ifould only vary by a constant ratio and would therefore, 



plot parallel to each other on a log,-log. graph. 

The relevant data and calculated values pertaining to the correlation 

for the dry packing and the previously irrigated packing are given in 

Tables 11.7 and 11.8, respectively. The logarithmic plot of 

versus — ig shown in Fig. 11.4. 
r 

TABLE 11.7 

CORRELATION OF RESULTS 

System Run 
Pressure 

Drop 
Across 
Bed 

AP 
cm. H2O 

Bed 
Porosity 

True 
Gas 
Velo-
city 
Vg 

ft . /sec. 

Gas 
Density 

Ib . / f t .^ 
X 10-2 
(dimen-
sionless) 

X 10-5 

( ft . ) - 1 

73 
74. 
75 
76 
77 
78 
79 
80 
81 
82 

20.4 
42.1 
70 .7 
13 .3 
10 .3 

8 .4 
5 . 6 
3 . 7 
2 . 3 
1 . 3 

0 .72 
0 .72 
0 .72 
0 ,72 
0 .72 
0 .72 
0 .72 
0 .72 
0 .72 
0 .72 

7 . 4 0 
10.47 
12.55 

5 .67 
4 . 9 8 
4 . 5 0 
3.03 
2.28 
1.68 
1 .17 

0.0738 
0.0763 
0.0787 
0.0732 
0.0724 
0.0724 
0.0724 
0.0724 
0.0724 
0.0724 

4 . 7 8 
4 . 7 8 
5 .40 
5 .37 
5 .42 
5 .42 
7 .97 
9 .50 

10.64 
12.45 

1.330 
1.945 
2 . 4 1 
1.010 
0.881 
0.793 
0.535 
0.402 
0.287 
0.206 

fQ 

83 
84 
85 
86 
87 
88 
89 
90 
91 
92 

0 .7 
1 . 5 
2 .5 
4 . 1 
6 . 3 
9 .5 

12.1 
19.6 

26.8 
33 .2 
4 4 . 5 

0 .72 
0 .72 
0 .72 
0 .72 
0 .72 
0 .72 
0 .72 
0 .72 
0 .72 
0 .72 
0 .72 

2 .40 
4.08 
6.00 
8.60 

11.26 
U.30 
17.10 
23.20 
28.30 
32.20 
38.80 

0.00518 
0.00518 
0.00518 
0.00518 
0.00518 
0.00523 
0.00523 
0.00523 
0.00530 
0.00535 
0.00540 

22.1 
16.4 
12.62 
10.1 
9.10 
8.38 
7 .51 
6.58 
5.96 
5.63 
5.17 

0.0603 
0.1026 
0.1510 
0.2160 
0.284 
0.363 
0.433 
0 .589 
0.730 
0.832 
1.015 



TABLE 11.B 

CQRRSUTION CP RESULTS 

System Run 

Pressure 
Drop 

Across 
Bed 

A? 
cm, 1^0 

Bed 
Porosity-

True 
Gas 
Velo-
city 

f t f / seo . 

Gas 
Density 

Ib . / f t .^ 

V 2 ^ 

X 10-2 
(dimen-
sionless) 

X 10-5 
( f t . ) -^ 

55 
56 
57 
53 
59 
60 
61 
62 
63 

2.0 
A.2 
7.2 

11.0 
16.1 
24.8 
33.3 
45.6 
56.6 
67.5 

0.60 
0.60 
0.60 
0.60 
0.60 
0.60 
0.60 
0.60 
0.60 
0.60 

4.83 
7.11 
9.50 

13.80 
17.30 
21.40 
28a 
32.1 
37.8 
42.4 

0.00518 
0.00518 
0.00518 
0.00523 
0.00523 
0.00523 
0.00529 
0.00529 
0.00534 
0.00534 

13.1 
12.7 
12.2 
8.76 
8.18 
8.26 
6,32 
6.65 
5.93 
5.60 

0.102 
0.150 
0.200 
0.294 
0.369 
0.455 
0.605 
0.690 
0.823 
0.925 

64 
65 
66 
67 
68 
69 
70 
71 
72 

0.70 
11.70 
3.5 
6.0 
9.4 

14.1 
24.3 
34.0 
66.6 

0.60 
0.60 
0.60 
0.60 
0.60 
0.60 
0.60 
0.60 
0.60 

0.83 
1.39 
1.99 
2.70 
3.58 
5.40 
6.88 
8.73 

12.20 

0.0724 
0.0724 
0.0724 
0.0724 
0.0724 
0.0724 
0.0724 
0.0738 
0.0746 

11.0 
9.70 
9.70 
9.07 
8.05 
5.33 
5.66 
4.88 
4.93 

0.1055 
0.206 
0.294 
0.400 
0.530 
0.800 
1.02 
1.32 
1.86 
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Fig. 11.4. - Dry and previously irrigated packing 

The unexpected feature of Fig. 11.4. i s that the specific surface of 

the dry and previously irrigated packing i s the same. For both cases a 

single line represents a l l the data plotted. The conclusion may be reached 

for this particular instance, where the previous irrigation was such that a 

total holdup of 98 ml. remained in the packing, that the increase in 

surface area due to the presence of the liquid holdup i s exactly 

compensated by the decrease in the surface area of the dry packing exposed 

to gas flow. 

The fu l l line in Fig. 11.4 was then used as the datum line for 

evaluation of the irrigated specific surfaces. Values and 



were calculated for a l l the irrigated data, and the results plotted on a 

log.-log, graph, in which the f u l l l ine of pig. 11./+ i s drawn as the datum 

l ine as shown in Fig. 11.5. The relevant data and calculated values 

required to evaluate the irrigated specific surface are given in Table 11.9. 

TABLE 11>9 

CQRREUTTON CF RESULTS 

Pressure Bed True Gas AP2gfi System Run Drop Porosity Gas Density AP2gfi 
Across e Velocity 
Bed e V I b . / f t . ^ 

X 10-5 
•1 

AP 
cm. H2O f t . / s e c . 

I b . / f t . ^ 
X 10-2 
(dimen-

X 10-5 
•1 

AP 
cm. H2O 

sionless) ( f t . ) - l 

1 160.6 0.54 15.2 0.08L; 6.08 2.28 
2 171.4 0.46 12.3 0.0806 8.56 1.55 
3 74.8 0.55 10.8 0.0763 7.80 1.54 
k 102.0 0.53 11.1 0.0780 7.45 1.56 
5 59.8 0.51 7.9 0.0747 8.65 1.02 
6 46.2 0.56 8.13 0.0747 6.93 1.16 

B 7 40.8 0.57 7.9 0.0747 6.50 1.14 
8 168.6 0.50 14.3 0.0805 6.78 1.96 H 9 6.8 0.55 2.20 0.0724 U.05 0.298 

H 10 U6.2 0.53 14.0 0.0796 6.55 2.05 
H 11 110.2 0.56 13.0 0.0788 6.12 1.95 H 

12 97.9 0.56 12.0 0.0778 6.47 1.78 
§ 13 187.7 0.48 34.1 0.0805 7.45 1.85 
g U 92.5 0.57 12.2 0.0778 6.01 1.84 
1 15 201.3 0.53 15.7 0.0833 6.88 2.36 1 

16 6.8 0.54 2.22 0.0724 13.57 0.296 1 17 4 .1 0.58 2.08 0.0724 10.04 0.298 1 18 4 .1 0.57 2.08 0.0724 9.85 0.293 
39 1.1 0.55 0.92 0.0724 13.05 0.125 !2i AO 0.9 0.58 0.87 0.0724 12.57 0.125 
41 0.7 0.59 0.85 0.0724 10.42 0.123 
42 16.1 0.55 3.93 0.0724 10.48 0.530 
43 12.2 0.58 3.76 0.0724 9.15 0.537 
44 10.7 0.59 3.68 0.0724 8.52 0.534 



TABIE 

(CONTINUED) 

CORRELATION OF RESULTS 

Pressure 
Drop 

"Bed 
Porosity 

True 
Gas 

Gas 
Density 

System 

Pressure 
Drop 

"Bed 
Porosity 

True 
Gas 

Gas 
Density ,72 J J 

System Rim Across Velo- V / ' 
AP £ city l b . / f t . 2 X lO-'S X 10-5 

cm. H2O Vg 
f t . / s e o . 

(dimen-
sionless) (ft .)-l 

19 U9.5 0.51 47.5 0.00563 7.92 0.920 
0 20 88.3 0.56 42.8 0.00551 6.47 0.893 
3 H 

21 50.3 0.54 31.0 0.00534 6.98 0.605 3 H 22 35»3 0.59 28.2 0.00528 6.53 0.598 
S 23 38.0 0.57 29.0 0.00528 6.41 0.592 R 24 23.1 0.55 19.6 0.00523 8.35 0.383 
S 25 17.7 0.58 18.7 0.00523 7.43 0.383 
o 26 20.4 0.58 19.0 0.00523 8.23 0.390 

27 14.2 0.55 U.2 0.00518 9.78 0.274 
B 23 11.7 0.57 13.6 0.00518 9.18 0.272 
1 29 9.7 0.59 13.2 0.00518 8.38 0.274 

4.5 1.5 0.55 3.U 0.00518 21.3 0.0610 
@ 46 0.8 0.60 2.86 0.00518 U .9 0.0603 
o 47 1.1 0.58 2.94 0.00518 18.7 0.0596 
g 48 3.6 0.53 5.46 0.00518 16.2 0.1015 

49 2.5 0.58 5.05 0.00518 U.5 0.1030 
50 2.4 0.58 5.15 0.00518 13.3 0.1050 
51 5.5 0.56 7.70 0.00518 13.2 0.1510 
52 4.9 0.59 7.53 0.00518 13.65 0.1520 
53 4.5 0.59 7.30 0.00518 12.7 0.1510 



'9 
K 

<M ' 
Q. < 

o NITROGEN He IRRIGATED 
• HYDROGEN - N 

Fig. 11.5 - Mercury irrigated data 

Fig. 11.5 displays an unusual characteristic in that the hydrogen data, 

except for the highest Reynolds number, where "gas holdup" effects were 

operative, exhibit specific surfaces of the same order or perhaps slightly 

less than the dry packing, whereas the nitrogen data suggests that the 

irrigated specific surfaces are quite significantly higher than the dry 

packing specific surface. 

However, the dat a for the lowest nitrogen gas rate investigated^ 

which are not plotted in Fig. 11.5, showed a reversal in trend, as the 

irrigated specific surfaces were less than the dry packing specific 

surface. As the pressure drops were measured with a simple manometer, 

the error involved in the measurement of the pressure drops at low gas 

rates was such that the low gas rate data were of doubtful accuracy. 



Henoe, i t was decided not to plot these points but to reoord that they 

showed a reversal of trend. To be consistent a l l other pressure drops 

less than 1.5 cm. H2O were also not plotted. I t was considered that the 

lower pressure drop range should be investigated with a more sensitive 

manometer, rather than to include doubtful measurements on the plot and, 

in so doing, detracting from the general trend obtained from data, which 

were hot of questionable accuracy. 

A postulation,»which could possibly explain the significantly higher 

specific surfaces of the nitrogen data, even at gas rates where there was 

no "gas holdup", i s that differences in interfacia l tension are the cause 

of the observed behaviour. T ^ s i t would appear tha t , when nitrogen i s 

the gas phase, the s ta t ic holdup, the dynamic holdup and the specific 

surface for mercury irr igat ion are a l l greater than the corresponding 

values for hydrogen as the gas phase, because of the higher in ter fac ia l 

tension of nitrogen with mercury. 

In cases where there i s a "gas holdup", the specific surface would 

be expected to be somewhat greater than the other data. The group of 

points in Fig. 11.5 for values of ^ ^ ^ ^ ^ ^ greater than 15 for 

nitrogen are cases, in which there were appreciable gas holdups. 

The two broken l ines drawn parallel to the datum line in Fig. 11.5 

represent specific surfaceaf30^ above and below the dry packing specific 

surface. The only data, which show specific surface significantly 

outside these l imits are the nitrogen data, in which the gas holdup has 

increased the specific surface. 

The application of th is type of approach, fo r evaluating the specific 

surface in the zinc absorption column, requires an estimate or a 

measurement of the to ta l holdup in the packing to enable the bed porosity 



and the true gas velocity to be evaluated, when lead is flowing over 

the packing. This information is required before the method can be used 

for determining the specific surface. 

Shulman, Ullrich, Wells and Proulx (112) have investigated the 

properties of the liquid phase, which affect the holdup of aqueous and 

organic systems. However, the extrapolation of their results to a liquid 

metal of vastly different physical properties to those liquids investigated, 

was considered unwise. For this reason, the specific surface analysis of 

the zinc absorption data was not possible. 

More work of a fundamental nature on the flow of liquid metals or 

similar dense media is required before a reliable assessment can be made 

of the exact effect, which the physical properties of the liquid phase 

have on the liquid holdup. If such information were available, it would 

have been possible to predict the lead holdups from the mercuiy holdup 

data, thus enabling evaluation of the bed porosity, true gas velocity and 

finally the total surface area exposed to gas flow using the procedure 

illustrated for the mercury model, 
11,4.,4 The Relation between Total Holdup and Pressure Drop 

Because the deficiency in fundamental knowledge prevents a direct 

estimation of the lead holdup to be made from the observed mercury holdup 

on the packing, an entirely empirical approach was investigated. 

The type of correlation suggested by equation 11.4, developed in the 

earlier section of this chapter, appeared to be satisfactory for analysing 

the data, 

- r ) •••••• 



For a particular value of (Vg^ ) 

Let = A P j ^ ^ ^ ( ^ ( b p ) ) 

where APjip _ Q is the pressure drop across the dry packing 

As hp 0 

AP Finite Value 

The function ^ (h^) is not known but it may be assumed to be of the 
form 

= a + bbp° 11.17 

. . 4P = -̂ Phj, ^ Q (a + bhp°) 11.18 

Now a = 1, since AP = APhp _ q when hj, = o 

. . AP = = 0 (1 + I'l'r ) i i ' W 

also f (l^) = ^ ^ ^ 11^20 

C 
• • (hp) = l + bhp® 11.21 

The constants b and c were determined by fitting an equation to the 

curve obtained when selected values of ^ ( h p ) calculated from equation 11,20 

were plotted against ĥ * Using this procedure the form of ^ (hp) given 

in equation 11.22 was obtained, 

= (1 + 3.5 X 10-5 

The calculated values of p^(l^) for all the experimental runs and the 

other relevant data pertaining to the establishment of the empirical 



correlation are shoim in Table 11,10 appended to th is chapter. 

All the data of this investigation could be empirically correlated by 

a straight l ine on a log.-log. plot of (3. ^ ^ 

Vg ^ as shown in Fig» 11.6. 
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Fig. 11.6 - Empirical correlation of a l l data 

The correlation shown in Fig. 11.6 was developed for mercury 

i r r igat ion, dry packing and previously mercury irrigated packing. However, 

i t seemed reasonable to expect the same correlation to be applicable to 

other liquid phases besides mercury. Tests were therefore \mdertaken on 

the same packing with water irrigation at various liquid and gas flow rates, 

The packing was then treated ^dth paraffin wax to make i t non-wetting to 

water and similar tes t s under non-wetting conditions were made. 



The resu l t s of these t e s t s with water as the l iquid phase are shown 

in Table 11.11 at the end of the chapter, together with the calculated 

values used in the correlation. The water data^l'e plotted in the same 

manner as the mercury data in Fig. 11.7. The f u l l l ine in Fig. 11.7 

represents the correlation obtained in the mercuiy model experiments. 

0.01 0 02 0-03 0-05 0.2 0.3 0.5 

Fig. 11.7 - Comparison with water i r r iga t ion 

The glass column used to obtain the data of Fig. 11.7 was the same 

as used in the room temperature absorption experiments described in the 

next chapter. This column was of s l ight ly different construction to that 

of the mercury model. The pressure drop data before i r r iga t ion in Fig. 11.7 

therefore re fe r to the modified column used in the absorption experiments. 



As can be seen in Fig. 11.7 the correlation deveoped with the 

mercury model applies reasonably well to the water irrigated data. Although 

slight differences may have been observed between the two sets of data, 

if a more sensitive method of correlation was employed, the proposed 

correlation appears to be satisfactory, at least as a f i r s t approximation, 

for estimating the liquid holdup for any liquid system, by measuring the 

gas phase pressure drop, the true gas velocity and the gas density. 

The other important feature of the correlation developed i s that the 

state of the irrigating liquid, whether at rest as in the previously 

irrigated data or aander actual irrigation, appears to make no difference 

to the appBcability of the correlation. The correlation also holds 

equally well when the column i s loaded, as the data, in which there were 

appreciable "gas holdups" in the bed, are represented by the same line 

as obtained for the column below the loading point. This i s considered 

to be indicative of the close interrelationship of pressure drop and holdup, 

as most other forms of analysis showr anomalies above the loading point. 

The extension of the empirical correlation, to the case of molten 

lead irrigating the packing with the countercurrent flow of hot nitrogen, 

i s considered to be just if ied on the basis of the experimental results 

discussed. 

The significance of th is i s that either the total holdup at zero 

irr igation rate ( i .e . the stat ic holdup) or the to ta l holdup with lead 

irr igation could be estimated from the observed pressure drops, gas 

temperatures and gas mass flow rates for the zinc vapour absorptions in 

molten lead. 

As the s tat ic holdup was found to vary only slightly with the mercuiy 

i r r igat ion ra te , for the purpose of analysing the zinc absorption data. 



the s ta t ic holdup could be assumed constant with the introduction of 

only a small error. Making th is assumption, the lead dynamic holdup 

could be evaluated by difference of the to ta l holdup under operating 

conditions and the holdup of the previously lead irrigated packing. 

This approach was used In the f ina l analysis of the zinc absorption 

in molten lead data. 



TABLE 1 1 , 1 0 

CORKEUTION CF EESDLTS 

System Run 
True 
Gas 
Velocity 

f t •/sec. 

Gas 
Density 

* 

I b . / f t / 

Pressure 
Drop 

Across 
Bed 

A? 
cifl.E20 

Total 
Holdup 

br 
ml* 

2 ^ 

H 

1 1 5 . 2 
2 1 2 . 3 
3 1 0 . 8 
4 1 1 . 1 
5 7 . 9 
6 8 . 1 
7 7 . 9 
8 U . 3 
9 2 . 2 0 

1 0 U . O 
11 1 3 . 0 
12 1 2 . 0 
13 U . l 
lU 1 2 . 2 
15 1 5 . 7 
16 2 . 2 2 
17 2 . 0 8 
18 2 . 0 8 
39 0 . 9 2 
4 0 0 . 8 7 
4 1 0 .85 
4 2 3 . 9 3 
4 3 3 . 7 6 
44 3 . 6 8 

0 . 0 8 U 
0 .0806 
0 .0763 
0 .0780 
0 .0750 
0 .0750 
0 .0750 
0 .0805 
0 .0724 
0 .0800 
0 .0790 
0 .0780 
0 .0805 
0 .0778 
0 .0833 
0.0724 
0.0724 
0.0724 
0.0724 
0.0724 
0.0724 
0.0724 
0.0724 
0.0724 

160 .5 
171 .4 

7 4 . 8 
102.0 

5 9 . 8 
4 6 . 2 
40.8 

168.6 
6.8 

U6.2 
110.2 

9 7 . 9 
1 8 7 . 7 

9 2 . 5 
2 0 1 . 3 

6.8 
4 . 1 
4 . 1 
1.1 
0 . 9 
0 . 7 

16.1 
1 2 . 2 
1 0 . 7 

1 5 3 . 9 
226.2 
U 0 » 6 
1 6 5 . 2 
1 7 5 . 9 
1 3 4 . 7 
1 3 0 . 0 
1 8 4 . 7 
U 6 . 7 
164 .7 
139 .2 
1 3 4 . 9 
202.2 
126 .2 
162 .2 
154 .2 
121 .5 
123 .2 
U 6 . 5 
1 2 1 . 9 
110 .2 
U 3 . 3 
1 2 0 . 2 
1 1 0 , 2 

1 . 8 2 0 
2 . 7 7 0 
1 .684 
1 .944 
2.Cf70 
1 . 6 2 8 
1 .585 
2 . 1 8 0 
1 .745 
1 . 9 3 9 
1 . 6 7 1 
1 . 6 3 0 
2 . 4 U 
1 . 5 5 1 
1 . 9 1 0 
1 . 8 2 3 
1 . 5 1 1 
1 .525 
1 . 7 4 3 
1 .514 
1 . 4 2 0 
1 . 7 1 0 
1.500 
1 . 4 2 0 

8 8 . 1 9 
61.88 
4 4 . 4 2 
5 2 . 4 7 
2 8 . 8 9 
2 8 . 3 9 
25 .74 
77 .34 

3 . 9 0 
7 5 . 4 0 
65 .95 
60.06 
7 7 . 7 5 
59 .63 

105.4 
3 . 7 3 
2 . 7 1 
2 . 6 9 
0 .63 
0 . 5 9 
0 . 4 9 
9 . 4 2 
8 . 1 3 
7 . 5 4 

18.0 
12.2 

8 . 9 3 
9 . 5 8 
4 . 6 5 
4 . 9 3 
4.66 

1 6 . 4 
0 . 3 5 1 

1 5 . 6 
1 3 . 3 
11,2 
16.0 
11.6 
2 0 . 5 

0 .357 
0 . 3 U 
0.3U 
0 .0616 
0 .0550 
0 . 0 5 2 1 
1 .115 
1.020 
0 .977 



TAHE 11,10 
(COTINDED} 

CQRREUITIQW OP RESULTS 

System 
True Gas Pressure Total System Hun Gas 
Velocity 

h 

Density Drop Holdup Gas 
Velocity 

h Ib. / f t .^ 
Across 
Bed 

br 
ml. 

g / ^ 

f t . / sec . AP 
cm.H20 

br 
ml. 

19 47.5 0.00563 149.5 177.5 2.090 71.53 12.7 

H 
20 42.8 0.00551 88.3 131.5 1.598 55.26 10.1 

H 21 31.0 0.00534 50.3 151.3 1.792 28.07 5.13 
H 22 28.2 0.00528 35.3 112.9 1.441 24.50 4.20 H 23 29.0 0.00528 38.0 125.9 1.548 24.55 4.45 § 24 19.6 0.00523 23.1 139.8 1.676 13.78 2.01 

25 18.7 0.00523 17.7 119.9 1.497 11.82 1.83 
R 26 19.0 0.00523 20.4 117.2 1.475 13.83 1.89 
s 27 U . 2 0.00518 U.2 U3.0 1.708 8.31 1.05 § 28 13.6 0.00518 11.7 125.8 1.548 7.56 0.960 
1 29 13.2 0.00518 9.7 110.3 1.421 6.83 0.903 1 45 3 . U 0.00518 1.5 U6.5 1.743 0.86 0.0511 

46 2.86 0.00518 0.8 101.8 1.359 0.59 0.0425 
s 47 2.94 0.00518 1.1 116.5 1.470 0.75 0.0448 

48 5.46 0.00518 3.6 156.5 1.847 1.95 0.155 
49 5.05 0.00518 2.5 118.9 1.489 1.68 0.132 ta 50 5.15 0.00518 2.4 115.9 1.465 1.64 0.138 
51 7.70 0.00518 5.5 135.8 1.638 3.36 0.3C7 
52 7.33 0.00518 4.9 113.8 1.448 3.38 0.279 
53 7.30 0.00518 4.5 111.2 1.428 3.15 0.277 



TABLE l i a o 
(CQNTBUJED) 

CORRELATION OF RESULTS 

System Run 
True Gas Pressure Total Run Gas 
Velocity 

Density Drop Holdup Gas 
Velocity 

Ib . / f t .^ 
Across 
Bed ml. f t . / sec . 

Ib . / f t .^ 
-AP 

cm.B20 
ml. 

54 4.83 0.00518 2.0 98 1.334 1.5 0.1205 
55 7.11 0.00518 4.2 98 1.334 3.15 0.262 56 9.50 0.00518 7.2 98 1.334 5.40 0.466 
57 13.80 0.00523 11.0 98 1.334 8.25 0.995 58 17.30 0.00523 16.1 98 1.334 12.08 1.560 
59 21.4 0.00523 24.8 98 1.334 18.60 2.383 60 28.1 0.00529 33.3 98 1.334 24.96 4.180 
61 32.1 0.00529 45.6 98 1.334 34.20 5.43 
62 37.8 0.00534 56.6 98 1.334 42.45 7.58 
63 42.4 0.00534 67.5 98 1.334 $0.63 9.56 

64 0.83 0.0724 0.7 98 1.334 0.53 0.0498 
65 1.39 0.0724 1.7 98 1.334 1.28 0.139 
66 1.99 0.0724 3.5 98 1.334 2.63 0.286 
67 2.70 0.0724 6.0 98 1.334 4.50 0.524 6a 3.58 0.0724 9.4 98 1.334 7.05 0.926 
69 5.40 0.0724 U . l 98 1.334 10.58 2.100 
70 6.88 0.0724 24.3 98 1.334 18.23 3.410 
71 8.73 0.0738 34.0 98 1.334 25.50 5.50 
72 12.20 0.0746 66.6 98 1.334 49.95 10.7 



TABLE 11,10 
(CONTINUED) 

CQRRELATICN OF RESULTS 

System 
True Gas Pressure Total System Run. Gas Density Drop Holdup V/^ Velocity 

"s l b . / f t . 3 
Across 
Bed 

hj. V/^ 
f t . / sec. AP f t . /sec. om.H20 

73 7.4 0.0738 20.4 0 1.0 20.4 4.03 
H & 74 10.5 0.0763 42.1 0 1.0 42.1 8.31 
B S 75 12.6 0.0787 70.7 0 1.0 70.7 12.35 
1 S 76 5.7 0.0732 13.3 0 1.0 13.3 2.34 1 S 77 5.0 0.0724 10.3 0 1.0 10.3 1.79 

78 4.5 0.0724 8.4 0 1.0 8.4 1.46 
79 3.0 0.0724 5.6 0 1.0 5.6 0.663 
80 2.3 0.0724 3.7 0 1.0 3.7 0.369 

^ & 81 1.7 0.0724 2.3 0 1.0 2.3 0.204 
« 82 1.2 0.0724 1.3 0 1.0 1.3 0.099 

83 2.4 0.00518 0.7 0 1.0 0.7 0.030 
84 4 .1 0.00518 1.5 0 1.0 1.5 0.086 
85 6.0 Ok00518 2.5 0 1.0 2.5 0.187 
86 8«6 0.00518 4 .1 0 1.0 4 .1 0.384 pH O 

c5 a 
87 11.3 0.00518 6.3 0 1.0 6.3 0.653 pH O 

c5 a 88 U . 3 0.00523 9.5 0 1.0 9.5 1.070 
pH O 

c5 a 
89 17.1 0.00523 12.1 0 1.0 12.1 1.523 

pH O 
c5 a 

90 23.2 0.00523 19.6 0 1.0 19.6 2.81 
o £ 91 28.3 0.00530 26.8 0 1.0 26.8 4.23 
s § 92 32.2 0.00535 33.2 0 1.0 33.2 5.54 

1 93 38.8 0.00540 44.5 0 1.0 44.5 8.10 



TABLE ll.ll 

EXPERIMENTAL AMD CALCULATED DATA 

WATER IRRIGATION - AIR GAS PHASE 

System 
Liquid 
Rate 
ml./min. 

True 
Gas 

Velocity 

(ft./sec.) 

Pressure 
Drop 
Across 
1.75 ft. 
Bed 
^P 

(cm.H20) 

Total 
Holdup 

h r 

ml. 

A? W V/' 

isi 
in 

200 
200 
200 
200 

0.49 
0.69 
1.12 
1.58 

0.45 
0.80 
1.70 
3.20 

78 
78 
78 
86 

1.211 
1.211 
1.211 
1.265 

0.372 
0.661 
1.404 
2.548 

0.0176 
0 . 0 3 5 3 

0.0932 
0.186 

EH EH 

200 
200 
200 
200 

0.49 
0.70 
1.U 
1.63 

0.503 
0.921 
1.50 
3.05 

86 
89 
91 

103 

1.256 
1.272 
1.287 
1.367 

0.400 
0.724 
1.166 
2.231 

0.0182 
0.0370 
0.0975 
0.197 

67 
125 
200 
340 
4.55 

0.67 
0.69 
0.70 
0.71 
0.77 

0 . 8 3 6 

0.928 
1.023 
1 . 1 1 6 

1.275 

63 
77 
89 

113 
138 

1.136 
1.203 
1.272 
1.^2 
1.655 

0 . 7 3 6 

0.771 
0.804 
0.774 
0.770 

0.0334 
0.0352 
0 . 0 3 6 8 

0.0374 
0.0443 

B B 

0 
0 
0 
0 
0 
0 

0.43 
0.60 
0 . 9 a 

1.36 
1.79 
2.73 

0.243 
0M5 
0.827 
1.372 
2.07 
4.48 

0 
0 
0 
0 
0 
0 

1 
1 
1 
1 
1 
1 

0.243 
0.M5 
0.827 
1.372 
2.07 
4.48 

0.0135 
0.0271 
0.0713 
0.138 
0.238 
0.518 



11.5 Nomenclature 

= diameter of the equivalent channel, ft. 

^p = characteristic dimension of the particle, ft. 

S = acceleration due to gravity, ft./(sec.2) 

^c ~ gravitational conversion factor 

^D = dynamic holdup, ml, 

hg = gas holdup, ml. 

^ = static holdup, ml. 

^ = total holdup, ml. 

HQ = dynamic holdup ratio 

Hg = gas holdup ratio 

Hs = static holdup ratio 

= total holdup ratio 

k = gas film mass transfer coefficient, 
lb.mole./(hr.)(ft.2)(atm.) 

k a = volumetric gas film mass transfer coefficient, 
® lb.mole./(hr.)(ft.3)(atm.) 

L = depth of packed bed 

A F = pressure drop across packed bed, Ib./ft.^ in equations 11.1, 
11,2, 11.3> 11.5, 11.13 and 11.14, but for convenience 
cm. HaO in the dimensional empirical equation 11.4 and 
empirical correlations of Fig. 11.6 and 11.7 

APj^ 0 " pressure drop for zero liquid holdup, cm, H2O 

rjj = mean hydraulic radius, ft. 

S = surface area per unit packed volume of bed, ft,2/ft,3 

Sy = surface area per unit volume of the packing material, 
ft,2/ft,3 

U = superficial fluid velocity, ft,/sec. 

V = true fluid-velocity, ft ./sec. 
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true gas velocity, f t • / s ec . 

e = fractional voids or bed porosity-

= f luid density, I b . / f t . ^ 

h = f luid viscosity, l b , / ( f t . ) ( s e c . ) 

= function of tota l liquid holdup 

( V g V ) = function of gas inertia 



CHAPTER 12 

EVALOATIQN CF THB MASS TRANSFER PROPERTIES 

OF THE PACKED COLUMN 

To interpret the zinc absorption results, generalised correlations 

for estimating the height of a gas film transfer unit and the height of a 

liquid film transfer unit were required. To develop these correlations 

a second room temperature analogue of the zinc absorption column was 

contructed. 

The systems chosen were the absorption of pure carbon dioxide in water 
and the absorption of ammonia in water from a dilute ammonia - air mixture. 
So that conditions in this low temperature model would simulate the 
absorption of zinc vapour in molten lead, the tower walls and packing were 
made non-wetting with respect to the irrigating water by treatment with 
paraffin was. The principal features of the low temperature absorption 
model are shown in Table 12.1. 

TABLE 12.1 

PRINCIPAL DIMENSIONS OF THE La; TEMPERATURE 
ABSORPriON MODEL 

Column diameter = l.SO" 
Empty cross sectional area = 0.0177 ft.^ 
Empty bed volume (21" height) = 870 ml. 
Empty bed volume (10.5" height) = 435 ml. 
Volume of rings in 21" bed = 248 ml. 
Dry bed porosity = 0.72 
Irrigated bed porosity for 

21" packed height = (622 - bp)/870 
Column packing = -J" x -J" x 20 gauge steel 

raschig rings 

The absorption of pure carbon dioxide in water is a case where there 

is no diffusional resistance in the gas phase and therefore the measured 



height of an overall liquid phase transfer unit is equal to the height of 

a liquid film transfer tinit. Hence, the l a t t e r , in this special case, can 

be measured directly by experiment. 

The absorption of ammonia in water from a dilute ammonia - air mixture, 

because of the high solubility of ammonia in water, is controlled by 

diffusion in the gas phase. Hence, the measured heights of overall gas 

phase transfer units require a small correction for diffusionalcresistance 

in the liquid phase, to enable the height of a gas film transfer unit to 

be evaluated. 

The experimental techniques used in this low temperature model were 

the same as used by Stephens and Morris (116) and Taylor and Roberts (122) 

for calibrating a disc column for physical absorption. As these techniques 

have been used frequently by other investigators and as texts such as 

Sherwood and Pigford (99) also outline the general approaches used for 

evaluating gas and liquid phase resistance in gas absorption, the 

experimental methods, employed in this investigation, contained no novel 

features and therefore, the results only will be presented together with 

the discussion of the significant features. 

However, as a background to the discussions, the methods of 

correlating gas and liquid film data are f i r s t reviewed and examined 

cri t ical ly to see if they are suitable as a basis for the interpretation 

of zinc absorption data. 

12.1.1 Correlation of liquid Phase Data 

Sherwood and Holloway (98) proposed that liquid phase data be 

correlated according to equations 12.1 or 12.2 
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1-n l - s 

-IT) 
or the equivalent expression 

These equations were derived from the dimensionless form used 

originally by Gilliland and Sherwood (30) correlating data on vaporisation 

in a wetted wall coliimn, but suitably modified for liquid phase analysis 

in a packed coliimn. These equations are not dimensionless because of the 

omission of the length dimension from the l e f t hand side and f i r s t group 

on the right in both equations. The proportionality constant will 

therefore vary with the system of units employed. The length dimension 

was omitted because the equivalent diameter to be used in packed column 

analysis i s not known and therefore, rather than using the nominal packing 

size, i t was considered preferrable to delete this term, 

Sherwood and Holloway (98) investigated a wide range of systems, with 

the result that the exponent is on the Schmidt number was found to be 0,47 

in equation 12.2, i . e . the observed variation of k^a was as the 0.4-7 power 

of the liquid diffusivi ty . This was in remarkable agreement with the 

0.5 power required for Higbie's penetration theory (39). Additional 

support of the 0.5 power was provided by the more recent studies of Lynn, 

Straatemeier and Kramers (65) and Vivian and Feaceman (123), who studied 

liquid phase resistance in short wetted wall columns. The value of' s in 

equations 12.1 and 12.2 ha^ therefore been established as 0.5, both on 

theoretical and experimental grounds. 

The values of the exponent n and the constant ^ depend on the size and 

type of packing, the nature of the surface of the packing and the type of 



flow, whether wetting or non-wetting, and therefore must be determined 

experimentally on the type and size of packing and flow for which the 

correlation is being developed. 

As a preliminary examination of the zinc absorption data revealed 
that most of the diffusional resistance was to be located in the gas phase 
under the conditions of this investigation, the estimation of the height 
of a liquid film transfer unit was considerably less important than the 
evaluation of the height of a gas film transfer unit and therefore the form 
of correlation proposed was considered suitable for this investigation 
without modification. 

12.1.2 Correlation of Gas Phase Data 

Empirical studies of gas phase mass transfer in packed columns have 

been characterised by apparent disagreement and anomalies between the 

various reported studies, whereas liquid phase correlations since the 

work of Sherwood and Holloway (98) have been more successful. 

However, the recent very significant contributions of Shulman and 

co-wrkers (111) (110) (112), who introduced the concept of effective 

interfacial area, have provided suitable explanations of the anomalies, 

which existed in this field, with particular reference to the difference 

between absorption and vaporisation in packed coluimis and the effects of 

physical properties of the liquid phase determining the wetted surface 

areas when organic and aqueous liquids are vaporised in packed coliimns. 

The essential features of Shulman»s explanations are related to the 

behaviour of the liquid phase flo^dng through the packing and have been 

discussed fully in the previous chapter. 

Further advances in the field were recently made by Yoshida (132), 

I^ch and Wilke (63) and Shulman and Margolis (109), who studied the 



effect of fluid properties on the gas phase mass transfer process, hy 

vaporisation studies with ranges of different gas phases. The first two 

sets of data were for irater vaporisation, whilst the latter was for the 

vaporisation of specially prepared naphthalene raschig rings and berl saddles, 

Shulman and co-workers were primarily interested in dividing the 

volumetric mass transfer coefficients into transfer coefficients per unit 

effective interfacial area and effective interfacial areas per unit packed 

volume. The problem of evaluating the effective interfacial area in a 

packed column was fully discussed in the previous chapter. 

Although the effective interfacial area may "be evaluated in certain 

cases, the use of this method for analysing the zinc absorption data was 

precluded, because even the total surface exposed to gas flow cannot be 

readily evaluated for these data without further work being first carried 

out to establish the effects of physical properties on the holdup of 

liquid metals when irrigating packings. The determination of the total 

surface exposed to gas flow is only the first step towards evaluating the 

effective interfacial area, as the surface area of the liquid has to be 

determined and the fraction of this liquid surface, which is effective in 

the mass transfer process, has to be estimated. Therefore, although 

division of the volumetric mass transfer coefficient may be more elegant 

on theoretical grounds, it is doubtful if such a procedure can be considered 

to have general application, because of the large amount of specialised 

information on the particular system, which is required, before the 

analysis can be undertaken. 

Yoshida (132) chose to correlate his data for the vaporisation 

of water by a series of gases in a packed column, by a form similar to 



that used by Sherwood and Holloway (98) for liquid phase resistance, 

i . e . 

This form of correlation, or i t s equivalent in terms of either the 

mass t ransfer coefficient or the volumetric mass transfer coefficient, has 

been used by many investigators in the analysis of gas phase mass transfer 

in various systems. Basically i t i s equivalent to the method used by 

Gilliland and Sherwood (30) for correlating vaporisation data in a wetted 

wall column, except that i t has been modified for packed colixmn usage by 

introducing the height of a transfer unit as originally proposed by Chilton 

and Colbum (12). The Chilton and Colbum jjj factor , previously discussed 

in the gas phase mass transfer studies of this investigation, ife also 

basically of similar form, except that the volumetric coefficient has 

replaced the ordinary mass transfer coefficient and the terms of the equation 

have been rearranged. 

Equation 12.3 can be considered as the conventional form for correlating 

gas phase data. However, a better form of th is equation i s to use the true 

gas velocity rather than superficial quantities as used in equation 12,3> 

• ' ' ( T T t r ^ ) ' ( - f J 

The liquid rate term L in equations 12.3> 12.4 and 12.5 was introduced 

because the liquid rate was found to effect the gas phase transfer rate. 

The use of the superficial liquid phase mass velocity, to account for th is 

observed e f fec t , i s considered to be the principal weakness of th i s 
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correlat ion, when examined from the aspect of application to the zinc 

absorption studies of t h i s investigation. If the correlation i s developed 

"by experimentation with aqueous systems, the extension of the correlation 

to a system, in which the liquid phase i s molten lead, would be extremely 

questionable. 

Therefore, rather than using a liquid rate in the correlation, a term, 

which indicates the /actual volume of liquid present in the packing, which 

i s ef fect ive for absorption, should be used in the correlation. 

I t i s proposed that the dimensionless quantity, "the effect ive holdup 

ratio" He be introduced for th is purpose. The "effective holdup ratio" to 

be defined as the volume of liquid in the packing, which i s effect ive in 

absorption, divided by the volume of the packed bed. 

By the introduction of th i s term, i t i s considered that a compromise 

has been reached between the use of effective in terfacia l area as 

suggested by Shulman and co-workers (111) (110) (112) and the more readily 

achieved procedure of evaluating transfer rates per unit packed bed 

volume. Equation 12.5 can then be modified to the new form given in 

equation 12.6. ^ c d • 

% = / ? % 12.6 

Vff 
A more elegant form of equation 12.6 would be to replace — r̂ \j±t\i n 

the correct Reynolds number form employing the to ta l surface area exposed 

to gas flow, as proposed by Mott (78). However, as the specific surface 

could not be readily evaluated fo r the zinc absorption runs, equation 

12.6, as such, was considered as a possible form for correlating the data. 

The effect ive holdup ra t io i s a variable quantity depending on the 

type of mass t ransfer operation. Shulman, Ullrich and Wells (111) showed 

conclusively that the dynamic holdup was the only effect ive component 
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for the absorption of ammonia in water from a dilute ammonia - a i r 

mixture, and that the to ta l holdup was effective in vaporisation. The f u l l 

significance of the effective component of the liquid holdup was discussed 

in the previous chapter and also the suggestion was made that when a 

liquid metal i r r igates a packing, the so-called s ta t ic holdup could 

possibly be as effective as the flowing component in ab absorption process 

such as the absorption of zinc vapour in molten lead. 

Lynch and Wilke (63) proposed that the rate of mass transfer may 

be a function of the inert ia of the gas stream (Vg^^ ) at high flow rates 

rather than the Reynolds number. This postulation i s based on the observed 

pressure drop behaviour for flow past single cylinders, which shows that 

the drag coefficient i s independent of Reynolds number at high flow rates 

and the pressure drop is dependent only on the inert ia of the gas stream. 

The fact that the pressure drops in the mercuiy model were correlated by 

the gas iner t ia , without use of a viscosity term, may be also significant in 

th i s respect. The form of correlation suggested i s given in equation 12, 

Hg j 12.7 

Equation 12.7 was proposed tentatively pending further study. Although 

these authors successfully correlated their data by such a method, their 

data can also be correlated conventionally, if the effects of interfacial 

velocity are taken into account, as i l lustrated in the discussion of gas 

phase mass transfer in a disc column of th is investigation, where i t was 

shown, that even a small liquid velocity of 0,1 f t , / s e c , could accoimt for 

the apparent lack of correlation of their data by the accepted forms. 

However, as no real assessment of the merits of equation 12,7 can 



be made, imtil further experimental work is undertaken, a modified form 

of equation 12,7 involving the newly proposed effective holdup ratio, as 

shown in equation 12.8, was also considered as a possible basis for the 

correlation of the zinc absorption data. 

Ho = r̂ ( - ^ V 

The exponent of the Schmidt number in equations 12.3 to 12.8 is 

considered to be Although the recent studies of lynch and Wilke (63) 

and Yoshida (132) obtained different exponents on the Schmidt number, 

these are believed to be due to interfacial velocity effects masking the 

true effect of the diffusivity, as was proposed in the discussion of gas 

phase mass transfer in a disc column, presented earlier in this thesis. 
2/ 

As the '3 exponent was found to be satisfactory for correlating the disc 

column data of this investigation and as the most recent work, undertaken 

to establish the effects of fluid properties on gas phase mass transfer 

in a packed column, reported by Shulman and Maaigolis (109) also supported 

the exponent on the Schmidt number, the use of this exponent is 

considered to be justified. The latter work could not be affected by 

interfacial velocity effects, as the data Therefor vaporisation of solid 

naphthalene packing, in which there was no irrigation. The investigations 

supporting the ^ 3 exponent are very numerous. Some of these were mentioned 

more fully in Chapter 8 when the gas phase data for the disc column were 

discussed. 

The gas phase mass transfer studies of Chapter 8 resulted in the 

introduction of a newly defined mass transfer factor, the "relative Jjj 
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factor»», in which the significant velocity term in the mass transfer 
process is taken to be the relative interfacial velocity, rather than the 
true gas velocity. As the use of this new approach is considered to have 
general application, a possible form of correlating the zinc absorption 
data of this investigation would be an equation derived from the "relative 
jp factor". 

If the "relative factor" is introduced rather than the conventional 
jj) factor, the methods of correlation using the concept of the height of 
a transfer unit are no longer applicable, as these would also have to be 
modified for relative velocity effects. 

The suggested form is developed in the following equations:-
Bu definition, from Chapter B 

2/3 

azid, 
(̂ D̂ E = la.io 

. 1 - Z L j ^ / 
• • ^ ~ V D; 

„ = v ^ 
° V " - P ^2.12 

"•2/3 
a . H(j . ^ . _ L . ( U L S = fee) 12.U 

P 
For a dilute system W he taken as unity. 

As the effective interfacial area "a" is not known, the "effective 

holdup ratio", previously defined, can be used as a basis for correlation. 

Also the "relative Reynolds number" cannot be evaluated, because the 



characteristic length (or the specific surface) is not usually known, the 

length dimension can be omitted, as in the previous equations. The 

resulting form of the correlation is given by equation 12.15:-

12.2 Carbon Dioxide Absorption in Water 

The experimental results for the absorption of pure carbon dioxide 

in water under non-wetting co^lditions are given in Table 12.2. So as 

to afford a comparison of the performance of the packing, experiments were 

also carried out on the rings before treatment with paraffin wax. The 

carbon dioxide absorption data under these wetting conditions are shown 

in Table 12.3. 

The apparent heights of liquid film transfer units in Tables 12.2 

and 12.3 are the values directly measured on the apparatus, using the 

equilibri-um data given by Perry (84). As the temperature of the liquid 

was different in the various runs, a comparison of the data could only be 

made by converting all values to a temperature of 25°C by the equation 

proposed by Sherwood and Holloway (98), who studied the effect of liquid 

temperature on carbon dioxide absorption in water. This procedure is 

equivalent to expressing all the data in the form of equation 12.2, but as 

a generalised correlation was not required at this stage, the simpler 

procedure of correcting all the values to the same temperature was employed. 

For the non-wetting conditions, the end effects due to the absorption 

surface beneath the packing support, which was not taken into account 

in the evaluation of the apparent heights of liquid film transfer units. 
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were determined by using two dif ferent heights of packing. These end 

e f f e c t s , which were found to be equal to 4..8" of additional packed height, 

were taken into account when the true height of a liquid f i lm t rans fe r 

unit was calculated. 

The somewhat high end e f fec t s observed in these experiments are 

part ly due to be t te r l iquid distr ibution at the top of the packing, where 

the l iquid feed jet distr ibuted the l iquid into the centre of the bed. 

Visual observation of the column showed t h a t , as the l iquid flowed through 

the packing, the flow dis tr ibut ion was such that some of the l iquid tended 

follow the wall of the column more a f t e r passing several inches beneath 

the top of the packing. The packing at the top was therefore more 

e f fec t ive . The other fac tor contributing to the end e f fec t s was the "spray" 

section beneath the packing support. 

The calculated values of apparent H^ at • 25°C and true H^ at 25°C 

fo r the non-wetting runs are given in Table 12.-4. As the end e f fec t s 

were not determined fo r the wetting data, only the apparent Ĥ  at 25°C 

was evaluated as shown in Table 12.5. The apparent values of Table 12.5, 

however, can be compared direct ly with the apparent Ĥ  at 25°C data fo r 

non-wetting in a 10.5" packed bed, to give an assessment of the differences 

between wetting and non-wetting conditions. 



TABLE 12.2 

EXPERIMENTAL RESULTS - CARBON DIOXIDE ABSORPTION 

NON-WTING 

Rtm 
Uquld 
Rate 
mole./br. 

Mole, 
Fraction 
COg In 
Exit Liquor 

Temperatures 

Inlet 
Liguid 

Outlet 
L i ^ i d 

Nql = H 
Apparent 

Hl 
f t . 

u 
2A 
3A 
Ak 
5A 
6A 
7A 
8A 

9A 
lOA 
llA 
12A 
13A 
14A 
15A 
16A 

0.49 
0.49 
1.15 
1.15 
2.20 
2.30 
3.35 
3.35 

0.49 
0.49 
1.20 
1.20 
2.15 
2.15 
3.35 
3.35 

21" Packed Bed 

0.000527 
0.000^87 
0.000^17 
0.0004-20 
0.000386 
0.00Q379 
0.000354 
0.000355 

19.7 
20.2 
23.0 
23.2 
24.2 
24.4 
24.8 
24.8 

10.5'» Packed Bed 

0.000364 
0.000326 
0.000301 
0.000299 
0.000280 
0.000250 
0.000235 
0.000236 

19.8 
20.1 
22.5 
22.8 
23.8 
24.0 
24.5 
24.6 

22.5 
22.6 
23.9 
24.0 
24.6 
24.6 
24.7 
24.8 

1.355 
1.187 
1.018 
1.052 
0.952 
0.935 
0.857 
0.860 

0.835 
0.710 
0.662 
0.652 
0.610 
0.522 
0.483 
0.490 

1.29 
1.47 
1.72 
1.66 
1.84 
1.87 
2.04 
2.04 

1.05 
1.23 
1.32 
1.34 
1.43 
1.68 
1.81 
1.78 
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TABLE 12>3 

EXPERIMENTAL RESULTS - CARBON DIOXIDE ABSQRPriON 

WETTING 

Rtin 
Liquid 
Rate 
mole./hr. 

Mole, 
Fraction 
CO? in 
Exit Liquor 

Temperatures 

miet 
Liguid 

Outlet 
Liguid 

Apparent 

ft. 

1 
2 
3 
A 
5 
6 
7 
8 
9 

10 
11 
12 

0.40 
0.35 
0.87 
0.87 
2.50 
2.50 
1.40 
1.55 
3.35 
3.45 
4.75 
1.47 

10.5" Packed Bed 

0.000595 
0.000566 
0.000^53 
0.000464 
0.000330 
0.000321 
0.000382 
0.000369 
0.000289 
0.000278 
0.000262 
0.000376 

19.9 
19.8 
21.9 
21.9 
22.9 
23.0 
22.6 
22.7 
24.0 
24.0 
25.6 
23.9 

1.920 
1.670 
1.153 
1.203 
0.725 
0.698 
0.898 
0.852 
0.627 
0.597 
0.578 
0.933 

0.456 
0.524 
0.758 
0.727 
1.205 
1.250 
0.975 
1.030 
1.395 
1.465 
1.513 
0.938 



TABLE 1 2 . 4 

EVAHJATION CF APPARENT AND TRUE fa) AT 25^0 

CARBON DIC3XIDE ABSORPriON 

NON-WETTING 

Run 
Liquid Apparent Mean Apparent True Mean Run Rate 
mole»/hr. HL 

f t . 
Liquid 
Temp. 

OQ 
HL at 
25^0 

HL 
at 25°C 

True Hj, 
at 25°C 

Liquid 
Temp. 

OQ f t . f t . f t . 

21" Packed Bed 

lA 0.49 1.29 19.8 1.15 1.41n 
1.62^ 1.52 2A 0.49 1.47 20.2 1.32 
1.41n 
1.62^ 1.52 

3A 1.15 1.72 22.8 1.63 2.00n 
1.96^ 1.98 

a 1.15 1.66 23.0 1.60 
2.00n 
1.96^ 1.98 

5A 2.20 1.84 24.0 1.81 2.22 2.22 
6A 2.30 1.87 24.2 1.83 2.24 2.24 
7A 3.35 2.04 24.7 2.03 2.49N 

2.49^ 2.49 8A 3.35 2.04 24.7 2.03 
2.49N 
2.49^ 2.49 

10.5'* Packed Bed 

9A 0.49 1.05 23.3 1.01 1.47n 
1.72^ 1.60 

IQA 0.49 1.23 23.4 1.18 
1.47n 
1.72^ 1.60 

llA 1.20 1.32 24.4 1.30 1.89. 
1.92^ 1.91 12A 1.20 1.34 24.4 1.32 
1.89. 
1.92^ 1.91 

13A 2.15 1.43 24.8 1.42 2.06v 
2.44^ 2.25 14A 2.15 1.68 24.9 1.68 
2.06v 
2.44^ 2.25 

15A 3.35 1.81 25.0 1.81 2.64x 
2.59^ 2.62 

16A 3.35 1.78 25.0 1.78 
2.64x 
2.59^ 2.62 



TABLE 12,5 

EVAUJATION CF APPARENT (HL) AT 25^0 

CARBON DIOXIDE ABSORPTION 

\3ETTING 

Liquid Apparent Mean Apparent True Mean Run Rate HL Liquid HL at HL True Hj, 
mole./hr. f t . Temp. 25^0 at 25°C at 25®C 

OC f t . f t . f t . 

10.5« Packed Bed 

1 0.40 0.456 21.0 0.419 
2 0.35 0.524 21.0 0.480 - -
3 0.87 0.758 22.5 0.716 - -

0.87 0.727 22.5 0.690 - . 

5 2.50 1.205 23.3 1.130 - -

6 2.50 1.250 23.3 1.190 - -

7 1.40 0.975 23.1 0.940 - -

8 1.55 1.030 23.2 1.000 - -

9 3.35 1.395 24.3 1.370 - -

10 3.45 1.465 24.3 1.430 - -

11 4.75 1.513 25.8 1.530 - -

12 1.47 0.938 24.7 0.930 

The apparent heights of liquid film transfer tinits corrected to 25°C 

for 10.5" and 21" packed non-^wetting beds and for a 10.5** packed wetting 

hed are plotted as a function of liquid rate in Fig. 12.1. 
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Fig. 12.1 - Apparent heights of liquid film transfer 
units 

The wetting and non-wetting data differ in two respects, as can be 

seen from Fig. 12.1. 

The non-T êtting conditions give values of Ĥ  significantly higher than 

those for wetting. This is to be expected, as the wetting interfacial 

area would be considerably greater than the non-wetting interfacial area. 

The second effect is that the liquid rate affects the data to different 

extents. Thus it would appear that, if the data were extrapolated to very 

high liquid flows, the non-wetting conditions would give transfer rates 



greater than the wetting conditions, A similar effect has been previously 

reported by Sherwood and Holloway (97). The explanation of this effect 

is considered to be a difference in turbulence in the liquid phase. Under 

wetting conditions, the liquid flows in thin layers over the packing but 

under non-wetting conditions, thick rivulets are formed rather than thin 

layers. These rivulets result in greater turbulence in the liquid phase, 

which i s of utmost importance in a liquid phase controlled absorption such 

as carbon dioxide absorption in water. Thus this increased liquid 

turbulence, under non-wetting conditions, tends to offset the decreased 

liquid surface area resulting from the non-wetting flow. These phenomena 

suggest the interesting conclusion, that a non-wetting treatment of the 

pacldLng, in a liquid phase controlled absorption, could possibly improve 

the absorption efficiency under high liquid flow conditions. 

The end effects associated with the measurements can be seen in 

Fig, 12,1 by comparing the non-wetting 21" and 10,5" packed bed data. 

These end effects, which are equivalent to 4,8" of packing, are compensated 

when the true heights of liquid film transfer units are calculated. 

Fig, 12,2 shows that the single end effect correction of 4.,8" of additional 

packing allows correlation of a l l the liquid film data obtained for 

non-wetting flow. 
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Fig, 12.2 - True heights of liquid film transfer units 
(corrected for end effects) 

12.3 Ammonia Absorption in Water from Dilute Amiaonia - Air Mixtures 

As indicated in the discussion of the correlation of gas phase data, 

the holdup of liquid in the packed bed i s very significant in the 

interpretation of these data. Therefore, the dynamic, static and total 

holdup of water irrigating the packing, under both wetting and non-wetting 

conditions, were measured. The results of these measurements are 

summarised in Table 12.6. 



TABLE 12*6 

WATER HOLDUP DATA 

A. WETTING - 10.5w Packed Bed 

Liquid 
Rate 
mole./hr. 

Gas 
Rate 

mole./hr. 

Static 
Holdup 

hs 
ml. 

Dynamic 
Holdup 

ml. 

Total 
Holdup 

hj 
ml. 

Volume 
of 

Bed 
ml. 

1.32 0.0310 17 29.0 46.0 435 
1.32 0.0500 17 27.0 43.0 435 
1.32 0.0705 17 27.3 44.3 435 
1.32 0.1150 17 28.5 45.5 435 
1.32 0.1600 17 34.5 51.5 435 

0.455 
0.860 
1.32 
2.06 
2.86 

0.0705 
0.0705 
0.0705 
0.0705' 
0.0705 

17 
17 
17 
17 
17 

U . 3 
21.3 
27.3 
39.5 
51.8 

31.3 
38.3 
44.3 
56.5 
68.8 

435 
435 
435 
435 
435 

B, NON-̂WETTINO - 10,5« Packed Bed 

Liquid Gas Static Dynamic Total Volume 
Rate Rate Holdup Holdup Holdup of 
mole./hr. mole./hr. hs hj Bed mole./hr. 

ml. ml. ml. ml. 

1.32 0.0310 18 21 39 435 
1.32 0.0500 18 21 39 435 
1.32 0.0705 18 21 39 435 
1.32 0.1150 18 21 39 435 
1.32 0.1600 18 25 43 435 

0.455 0.0705 18 U 32 435 
0.860 0.0705 , 18 17 35 435 
2.06 0.0705 18 29 47 435 
2.86 0.0705 18 35 53 435 
1.22 0.0705 18 21 39 435 



All the experiment results for the absorption of ammonia in water 

from dilute ammonia - a i r mixtures are given in Tables 12*7 and 12.8, The 

data in Table 12,8, which are for wetting conditions, were obtained as 

a basis for comparison with the non-wetting data of Table 12.7. 

As indicated in these tables, the data for the highest gas rate was 

generally in the loaded region. This loading could be readily detected 

by visual observation of the liquid in the column, as under loaded 

conditions, pockets of l iquid, which would normally not be stagnant, 

ceased flowing and oscillated around fixed positions in the bed. These 

data were obtained at the point of incipient loading. The gas rate which 

caused loading imder non-wetting conditions in the 10,5" packed bed, did 

not in i t i a t e any loading for the 21" packed bed. These visually loaded 

runs were not included in the f ina l analysis of the data. 

The ammonia mass balances of this investigation are inferior to those 

reported by previous investigators, Stephens and Morris (116) and Taylor 

and Roberts (122) obtained balances usually within 2 to 3% and in no case 

was the error greater than 6^, The balances reported by Houston and 

Walker (46) were also never more than 6^ in error. However, in th is 

investigation errors as great as were recorded. These errors are 

attributed to liquid rate fluctuations, as the liquid flow during the test 

periods varied slightly. 

• As snap liquid samples were taken for analysis, any variation in liquid 

flow rate would be reflected in these analyses. Because composite liquid 

samples were not taken, the calculations of. the mass transfer were based on 

the gas phase ammonia analyses. The outlet gas analysis was taken by sampling 

at constant rate throughout the run. The inlet gas analysis was determined 

at the commencement and conclusion of each run. 
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TABIE 12.7 

EXPERIMENTAL RESULTS - AMMONIA ABSQRmaN 

NON-WETTING 

Run 
Gas 
Rate 
mole 

hr. 

Water 
Rate 

hr. 

Mole 
Fraction 
NHo in 
Inlet 
Gas 

Mole 
Fraction 
NH3 in 
Outlet 
Gas 

Mole 
Fraction 
NH3 in 
Exit 
Liquid 

Temperatures 
Water 
m 

Water 
Out 

Mass 
Balance 

15 
16 
17 
18 
19 
20 
21 
22 

*23 
*24 

25 
26 
27 
28 
29 

30 
31 
32 
33 
34 

10,5'» Packed Bed 

0.031c 
0.0310 
0.0500 
0.050C^ 
0.0705 
0.0705 
0.1150 
0.1150 
0.1600 
0.1600 
0.0705 
0.0705 
0.0705 
0.0705 
0.0705 

0.0500 
0.0705 
0.1150 
0.1600 
0.1600 

1.32 
1.32 
1.32 
1.32 
1.32 
1.32 
1.32 
1.32 
1.32 
1.32 
OM 
0.86 
2.06 
2.86 
1.22 

1.32 
1.32 
1.32 
1.32 
1.32 

0.0368 
0.0370 
0.0402 
0.0^18 
0.0U7 
0.0476 
0.0542 
0.0268 
0.0296 
0.0330 
0.0376 
0.0384 
0.0396 
0.0415 
0.0437 

0.04.90 
0.0499 
0.0519 
0.0547 
0.0558 

0.00156 
0.00172 
0.00578 
0.00572 
0.00715 
0.00768 
0.01195 
o.oa.31 
0.00632 
0.00715 
0.00872 
0.00617 
0.00376 
0.0Q327 
0.00625 

0.00089 
0.00090 
0.00U3 
0.00150 
0.00222 
0.00231 
0.00345 
0.00205 
0.00268 
0.00300 
0.00432 
0.00285 
0.00138 
0.00105 
0.00208 

21.OW Packed Bed 

0.00090 
0.00184 
0.00381 
0.00686 
0.00118 

0.00203 
0.00279 
0.00431 
0.00581 
0.00133 

23.9 
25.2 
26.6 
26.6 
26.6 
26.6 
26.5 
24.8 
25.1 
25.1 
19.2 
21.2 
23.2 
24.5 
24.3 

22.0 
22.0 
22.2 
21.8 
22.0 

24.0 
25.3 
26.7 
26.8 
26.9 
27.0 
27.4 
24.3 
24.5 
24.8 
21.0 
22.2 
23.4 
24.5 
24.6 

22.6 
23.1 
23.5 
23.9 
22.7 

93 
92 
91 
91 
90 
92 

107 
96 

105 
104 
104 

93 
90 
90 

104 

90 
92 
97 

100 
96 

Ammonia Lost from Gas ^ Mass Balance = . ,, • . • . . ^ 100 Ammonia Absorbed by Liquid 

Visual Loading 
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TABLE 12>8 

EXPERIMENTAL RESULTS - AMMONIA ABSCRPTIQN 

WETTING 

Run 
Gas 
Rate 

Water Mole. Mole. Mole. Temperatures Mass 
Run 

Gas 
Rate Rate Fraction Fraction Fraction Balance 

hr. 

Rate Fraction Fraction Fraction 
Water 

m 
Water 

Out 

Balance 

hr. 
mole. NH3 in NH3 in NH3 in Water 

m 
Water 

Out $ hr. hr. Inlet 
Gas 

Outlet 
Gas 

Exit 
Liquid 

Water 
m 

Water 
Out 

10.5" Packed Bed 

1 0.0500 1.32 0.0553 0.00071 0.00228 22.A 22.9 91 
2 0.0500 1.32 0.0598 0.00048 0.00220 23.0 23.5 102 
3 0.0500 1.32 0.0643 0.00053 0.00242 23.7 24.3 100 
k 0.0705 0.45 0.0337 0.00219 0.00473 19.1 21.1 103 
5 0.0705 0.86 0.0343 0.00100 0.00283 21.0 21.7 97 
6 0.0705 1.32 0.0367 0.00055 0.002U 21.6 22.2 90 
7 0.0705 2.06 0.0378 0.00034 0.00K2 22.5 22.9 90 
8 0.0705 2.86 0.0418 0.00011 0.00096 24.1 24.3 107 

* 9 0.160 1.32 0.0384 0.00238 0.00390 25.7 26.0 11? 
*10 0.160 1.32 O.O^U 0.00283 0.00430 25.9 26.4 109 
*11 0.160 1.32 0.0456 0.00368 0.00485 26.0 27.0 105 

12 0.0310 1.32 0.0481 0.00004 o.oonp 22.7 22.9 . 101 
13 0.0310 1.32 0.0486 0.00005 0.00110 22.9 23.1 104 
U 0.0310 1.32 0.0499 0.00006 0.00115 22.9 23.1 101 

Mass Balance = Ammonia lost from Gas ^ ^^^ 
Ammonia Absorbed by Liquid 

Visual Loading 



The height of a gas film transfer unit was calculated from the 

measured height of an overall gas phase tranfer unit by correcting this 

value for diffusional resistance in the liquid phase. The relation between 

HQQ, for cases, in which the equilibrium curve is linear (i.e. where 

Henry's law holds), is given by Sherwood and Pigford (100) and other standard 

texts as equation 12.16. 

HOG = H(J + m HL 12.16 
% 

The values of H^, for absorption of ammonia in water were calculated 

using equation 12.2, the constants and exponents being determined from the 

carbon dioxide absorption data. The diffusion data used were those given 

by Perry (83). Values of m were calculated for each run using the 

equilibrium data tabulated by Perry (84). 

The apparent heights of gas film transfer units, using the procedure 

outlined, are given in T^ibles 12.9 and 12.10 for the non-wetting and wetting 

runs, respectively. The true heights of gas film transfer units were 

evaluated by using the same end correction as obtained in the carbon dioxide 

absorption experiments (i.e. 8" of additional packing). 

The wetting data were not corrected for end effects but the wetting 

and non-wetting data may be compared using the apparent data, uncorrected 

for end effects, provided the comparison is made on the basis of the same 

packed height. 

A summary of the ammonia absorption data for wetting and non-wetting 

flow is given in Table 12.11, in which the mean data for each set of 

experimental conditions are presented. 



TABLE 12.9 

EVALUATION CF Hqg m APPAREHT Hq - AMMONIA ABSQRFTION 

NON-̂ TTING 

Run 
Gas Liquid Mean HL Apparent 

Run Kate Rate NOG HOG Liquid for NH3 m HQ mole./hr. mole./hr. 
NOG HOG 

Temp. Absorp- Uncorrected 
( f t . ) t ion at fo r End 

Mean Effects 
Liquid 
Temp. ( f t . ) 
( f t . ) 

( f t . ) 

10.5" Packed Bed 

15 0.0310 1.32 3.20 0.274 24.0 1.45 0.93 0.246 
16 0.0310 1.32 3.11 0.281 25.3 1.40 0.99 0.252 
17 0.0500 1.32 1.99 0.439 26,7 1.35 1.06 0.390 
18 0.0500 1.32 2.05 0.427 26.7 1.35 1.06 0.378 
19 0.0705 1.32 1.89 0.463 26.8 1.35 1.06 0.394 
20 0.0705 1.32 1.89 0.463 26.8 1.35 1.06 0.394 
21 0.1150 1.32 1.58 0.555 27.0 1.34 1.07 0.442 

*22 0.1150 1.32 1.90 0.462 24.6 1.42 0.96 0.356 
*23 0.1600 1.32 1.62 Q.541 24.8 1.41 0.97 0.393 
24 0.1600 1.32 1.61 0.543 25.0 1.41 0.97 0.394 
25 0.0705 0.45 1.55 0.566 20.1 1.17 0.77 0.437 
26 0.0705 0.86 1.90 0.461 21.7 1.32 0.84 0.376 
27 0.0705 2.06 2.40 0.365 23.3 1.68 0.90 0.322 
28 0.0705 2.86 2.58 0.339 24.5 1.78 0.95 0.303 
29 0.0705 1.22 2.00 0.438 24.5 1.39 0.95 0.369 

21» Pad ked Bed 

30 0.0500 1.32 4 . U 0.422 22.3 1.75 0.86 0.371 
31 0.0705 1.32 3.44 0.508 22.6 1.73 0.87 0.435 
32 0.1150 1.32 2.73 0.641 22.9 1.70 0.89 0.523 
33 0.1600 1.32 2.19 0.800 22.9 1.70 0.89 0.636 
34 0.1600 1.32 4.55 0.384 22.4 1.74 0.87 0.352 

* Visual Loading 



TABLE 12.10 

EVAIZJATION CF Hqg AKD APPARENT HQ - AMMC3NIA ABSCRFTION 

WETTING 

Run 
Gas Liquid Mean HL Apparent 

Run Rate 
_ • J -

Rate NOG HOG Liquid for NH3 
mole,/hr. mole./hr. 

NOG HOG 
Temp. Absorption m Uncor-

(ft.) at Mean rected (ft.) 
Liquid 
Temp, 
(ft.) 

for End 
Effects 

(ft.) 

10.5'» Packed Bed 

1 0.0500 1.32 4.48 0.195 22.7 0.96 0.88 0.166 
2 0.0500 1.32 4.92 0.178 22.3 0.97 0.86 0.150 
3 0.0500 1.32 5.00 0.175 24.0 0.94 0.93 0.U5 
k 0.0705 0.i;5 2.95 0.296 20.1 0.59 0.77 0.231 
5 0.0705 0.86 3.70 0.236 21.4 0.78 0.82 0.187 
6 0.07d5 1.32 4.27 0.?05 21.9 0.98 0.85 0.165 
7 0.0705 2.06 4.97 0.176 22.7 1.24 0.88 0.145 
8 0.0705 2.86 6.03 0.145 24.2 1.36 0.94 0.118 

* 9 0.1600 1.32 3.00 0.292 25.9 0.90 1.20 0.175 
*10 0.1600 1.32 2.90 0.302 26.2 0.89 1.30 0.176 

0.1600 1.32 2.70 0.324 26.5 0.88 1.50 0.180 
12 0.0310 1.32 6.43 0.136 22.8 0.96 0.88 0.118 
13 0.0310 1.32 6.33 0.138 23.0 0.96 0.89 0.120 
U 0.0310 1.32 6.17 0.U2 23.0 0.96 0.89 0.124 

Visual Loading 



TABLE 12>11 

SUMMARY CF RESULTS 

MEAN DATA - ABSC3RFTI0N OF AMMONIA IN WATER 

Gas Rate 
mole/hr. 

Liquid 
Rate 
mole 

hr. 

Total 
Holdup 

ml. 

Bed 
Porosity Velocity 

<£ J ? f t . /sec. 

Dynamic 
Holdup 
Ratio 

Hd 

Apparent 
Hg 

True 
Hg 

0.0500 
0.0705 
0.0705 
0.0705 
0.0705 
0.0705 
0.1600 
0.0310 

Wetting - 10.5" Packed Bed 

1,32 
0.455 
0.860 
1.32 
2.06 
2.86 
1.32 
1.32 

0.06U 
0.0311 
0.0494 
0.06U 
0.0942 
0.1137 
0.0794 
0.0667 

0.154 
0.231 
0.187 
0.165 
0 .U5 
0.118 
0.177 
0.121 

0.0500 
0.0705 
0.1150 
0.1600 
0.0310 

Non^Wetting - 10.5" Packed Bed 

0.0310 1.32 39 0.63 0.300 
0.0500 1.32 39 0.63 0.486 
0.0705 1.32 39 0.63 0.687 
0.1150 1.32 39 0.63 1.115 
0.1600 1.32 43 0.62 1.580 
0.0705 0.455 32 0.64 0.672 
0.0705 0.860 35 0.64 0.679 
0.0705 2.06 47 0.61 0.707 
0.0705 2.86 53 0.59 0.725 
0.0705 1.22 39 0.63 0.687 

0.0483 
0.0483 
0.0483 
0.0483 
0.0576 
0.0322 
0.0391 
0.0667 
0.0805 
0.0483 

Non-Wetting - 2l»» Packed Bed 

1.32 
1.32 
1.32 
1.32 
1.32 

78* 
78* 
78* 
86* 
78* 

0.63 0.486 
0.63 0.687 
0.63 1.115 
0.63 1.580 
0.63 0.300 

0.0483* 
0.0483* 
0.0483^ 
0.0483* 
0.0483* 

0.249 
0.384 
0.394 
0.400 
0.394 
0.437 
0.376 
0.322 
0.303 
0.369 

0.371 
0.435 
0.523 
0.636 
0.352 

0.362 
0.558 
0.573 
0.582 
0.573 
0.636 
0.547 
0.468 
0.441 
0.537 

0.456 
0.534 
0^644 
0.782 
0.432 

* Not meaSTired directly but calculated from 10.5'* data. 



The mean apparent heights of gas film transfer units for 10.5" and 
21" packed non-wetting beds and for a 10.5" packed wetting bed are plotted 
as a function of gas rate in Fig. 12.3. 
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Fig. 12.3 - Apparent heights of gas film transfer units 
Constant liquid rate = 1,32 moles./hr. 

The non-wetting conditions give values of Hq significantly greater 
than those for wetting. This is to be expected, as the wetting interfacial 

area would be considerably greater than the non-wetting interfacial area. 
The effect of gas rate, however, is the same irrespective of the wetting 
conditions, as the data can be represented by parallel lines in Fig. 12.3. 
Thus the displacement of the two sets of data is apparently only due to 
interfacial area differences. 

The results of this investigation in this respect are different to 



those reported hy Sherwood and Holloway (97) for gas phase mass transfer 

with wetting and non-wetting flow. These authors observed a different 

effect of gas rate on the two sets of data. No explanation of th i s was 

offered. Although both these authors' results and the results of th i s 

investigation showed that the liquid rate effects liquid phase data 

different ly depending on the wetting conditions, as previously discussed, 

i t i s d i f f icu l t to see why any effect of gas rate should be observed, 

which i s different depending on the nature of flow, whether wetting or 

non-wetting. 

The effect of loading on the gas film transfer unit heights observed 

in these experiments is the same as observed by previous investigators. 

Loading tends to reduce the HQ below that which would be obtained at a 

similar gas rate in the absence of loading. 

The end effects associated with the measurements can be seen in 

Fig. 12.3 "by comparing the non-wetting 21". and 10.5" packed bed data. These 

end effects can be compensated by allowing the same correction to be applied 

as was determined in the carbon dioxide absorption experiments. Thus ±£ 

these end effects are taken as being equivalent to another 4-.8" of packed 

height, the true values of the gas film transfer heights can be evaluated. 

Fig. 12.4 i s a plot of the true values of HQ for both 10.5" and 21" beds 

for non-wetting conditions. Only the mean values of HQ for the various 

gas ra tes , at a constant liquid rate of 1.32 mole./hr., are plotted in 

Fig. 12.-4. As can be seen in this diagram, a l l the non-wetting data are 

correlated by a single l ine , showing that the end effects correction i s 

the same for either carbon dioxide absorption or ammonia absorption. 
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Fig. 12.4 - True heights of gas film transfer units 
(corrected for end effects) 

Constant liquid rate = 1.32 mole./hr. 

Figs. 12.3 and 12.4 were for constant liquid rate data. As discussed 

earlier in this chapter, the effects of liquid rate on the gas phase mass 

transfer process are considered to be best treated by the introduction of 

the new term, "the effective holdup ratio". The effective holdup ratio 

for ammonia absorption considered to be equal to the dynamic holdup ratio. 

The exponent d on the effective holdup ratio of equations 12.6, 12.8 

and 12.15 was found to be -0.42 by plotting values of Hq versus dynamic 

holdup ratio, for a constant gas rate, on a log.—log» graph, as shown in 

Fig. 12.5. 
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Fig. 12,5 - The effect of dynamic holdup ratio on Hq. 
Constant gas rate = 0.0705 mole./hr. 

The effective holdup ratio affects both the non-wetting and wetting 
data to the same extent, as can be seen by the parallel lines in Fig. 12,5 
representing the two sets of data. An important factor about the effective 
holdup ratio is stressed in Fig. 12.5. This is, that the effective holdup 
ratio must not be considered as a substitute for the effective interfacial 
area in generalised correlations for all packings and types of flow. The 
application of the effective holdup ratio is for comparing systems, in 
which the type of flow, either wetting or non-wetting, and the packing are 
the sajne. Obviously, effective holdup ratio cannot be used to account 
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f o r differencsB in wetting and non-wetting data, as i s clearly shown in 

Fig. 12.5 by the separate correlations obtained fo r each case. 

12.4 Generalised Correlations 

All the data required, fo r expressing ei ther the carbon dioxide or 

ammonia absorptions in the various forms of correlation discussed at the 

beginning of t h i s chapter, have been presented. However, rather than 

expressing the data in the various mathematical equations suggested, i t 

was considered more desirable, for the purposes of t h i s investigation, to 

extend the treatment no fur ther at t h i s stage, but to use the suggested 

correlating forms fo r direct ly comparing the resul ts of the zinc absorption 

in molten lead with the data of th i s room temperature analogue, in the f i n a l 

assessment of the data, as presented in the next chapter. 



12.5 Nomenclature 

a = area of interphase contact, f t . ^ f t . ^ 

D = diffusion coefficient, n . y h r . 

G = superficial mass velocity of the gas phase, lb,/(hr.)(ft.^) 

^ = superficial molar mass velocity of the gas phase, 
lb.ffiole./(hr.)(ft.)2 

= dynamic holdup ratio 

Hg = effective holdup ratio 

= static holdup, ml. 

= dynamic holdup, ml, 

bj; = total holdup, ml, 

% = height of a gas film transfer unit, f t , 

HQQ = height of an overall gas phase transfer unit, f t . 

Ĥ  = height of a liquid film transfer unit, f t . 

PBM 
Gm \ ̂  

V. R /'m 

k- = gas film mass transfer coefficient, 
^ lb.mole./(hr.)(ft.2)(atm.) 

k â = volumetric gas film mass transfer coefficient, 
lb.mole./(hr,)(ft.3)(atm.) 

kra = volumetric liquid film mass transfer coefficient, 
^ lb.mole./(hr)(ft,3)(unit Ac) 

L = superficial mass velocity of the liquid phase, 
lb./(hr.)(ft.2) 

Lr, = superficial molar mass velocity of the liquid phase, 
^ lb.mole./(hrO(ft.2) 

m = slope of equilibrium curve 
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N^ = number of gas film t ransfer imits 

ÔG = number of overall gas phase t ransfer uni ts 

NL = number of liquid f i lm t ransfer uni ts 

NOL = number of overall l iquid phase t ransfer uni ts 

%1 logarithmic mean of the par t ia l pressure of the %1 non-diffusing component at the phase boundary 
and in the bulk of -the gas phase, atm. 

P t o t a l pressure on the system, atm. 

Re Reynolds number (dimensionless) 

(Re)ĵ  = re la t ive Reynolds number (dimensionless) 

= average true gas velocity, f t . / h r . 

^R = relat ive velocity of the gas and liquid streams, f t . / h r 

constants in the empirical eqaations. 

f rac t ional voids or bed porosity 

^ = f lu id density, l b . / f t . 3 

/-^m = molar density, lb .mole . / f t .^ 

= f lu id viscosity, l b . / ( f t . ) ( h r . ) 



CHAPTER 13 

IMTERHIETATION OF ZINC ABSCEFTION DATA 

Using as a basis the information derived from the two room temperature 

analogues, the zinc absorption data presented in Chapter 10 can be now 

analysed from the standpoint of the fundamental equation developed for the 

absorption of zinc vapour in molten lead. 

f Iv^--
As the value of Eqq is proportional to the overall resistance to mass 

transfer, equation 13.1 can be considered as a statement of the addition 

of diffusional resistances of the individual phases. The f irst term in the 

R.H.S. of equation 13.1 is a measure of the resistance to mass transfer 

in the gas phase and the second term accounts for resistance in the liquid 

lead phase. 

13.1 Diffusion Resistance in Liquid Lead Phase 

13.1.1 Evaluation of o 
'Zn Jfzn 

PT (y - ye) 

The evaluation of the integral requires basically the same approach 

as used to determine the number of overall gas phase transfer units, as 

outlined in 10.4.1, 

i . e . , the following information is required for various levels within the 

absorption column 

(a) The gas phase zinc concentration 

(b) The lead phase zinc concentration 

(c) The lead phase temperature 



(d) The equilibrium zinc partial pressure above the alloys formed 
by absorption. 

As this information could not be determined directly, the asumptions 

discussed fully in 10.4.1 have to be made. 

i.e. (1) An exponential decrease of the zinc phase composition from the 
bottom to the top of the column. 

(2) A linear relationship between lead temperature and position in 
the column. 

The application of these assumptions, for obtaining the desired 

information for the various levels within the column, has been outlined in 

the sample calculations presented in 10.4»1 for Run 2D. 

To illustrate the general approach used. Run 2D has been retained as 

typical of the calculations and therefore, the calculations presented in 

this chapter and those given earlier, are representative of the calculations 

involved for any run on the system. The relevant experimental data and the 

results of calculations already made on Run 2D are given in Table 13.1. 

TABLE 13.1 

EXPERIMENTAL AM) CALCULATED DATA FOR RUN 2D 

Zn mole fraction inlet gas (jn) = 0.00745 
Zn mole fraction outlet gas (J2) = 0.000650 
Zn mole fraction inlet lead fe) = 0.00005S 
Zn mole fraction outlet lead (x̂ ) = 0.000439 
Lead inlet temperature = 6lO°C 
Lead outlet temperature = 760^0 
Mean lead temperature = 6850C 
Column pressure = 910 mm. Hg. 
Nog = 2.58 
HOG = 0.68 ft. 
Lead flow rate = 2.62 moles./hr. 
Gas flow rate = 0.1A7 moles./hr. 
The data previously calculated for Run 2D and presented earlier in 

0 Table 10.7 can now be used for the evaluation of f Pgn flZn , dy i Pi^y - ye) 



Table 13.2 includes the previcnisly calculated data of Table 10.7 

together with the new calculated data required In the evaluation of the 

integral, 

TABLE 13*2 

RM 2D 

Position in 
Column Top A B C D Bottom 

Lead Temp, °C 
(t) 610 632 702 734 756 760 

p ^ mm. Hg. 13.8 20.6 63.3 100 138 U6 

Y Zn 9.6 8.8 6.9 6.5 6.0 5.9 

mm. Hg. 910 910 910 910 910 910 

Ẑn )(zn 
0.U5 0.200 0.480 0.716 0.912 0.945 Pt 

= m 
0.U5 0.200 0.480 0.716 0.912 0.945 

X 0.000058 0.000080 0.000190 0.000300 0.000420 0.000439 

ye 0.000008 0.000016 0.000091 0.000215 0.000294 0.000328 

y 0.000650 0.00100 0.00300 0.00500 0.00700p 0.00745 

0 . 
Ẑn ozn 2U 192 168 154 U7 158 

PjCy - ye) 2U 192 168 154 U7 158 



P X 
The plot of —OZn ^Qpĝ s y required for the graphical 

^T ŷ - ye) 
inte'gration is shovm in Fig. 13.1 

•o 
( 

z ^ 12 
1 

•nS >-

0-008 

Fig. 13.1 

From Fig. 13*1» 
5 

! 

Ẑn Kzn . dy = 1. 
p̂ Cy -

10̂  



- 344. -

Evaluation of H^ for Zinc Absorption in Lead 

% for zinc absorption in lead can be evaluated from the data for 

carbon dioxide absorption in water obtained using the room temperature 

analogue, by application of equation 12.2 discussed previously in 12.1.1o 
.n .. 0,5 

13.2 

jj 
• • At constant-^, 

r 

(^L^Zn - Pb 

For Run 2D 

(a) Lead Rate 

\ ̂  T)/ C02 - H2O 

Zn - Pb 

-,0.5 

13.3 

= 2.62 moles,/hr. s moies 
Cross Section Area of Zn Absorption Column = 0.01654 ft.'' 

L = 
2 . 6 2 X 2 0 7 

0.01654 l^^-/(hr.)(ft.2) 

/M of Pb at 6850c = 1.37 Centipoise (interpolated from (83)) 
^ _ 2 . 6 2 X 2 0 7 
/4 "" 0.01654 X 1.37 X 2.2̂ 2 

= 9,900 ft."l 

• • 

(b) For = 9,900 ft.-l 

Water Rate in CCb Absorption Column = 9,900 x 1 x 2.4-2 x 0.0177 
18 

= 23.6 moles./hr. 

At this water rate (Hl) apparent for absorption In a 21" packed 
bed can be obtained by extrapolation of the data given in Fig. 12.1, 
which gives, 

(%)C02 - H2O = 3.3 ft. 
0 

(c) Dgn - ^ at 685 C can be estimated by the procedure given in 2.1 
or can be interpolated from the values of Table 2.4 by plotting log, D 
versus ^ . 

T 



- 345 -
At 6850c, Dzn - H) = 608 X 10"^ cm.Vsec. 

of Pb at 685°C = 1.37 centipoise (interpolated from (65)) 

of Fb at 685 C = 10.17 g./cm.3 (interpolated from (65)) 

Fb ~ 10.17 X 6.8 X 10-5 
= 19.8 

At 2 5 ° C ^ VCO2 - H2O " (Diffusion data from Perry (83)) 

(d) Hence for = 9,900 f t . -^ 
r 

From equation 13.3, 
0.5 

3*3 _ / 570 \ 
(HL)zn - Pb " ^ 19.8 / 

(̂ L̂ Zn - Pb = 0.115ft. 

13.1.3 Fraction of Total Diffusion Resistance in Liquid Lead Phase . 

The fraction of the overall resistance to mass transfer due to the 
resistance in the liquid lead phase can be calculated by rearranging 

To equation 13»1. ^ I DS V 

Fractional Resistance in _ Lm Nqq y« 
Liquid Lead Phase " ^ 

ÔG 
For Run 2D, 0̂ 115 

2.62 2.58 * 
Fraction Resistance in - _ _ _ _ _ _ 

Liquid Lead Phase 

= 0.00^1 

Hence, for Run 2D, only of the total resistance to mass transfer 

is located in the liquid lead phase. Similar calculations on the other runs, 

indicated that the liquid lead phase resistances were negligible, under the 

conditions of the zinc absorptions carried out in this investigation. 

It is important to note that the experimental conditions determine 



the contribution, which the liquid lead phase makes to the overall mass 

transfer resistance. Thus for example, if the experiments were carried 

out at very high gas rates, very low liquid lead rates and much higher 

temperatures, inspection of the equation 13.4 indicates that the fractional 

resistance of the lead phase could then become appreciable, 

13-2 Diffusional Resistance in the Gas Phase 

For the experimental conditions of this investigation, the absorption 

of zinc vapour in molten lead is clearly controlled by the diffusional 

resistance of the gas phase, and any resistance in the liquid lead phase 

can be neglected. 

Under these conditions equation 13.1 reduces to 

Hqq = HQ ...... 13* 5 

If the conventional gas absorption theories are applicable to the 

absorption of a metallic vapour in a liquid metal at an elevated temperature, 

the values of the heights of overall gas phase transfer units obtained for 

the absorption of zinc vapour in molten lead, tabulated in Table 10.9, 

should be directly comparable to the values of the heights of gas film 

transfer units for ammonia absorption in water, using one of the forms of 

correlation of gas phase data presented in 12.1.2. 

The HQQ data of Table 10.9 are uncorrected for end effects as only one 

packed height was used in the zinc absorption experiments and hence they 

must be considered as apparent values of HOGOI" It seems reasonable to 

assume that the end effects associated with the zinc absorptions are 

approximately equal to those measured in the room temperature analogue. 

Therefore, these values were converted to true heights of transfer units by 

assuming the end effects were equivalent to another 4.8" of packed height, 

before the comparison with the ammonia absorption data was made. 



The forms of correlation suggested in 12.1.2 for comparing gas phase 

data, require information regarding the total and dynamic holdup of molten 

lead in the packing under the conditions of the experiments. Estimates of 

the liquid velocities in "both the zinc absorption and ammonia absorption 

experiments are also required, if Equation 12.15, in which the relative 

velocity is taken as the significant velocity term, is to be used for 

correlating the data. 

13.3 Estimation of Molten Lead Holdup 

The empirical correlation developed for the mercury model in which 

was plotted as a function of V g ^ as shown in Fig. 11.6 was considered to 

be the most suitable method of estimating the holdup of molten lead on the 

packing during the zinc absorption experiments. The significant features 

and the justification for using the correlation, based on mercury irrigation, 

for determining holdups for other liquid phase irrigations were fiaiy 

discussed in 11.4.4-. 

To ensure that the zinc absorption column and the mercury model column 

were consistent with each other, pressure drop readings were taken across 

the zinc absorption column with room temperature air as the gas phase, before 

the column was irrigated with lead. 

Further room temperature studies on the zinc Absorption column were 

made after the column had been irrigated with molten lead. These latter 

studies served the dual purpose of testing the consistency of the zinc 

absorption colujm with the mercury model column, as well as providing a 

check on the application of the correlation, as the pressure drop was also 

recorded when the column was operating with hot nitrogen flow, but with 

the same holdup present as in the room temperature measurements. A single 

assumed value of the total holdup of lead on the packing allowed the data 
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to "be compared with the mercury model correlation. 

The experimental and calculated data for the two experiments just 

described are given in Tables 13.3 and 13./+. 

TABLE 13>3 

PRESSURE DROP ACROSS ZING ABSCRPriON C0LU14N 

AIR AT ROCM TE14PSRATURE 

Bed Porosity = 0.72 

Gas Flow 
Rate 
X 1C4 
Ib./sec. 

Pressure 
at Base 
of Column 
p . s . i . g . 

Gas 
Density 
Ib ./ft i 

True Gas 
Velocity 
ft./sec. 

Vg 

Pressure 
Drop Across 
Coliamn ^ P 

cm. H2O 

6.00 0 0.075 0.67 0.0337 0.51 
8.26 0 0.075 0.92 0.0637 0.91 

11.05 0 0.075 1.24 0.115 1.52 
U . 1 5 0.5 0.077 1.54 0.183 2.13 
17.80 0.75 0.079 1.90 0.284 3.OV 

TABLE 13.4 

PRESSURE DROP ACROSS ZINC ABSQRFTION COLUMN 

PREVIOUSLY LEAD IRRIGATED 

NITROGEN AT ROOM TEMPERATURE 

Gas Flow 
Rate 
X 1C4 
lb./sec. 

Pressure 
at Base 
of Column 
p .s . i . g . 

Gas 
Density 
lb ./ f t .5 

Pressure 
Drop Across 
Column AP 

cm. H2O 

hp Assumed 1/+5 ml. Gas 
Density 
lb ./ f t .5 

Pressure 
Drop Across 
Column AP 

cm. H2O 
A? 

0.0722 0.95 0.0345 0.552 
0.0722 1.25 0.0510 0.725 
0.0722 1.50 0.0735 0.872 
0.0756 2.30 0.124 1.34 
0.0785 3.90 0.210 2.26 
0.0800 4 .90 0.270 2.85 
0.0820 6.30 0.362 3.66 
0.0848 8.50 0.502 4.93 
0.0893 11.20 0.736 6.50 
0.0943 u . i o 0.913 8.18 
0.0992 19.80 1.310 11.50 

4.53 
5.52 
6.62 
8o80 

11.65 
13.36 
15.66 
18.73 
23.30 
26.70 
32.80 

760 
760 
760 
796 
827 
843 
863 
894 
942 
993 

1045 
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Fig, 13.2 - Empirical correlation of holdup and pressure 
drop 

The data of Tables 13.3 and 13.4 are plotted as A?/{1 x 

versus V in Fig. 13.2, in which the full line represents the mercury g ̂  
model data of Fig. 11.6. The data are well represented by the full line 

and hence consistency between the two packed beds is established. The 

holdup of U 5 ml. assumed for the previously lead irrigated data was 

determined by trial and error to make the observed pressure drop data fit 

the correlation. If for some reason, the mercury model and the zinc 

absorption columns were not self-consistent, a single assumed value of 

holdup would not have resulted in correlation of the previously lead 



Irrigated data with the mercury data. 

The assmed stat ic holdup of ml, of cold lead i s equivalent to a 

holdup of 160 ml. of liquid lead at 600^0, when allowance for volume 

change on fusion and expansion i s made. Measurements of pressure drop 

made on the column, when hot nitrogen, at a mean temperature of 600°C, 

was passed through the same previously irrigated bed, required an assumed 

holdup of 180 ml. to enable the.data to be correlated with the f u l l line 

of Fig. 13.2. Thus the agreement, between the holdup of 180 ml. for the 

determinations made when hot and the equivalent holdup (corrected for 

volume changes) of 160 ml. derived from the room temperature measurements, 

indicates that the estimation of molten lead holdup from the observed 

pressure drop in the gas phase, by the empirical correlation developed, i s 

quite rel iable. 

As only the to ta l holdup of lead could be estimated using the suggested 

procedure, the dynamic liquid lead holdup could only be determined as the 

difference of the estimated to ta l holdup under the particidar operating 

conditions and the estimated total holdup in the absence of irr igation. 

Although i t was previously shown in 11.4.. 1 that the s ta t ic holdup of 

mercury in the packing was dependent on the irrigation rate, the effect was 

so small tha t , for the purpose of analysing the zinc absorption data, the 

s ta t ic holdup was considered as being unaffected by liquid rate. 

The s ta t ic holdup of liquid lead in the packing was obtained by 

observing the pressure drop across the column, the gas mass flow rate and 

the mean gas temperature and pressure inside the bed, immediately a f te r 

the completion of an experimental run with the lead pump shut off . The 

estimation of the to ta l holdup was a t r i a l and error procedure of 

selecting values of so that the observed experimental data cross 



plotted the developed empirical correlation of Fig, 13.2. The values of 

hp thus obtained and the relevant experimental and calculated data 

required for the estimation are shoim in Table 13,5. 

TABLE 13*5 
ESTIMATION OF THE STATIC LIQQID LEAD HOLDUP 

Description of Test 
Gas 
Rate 
X 10^ 
lb./sec. 

Pressure 
Drop 
Across 
Column 
A? 

cm.H20 

Mean 
Gas 
Tamp. 

Column 
Pressure 
mm. Hg 

Gas Estimated 
Description of Test 

Gas 
Rate 
X 10^ 
lb./sec. 

Pressure 
Drop 
Across 
Column 
A? 

cm.H20 

Mean 
Gas 
Tamp. 

Column 
Pressure 
mm. Hg 

Densitji 
Ib./ftJ bji=hg 

Immediately after 
Run 2A 
Previous Lead Rate = 
1.73 mole./hr. 

7.17 5.6 608 800 0.0254 0.277 155 

Immediately after 
Run 4.A 
Previous Lead Rate = 
2.92 mole./hr. 

9.76 8.9 575 836 0.0276 0.471 170 

Immediately after 
Run 5A 
Previous Lead Rate = 
5.65 mole./hr. 

9.76 9.4 580 841 0.0276 0.480 175 

Immediately after 
Run 6A 
Previous Lead Rate = 
2.03 mole./hr. 

9.76 10.9 590 836 0.0271 0.527 190 

Same as above 11.0 12.2 633 837 0.0258 0.676 180 

Immediately after 
Run 6B 
Previous Lead Rate = 
2.31 mole./hr. 

4.82 3.7 588 780 0.0254 0.134 185 

Same as above 3.87 2.8 588 765 0.0249 D.0930 195 

Examination of the values of = hg in Table 13.5, reveals that prior 

to Run 5A, the holdup of liquid lead was below "saturation level" and it was 

only after the high liquid lead rate of Run 5A, that the static holdup sites 

in the packing were completely occupied by semistagnant liquid lead. After 



Run 4A the estimated s ta t ic holdups remain f a i r l y constant, so that for 

these runs an average s ta t ic holdup of 180 ml. of liquid lead was used 

in a l l subsequent calculations. 

The to ta l holdup of liquid lead under the operating conditions for 

each zinc absorption run of Table 10.3 were calculated in the same manner 

from the observed pressure drop across the column, the gas mass flow rate 

and the mean gas temperature and pressure in the bed. The relevant 

experimental and calculated data required for the estimation are shown in 

Table 13.6. 

The dynamic holdup of liquid lead in the packing for the zinc 

absorption runs was obtained by difference of the to ta l holdup data given 

in Tables 13.5 and 13.6. 

13.4 Estimation of Average Liquid Velocities 

If the form of correlation suggested by equation 12.15, in which the 

relative velocity of the gas and liquid phases i s the significant velocity 

term, i s to be used for comparison of the zinc and ammonia absorption data, 

the average liquid phase velocity must be evaluated for water and molten 

lead flowing over the packing. 

The average linear velocity of water and mercury flowing under 

non-wetting conditions in the packing was experimentally determined by 

recording the time taken for the liquid phase to flow over a measured height 

of previously "saturated" packing. 

The packing was "saturated" by flooding and then allowing i t to drain. 

The liquid was introduced at the top of packing and the time between the 

liquid hitt ing the top of the packing and the appearance of flow from the 

bottom of the packing was measured with a stop-watch for different liquid 

rates in the absence of gas flow. 



TABLE X3.6 

ESTIMATION OF TOTAL LKgJID LEAD HOLDUP 

FOR ZINC ABSORPTION RUNS 

Gas Lead Pressure Mean Column Gas 
Run Rate Rate Drop Gas Pressure Density jbsximaiea 

mole. mole. Across Temp. mm.Eg. l b . / f t . 3 TR? j>% • 

hr. hr. Column OC 
mm.Eg. l b . / f t . 3 

bp 
A P 

cm.H20 

lA 0.158 3.04 15.4 605 841 0.0268 0.827 185 
2A 0.089 1.73 6.9 608 800 0.0254 0.304 190 
3A 0.138 1.86 u . o 625 836 0.0261 0.712 190 
U 0.132 2.92 16.0 590 836 0.0272 0.716 215 
5A 0.132 5.65 27.7 563 841 0.0282 0.938 270 
6A 0.138 2.03 14.5 583 836 0.0274 0.715 200 

IB 0.268 1.75 50.1 640 887 0.0272 2.94 215 
2B 0.253 2.29 48.3 610 892 0.0282 2.67 225 
3B 0.204 1.^1 31.0 623 876 0.0274 1.69 215 
5B 0.0219 1.A6 1.9 605 826 0.0265 0.0295 280 
6B 0.0438 2.31 4.2 588 841 0.0274 0.0973 255 

IC 0 .U7 2.30 20.7 725 863 0.0243 0.995 215 
20 0.1A5 4.26 36.2 675 873 0.0258 1.287 275 
30 0 .U8 0.83 17.2 703 863 0.0248 0.890 195 
50 0.0577 2.45 7.2 690 842 0.0345 0.195 260 
60 0.0598 3.90 693 842 0.0245 

2D 0.1A7 2.62 20.8 695 910 0.0263 0.965 225 
3D O . U O 4.92 50.0 650 930 0.0282 1.428 315 
5D 0.0496 4»42 6.6 655 868 0.0262 0.151 280 
6D 0.0450 1.77 4.4 663 878 0.0263 0.104 250 

* PressTire drop not measured. 
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The average linear liquid velocities thas determined can be considered 

only approximates of the actual velocities during the absorption tests, 

as any traction effects because of the countercurrent gas flow were 

neglected. However, it is considered that the velocities measured are 

suitable for assessing the value of the relative velocity type of 

correlation as proposed by equation 12.15. 

The ammonia absorption data are greatly affected by the introduction 

of the relative velocity, because of the low gas velocities in these 

studies. However, the zinc absorption data are affected only slightly, 

because of the high gas velocities associated with the data. Therefore, it 

is considered that the lead velocities can be adequately estimated, for the 

purpose of this investigation, by assuming the lead velocity to be equal 

to the mercury velocity at the same volumetric flow rate. 

Interpolation or extrapolation of the velocity data, shown in 

Tables 13.7 and 13.8, on a log.-log. plot, allowed the average linear liquid 

velocities to be estimated for the ammonia absorption data of Table 12.11 

and the zinc absorption data of Table 10.3* 

TABLE 13*7 

AVERAG3 LINEAR WATER VELCX3ITI 

Water Flow Rate 

ml./min. 

Water Flow Rate 

mole./hr. 

Average 
Linear 
Velocity 
ft./sec. 

160 1.18 0.32 
4.90 3.60 0.35 
80 0.59 0.22 
70 0.52 0.19 
13 0.095 0.16 



TABLE 13.8 

AVERAOS LBTEAR MERCURY VELOCITI 

Mercury Flow 
Rate 

ml./min. 

Equivalent 
Volumetric Lead 
Flow Rate at 

550OC 
mole./hr# 

Average 
Linear 
Velocity 
ft . /sec . 

24 0.158 0.35 
1C6 0.658 0.37 
160 1.05 OM 
lA 0.092 0.26 

13.5 Comparison of Zinc and Ammonia Absorption Data 

To preserve the continuity of the following discussions, the 

calculated data required in the various correlatiohs are presented in 

Tables 13•9 and 13.10 appended to this chapter. 

As a preliminary analysis of the zinc absorption runs revealed 

anomalous behaviour in the very low inlet zinc partial pressure data, runs, 

in which the inlet zinc partial is less than 1 mm. Eg, are excluded from 

the correlations used to compare the zinc and ammonia absorption results. 

The reasons for their exclusion are discussed after the comparison of the 

two absorptions,.' 

The. exponent on the effective holdup ratio was previously determined 

as -0.4-2 as indicated in 12.3. Because there is l itt le doubt that the 

dynamic holdup is the effective holdup in ammonia absorption, it was at 

first considered, that the dynamic holdup would be the only effective 

component of the total liquid lead holdup. Therefore, as a logical 

commencement to the comparison of the two absorption processes, the 

conventional form of correlation as represented by equation 12.6 was applied 



with the dynamic holdup ratio being taken as the effective holdup ratio 

in both oases. Fig, 33.3 shows that data plotted in such form. 
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Fig. 13»3 - Correlation of zinc and ammonia absorption 

data 

Inspection of Fig. 13#3 shows that all the zinc absorption runs up 

to and including Run 3B fall significantly below the ammonia data whilst 

the points for runs after Run 3B are displaced above. 

The significance of this was not at first realised. It was only 

after a search of the experimental records, that the cause of the 

displacement of the data was believed to have been identified. 

At the conclusion of Run 3B, the stainless steel inlet analysis sampling 

line broke due to a combination of gross overheating and zinc attack. This 



mishap occurred whilst the apparatus was unattended, and therefore, for 

a period of about f i f t een minutes, the gas circulation system was in 

operation with insufficient supply of nitrogen from the gasholder to 

compensate for the leakage through the cracked inlet analysis sampling l ine. 

The consequence of th i s was that the s ta t ic holdup of liquid lead 

in the column at the conclusion of Run 3B was exposed to oxidising 

conditions for about f i f t een minutes and "became drossed up. I t i s not 

envisaged, however, that the liquid lead was completely converted to dross 

but merely drossed on the surface. Had the s tat ic holdup been completely, 

drossed, the volume of holdup would have changed considerably, but 

inspection of Table 13,5 shows that the stat ic holdup volume was not 

significantly different af ter Run 3B than i t was in the earl ier nms once 

the packing had a l l i t s s tat ic holdup sites occupied ( i ,e , a f ter Run A-A), 

As indicated in the discussions of effective interfacial area in a 

packed tower (11,1,4), the significant feature, which determines the 

effectiveness of the semistagnant stat ic holdup in an absorption process, 

i s the rate of movement of th is component through the packing. For water 

irr igation of the packing, the rate of movement i s very slow and hence 

equilibrium in the stat ic holdup i s reached and i t i s then no longer 

effective for absorption. However, if the semistagnant s tat ic holdup 

moves through the packing at a rate only slightly less than the recognised 

flowing component ( i ,e , dynamic holdup), then the s tat ic holdup could be 

equally as effective as the dynamic holdup. 

It was suggested in 11,1.4- that the rate of movement of a liquid 

metal or similar dense medium stat ic holdup in a packed colTjmn would be 

considerably greater than that which has been observed for water. The 

very much higher kinetic energy of the flowing component, whether lead 



mercury, or similar dense media, could have the effect of "laiooking-on" 

or displacing the semistagnant liquid through the sites of static holdup, 

thereby increasing the overall rate of movement of the so-called static 

holdup under irrigated conditions. 

Evidence of this increased mobility was given in 11.4,1, when the 

observed effect of liquid rate on static holdup of mercury was discussed, 

whereas the static holdup is unaffected by liquid rate when water is the 

irrigating liquid phase. 

It is therefore tentatively proposed, pending further experimentation, 

that the concept of effective interfacial area for liquid metals irrigating 

a packing be modified to take into account the increased mobility of the 

semistagnant liquid and the so-called static holdup be considered effective 

in an absorption process involving the flow of a liquid metal or similar 

medium. It is likewise considered that the non-wetting flow of the liquid 

metal also facilitates an increased mobility of the semistagnant liquid 

holdup. 

If, however, the free flow of the static holdup was impaired by dross 

formation or similar effects, the mobility would be seriously affected and 

the movement would most likely be completely arrested or slowed down to 

such an extent, that equilibrium would be reached and the surface rendered 

ineffective for further absorption. 

In view of the preceding discussion, it was therefore assumed that the 

total holdup of liquid lead up to and including Run 3B was effective for 

absorption. After Run 3B, because of the dross formation on the static 

holdup, only "the dynamic holdup was considered to be effective for 

absorption, as the movement of the static holdup would have been arrested 

by dross formation. 



A quali-fcative test was run to check the validity of the assumption 

that dross formation prevented free movement of the lead retained by the 

rings. A quantity of steel rings were irrigated with molten lead and then 

partially oxidised. The rings were then quickly shaken before the lead 

froze. An examination of the rings, after such treatment, indicated that 

the drossed lead droplets were retained by the packing. A similar test 

carried out on clean mercury irrigated packing showed that the mercury 

could be readily shaken from the packing. 

The correlation of the data obtained after making the appropriate 

amendment to the effective holdup ratio, but using the same form of 

correlation given earlier in Fig. 13.3 is shown in Fig. 13.A# 
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data 



The displacement of the zinc absorption data above the ammonia 

data in Fig, could possibly be due to a deficiency in the estimated 

values of Schmidt number câ' effective holdup ratio, but it also suggests 

that the Reynolds number, based on the gas velocity, is not a good 

correlating modulus, as the ammonia data of these studies are particularly 

sensitive to a relative velocity correction. 

As a check to see if the gas inertia is the better correlating 

modulus, as suggested by equation 12,8, the data were replotted in 

Fig. 13.5 using the same ordinate as in Fig. 13.A but idth (Vg^/^)^*^ 

as the abscissa. The square root of the gas inertia was used in this plot 

so as to retain the same gas velocity dependency as in the previous graph. 

' Ul .1 

T 1 I I I 

o 

0-5 -

0-3 -

o.a-

T T 1 1—I I I I 

• ZINC ABSORPTION IN LEAD 
o AMMONIA ABSORPTION IN WATER 

o-i 

0 0 5 

Fig, 13.5 - Correlat ion of zinc and ammonia absorption 
data 



The vertical displacement of the two sets of data has been overcome 
îsin^ this method of correlation, as the data in Fig. 13.5 can be well 

represented by a single straight line. 

As the newly defined "relative jĵ " factor, developed from the earlier 

gas phase mass transfer studies with the disc column, is believdto have 

general application to all mass transfer studies, the new type of 

correlation proposed by equation 12.15, in which the relative interfacial 

velocity is considered the significant velocity term in the transfer 

process, was applied to the zinc and ammonia absorption data. The relative 

interfacial velocity used in the correlation of the data shown in Fig. 13.6 

was taken as the sum of the gas and liquid phase average linear velocities. 
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Although the experimental points in Fig. 13.6 exhibit a f a i r amount 

of scatter , the data can be represented by the single f u l l l ine drawn 

on the graph. This i s in marked contrast to the obvious displacement of 

the two sets of data obtained for the conventional type of correlation 

using the gas velocity as the significant velocity term, as can be seen by 

comparing Fig, 13.4 with Fig. 13.6. 

The zinc absorption point showing the greatest deviation from the 

f u l l l ine , also displayed maximum departure when the other forms of 

correlation vrere used, so that i t would appear that this point i s of 

doubtful accuracy and cannot be justly used as a criticism of a particular 

correlation form. Except for this one point, the observed scatter i s 

considered to be within the range of experimental errors associated with 

the experimentally rather d i f f icul t conditions of th is investigation. 

As indicated previously, the zinc absorption runs, in which the inlet 

zinc part ial pressure was less than 1 mm. Hg, were excluded from the 

preceding analysis. The anomalous behaviour of these veiy low zinc inlet 

part ial pressure runs can be seen by selecting the correlation form, 

observed as f i t t i n g the other data with the least scatter, and replotting 

the data in such a form as to show the effect of inlet solute partial 

pressure. 

Thus Fig. 13.7 i s a plot of H ĵCSc)""®'̂ '̂  ( V / ' ) " ^ ' ^ ^ 

inlet solute part ial pressure. Theory predicts that there would be no 

variation of the group plotted with the inlet partial pressure of the 

diffusing species. 
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As can be seen from Fig. 13.7, there is clearly some extraneous 

factor coming into the analysis, when the zinc inlet partial pressures are 

less than about 1 mm. Hg. 

At these very low zinc concentrations, errors in the analytical 

procedures could be expected but these can hardly account for the very 

pronounced and consistent effect observed. 

The only feasible explanation appears to be that the low zinc partial 

pressures were not effective in removing the oxygen and carbon dioxide 

from the gas circulation system before the runs were commenced. 

As outlined in 10.1.3 commercial grade nitrogen was used in the zinc 

absorption experiments. Because the nitrogen was recycled, any oxygen 



contamination would have been eliminated, if there were no leaks in the 

system, well before the runs were commenced by reaction with the zinc 

vaporised. Thereafter the only oxygen which could enter the system would 

be in the small nitrogen make-oip to compensate for leaks in the system, as 

the entire system was maintained above atmospheric pressure. As this 

nitrogen passed through a bed of granulated charcoal maintained at 1000°C 

before coming into contact with the zinc vapour in the boiler, the effects 

of oxygen or carbon dioxide contamination could normally be considered as 

being eliminated. 

However, in the low zinc partial pressure runs, it is considered that 

the quantitative removal of oxygen and the conversion of carbon dioxide 

to carbon monoxide was not completed before the runs were commenced. Under 

these conditions, part of the Z3JIC entering the absorption column would be 

as zinc oxide, which would pass through the column in particulate form 

without being absorbed by the molten lead. Mechanical scrubbing would 

most probably be precluded because of the relatively low lead flow rates. 

As the gas phase analysis methods, used in the investigation, could 

not detect any difference between zinc oxide and zinc vapour, the gas 

phase analyses under these conditions would not be truly representative 

of the actual zinc vapour present and hence the evaluation of the height 

of an overall gas phase transfer unit would be incorrect. 
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TABLE 1 3 . 9 

VALPES USED IN CQRBEUTION CF WOWIA ABSQRFTCT DATA 

Sc = 0 .67 

Uilet Gas Liquid Liquid True HG 
Solute Rate Rate Velo- Gas Corrected 
Partial city Velo- for End 
Pressure molte. mol,e. nx city Effects 
mm. Hg. hr. hr. sec. 

sec. 

2 8 . 0 0.0310 1 . 3 2 0 . 2 9 0.300 0.0^1.83 0.362 
3 1 . 2 0.0500 1 . 3 2 0 . 2 9 0 .486 0.0^83 0 .558 
3 5 . 1 0 .0705 1 . 3 2 0 . 2 9 0 .687 0 .0483 0 .573 
30.8 0 . 1 1 5 0 1 . 3 2 0 . 2 9 1 .115 0.0483 0 .582 
2 8 . 6 0 .0705 0.455 0 .23 0 .672 0.0322 0.636 
2 9 . 2 0 .0705 0.860 0.26 0 .679 0 .0391 0 .547 
30.1 0.0705 2.06 0 .33 a .707 0 .0667 0 .468 
3 1 . 5 0 .0705 2 . 8 6 0 .35 0 .725 0.0805 0 . 4 4 1 
3 3 . 2 0 .0705 1 . 2 2 0.69V 0.687: 0 . 0 t 8 3 0 .537 
3 7 . 2 0 .0500 1 . 3 2 0 . 2 9 0 .486 0.0483 0 .456 
3 7 . 9 0 .0705 1 . 3 2 0 . 2 9 0 .687 0.0483 0.534 
3 9 . 5 0 .1150 1 . 3 2 0 . 2 9 1 .115 0.0483 0.644 
4 1 . 6 0 .1600 1 . 3 2 0 . 2 9 1 . 5 8 0 0.0483 0 .782 
4 2 . 4 0 .0310 1 . 3 2 0 . 2 9 0.300 0.0483 0 .432 

I860 
3010 
4-270 
6920 
4.160 
4220 
4.38O 
4500 
4.270 
3010 
4.270 
6920 
9800 
1860 

3660 
4.780 
6060 
8720 
5560 
5820 
6450 
6660 
6060 
4780 
6060 
8720 

11650 
3660 

0.00675 
0 .0176 
0 .0353 
0 .0932 
0.0338 
0.0345 
0.0372 
0.0392 
0.0353 
0.0176 
0.0353 
0.0932 
0.186 
0.00675 



TABLE 13>10 

VALUES USED IN CORRELATION CF ZINC ABSORPTION DATA 

Run lA 2A 3A 4A 5A 6A IB 2B 3B 5B 

Inlet Zinc Partial 
Pressure (mm. Hg.) 15.3 15.1 9.0 10.6 13.9 15.9 0.98 1.30 2.86 13.3 

Mean Gas Temp, (°C) 605 608 625 590 563 583 640 610 623 605 
Gas Viscosity 
(centipoise) 0.0390 0.0390 0.0395 0.0380 0.0370 0.0378 0.0400 0.0390 0.0395 0.0390 

Gas Density 
l t . / f t . 3 0.0268 0.0254 0.0261 0.0272 0.0282 0.0274 0.0272 0.0282 0.0274 0.0265 

Estimated Diffusion 
Coefficient Corrected 
f or Column Pressure 

Î Zn - Na. 
4.03 4.27 4.22 3.96 3.72 3.90 4.11 3.84 4.02 4.11 

Sc 0.873 0.870 0.870 0.855 0.855 0.856 0.866 0.873 0.867 0.867 

HD 0.0365 0.0^26 0.0487 0.0548 0.1095 0.0243 0.0426 0.0548 0.0426 0.1217 
Hp 0.225 0.231 0.231 0.262 0.328 0.243 0.262 0.273 0.262 0.341 



TABLE 13*10 
(CONTINUED) 

VAIJDES USED IN CORRELATION OF ZINC ABSGRPTION DATA 

Run lA 2A 3A 4A 5A 6A IB 2B 3B 5B 

Av« Liquid Lead Velooity 
f t . / s e c . 0.51 0.46 0.47 0.50 0.56 0.47 0.46 0.48 0.48 0.45 

True Gas Velocity 
f t . / s e c . 5.56 3.47 5.23 5.15 5.78 5.12 10.4 9.75 7.87 1.06 

0.827 0.304. 0.712 0.716 0.938 0.715 2.92 2.67 1.69 0.0295 

5690 3360 5160 5480 6560 5520 10520 10500 8110 1073 

6200 3800 5630 6030 7220 6020 10950 11000 8580 1525 

HQ. 
Corrected f o r End Ef fec t s 0.553 0.383 0.474 0.505 0.463 0.433 1.310 0.855 0.592 0.470 

U3 



TABLS 1 3 . 1 0 
(COIWINUED) 

VALUES USED IN CQRREUTION OF ZINC ABSmPTION DATA 

Run 6B IC 2C 3C 5C 6C 2D 3D 5D 6D 

Inlet Zinc Partial 
Pressure (mm, Hg.) 1 3 . 3 0 . 4 8 0 . 4 8 0 . 5 8 0 . 3 9 0 . 5 0 6 . 7 8 8 . 3 7 , 8 . 3 0 7 . 1 6 

Mean Gas Temp, 
(°c) 538 725 675 703 690 693 695 650 655 663 

Gas Viscosity 
(oentipoise) 0 . 0 3 7 8 0 . 0 ^ 2 7 0 . 0 4 1 3 0 . 0 4 2 0 0 . 0 4 1 5 0 . 0 4 1 7 0 . 0 4 1 5 0 . 0 4 0 5 0 . 0 4 0 5 0 . 0 4 0 8 

Gas Density 
n3 . / f t .3 0 . 0 2 7 4 0 . 0 2 4 3 0 . 0 2 5 8 0 . 0 2 4 8 0 . 0 2 4 5 0 . 0 2 4 5 0 . 0 2 6 3 0 . 0 2 8 2 0 . 0 2 6 2 0 . 0 2 6 3 

Estimated Diffusion 
Coefficient Corrected 
for Column Pressure 
Dzn - Na f t .2 /hr . 

3 . 9 2 4 . 9 8 4 . 4 6 4 . 7 8 4 . 7 6 4 . 7 8 4 . 4 6 4 . 0 0 4 . 3 1 4 . 3 4 

Sc 0 . 8 5 2 0 . 8 5 3 0 . 8 7 0 0 . 8 5 7 0 . 8 5 8 0 . 8 6 1 0 . 8 5 7 0 . 8 6 8 0 . 8 6 8 0 . 8 6 7 

% 0 . 0 9 1 3 O .A .26 0 . 1 1 5 6 0 . 0 1 8 3 0 . 0 9 7 5 - 0 . 0 5 4 8 0 . 1 6 4 2 0 . 1 2 1 7 0 . 0 8 5 2 

Hp 0 . 3 1 0 0 . 2 6 2 0 . 3 3 5 0 . 2 3 8 0 . 3 1 7 - 0 . 2 7 3 0 . 3 8 3 0 . 3 4 0 0 . 3 0 4 



TABLE 1 3 > 1 0 

VAHJES USED IN CORREUTION OF ZINC ABSQRPTTON DATA 

Rim 6B 1 0 20 3 0 50 6 0 2D 3D 5D 6D 

Av. Liquid Lead Velocity 
f t . / s e c . 

0 . 4 8 - - - - - 0 . 4 9 0 . 5 5 0 . 5 4 0 . 4 6 

True Gas Velocity 
f t . / s e c . 1 . 8 9 6 . 4 2 7 . 0 7 6 . 0 0 2 . 8 2 - 6 . 0 7 7 . 1 2 2 . 4 0 1 . 9 9 

V ^ 0 . 0 9 7 3 0 . 9 9 5 1 . 2 8 7 0 . 8 9 0 0 . 1 9 5 - 0 . 9 6 5 1 . 4 2 8 0 . 1 5 1 0 . 1 0 4 

2 0 5 0 5 U 0 6 5 6 0 5 2 8 0 2 4 8 0 B 5 7 3 0 7 3 9 0 2 3 2 0 1 9 0 0 

2 5 8 0 - - - - - 6 2 0 0 8 0 0 0 2 8 6 0 2 3 4 0 

HG 
Corrected for End Effects 0 . 4 3 2 1 . 9 0 0 1 . 3 9 0 1 . 2 2 8 1 . 3 3 3 1 . 1 7 7 0 . 8 9 7 0 . 8 5 5 0 . 5 9 2 0 . 6 1 4 

VjJ 
o vO 



13»6 Nomenolature 

D = diffusion coeff ic ient , f t . V h r . 

Gm = superficial molar mass velocity of the gas phase 

lb .mole. /{hr . ) ( f t .2) 

H(j = height of a gas film transfer un i t , f t . 

HQCJ = height of an overall gas phase t ransfer un i t , f t* 
HL = height of a liqfaid film transfer u n i t , f t . 

Hp =s dynamic holdup ra t io 

fig = effect ive holdup ra t io 

bp = t o t a l holdup of liquid in the packing, ml. 

L = superficial mass velocity of the liquid phase, 
l b . / ( h r . ) ( f t . 2 ) 

Lm = superficial molar mass velocity of the liquid phase, 
^ lb .mole. / (hr . ){f t .2) 

KQ = number of gas film transfer units 

NQQ = number of overall gas phase t ransfer tinits 

Bp = t o t a l pressure on the system, mm. Hg. 

p ^ = vapour pressure of pure zinc, mm, Hg. 

^ P =5 pressure drop across the packed bed, cm. H2O 
A 

Sc = Schmidt number = ^ ^ dimensionless 

Vff V = true gas velocity, f t . / s e c . 
0 ' 

VT, = relat ive velocity of the gas and liquid streams, f t . / sec . 

X = mole f rac t ion of zinc in lead phase 

x^ = mole f ract ion of zinc in outlet lead 

X2 = mole fiaction of zinc in inlet lead 

y = mole f ract ion of zinc in gas phase 

y^ = mole f rac t ion of zinc in inlet gas 
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yg = mole f rac t ion of zinc in outlet gas 

yg = mole f rac t ion of zinc in gas phase, which i s in 
equi l ibr im with x in the lead phase 

Z = height of packing in the absorption column, f t . 

^ ( h p ) = function of t o t a l l iquid holdup 

^ = f rac t ional voids or bed porosity 

^ = f lu id density, l b . / f t . 3 

fA = f lu id viscosity, l b . / ( f t . ) (sec.) or l b . / ( f t . ) ( h r . ) 
depending on equation 

Jfgn " act ivi ty coefficient of zinc in liquid lead - zinc alloy 
(standard s tate pure liquid zinc at the same 
temperature) 



CHAPTER U 

C O N C L U S I O N 

The studies of this investigation clearly show the absorption of zinc 

vapour in molten lead to lae a diffusion controlled mass transfer operation, 

which is fundamentally the same as a conventional gas absorption carried 

out at room temperature with aqueous or organic liquids as the absorbing 

liquid phase. 

The contacting of zinc vapour with molten lead, in such processes as 

the recently developed zinc blast furnace, should therefore be considered 

as an absorption not a condensation and the units used should be termed 

absorbers not condensers. The use of the nomenclature existing at present 

in metallurgical industry, in which the zinc - vapour molten lead 

contacting chamber is called a condenser, can lead to erroneous conclusions 

being drawn with respect to the potential performance of such units. 

These units may be operated with neither the lead nor gas temperatures 

below the dew point of the zinc vapour, as can be clearly seen by noting 

the temperature conditions of Run 2D and 5D, for example. For these runs 

the lead temperature was at no stage below the dew point of the inlet zinc 

vapour. Such performance obviously could not be expected of a condenser. 

The most important effect of lead temperature is in determining the 

equilibrium zinc partial pressure above the alloy formed by absorption. 

As long as this figure is less than the bulk gas phase zinc concentration, 

diffusion of zinc from the gas phase to the liquid lead phase can be 

expected and, i f sufficient time is allowed, the concentration in the gas 



phase wil l be reduced un t i l the equilibrium condition fo r the part icular 

lead surface composition and temperature are reached, regardless of the 

fac t that the gas i s at no stage cooled to the dew point of i t s zinc 

vapour contejit. 

Besides the equilibrium res t r ic t ion in determining the direction of 

the mass t r ans fe r , the other fac to r , which l imits the temperature of t.he 

lead phase, i s that increased lead temperatures result in increased 

vaporisation of the liquid lead, although even operation at temperatures 

approaching 1000°C, the losses of lead would be very small. (Vapour 

pressure of lead at 987°C = 1 mm. Hg. (65)) 

The application of room temperature analogues, fo r investigating 

experimentally d i f f i c u l t high temperature operations, has been demonstrated 

in these studies. The zinc absorption in molten lead and the absorption of 

ammonia in water can be directly compared using appropriate empirical 

correlations suitably modified to contain the essential parameters of 

re la t ive performance. 

The use of room temperature analogues of other high temperature 

metallurgical processes, involving the t ransfer of mass between phases, 

i s considered to be a potentially important method for improving existing 

procedures, developing new processes and techniques and for providing a 

be t t e r understanding of operations, which in the past have been treated 

largely as indus t r ia l a r t s rather than procedures possessing a sound 

sc i en t i f i c basis . 

Considerable advances have been made by the application of physical 

chemistry to process metallurgy and in particular a great amount of 

information has been accrued for thermodynamic equil ibria in many of the 



high temperature metallurgical processes. However, it is considered that 

unless attention is also given to the rate of approach to equilibrium, 

which can he expected under given operating conditions, the value of such 

work is rather limited, as unfortunately the assumption of equilibrium 

attainment, as is so frequently made in theoretical treatments, can lead 

to misguiding conclusions. 

Thermodynamics provides 6nly the equilibrium conditions, but the extent 

of equilibria reached 'in a process, involving the contacting of two or 

more phases, can only be determined experimentally» It is in this respect, 

that room temperature analogues of high temperature mass transfer operations 

should be of particular value. 

Of the types of correlations discussed for gas phase m^ss transfer, 

the forms based on the gas inertia and the relative interfacial velocity 

gave the best correlation of the zinc absorption in molten lead and the 

ammonia absorption in water data. 

The correlation based on the gas inertia appears slightly superior, 

but the relative merits of the two methods cannot be definitely established, 

until further experimental work is undertaken. The use of the gas inertia 

for correlating the data rather than a Reynolds number may be significant, 

as the pressure drop data for the mercury model were also correlated in 

terms of the gas inertia without inclusion of a gas phase viscosity term. 

However, despite the slightly better correlation obtained when the 

gas inertia is used, it is considered that the form of correlation using 

•the relative interfacial velocity is fundamentally the better approach. 

The disc column gas phase mass transfer studies have indicated that the 

significant velocity term in the mass transfer process is the relative 



interfacial velocity and the newly defined "relative jp" factor is 

therefore considered to have general application. As the equation was 

derived from the "relative factor, suitably modified for packed column 

analysis, this new type of correlation has been adequately checked in a 

simple system of known interfacial area. The effects of the irrigating 

liquid phase on the gas phase transfer process were accounted for by the 

use of the relative interfacial velocity and the newly proposed effective 

holdup ratio, it is therefore considered that the new type of equation 

2/3 ^ 
a 

fi / 

is the best approach to the examination of a gas phase mass transfer in 

a packed column. It is suggested that this type of equation be used for 

predicting the rate of mass transfer for systems, iQ which experimental 

difficulty precludes direct measurement, but for which room temperature 

analogues m.ay be readily established. 

Although the absorptions of zinc vapour in molten lead were controlled 

by the diffusional resistance of the gas phase, under the conditions of this 

investigation, the contribution of the liquid lead phase to the overall 

mass transfer resistance depends entirely on the conditions, under which 

the absorption is carried out, as can be seen by inspection of the 

fundamental equation derived: 

- 4. f ^ ^ dV 
- ^ ) W ^ e ) • ^ 

If the value of the second tern on the R.H.S. of the ahove equation 



had been significant, the interpretation of the zinc absorption data 

would have been very much more d i f f i cu l t , particularly as the values of 

Hĵ  should s t r ic t ly also be included within the integral, because of the 

variation of liquid phase Schmidt number for cases having an appreciable 

difference between the inlet and outlet lead temperature®. 

Throughout this investigation the principal interest has been 

directed towards the analysis of gas phase controlled absorptions. For 

the absorption of a metallic vapour in a liquid metal at an elevated 

temperature, in which the principal diffusional resistance is located 

in the liquid phase, further research is definitely indicated. 

The mobility of the semistagnant liquid holdup was of considerable 

importance in assessing the effective holdup of liquid lead, used In 

the interpretation of the zinc absorption data. It was suggested that 

the to ta l liquid lead holdup was effective, prior to the stat ic holdup 

becoming partially drossed and thereafter only the dynamic holdup was 

considered effective in the absorption process. 

Studies with mercury flowing through a packing with the static holdup 

labelled by a radioactive tracer could elucidate the rate of movement of 

the so-called stat ic holdup in a liquid metal irrigated packed system. 

The mobility of the static holdup would also be important in either 

laboratory or pilot plant studies designed to predict plant performance 

data. As drossing i s more likely to ,occur under plant operating conditions 

than in carefully controlled laboratory experiments, the design data 

obtained from a laboratory investigation would be misleading because of 

the greater effective holdup, with the result that the plant unit would 

be grossly under-designed. The solution to this possibility may be to 



"saturate" the packing with the liquid metal and then expose the column 

to oxidising conditions before the laboratory t e s t s are carried out, 

thereby arresting the metal in the s i tes of s ta t ic holdup and tendering 

the s t a t i c holdup unavailable for fur ther absorption. 

Further research in these directions would be extremely desirable. 
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Summary—The gas How ehariioteristics of the disc column designed by Stki'iuons and IMokhis 
[4] are studied by means of pressure drop determinations across the colunin. Water is run down 
the column with a range of gases passing countercurrent through the column. The gases studied 
arc hydrogen, air, vinyl chloride and dichlorodifluoromethane. 

Correlations for pressure drop across the colunm, with and without liquid flowing over the 
discs, and across the empty column, are presented, which enable a correlation of data for pressure 
drop across a single disc to be made. 

The pressure drop data and gas film coellicients of mass transfer for the diic column are 
compared in order to show the relationship between mass transfer characteristics and gas flow 
characteristics. Changes in gas flow characteristics as indicated by break points in graphs 
relating pressure drop and gas velocity were found to be consistent with changes in the mass 
transfer data. E^iuations which enable a prediction of the location of changes in the gas flow 
characteristics are developed. 

Data are also presented for the Hooding velocities of the disc column with the system air-water. 

R6sum6—Au moyen de niesures de pertes de charge au travers d'une colonnc a disques de 
Stepi ikns et Morr i s , I'auteur ^tudie les caract^ristiques de I'^coulement gazeux. On fait couler 
de I'eau dans la eolonne ofi des gaz divers passent a contre-courant: hydrog6ne, air, chlorure de 
vinyle, dichlorodifluoremethane. 

L'auteur pr^sente des correlations pour la perte de charge au travers de la eolonne, avec 
ou sans ^coulement de fluide sur les disques, avec la eolonne vide, et en d^duit une correlation 
pour la perte de charge correspondant au disque unique. 

L'auteur compare dans le cas de la eolonne a disques, les r^sultats sur la perte de charge et 
oeux sur le coefficient d'dchange dans le gaz de fa9on a etablir rinterd^pendance des earactdristiques 
du phenom6ne d'^change et de I'^coulement gazeux. On trouve que des changements dans le 
caractfere de I'^coulenient qui ne manifestent pas une brisure sur les courbes : perte de charge/ 
Vitesse d'^coulement, concordent avec des alterations dans le ph^nom^ne d'^change de maticre. 
L'auteur d^veloppe des Equations pr^disant les alterations dans les caracteristiques de 
recoulement. 

Donnees .sur les vitesses d'inondation de la eolonne a disciue dans le systeme air-eau. 
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INTRODUCTION 

The disc column as introduced by STEPHENS and 
MORRIS [4] has to date been used primarily for 
the investigation of gas absorption systems in 
which the liquid film is the major resistance. To 
evaluate the liquid film coefficients, the overall 
coefficients of mass transfer are corrected to take 
into account the effect of gas film resistance. 

To establish the characteristics of the column 
with respect to the gas film, STEPHENS and 
MORRIS [4] applied a liquid film correction to 
overall coefficients obtained for the absorption of 
ammonia in water from dilute mixtures with air. 
These results were then applied to other gas 
mixtures by means of a general correlation 
applicable to wetted-wall columns [1], [2], viz.: 

MGK^ _ ^ ^DVP 

VPD \ 11 PBM 

ROPER [3] reported data for the evaporation 
of water and carbon tetrachloride by air in a 
disc column. These data and the gas film coeffi-
cients for the absorption of ammonia in water 
from dilute mixtures with air were well correlated 
by an equation of the same form as used by 
STEPHENS a n d MORRIS. 

The use of a general correlation applicable to 
wetted wall columns for the determination of gas 
film coefficients in a disc column is not entirely 
justified on the basis of the experimental work 
reported. No data have been published for gas 
film coefficients in a disc column for any other 
gas phase except air or dilute mixtures with air 
as the diluent. 

Theoretical and experimental developments in 
the three fields of fluid friction, heat and mass 
transfer indicate that they are all closely related. 
I t was therefore considered that an investigation 
of the gas flow characteristics of the disc column 
would provide data useful in the interpretation 
of gas film mass transfer coefficients. I t is 
reasonable to expect comparable changes in the 
mass transfer coefficients and the conditions of 
gas flow. STEPHENS and MORRIS observed a 
change in slope of the line obtained when the 
gas film coefficients for a particular liquid rate 
were plotted against relative velocity of the air 

stream. The existence of such a discontinuity 
or " break point " in the graph is an indication 
that the gas flow characteristics of the disc 
column also undergo a change at a definite air 
velocity. 

The gas flow characteristics of the disc column 
were conveniently studied by pressure drop 
measurements across the discs of the column. By 
selecting a range of gases which had extremely 
different physical properties it was possible to 
establish relationships which showed the positions 
of discontinuities observed in the gas flow con-
ditions and enabled the pressure drop measure-
ments to be correlated with the velocity and 
physical properties of the gas phase. 

A knowledge of the limiting capacity is useful 
in the design of experimental work using the disc 
column. The air velocities at which the column 
ceased to function due to entrainment of the 
liquid were determined. 

Fig. 1. Diagram of apparatus. 

A—Disc column 
B—Microm anometer 
C—Liquid rotameter 
D—Constant head tank 
E—Circulating pump 
F—Pump sump 
G—liiquid seal arrangement 

H—Calibrated orifice plate 
J—Compressed gas source 

K—Needle control valve 
L—Thermometer 
M—Liquid flow nozzle 
N—Disc supporting weight 
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EXPERIMENTAL PROCEDUKE AND RESULTS 

Apparatus 
The laboratory column used was developed by 
STEPHENS and MORRIS [4] and consisted of 27 
carbon discs, 1-45 to 1-5 cm diameter, 0-44 to 
0-45 cm thick, threaded edgeways on a 16 B.S.W. 
wire. The discs were maintained mutually at 
right angles by means of a plastic cement. The 
disc assembly forming the liquid flow path was 
mounted vertically inside a 2-5 cm bore glass 
tube through which the gas was passed. The 
manometer tappings for determining the pressure 
drop across the discs were located a short 
distance from each end of the disc assembly. 

Table 1. Principal dimensions of disc column 

Number of discs = 27 
Disc diameter = 1-475 cm 
Disc thickness = 0-43 cm 
Tube diameter = 2-5 cm 
Mean perimeter for liquid flow = 0'122 ft. 
Equivalent diameter for gas flow = 0-052 ft. 
Free space (dry) = 8 9 % 
Absorption surface (dry) = 0'1605 sq. ft. 

The pressure drop readings were measured 
using a micromanometer graduated to read to 
one hundredth of a millimetre water gauge 
pressure differential. 

The general layout of the apparatus is shown 
in Fig. 1 and the principal dimensions are shown 
in Table 1. 

Procedure 

The total pressure drop across the column was 
obtained for different liquid and gas flow rates 
for a wide range of gases. The gases studied 
were hydrogen (mol. wt. = 2), air (mol. wt. = 29), 
vinyl chloride (mol. wt. = 62-5) and dichlorodi-
fluoromethane (mol. wt. = 121). As the investi-
gation was centred on the gas phase character-
istics, the liquid phase flowing over the discs 
was not varied and water was used in all runs. 

Due to the construction of the column used it 
was considered necessary to determine the 
pressure drop over the column without the discs 
in position with the same range of gases. These 

readings enabled an estimate of the pressure drop 
over the discs to be made as distinct from the 
pressure drop over the complete column, including 
column walls and entrance and exit losses. 

The maximum air velocities at which the 
column could be operated without the water 
being blown from the discs and the column 
flooding, were also investigated for different 
liquid rates. The liquid rate was kept constant 
and the gas velocity slowly increased until flooding 
occurred. 

Results 
(a) Pressure drop across column 
The data for pressure drop across the whole 
column for the range of gases : hydrogen, air, 
vinyl chloride and dichlorodifluoromethane are 
shown in Table 2. The data are well correlated 
when AP^ is plotted against 
log-log scale as shown in Fig. 2. 
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Fig. 2. Pressure drop across the column. 
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Table 2. Data for pressure drop across the column. 

Liquid Gas Liquid Gas Liquid Gas 
Gas Rate Velocity Gas APt Rate Velocity Gas Rate Velocity Gas dPt 

Ih.h ft./sec. Re Ib./ft.^ lb./- ft./sec. Re Ib./ft.^ lb./- ft./sec. Re Ib./ft.^ 
hr.ft. 

ft./sec. 
1 

hr.ft. hr.ft. 

Air - Watei Air - Water Air - Water 

408 5-13 1050 0-1580 368 4-95 1590 0-1438 281 4-43 1425 0-1187 
408 0-90 2210 0-2420 358 6-20 1990 " 0-1926 281 6-55 2100 0-2032 
408 8-35 2680 0-3195 368 7-40 2380 0-2566 281 8-20 2630 0-2870 
408 8-83 2835 0-3490 368 8-50 2730 0-3080 281 10-8 3470 0-4372 
408 10-8 3470 0-4920 368 11-30 3630 0-4955 281 13-0 4175 0-5930 
408 13-6 4370 0-6940 368 12-8 4120 0-6060 281 16-0 5130 0-8322 
408 15-6 5000 0-8740 368 13-5 4330 0-6600 281 18-7 6000 1-1100 
408 16-5 5290 0-9625 368 14-7 4720 0-7675 281 20-7 6650 1-3350 
408 17-7 5080 1-0970 368 17-2 5530 1-0030 
408 20-6 0020 1-4430 368 19-0 6100 1-1690 255 1-05 337 0-0238 

368 19-7 6330 1-2730 255 1-35 433 0-0266 
iinr) 1-05 337 0-0226 368 21-1 6780 1-4390 255 1-80 578 0-0328 
8iJ3 1-28 411 0-0266 255 1-90 011 0-0390 
335 1-42 . 456 0-0308 166-5 0-96 296 0-0144 255 2-40 772 0-0471 
335 1-75 562 0-0368 166-5 1-35 433 0-0239 255 3-16 1015 0-0737 
335 2-37 761 0-0492 166-5 1-53 491 0-0246 255 4-60 1477 0-1187 
335 2-85 916 0-0636 166-5 1-80 577 0-0308 255 6-40 2055 0-1826 
335 3-70 1190 0-0944 166-5 2-16 693 0-0369 255 7-10 2280 0-2177 
335 4-90 1573 0-1394 166-5 2-70 867 0-0470 255 8-10 2760 0-2784 
335 7-35 2360 0-2440 166-5 4-05 1300 0-0881 
335 8-80 2820 0-3078 100-5 5-00 1797 0-1294 378 1-05 337 0-0188 

100-5 6-95 2230 0-01890 378 1-35 433 0-0266 
188 4-23 1300 0-1043 106-5 9-04 2900 0-02650 378 1-70 546 0-0850 
1H8 0-30 2020 0-1703 378 2-32 745 0-0492 
188 7-40 2380 0-2214 188 18-2 5840 0-9415 378 3-22 1035 0-0782 
188 9-40 3020 0-3074 188 20-2 6480 1-1320 378 4-30 1381 0-1169 
188 10-7 3430 0-3996 188 21-2 6810 1-2475 378 5-80 1860 0-1725 
188 13-0 4175 0-5280 188 22-0 7000 1-3225 378 6-90 2210 0-2210 

.188 14-4 4020 0-6425 378 8-50 2780 0-2996 
188 16-2 5190 0-7560 1 

Di< chlorodifluon omethane -: Water , Ilydrogei 1 -Water 

255 3-90 7700 0-1970 131 3-95 7680 0-1640 255 13-6 630 0-0964 
255 3-41 0030 0-1620 131 3-25 6320 0-1232 255 15-2 704 0-1087 
255 2-70 5370 0-1150 131 2-57 5000 0-0882 255 17-2 795 0-1312 
255 2-10 4190 0-0818 131 2-02 3920 0-0613 255 20-5 950 0-1745 
255 1-07 3244 0-0594 131 1-46 2840 0-0410 255 23-5 1090 0-2112 
255 1-34 2608 0-0432 131 0-87 1690 0-0239 255 26-5 1230 0-2544 
255 0-90 1865 0-0328 255 29-5 1865 0-3060 

355 3-93 7640 0-2113 255 16-2 750 0-1250 
10(5-5 3-97 7720 0-1603 355 3-37 6550 0-1725 255 33-0 1530 0-8510 
100-5 3-34 0500 0-1393 355 2-82 5480 0-1380 255 38-0 1760 0-4325 
lOG-3 2-78 5400 0-1044 355 2-03 3940 0-0882 255 33-6 1560 0-3670 
100-5 2-26 4390 0-0779 355 1-47 2860 0-0575 255 3-65 169 0-0226 
100-5 1-82 3540 0-0574 355 1-01 1963 0-0369 255 4-1 190 . 0-0246 
100-5 1-32 2570 0-0410 355 0-005 1293 00226 255 4-8 222 0-0308 
100-5 0-92 1780 0-0256 255 7-3 838 0-0452 

255 
255 

9-8 
12-5 

480 
579 

0-0595 
1 Vinyl Chlorii ie - Water 

255 
255 

9-8 
12-5 

480 
579 0-0881 Vinyl Chlorii 

255 10-0 468 0-0696 
255 4-27 5080 0-1457 355 4-22 5020 0-1636 255 14-0 648 0-1024 
255 3-93 4680 0-1270 355 3-94 4690 0-1475 
255 3-52 4180 0-1087 355 3-52 4180 0-1250 
255 3-03 3600 0-0862 355 3-00 3570 0-1000 
255 2-70 3210 0-0717 355 2-43 2900 0-0718 
255 2-30 2810 0-0594 355 1-92 2280 0-0512 
255 1-94 2310 0-0493 355 1-02 1930 0-0410 
255 1-50 1785 0-0309 355 1-29 1537 0-0328 
255 MO 1005 0-0209 
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The three straight lines of Fig. 2 and the However, it is unnecessary to use the complete 
location of the " break points " are better illus- Fanning friction factor for purposes of illustrating 
trated by plotting the dimensional group — « characteristics of a particular column. 

2 
against gas velocity. A comparison between the dimensional group ^ has been plotted 

A P , 

two methods of plotting is shown in Fig. 3, in against Re in Fig. 4 for data on the pressure 
which and ^ are plotted against gas 

velocity for data of one of the air-water runs shown 
in Table 2. 
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Fig. 3. Conipsirison of methods of plotting dtita 

APt versus v v^p 
APi versus i; 

Air-water system ( r = 408 lb./(hr.)(ft.). 

A P The method of plotting — was adopted for 

all runs to determine the " break points " but it 
was considered more fundamental to present final 
empirical correlations in terms of the pressure 
drop A P . 

(b) Pressure drop across column, with zero liquid 
rate 

Flow through the dry column is equivalent to flow 
through porous media with a single fluid phase. 
Such data are best correlated by plotting a 
friction factor against Reynolds Number on 
log-log paper. 
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Fig. 4. I'ressure drop across cohimn at zero liquid rate. 

(c) Pressure drop across the empty column 
To evaluate the pressure drop due to the disc 
assembly it was considered necessary to determine 
the pressure drop due to the glass column itself 
without the discs in place. 

Correlation of the data shown in Table 4 is 
obtained by plotting the dimensional group 
A P 

against Re on a log-log graph as shown 

in Fig. 5. 
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Fig. 3. Pressure drop across the empty column (discs 
removed). 
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Table 3. Pressure drop across the column at zero liquid rale. 

Gas Gas Gas 
Velocity Gas Velocity Gas ^Pt Velocity Gas ^Pt 
ft./sec. lie Ih./^t? ft./sec. Re Ih./ft.^ ft./sec. Re Ib./ft.^ 

Air Vinyl Chloric le Dick lorodifluoromi ethane 

1-85 417 0-0148 4-17 4960 0-1067 4-08 7850 0-1822 
1-67 537 0-0205 3-72 4420 0-0839 8-46 6730 0-1418 
4-30 1880 0-0800 8-20 3800 0-0685 3-09 6000 0-1169 
5-75 1845 0-1290 2-96 8520 0-0553 2-70 5250 0-0922 
7-2 2310 0-1886 2-11 2510 0-0307 2-15 4175 0-0594 
9-08 2920 0-2642 1-47 1750 0-0164 1-42 2760 0-0307 
2-17 698 0-0286 1-28 1463 0-0123 1-04 2020 0-0185 
1-42 457 0-0154 0-68 950 0-0051 0-75 1460 0-0103 
1-67 537 0-0184 3-5 4160 0-0822 4-02 7820 0-1887 
6-20 1990 0-1683 8-0 8570 0-0656 8-78 7250 0-1620 
8-20 2680 0-2420 2-68 8190 0-0518 8-80 6420 0-1813 

10-7 8430 0-3852 2-23 2660 0-0369 2-97 5770 0-1067 
14-2 45C0 0-5980 1-66 1973 0-0226 2-53 4920 0-0800 
16-8 5230 0-7155 1-35 1605 0-0143 2-14 4160 0-0615 
19-2 6160 0-9665 0-91 1082 0-0082 1-82 3540 0-0452 
20-7 6650 1-0975 4-0 4760 0-1064 1-42 2760 0-0287 
22-2 7130 1-2310 3-45 4110 0-0821 0-80 1566 0-0128 
24-0 7700 1-3975 3-07 3630 0-0635 0-57 1108 0-0072 

2-50 2980 0-0430 
2-10 2500 0-0807 
1-78 2120 0-0225 
1-47 1750 0-0174 
1-44 1713 0-0164 
1-56 1855 0-0185 

(d) Corrected pressure drop due to discs 
The pressure drop across the column due to the 
discs was obtained by substracting the pressure 
drop due to the empty column (as determined 
from Fig. 5) from the pressure drop data due to 
the assembled column. 

An example of the method of calculation used 
to approximate the pressure drop across a single 
disc in a disc column is shown in Table 5. 

The estimated pressure drop AP^ due to a 
single disc is well correlated by plotting AP^ 
against on a log-log graph. 

The dimensional equations for this correlation 
are 

Lett;/,o-4i ro'22 = 0 

(a) Above = 12 
AP^ = 9-8 X 10 «(jii'S-i 

(b) Between = 12 and = 4 
AP^ = 2-94 X 10-* 

(c) Below = 4 
AP^ = 4-5 X 10-^ 

(e) Flooding characteristics 
The " flooding velocity " of the column with 
water flowing over the discs at various liquid 
rates and air passing up the column was deter-
mined visually. The first visual appearance of 
flooding occurred when small drops of water were 
blown off the periphery of the wetted discs. The 
column became unstable at this point and as the 
gas velocity was increased or the liquid rate was 
increased, slugs of liquid were blown off the discs 
and surged upward through the column. 

Due to the unstable nature of the column when 
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Table 4. Pressure drop across the empty column {discs removed). 

Gas Gas Gas 
Velocity Gas Velocity Gas ^Pe Velocity Gas ^Pe 
ft./sec. Re ih.nt? ft./sec. Re Ib./ft.^ ft./sec. Re Ib./ft.^ 

Ilydr ogen Air Air 

8-7 402 0 0 1 6 4 6-10 1958 0-0451 19-6 6280 0-2890 
11-8 522 0-0205 6-85 2199 0-0553 23-5 7540 0-4020 
15-8 730 0-0869 7-60 2440 0-0676 5-45 1155 0-0328 
1 9 0 880 0-0451 8-30 2664 0-0758 6-40 2060 0-0431 
2 3 0 1065 0-0595 1-73 555 0-0082 7-40 2880 0-0518 
2 5 2 1165 0-0675 2-50 803 0-0133 9-10 2920 0-0717 
30-3 1400 0-0863 2-74 880 0-0154 11-5 3680 0-1190 
87-0 1710 0-1150 3-55 1140 0-0225 13-2 4230 0-1558 
11-5 532 0-0225 3-95 1268 00266 14-5 4650 0-1865 
1 2 3 570 0-0266 4-70 1509 0-0327 18-6 5960 0-2682 
16-3 755 0-0389 5-85 1878 0-0429 22-3 7150 0-3668 
17-2 797 0-0410 6-95 2230 0-0582 
19-7 913 0-0451 7-70 2472 0-0655 Vinyl Chloride 
2 3 0 1065 0-0573 8-20 2632 0-0820 
2 5 0 1157 0-0677 2-50 803 0-0164 1-62 1928 0-0061 
30-3 1400 0-0862 3-02 969 0-0184 2-30 2787 0-0144 
36-5 1690 0-1128 3-85 1236 0-0225 2-90 8451 0-0164 
13-8 638 0-0287 4-60 1477 0-0308 8-85 3987 0-0210 
15-6 722 0-0848 5-10 1637 0-0369 4-10 4879 0-0307 
18-2 843 0-0431 6-35 2038 0-0472 4-00 4760 0-0266 
14-7 680 0-0318 7-9 2536 0-0697 1-46 1787 0-0061 
17-2 796 0-0410 8-2 2632 0-0800 1-84 2190 0-0108 
19-0 880 0-0451 5-9 1895 0-0410 2-25 2678 0-0123 

8-1 2600 0-0614 2-70 8218 0-0164 8-1 2600 0-0614 2-70 8218 0-0164 
Air 10-6 3400 0-0944 8-12 3713 0-0185 

15-2 4870 0-1907 3-62 4311 0-0226 
1-77 508 0-0082 17-7 5670 0-2560 3-90 4641 0-0297 
2 6 8 860 0-0144 4-16 4950 0-0817 
8 1 995 0-0184 4-45 5296 0-0389 
4-04 1297 0-0267 4-40 5286 0-0389 
5-10 1637 0-0369 1-95 2821 0-0118 

1-50 1785 0-0061 

Dich lorodifluoromt ithane 

2-75 5350 0-0246 
0-98 1907 0-0061 
1-50 2920 0-0108 
2-1 4080 0-0184 
2-98 5700 0-0828 

the flooding point is approached it was found 
difficult to determine accurately the flooding 
point. 

Data based on the visual determination of the 
flooding velocity for different liquid rates are 
shown in Table 6. 
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'Table 5. Determination of pressure drop across a disc. 

Liquid rate Gas velocity Gas AP^ W./ft.^ APt-AP, ^Pd 
lb./(hr.)(ft.) ft./sec. Re Ib./ft.^ {from Fig. 5) Ib./ft.^ Ib./ft.^ 

im 4-95 1S90 0 1 4 8 8 0 0 3 2 8 0-1110 0-00411 
868 6-20 1990 0 1 9 2 6 0-0430 0-1476 0 00347 
im 7-40 2380 0-2366 0-0397 0-1969 0-00729 
368 8-r>o 2780 0-8080 0-0733 0-2323 0-00833 
«68 11-8 3630 0-4933 0-1200 0-8733 0-01889 
868 12-8 4120 0-6060 0-1482 0-4378 0-01693 
368 IS-.") 4380 0-6600 0-1606 0-4994 0-01831 
368 14-7 4720 0-7673 0-18.'57 0-3818 0-02138 
868 17-2 5330 1-0080 0-2400 0-7630 0-02820 
368 1 9 0 6100 1-1690 0-2846 0-8844 0-08272 
868 1 9 7 6380 1 -2780 0-8080 0-9700 0-08390 
368 2 1 1 6780 1-4890 0-8880 1-1010 0-04073 

Table 6. Air velocities w?iich initiate flooding. 

(Flooding visually determined.) 

Liquid rate Air velocity 
lb./{hr.){ft.) ft./sec. 

101 82-0 
141 27-0 
188 26-3 
284 23-3 
281 22-3 
323 21-0 
368 21-3 
408 20-0 

DISCUSSION 

The correlation for pressure drop across a disc, 
in which is plotted against vp^*^ 
on a log scale shows that the graph obtained is 
discontinuous and is characterised by two break 
points over the range studied. These break points 
are at 4 and rpO î The 
positions of the break points for a particular 
system are not fixed exactly by these equations, 
as they tend to give high values of the critical 
velocities for the air runs and low values for the 
hydrogen and dichlorodifluoromethane runs. 
However, they do give an indication of the gas 
phase velocities, near which changes in the gas 
flow conditions can be expected. 

The existence of these critical points is better 
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AP plotting against gas illustrated by 

Reynolds Number Re for individual runs with 
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liquid rates as parameters. Such a series of 
graphs is presented in Fig. 7. 

< 
IN 

\ y iiSv 
ft 

4 -
D 

Re 
Fig. 7. 

AA dichlorodifluoromethane-water T = 255 ll)./(hr.)(ft.) 
BB dichlorodifluoromethane-water F = 131 lb./(hr.)(ft.) 
CC air-water F = 408 lb./(hr.)(ft.) 
DD air-water T = 255 lb./(hr.)(ft.) 
EE hydrogen-water T = 255 lb./(hr.)(ft.) 
FF air and dichlorodilluoromctlmnc F = 0 lb./(hr.)(ft.) 

Referring to Fig. 7 the Hues A A and BB arc 
typical of a group of lines obtained for a particular 
gas phase with different liquid rates showing the 
existence of a break point at a Reynolds Number 
of approximately 4000. This break point corres-
ponds to the lower break point of the correlation 
shown in Fig. 2. Lines A A, DD and EE are for 
different gas phases with the same liquid rate. 
The break points for these lines are approximately 
Re = 4 0 0 0 , Re = 9 5 0 a n d Re = 6 0 0 r e s p e c t i v e l y . 
These break points all correspond to the lower 
break points of the correlation shown in Fig. 2. A 
break point corresponding to the higher break 
point of the correlation shown in Fig. 2 is indi-
cated by the line CC at Re = 3000. 

The inclusion in Fig. 7 of the data for the dry 
column shows that the flow conditions can be 

well correlated by graphing against Re as 

shown by line FF. However, once the column 
is operating with liquid flowing over the discs 
the gas flow characteristics at a constant liquid 
rate can no longer be correlated by a Reynolds 
Number alone. 

This can be clearly seen from the lines EE, DD 

and A A, which are for constant liquid rate with 
different gas phases. Hence it appears that the 
use of a gas Reynolds Number together with some 
functions of liquid rate as adopted by STEPHENS 
a n d MORRIS [4 ] a n d R O P E R [3 ] f o r a c o r r e l a t i o n 
of gas film mass transfer coefficients, is not 
sufficient for a general correlation applicable to 
all gaseous systems. 

As can be seen from Fig. 7, the line for zero 
liquid rate is found to intersect the line BB for 
dichlorodifluoromethane at a high Reynolds 
Number and then continues above the low liquid 
rate line. A similar effect was noticed if the low 
liquid rates of the air runs were plotted. The 
higher pressure drop of the dry column at the 
high Reynolds Number could be attributed to 
the increase in impact pressure losses on the 
scjuare edges of the dry discs. The effect of liquid 
flowing is to round off the discs and thereby 
reduce the impact pressure losses. However, the 
liquid flowing over the discs will greatly increase 
skin friction and hence the general trend that 
pressure drop is increased with increased liquid 
rate. 

The fact that break points are observed indicate 
that flow conditions in the gas phase change at 
definite critical points. Hence it is reasonable to 
expect some comparable change in the gas film 
coefficient under similar conditions. The data 
o f ROPER [3 ] a n d STEPHENS a n d MORRIS [ 4 ] 
were critically examined for discontinuity in the 
gas film coefficient at gas velocities corresponding 
to the break points indicated by pressure drop 
measurements. 

The bulk of the data reported by ROPER [3] on 
the evaporation of water in a disc column was 
for air velocities which are below the first break 
point on the pressure drop relations. However, 
data for liquid rates of 121 lb./(hr.)(ft.) and 
81 lb./(hr.)(ft.) extend on both side of the first 
break point observed in the pressure drop relation 
investigated. These data have been plotted in 
Fig. 8 in which the pressure drop data for a low 
liquid rate of the air-water system are also shown. 

The break point in the gas film mass transfer 
coefficient graph compares well with the observed 
break point in the pressure drop data. The data 
o f STEPHENS a n d MORRIS [ 4 ] f o r t h e g a s film 
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Fig. 8. 
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Comparison of pressure and mass transfer charac-
teristics. 

= 121 lb./(hr.)(ft.)' 
= 81 lb./(hr.(ft.) 

Data of ROPER [3] 
For gas film mass transfer co-
efficients in the evaporation of 
water in streams of air. 

= 166-5 lb./(hr.)(ft.) Pressure drop data for air-
water system. 

ooefiicient in the absorption of dilute ammonia-air 
mixtures by water, when plotted in the same 
manner, also show a break point which is con-
sistent with that observed for pressure drop data. 
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NOTATION 

D = equivalent diameter for gas flow, ft; 
= diffusivity, ft.^/hr. 

kg == gas film mass transfer coefficient, lb./(hr.)(ft.^) 
(atm.) 

M j = molecular weight of the diffusing gas 
Pbm— logarithmic mean of the partial pressure of the 

inert gas at the phase boundary and in the bulk 
of the gas stream, atm. 

P = total pressure, atm. 
AP = pressure drop, lb./ft.® 

JP^ = pressure drop across the whole column, lb./ft. 
APg = pressure drop across the empty column (discs re-

moved), lb./ft.2 
AP^ = pressure drop due to a single disc in a disc column, 

lb./ft.2 
lie = Reynolds Number for the gas phase, Dvp/ij. 

V = velocity of the gas stream, ft./sec. 
r = liquor rate, lb./(hr.)(ft.) 
/S = a function of liquid rate 
fM = absolute viscosity of the gas stream, lb. mass./(ft.) 

(hr.) 
p = density of the gas stream, Ib./ft.^ 

Pa = density of the diffusing gas, Ib./ft.® 
(j) = the dimensional function 
n = exponent of Reynolds Number 
m = exponent of the Schmidt Number 
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