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Abstract

This thesis covers research on group learning by using a computer as the medium.
The computer software provides the basic blending of the students’ contributions
augmented by the effects generated for the specific learning domain by a system of
agents to guide the process of the students’ learning.

The research is based on the approach that the computer as a medium is not
an end point of the interaction. The development of agents in based on Human-
Computer-Human interaction or HCH. HCH is about removing the idea that the role
of the computer is that of an intelligent agent and reducing its role to that of a mixer,
with the ability to insert adaptive electronic (software) components that add extra
effects and depth to the product of the human-human interactions.

For the computer to achieve this support, it must be able to analyse the input
from the individuals and the group as a whole. Experiments have been conducted
on groups working face to face, and then on groups using software developed for the
research. Patterns of interaction and learning have been extracted from the logs and
files of these group sessions. Also a pattern language has been developed by which
to describe these patterns, so that the agent support needed to analyse and respond
appropriately to each pattern can be developed.

The research has led to the derivation of a structure that encompasses all the types
of support required, and provides the format for implementing each type of support.
The main difficulty in this work is the limited ability of computers to analyse human
thoughts through their actions. However progress is made in analysing the level of
approach by students to a range of learning concepts.

The research identified the separate patterns that contribute to learning agents
development and form a language of learning processes, and the agents derived from
these patterns could in future be linked into a multi-agent system to support learning.
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Chapter 1

Patterns of Learning Interactions

1.1 Introduction

This research is the study of the way that quite different tunes from different players

can blend to make a sound that is harmonious and fuller than the original pieces.

In music these sounds are achieved through a mixer, an electrical panel that takes

different musical sounds as inputs and blends or mixes them at different volumes,

tones and delays.

When we listen to live music such as jazz, we listen to the different instruments,

played by talented musicians with their particular preferred modes of playing, par-

ticular interpretations of the score, and we marvel at how they blend together. That

is, how the individual musician’s instruments, talents and sections of music played

manage to fit together to make a whole that is greater than the sum of its parts. Yet

to play in public, a musician requires amplification, and the mixer can ruin their1

1The plural forms they and their is used in this thesis rather than he or she singular even
when the latter may seem more appropriate. This is supported by the recommendations of the
guide by Miller and Swift (1980) as cited by Kay [196]. The singular form of they and their may
also be used either in case of unspecified gender or indefiniteness as to the person, as described at
http://www.crossmyt.com/hc/linghebr/austheir.html in reference to the use of their in Jane Austin’s
work.

2
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music. They still rely on the mixer to produce volume balance, tone and body and

also control the foldback or feedback and effects such as echo.

When we work in groups to produce something other than music, we still must

blend and interconnect. Most people lack three of the ingredients common to groups

of musicians. The appreciation of the type of instrument, or part we play, the ability

to hear others and blend, and the desire to appreciate the whole over its parts.

In this work we are working on drawing together a group of minds for learning by

using a computer as the medium which interprets and augments the activity of the

students.2 These effects are generated for the specific learning domain by a system

of agents that are designed to guide the process of that learning.

This research project is based on the approach that the computer is a medium

rather than an end point of the interaction. While HCI issues are considered in

developing the initial design of the basic software, the development of agents is based

on Human-Computer-Human interaction or HCH. HCH is about designing the role

of the computer not as the intelligent agent but as that of a mixer, with the ability

to insert adaptive electronic components (or software agents) that add extra effects

and depth of outcome to the product of the human-human interactions.

HCH is about ensuring the software is used to support members in adapting roles

in meetings (by providing suitable interfaces and tools), to enable the group members

to be aware of each other and their contributions (by notifying the group of changes

and the interaction patterns) and finally to try and focus the group on the whole

learning domain that they are dealing with (by introducing conceptual questions and

ideas), not just their individual tasks.

2This thesis uses many terms from computer software and learning design. To provide some help
with the language of each domain some terms are written in bold type and defined in the Glossary
Section 11. We hope this will assist the reader.
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1.2 Thesis Goals

The thesis presented in this work is that learning in the domain studied can be for-

malised and presented in terms of learning activities. Each type of learning activity

has a pattern or structure and can be inter-related in the form of a Pattern Lan-

guage (see Alexander [13]).3 The development of Pattern Languages was initiated by

Alexander [13] in the domain of architecture design. Later work has been conducted

on patterns for Software Design by Gamma et al. [129], HCI Design [328], Require-

ments Engineering by Maiden et al. [234] and Analysis of Qualitative Interactions by

Martin et al. [241]. The present Implementation Patterns extend the concept of In-

teraction Patterns to look at their implementation in agents that analyse and provide

feedback on the basis of these interactions.

The work involved five steps based on the conversational learning approach of

Laurillard [217] and to be implemented through software for Computer Supported

Learning (CSL):

Goals Identification of the conceptions of group work and software engineering held

by students designing software specification documents and the classification

of depth of approach in their understanding of the subject involved in each

conception. This will provide the basis for the learning goals in the software

design.

Design Design the basic software structure for the learning environment that will

enable the learning process. This software is called Intertac-I.

Actions Examination of learning strategies used by students working in groups to

3A pattern structure is developed for learning activities and these are related to each other in
terms of relative depth of activity, constituent concepts of over-riding patterns, etc. This provides
a language to analyse the learning activities and decide on advice to be given.
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identify how the various depths of approach are manifest as depth of activi-

ties. Data is collected from students working in groups on the software system,

and analysed for patterns in space, time and interaction between students. The

data collected is used to develop a method for translating student text and

graphical interactions into educational actions (cf. Ritter & Koedinger [309]).

This provides a means of analysing the particular concept or skill that students

manifest at any time in a flexible environment.

Feedback Develop a pattern format4 for the interpreting the interactions that repre-

sent the concepts and skills of the learning domain studied and provide suitable

feedback. A language structure5 is developed for the patterns by relating them

to the students’ depth of activity.

Future Work Implement the patterns in the software, in the form of agents for

Intertac-III. There are two types of agents, those that analyse students’ inter-

actions and those that analyse the students’ learning. The final phase, is to

provide inter-agent communication and an agent structure through Learner

Modelling. This will enable support to be given that is appropriate to the

depth of activity attained by the group and the milestone reached in the design

document, hence remove the scaffolding as the students’ comprehension of the

domain develops.

1.3 Scope

Given a thesis that deals with such a broad range of issues, it is important to make

clear at the outset the scope of this research. This present research presupposes that

4To develop patterns a consistent format is devised in which every pattern can be described fully.
5patterns can then be connected to each other with a semantic structure to form a language of

patterns.
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the courses where students study in flexible mode, using the system developed as

part of this work, will be a group based project or problem based course. However at

present there are few University courses developed within this framework and even

the courses used in this research lack some of the factors that are prominent in the

creation of such courses.

This work is part of an ambitious approach to support problem based learning.

However, the ideal conditions for learning are not always present in the course struc-

ture mainly due to lack of resources, although the software developed for this research

attempts to implement the tools required for such a course.

Also the research looks at groups that are functioning and are learning, although

this may be at different levels or depths of activity. Since the work looks at the

interactions, either group communication or learning interactions, which can be anal-

ysed by software agents, issues such as group psychology, dysfunctional groups, adult

learning, course design and access to information are not within the scope of this

thesis. There is some discussion of learning in groups, and learning group processes,

and this is sufficient for the aims of this work.

This is a study of the groups who volunteered for the experiments, and limited to

the narrow domain of them writing a specification report and the learning involved

in that process. The thesis is an analysis of their learning and interaction although

informed by the theory of how this may be affected by various differences in their

approach to learning.

In designing feedback based on students’ activities on the computer, it would be

useful to have a thorough understanding of the possible causes of the depth of their

learning activities. However if the different causes cannot be isolated on-line this does

not assist in developing feedback.

Finally the work is qualitative, and designed to build theories and build pattern

structures. The validity of the patterns is not asserted, but left to future work. The
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process of the derivation of the patterns is explained to enable others to repeat this

procedure and verify if more patterns or a different structure is evident. However

this difference would not we believe affect the pattern structure that is derived, and

which forms the final outcome of the research.

1.4 Contributions

The contributions of this thesis are as follows:

1. Concepts of and approaches to learning software design. A Phenomenographical

study is made of this area.

2. Computer Supported Collaborative Learning(CSCL) software is designed and

a process for development of software for a Project Based Learning course is

described.

3. A design for learning agents is developed around a pattern structure to enable

the making of decisions based on the group or individual student’s learning

activity level.

As part of this research, software is developed for the use of students of the Soft-

ware Engineering Workshops at the University of New South Wales. In particular the

agent support is designed to augment the learning environment due to the following

requirements for learning that are not being met in the existing course, and could not

be met by providing web based resources:

1. Immediate feedback on performance in the area of rules and procedures of the

domain

2. Providing feedback that is context sensitive both in terms of timing and the

specific approach being taken by a group of students to software design
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Figure 1.1: Concept Diagram linking the Learning Theories used in this Thesis.

3. Tracking and analysing the patterns of interaction during the learning.

1.5 Structure of the research

Concept diagrams of topics covered in the thesis are shown in Figure 1.1 and Fig-

ure 1.2. The diagrams show some of the links between theories, without attempting

to provide a complete analysis of how theories relate. The topics on dark outline are

the concepts covered in this thesis, and the rest are related ones that are not dealt

with due to space constraints.

In Figure 1.2 the concepts not covered in the thesis are also included, except

with dotted outline. Those topics that are introduced in Chapter 5 on the software

environment are outlined with a dashed and dotted rectangle.

The important factor in this research revolves around the provision of a learn-

ing context for students’ projects that affords the sort of activities that will change
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Figure 1.3: Model of Constructivist Student Analysis.

and provide contradictions in their present cognitive structures. The distinguishing

properties of Constructivist learning (see Akhras and Self [10]) are firstly the activity,

that is learning by doing, and secondly the experience, that is doing more through

learning. This activity links the context of the learning with the cognitive structures

or consciousness developed by the students (see Figure 1.3).

In this work we trace the development of the software in the following stages

showing the contribution to research:

1. Develop a picture of both the content of the course being studied by the students

and their approach to learning in that course through Phenomenographical

research.

2. Interface design using a Human-Computer-Human or HCH approach to enable

the basic group interaction with editing and chat tools. This is developed
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Figure 1.4: Contributions and how they relate

through research using Activity Theory.

3. Enhance the interface through Activity Theory experiment with students using

the basic interface, to produce Intertac-II.

4. Analyse patterns of interaction and learning used on the basic tool by various

groups of students to develop a framework to include Agents support. This

work is done using Action Research.

5. Design the patterns for agent implementation in Intertac-III to provide the

learning support for the learning approach taken by groups of students within

the domain.

6. Consider the future stages such as implementation of the agents, which are

needed to provide more flexible support and feedback.

This thesis is divided into the following chapters:

Chapter 2 Foundations of Learning Theory and Computer Supported Learning.

Covers the areas of learning theory and development of learning software tools

which provide the background to the research of this thesis.
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Chapter 3 Methodology of the Research.

The methodology used in this research and the plan of how the research devel-

oped.

Chapter 4 Phenomenography of learning.

Extracts the goals for learning at different depths. Results of the Phenomeno-

graphical study of students’ learning which forms the initial research of this

thesis.

Chapter 5 Description of Intertac.

Describes the design of a learning tool called Intertac and explains the decisions

on what data is collected for analysing the use of Intertac.

Chapter 6 Patterns Description.

Looks at the student’s actions that relate to each goal. The results of students’

use of the basic Intertac interface are analysed for patterns of learning, and for

pattern structure or processes used by students.

Chapter 7 Pattern Structure.

Looks at the feedback to be provided as scaffolding for the students’ actions,

relating to the goals of the learning. To implement scaffolding for the learning

of the course, a section of the domain knowledge is presented in pattern format

to be translated into agents.

Chapter 8 Implementation

Provides a comparison with previous results of research into what sort of work

on-line requires scaffolding. Previous work looked at chat interactions or sim-

plified learning situations.

Chapter 9 Conclusion.

The aim of this work is summed up with the description of a process of analysing
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and implementing patterns from observations of the processes of learning in a

domain.

Chapter 10 Future Work.

The research is not complete as the Intertac-II software must now be expanded

with agent implementation of the patterns and verified against the original aims

for its development.

1.6 Prior Publications

The following chapters have had material previously published in:

1. Chapter 5: Technical report by C.Kutay: Intertac Software Architecture, Tech-

nical Report No. 0318, Computer Science and Engineering, University of New

South Wales,

ftp://ftp.cse.unsw.edu.au/pub/doc/papers/UNSW/0318.pdf, 2003.

2. Chapter 6: C. Kutay, P. Ho and G. Whale, Internet Based Groups in Computer

Science: Helping Groups Work. Proceedings of ENABLE ’99, Helsinki:HIT,

1999, 56–68.

3. Chapter 7: C. Kutay and P. Ho, Using intelligent agents for the analysis of

students’ interaction and learning, Proceeding of AIED’03, Workshop on tech-

nologies for Electronic Documents for Supporting Learning, 2003.

4. Chapter 7: C. Kutay and P. Ho, Assisting students by analysing their interac-

tions and learning, submitted to Proceeding of AIED’03, Workshop on Learner

Modelling for Reflection, 2003.

ftp://ftp.cse.unsw.edu.au/pub/doc/papers/UNSW/0318.pdf
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1.7 EndNote

Since this thesis refers to existing commercial software systems, it is acknowledged

here that in all cases all trademarks used in this work are the property of their

respective owners.



Chapter 2

Foundations of Learning Theory

and

Computer Supported Collaborative

Learning (CSCL)

2.1 Introduction

The thesis covers a wide range of research, and so must necessarily focus on some

specific areas, while only commenting on the relevance of other areas in passing. This

research is put in the context of Constructivist educational theory for the development

of course scaffolding. For analysing how students learn in a given context to develop

the scaffolding the thesis draws on other methodologies.

The review of the methodology used in this work is provided in the Chapter 3,

and also a description of the experimental context is provided in Chapter 5.

14



CHAPTER 2. LITERATURE REVIEW 15

Another aspect reviewed here is the existing body of knowledge relating to group-

ware development for flexible learning and agents support. The advantages of software

in collecting data on student actions provides a basis for looking at developing a for-

malism for analysing students’ learning. By developing a formal language of learning,

we can look at patterns of learning, an extension of the pattern languages which are

reviewed here.

2.2 Background

Learning theory has been split for years between those who see it as a cognitive

process (including Biggs [34] and Vygotsky [380]) and those who see it as a mod-

ification of behaviour (including Gagné [128]). There is also a division within the

Cognitive strand between those who see all learners ability to accumulate knowledge

as dependent on their inherent intelligence and the Constructivists (see Jonassen and

Rohrer-Murphy [186] and Savery and Duffy [319])who consider the prior knowledge

of the learner to be a significant factor in cognitive learning.

In this work we use the ideas of the Cognitivist Biggs who considered that learning

outcomes can be related more or less to the Hypothetical Cognitive Structure of the

student (see Biggs [34]), and the work of Behaviourists such as Marton and Saljő [243]

and [244] who see the learning outcome as a number of qualitative different views on

a specific content under study.

For Gagné [128] who is a Behaviourist, learning is progressive and, in that it

occurs progressively, it does so by way of a learning hierarchy. In learning new

material, the learner will draw on previously learned capabilities to acquire it. To

learn higher-order material, the learner will rely on more remedial, previously learned

material, to aid him/her in processing and acquiring the new material. This work

is based on Behaviourism yet it is used often by Constructivists as a guideline for
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developing learning materials.

Instructors who work according to Cognitivist Theory provide the students with

challenging tasks and expect them to make intellectual decisions about how to solve

the problems. They can provide the intellectual scaffolding to help students learn

and progress through the different stages of development, and this is also an idea that

Constructivists embraced into their learning system.

When these ideas were first translated into learning materials on computer, this

has often been done in a fairly unstructured manner, providing little guidance. This

has arisen out of the view that when all the steps of the learning behaviour are

provided, students may follow whichever step they wish at whatever time. While the

learning hierarchy provides some necessary structure or linear sequence of skills to be

learnt, students must be given some motivation through control of their own learning

progression.

In an unstructured environment such as linked web pages, this can lead to con-

fusion and students becoming lost in hyperspace. Work has been done on preventing

this type of learning situation. In the work by Gygi [158] the system keeps track of

where the user has been and provide tools to allow the user to backtrack, others such

as Passardiere and Dufresne [282] and Eklund [112] advocate the use of visual maps

representing the nodes of information and the links between them. Alternatively

Learner Modelling can be used to provide feedback to students on their progress and

their contribution, as in Kay [194] and Kutay [207].

In a learning domain involving ill-structured problems (see Spiro et al. [349]) the

instructional systems based around Constructivist principles are more suitable. These

are problems that tend to include large amounts of information. Rather than a single

right answer they may have several acceptable solutions (see Vos and Post [378]). A

learning methodology that incorporates interaction with an environment, cognitive

conflict and negotiation of shared understanding, is Problem Based Learning(PBL)
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(see Savery and Duffy [319]).

The present research develops a Constructivist learning environment to support

Project Based Learning in software engineering courses. Project Based Learning is a

variant of PBL that provides a less unstructured learning environment, focused on the

end product or project. Due to the complexity of this type of learning environment,

it is necessary to use a detailed methodology for thoroughly researching different

learning styles and patterns.

Social Constructivism, along with an offshoot of Behaviourism called Consti-

tutionalism, have moved towards similar approaches to analysing learners. Social

Constructivists have developed methods from Activity Theory (see Jonassen and

Rohrer-Murphy [186]) and the Constitutionalists have developed the Phenomeno-

logical method. Both approaches promote the use of observation and reflection to

improve teaching. Accordingly, these methodologies are used in this thesis for this

same purpose.

2.3 Social Constructivist Learning

Constructivist Learning is based on the following principles(from Savery and Duffy [319])

1. Understanding is in our interactions with the environment, and cognition is not

within the individual but part of the whole learning context.

2. Cognitive conflict or puzzlement is the stimulus for learning and determines the

organisation and nature of what is learnt.

3. Knowledge evolves through social negotiation and through the evaluation of the

viability of individual understandings.

A branch of Constructivist learning, with a focus on group learning, is the Social

Constructivist view of learning as developed from Piaget and Vygotsky [380], in
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particular using the social emphasis of the latter. Social Constructivism is similar to

the Radical Constructivism developed by von Glaserfeld [143], and it is interesting to

look at this view first.

2.4 Learning in Groups

The present work falls within the tradition in education that promotes working in

groups as being more effective for student learning. There is much debate about the

validity of such an approach. While it is acknowledged that some individual efficiency

may be lost, in that the members of the group that have greater understanding

will have to spend time bringing the other members up to speed, there is a large

body of research relating to University learning (including Deutch [103] and [105],

Laurillard [213] and Davis [106]) that supports the move to group based learning.

Some notable studies of the success of this learning mode have been:

1. Joint effort during complex problem solving tasks improves both the process of

achievement and the quality of the solution (Deutsch [105] and Laurillard [213])

2. If the emphasis is put on achieving a correct or good answer quickly, then a

group has a higher probability of achieving this aim than an individual, all else

being equal (Davis [106])

3. Group problem solving can often yield more alternative solutions than can in-

dividual work (Davis [106])

4. Groups perform better than individuals in tasks which afford a wide possible

range of answers (Thorndike [359])

5. Pairs are better than individuals when working on problems requiring some

originality of thought or insight, but not on routine mathematical problems
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(Husband [176])

If we look at the Conversation Theory of learning, developed by Pask [281], we

see the concept of learning described as a conversation. This conversation may be

with the instructor or with peers:

1. In order to learn something, an individual must be able to report what he or

she knows (i.e. engage in conversation).

2. The individual must come to know the subject, operate on it and receive feed-

back on the results of these operations.

3. To organise investigation of a subject, operations must be generated from a

global framework and must receive feedback on the results of the operations.

These are the process the software developed in this thesis is designed to support.

Many educators including Laurillard [217] have highlighted the success of Uni-

versity learning in groups where this conversation is carried out between peers. In

the area of cognitive apprenticeship, Brown, Collins and Duguid [58] have noted that

learning in groups is favoured as it provides for:

1. Collective problem solving which not only accumulates individual knowledge,

but also provide synergistic processes to insights and solutions. In this work we

show how the software analyses different in individual and group input.

2. Displaying multiple roles. Students are exposed to the many different roles

needed for any cognitive task. Different roles are displayed by different members,

and reflective narratives and discussions are encouraged. In this work we show

the sort of tools that can be provided to support the different roles.

3. Confronting ineffective strategies and misconceptions. Teachers have little time

and exposure to each individual, but groups provide opportunity to draw out,
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confront and discuss these. In this work agents provide questions and feedback

on concepts

4. Acquisition of collaborative work skills. In this research the agents are designed

to provide feedback on individual interactions.

Furthermore, Dillenbourg et al. [101] have studied the problem of grounding, or

reaching a common understanding on a topic under discussion. When two partners in

a discussion misunderstand, they have to build explanations, justify themselves, often

make explicit some knowledge that would have remained assumed, monitor each other

and thus reflect on their own knowledge, processes and so on. These mechanisms are

crucial in collaborative learning and may explain why this is sometimes more effective

than learning alone.

When courses and projects are provided in distributed mode, this becomes a

challenge to provide group communication resources that match those of collocated

learning as closely as possible. Assuming the learning is taking place within groups,

with co-operative task structures, the aim is to develop effective groups. Much of the

research around analysing or developing effective groups relates to enumerating the

main processes or functions involved in effective group communication.

The main processes required for effective group processes for carrying out a task as

well as learning a task assumed here are (Soller et al. [341], Barge and Hirokawa [26],

Barnes and Todd [27], and Shaw et al. [334]):

1. Participation

2. Conflict and resolution

3. Collaborative or supportive skills

4. Facilitator and reminder roles and rotation of these
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5. Allocation of and responsibility for duties

6. Division of work into separate units or integrated work

7. Immersion in group processes or promotive interaction

8. Social grounding

9. Performance review and reflection

If we look at studies of the psychology of groups, there are patterns of group

development such as the simple model described as Forming, Storming, Norming

then Performing developed by Tuckman (1965) and patterns of group processes such

as planning and leadership. Also there is the Gibb Model [137] which describes the

following concerns for social interactions:

1. Acceptance and the development of trust, place in group, increase in confidence

and reduced anxiety

2. Flow of the group in terms of perceptions, feelings and ideas through the group

3. Goal formation including goal setting, problem solving and decision making in

the group

4. Control including regulation, co-ordination and implementation of activities

Finally there is work on dysfunctional groups (and dysfunctional learners such as

work by Shelley and Shelley [335]), which is beyond the scope of this thesis. It is not

assumed the computer can deal with groups that fall outside the domain of learning

and interacting groups. These groups can be dealt with by the tutors who receive

logs reports based on the level of interactions and learning diagnosed by the system.

When designing tools for distributed groups the aspects of group interactions and

planning constitute the conceptions of group work in which we would like to train the
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students. As well as teaching the domain, the groupware can be used to teach about

groups, group dynamics and group process.

2.5 Problem Based Learning

The students being studied are working in a Project Based Course. This is a form

of Problem Based Learning (PBL) which was developed in Australian Universities

through the work of people such as Boud, Feletti [48] and Foley [126]. Boud assumed

experience as the base for learning and developed a framework to provide courses

that are user-centred and rely on learning from experience. Problem Based Learning

(PBL) involves learning from real-life problems, related to the profession under study,

was used first in Australia in teaching Medicine. PBL has now extended to many

other professions, including Computer Science as it is a methodology particularly

appropriate to teaching practical skills. The theory of learning and course structuring

under PBL has been well developed and exponents of this method regularly refer to

examples of courses developed using this method to explain their approach.

PBL exemplifies the Constructivist principles of learning as presented by Slavery

and Duffy [319]. The points that relate to the software developed in this work to

support the PBL course are:

1. Design the task and learning environment to reflect the complexity of the envi-

ronment that students should be able to function in at the end of learning

2. Design the learning environment to support and challenge the learner’s thinking

3. Encourage testing ideas against alternative views and alternative contexts

4. Provide opportunity for and support reflection on both the content learnt and

the learning process
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PBL begins with a problem for students to solve or learn more about. These are

often framed in a scenario or case study format. They are ill formed and imitate

the complexities of real life situations. The approach uses an inquiry model: stu-

dents begin by organising any previous knowledge on the subject, posing additional

questions, and identifying areas where they need more information. Students devise

a plan for gathering more information, then do the necessary research and reconvene

to share and summarise their new knowledge. Students may present their conclusions

and there may be an end product, but there should be adequate time for reflection

and evaluation.

The problem is the driving force, although the solution may be focused on to some

extent. Some problem based approaches intend that students should clearly define

the problem and arrive at a clearly stated solution. (e.g. [14]). Others concentrate

on the learning and information gathering and may have no solution (e.g. [383]). The

practitioners in this field of education find the most difficult thing is to explain what

a problem is. A problem in this context has been defined as a question put forward

for consideration, discussion, or solution. Others find this too vague and turned to

the more concrete project based learning. The model of Project Based Learning has

provided clearer guidelines for the learners to enable them to cope when the change

from lecture style to research style learning is encountered.

Another area of contention in developing courses for Problem Based Learning

has come from tutors and lecturers. These people are used to being the authority

who transmits knowledge to the students. In their new role they are encouraged to

not answer questions but instead to propose ways of coming to an answer. When

they take this too literally, students find their questions are all being answered with

an evasion or an expression of lack of knowledge by the tutor. Students then come

to perceive the learning process as useless and overly demanding and the staff as

ignorant.
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Experience from tutors in PBL courses has provided some guidelines for pro-

ducing support agents in software (e.g. Ambury [15]). In developing software to

support learning, designers are trying to replicate the tutor’s work online (see also

Koedinger [200] and Lepper [221]). Software resources provide an ideal method of

ensuring information is available on-line or through menu help links to provide im-

mediate feedback to students’ queries and concerns. In PBL the tutors need to learn

how to facilitate learning. In software this converts to the need to develop facilitative

agents and provide advice for the human tutors who receive filtered data from the

groups.

2.6 Context, Consciousness and Content

While it is beyond the scope of the thesis to study the implementation of PBL courses,

is it worth noting how such courses are implemented, as this guided the creation of

the software to support such courses.

Firstly, the actual learning that occurs relates to the content of a domain and

how this is manipulated and integrated into the students knowledge. In general for

constructive learning, ill-structured problems are favoured. It is in fact the flexibility

of the teaching in PBL and the ill-formed nature of the problems that makes the

software support hard to develop.

Secondly, students who do participate in such courses, have different priorities in

accessing their lecturers and tutors, or a different consciousness of what constitutes

a good teacher. For instance students particularly in later years, tend to identify

factors in teachers such as (from Mullen [260]):

1. keeping students on track

2. asks lots of thought provoking questions
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3. involves class in discussion

4. advises on how to study

5. able to provide options for possible solutions and

6. able to connect different pieces of information

Finally, it is worth noting that as part of the implementation of such a course, and

hence of such software to support learning, various aspects are required. The ones

that relate to software support include (Lahteenmaki [212] and Oriogun et al. [276]):

1. Students must be sufficiently informed about the new way of learning at the

start of the course which could be provided by web pages and hyperlinks to

further references, and regular feedback during the course.

2. Students need to be informed they are learning enough, or motivated to work

if they are not, with regular feedback in tutorials, or online.

3. Students need to encounter different practical experiences during the different

phases of their education, such as roles and different problems, which can be

added to their experience of the software during the progression of the course.

The software has to develop and change as they progress.

4. Co-operation between students, instructors and practitioners is crucial to the

success of the course, and the development of the software in this work relies

on the support of teaching staff assisting with the development of the agent

analysis algorithms and feedback.

5. As in developing any flexible delivery course, many people of a wide range of

skills are required to work together to implement the new course format, and

this up front commitment is much greater than for conventional courses.
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6. Courses must be planned more in unison, so that the learning from one course

to subsequent courses is a smooth transition.

7. Teaching such a course requires a commitment to work side by side with the

students, as a crafts person would, and provide an open and supportive interac-

tion with students which values their approach and contribution to the problem

and its solution.

There are other factors also relating to teacher acceptance of the course ap-

proach [254] that are perhaps the hardest to achieve in a school unless fully supported

by the administration. Only then will students be sufficiently supported through their

uncertainty in the new learning mode.

Another aspect that is again not within the scope of this work is the cultural factors

that are important in any learning and teaching development at The University of New

South Wales. The University consists of a largely international or Asian Australian

population and hence the language and cultural differences between students, and

between student and the majority of Anglo-Saxon lecturers can be extreme and cause

problems.

Furthermore the cultural difference in the way people both learn and interact in

groups will affect the use of the tool and the required interface. This in turn will effect

the validity of the analysis by learning support agents. The ability to analyse student

interactions and learning processes is limited by the mix of cultures in Australian

universities. Work done on GSS [385] suggest that there is a need to consider how

group practices vary and change the effectiveness of different software to support

groupwork for different cultures.

As noted by Dixon [102] in a presentation at the Third Asian Pacific Conference

on PBL in 2001, when students in Hong Kong are studied while working in small

groups, they focused on discussion with the the tutor and avoided student initiated
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discussion. Also if the tutorial work, or in this case the group communication, is in a

language that is not their native tongue, students may be even less engaged.

2.7 Depth in Learning

Phenomenographical studies of learning have developed an approach of categorisation

of students’ conceptions of learning as well as their approaches to learning (see Marton

and Sa̋ljő [243] and [244]). The approaches to learning are divided into deep or

shallow.

Deep approaches have been shown to correlate to effective long term learning

whereas shallow approaches have not. The aim then becomes to develop environ-

ments for learning that encourage and support deep approaches. Sa̋ljő [318] classified

approaches to learning text into five categories:

Surface Subjective Learning as a quantitative increase in knowledge. Learning is

acquiring information or knowing a lot.

Surface Restrictive Learning as memorising. Learning is storing information that

can be reproduced.

Surface Elaborative Learning as acquiring facts, skills and methods that can be

retained and used as necessary.

Deep Integrative Learning as making sense or abstracting meaning. Learning in-

volves relating parts of the subject matter to each other and to the real world.

Deep Reflective Learning as interpreting and understanding reality in a different

way. Learning involves comprehending the world by re-interpreting knowledge.

Presenting an environment that encourages abstract conceptions, or meta-learning,

requires a context with certain characteristics [242]:
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1. a well structured knowledge base,

2. interaction with the instructor and other students,

3. learner activity and

4. motivational content.

Biggs [41] used his study of writing processes to develop the SOLO Structure

of Observed Learning Outcomes, which provides a different approach to a similar

analysis of the deep/surface approach to learning. The SOLO structure hinges on the

different level of abstraction of the content of students’ written answers as compared

to the structure required by the question. However this structure of the question as

perceived by the student is dependant on their approach to the learning domain, or

the categories developed by by Marton and Sa̋ljő [243].

Biggs classified abstraction levels as follows [37], and included a link to the

deep/surface division in learning as listed above:

1. Pre-structural: question not addressed and the discourse structure is inade-

quate. Approach is surface-subjective.

2. Uni-structural: question addressed in only one relevant line of argument. Ap-

proach is surface-restrictive.

3. Multi-structural: question addressed with more complete listing of knowledge,

but the genre is still inadequate. Approach is surface-elaborative.

4. Relational: requirements of question are satisfied. Approach is deep-integrative.

5. Extended abstract: question answered at a higher level of generality and ab-

straction than the case needs. Approach is deep-reflective.
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Biggs [34, p.597] concluded that in relation to their separate work on categorising the

outcome of learning:

In short, despite the theoretical difference, Marton’s work is (on this

point) directly comparable to our own.

The relationship between the approaches to, and outcomes of, learning is excep-

tionally strong. Studies in history, computer studies, and text processing show that

the surface approach, almost without exception, leads to a quantitative outcome of

unstructured detail and a deep approach to an appropriately structured outcome (see

Biggs [36] and [37], Marton and Sa̋ljő [243], van Rossum and Schenck [372], and

Watkins [384]).

Later Phenomenographical research by Booth [45] into students’ perceptions of

programming found a rather different approach to the deep/surface divisions. She

found the divisions between a deep and surface approach to be more a matter of the

number of skills developed in a programmer, or the alternative approaches at their

disposal to handle different situations.

Booth developed the following categories to describe students’ approaches to pro-

gramming:

Expedient which focuses on producing a complete program from the outset by using

existing programs or adapting a known program

Constructural which focuses on recognising details of the problem in terms of the

features of the programming language, the constructs, functions and keywords.1

Operational which focuses on writing a program based on an interpretation of the

problem within the domain of programming; the problem if considered from the

point of view of what operations the program has to do.

1The term constructural is used by Booth [45] to define an approach that is structural but not
organised in a coherent manner e.g. bottom up designs in software.
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Structural which focuses on writing a program based on an interpretation of the

problem within its own domain; the structure of the program is first considered

and then a program is devised.

There is no comparable research to the work by Booth, into other aspects of

software engineering such as Requirements Engineering, Design and Specification.

The research into learning experiences in software engineering conducted as part of

this thesis is an extension of this previous Phenomenographical research and shows

similar categories of depth of approach to learning are developed in the new area

researched.

As a corollary to this section, it should also be noted that any study of the depth

of approach to learning is culturally sensitive. In the work by Marton et al. [246]

with Asian students in Hong Kong it was shown that the notion of learning in depth

can include learning by rote. Asian students are analysed through interviews as

learning by rote with the intentions of thus understanding what they are studying,

a concept that is not familiar amongst the European students studied previously by

Phenomenography. However, this aspect is not as significant in the present research

as little opportunity for supporting learning by rote occurs during group activities,

so this fell outside the present domain of study.

2.8 Designing Software for Learning

The thesis is in the area of the design of Computer Supported Collaborative Learning

(CSCL). In particular it derives part of its work from the theories developed through

Problem Based Learning (PBL) research and provides the initial steps in developing

tools to implement this learning style in distance mode. This differs from other work

on Computer Aided Learning (CAL) which focuses on Intelligent Tutors, such as

Brown and Burton [57] [64], Van Lehn [371], Collins et al. [80], Koedinger [200]and
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Anderson [19]. The domain is more unstructured, the problems ill-formed, and the

analysis hence much more difficult. As observed by Reusser:

machine-tutoring based on cognitive simulations of the student is not

possible across a full range of open-ended tasks and domains, where fuzzy

language and qualitative world-knowledge based reasoning are required.

This is especially true with regard to error modelling. [305, p.45]

Groupware has been developed in other projects. Most have not been imple-

mented outside controlled classroom settings except GroupKit and Habanero [159].

These systems have been developed to study some aspect of learning interaction and

frequently lack the tools necessary for full text and graphical editing, and the develop-

ment of a report from these. The present research was therefore an ambitious project

in terms of developing groupware for the experiments. However the tools required for

a full analysis of learning and group interaction, with augmentation through agents

support, was not available.

Therefore a new system is developed, based most closely to the Habanero [159]

design. This section explains why this approach was taken.

2.8.1 Supporting Group interactions

There have been other systems attempting to support group learning. COLER (Con-

stantino and Suthers [85]) is a web based collaborative coach that supports the com-

bined activities of students, rather than those of an individual. This is similar to work

done using the Matchmaker system (Műlenbrock and Hoppe [259], where a task anal-

ysis approach is used to monitor and analyse the moves of multiple users in a shared

workspace. In COLER, advice is generated primarily from comparing students’ in-

dividual solutions that they produce first, and the subsequent group solutions. Also

individual participation in group chat is tracked. This approach does away with the
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restrictive use of sentence openers, instead using expert domain knowledge on sig-

nificant differences in the diagram structures and interactions that promote group

learning.

COLER is evaluated for the feasibility of the method of advice generation by a

comparison of responses from COLER with those of a human expert to the same

group of diagrams. Constantino and Suthers [86] show that the experts find most

of the advice reasonable, although only about a third of the advice is what they

would have given in that context. In consideration of this result, it is noted that the

COLER advice is done in real time as a reaction to the learning process, while the

expert works on a delayed analysis of finished products.

Collaborative Case study systems such as LeCS (Learning from Case Studies de-

veloped by Rosatelli and Self [315]) provide agent support for the learning within well

formed domain. In LeCS, a pair of subjects work at a distance to solve a case study.

The software is set up with the resources of the case study and the process that stu-

dents are led through during the tutorial. The system used script based representation

of standardised general episodes to support interactions and initiate interventions in

the case of misunderstandings. The LeCS system used three types of agents: record-

ing agents, storage agents, and advisory agents. The recording agents tracked events

such as the users’ actions, the steps they are on, and timing and duration of user-

initiated events. The storage agents stored didactic material and knowledge bases

relating to the domain of the case-specific utterances and the case study solutions as

they are developed. The advisory agents recognised misunderstandings and the pair’s

progress through the steps.

Swigger et al [357] have produced tools to train programming students in the

specifics of co-operative work. The effective skills selected are used as behavioural

models to be encoded into individual tools for the system. In particular, the tools

enabled them to organise and systematise their interactions. In this research a new
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groupware system is developed as it is felt that each existing system:

seems effective in supporting collaborative work, but lack the coach-

ing capabilities that enable participants to improve their collaborative

skills [358, p. 4].

Soller et. al [341] presented strategies for helping students attain these learning

skills, such as:

1. Encouraging participation with introduced brainstorming sessions or animated

agents to partner a student and build their confidence to speak to the full group.

2. Software agents can encourage students to elaborate upon and justify their

reasoning by playing the devil’s advocate.

3. Assigning roles in a rotating basis and using agents to simulate missing roles.

4. Providing students with collaborative learning skills usage statistics raises aware-

ness about the type of contributions they are making.

5. Providing feedback on students’ performance may provoke group processing of

this information.

6. Assigning human mentors to students and assigning roles to students to encour-

age answering and elaboration.

2.9 Analysis of Interactions

The thesis focuses on two main areas of learning support, the first is supporting the

interaction within the group. The area of language analysis is useful for develop-

ing agents that can interpret and support communication in Chat tools. Language
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analysis can cover the computer’s interpretation of student’s contributions and the

generation of natural language for the response by the computer to student actions.

Some software systems have classified the variety of speech acts 2 of teachers and

attempts are being made to look at more complex patterns, such as the combination

of speech acts to form more complex types, and the existence of a range of speech acts

which can be used by a teacher to fulfil similar communication functions in identical

educational contexts [292].

At the same time the agent or software needs to understand students’ contribu-

tions, particularly on chat channels, in enough detail to generate suitable responses.

Yet to break down even basic Chat text on computer into these categories, some

form of natural language analysis of the program is required. The work by Burton on

semantic grammars (cited in [390]) provides the best approach towards formalising

interpretation of natural language input. This grammar is first implemented with

procedural rules, and then later replaced with augmented transition networks [66].

Yet even with such a sophisticated approach, the noise introduced by the existing

student’s lack of familiarity with English would be a major drawback, especially

at the University of New South Wales where the non-English-Speaking-Background

(NESB) student population is high. Some natural language analyses use graphical

unification algorithms to distinguish between sentences that are either orders, ques-

tions or telling. [178] and this simpler format may be useful in future augmentation

of the software developed in this work.

The technique used in this work is to provide students with a list of descriptors

for each speech act so that this analytical work is already performed on the text

by the students themselves. The language attributes of the Collaborative Learning

Conversation Skills Taxonomy developed by McManus and Aiken [231] are used as

chat prefixes. Also secondary descriptors in the form of topics of conversation can

2Speech Acts can be described as activities in speech format
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be selected. Finally the line to which a user’s response is directed is included in the

response line.

As an initial outline of the sort of analysis that can be achieved with this approach,

we used the categories of O’Malley [272]:

1. Turn taking with smooth alternation for periods of understanding and with-

drawal or disagreements for periods where pairs are not engaged with each

other

2. Socially distributed production where one person begins a sentence, and the

other completes it (if, then) forming a product or conclusion

3. Repairs such as justification, counter-suggestion, assertion and elaboration

4. Narration that describes action when a single person has control of the action

5. Language in action which can present new ideas by actions and can accept an

idea by doing it.

The aim is to provide increased grounding of communication, that is the process

of adding to the common ground of mutual understanding or belief about what is

said and meant, between agents (in this case human). Grounding acts also have a

cognitive effect in enforcing a re-phrasing of the subject matter. Traum and Dillen-

bourg [364] recommend providing resources to enable users to obtain some benefit

from communication repairs. For instance structured communication interfaces that

support negotiation (see Baker and Lund [23]) have been developed.

2.10 Analysis of Activities

As well as studying interactions, we look at supporting the various learning activi-

ties. In supporting and analysing the activities of students in the learning domain of
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software engineering, there are many aspects to consider. The student’s work online

involves, amongst other things, writing a report, working in a group and developing

a software design.

The cognitive approach to writing has been well researched, particularly from

the point of view of writing as a problem solving task (Flower and Hayes [125] and

Humes [173]). Biggs [37] presented an approach to writing analysis with these activ-

ities:

1. Intentional, including affective and aspirational aspects prior to writing, or mo-

tivation.

2. Para-writing, including planning and knowledge updating.

3. Writing, including composing, transcribing, reviewing and revising.

The present learning situation involves writing a report and so includes many of the

same aspects.

Webb [387] discusses students’ help to each other in groups and the same principles

apply when considering the design of computer based assistance in tutoring systems.

For instance students who are learning must then try to use that learning themselves.

Also learning may be difficult due to the problem of incorporating new concepts with

little prior learning to construct them from [393]. If the work is beyond the cognitive

ability, or the zone of proximal development is exceeded, the student will not be

comfortable (and hence not motivated), or have a basis from which to develop new

concepts or plans (or construct new learning).

2.11 Design of Agents

The agent design is developed as a pattern language which is in term derived from

the learning ontology and its formal structure. From Akhras and Self in [11] and [7]
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we have derived the main components of learning process as:

1. The context of learning including content, dynamics, objects and tools

2. Process entities for the interactions between the learner and the environment

which lead to the development of learning

3. Analysis Units of the process entities

4. Analysis of learning interactions through patterns, relation to context and

learner’s knowledge and patterns between learning situations, evaluated in the

Analysis Units.

5. Analysis of the interactions or time-extended processes which are either cumu-

lative, constructive, self-regulatory or reflective.

This suggests a framework for the agents that will perform the analysis of learning

and interaction based on assumptions about the context. These are stored in a learner

modelling framework. The agents then will take action (such as give advice) based

on planned interactions with the context (both learning and group interaction). The

enactment of the plans will be controlled by the interaction between agents, which

specifies the process of agent action over time.

2.11.1 Patterns and Pattern Languages

Describing scaffolding of learning activities in terms of patterns aims to develop a

similar format for specific types of scaffolding to enable their description in a more

universally understood manner. The concepts of patterns and pattern language were

developed by Alexander [13] in the field of Building Architecture and Town Planning.

This had been extended to the area of software engineering and even groupware
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design [328]. The present work is an attempt to derive patterns for learning, to

present teaching objectives in terms of a pattern of what is to be learnt.

Alexander’s original focus was on the interactions between physical form of the

environment and how this inhibits or facilitates individual and social behaviour with

the environment, or how the product relates to the actions of the user. Patterns were

to provide a facility to share knowledge about design solutions and the setting in

which the solution is applied, so they:

. . .must be formulated in the form of a rule which establishes a rela-

tionship between a context, a system of forces which arise in the context,

and a configuration which allows these forces to resolve themselves in that

context (Alexander et al [12]

Bayle et al [29] see patterns as emphasising the characteristics of the environment

that might facilitate or inhibit action. A design pattern describes a recurrent problem

or theme and gives an abstract solution to this problem in such a way that the

solution can be applied to different instances of the same problem. Patterns should

also describe the rationale and trade-offs involved in the solution.

If these pattern characteristics are applied to socio-technical systems such as soft-

ware design, a good pattern must capture the essential elements of the software

system, and how the form of this system facilitates and inhibits desirable individual

or social behaviour.

Maiden [234] developed patterns for requirements engineering, in an attempt

to inform the validation of system requirements. He mapped key elements of Alexan-

der’s patterns as follows:

Form of the Environment maps to the system’s functional and non-functional re-

quirements as presented in a requirements document,
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Desirable Behaviour maps to system scenarios which are a sequence of events and

actions which describe desirable future system use in the environment, and

Good Design maps to patterns which capture the requirements which facilitate or

inhibit the scenarios.

Another approach to pattern generation in the domain of co-operative interaction,

such as used in the design of CSCW systems, is presented by Martin et al [241]. In

this research they look for generally recurrent phenomena to develop the basis of a

descriptive (rather than design) pattern language.

This present pattern language is developed to enable teaching objectives to be

implemented as component based agents that augment the existing groupware system.

As the ability to analyse student’s activities increases, the agent support can also be

augmented. However the pattern structure will provide a static framework in which

to develop such new support.

One of the fundamental aspects of patterns is that they are used to describe the

link between the artefact, in this case the software agents, and the user. In software

agent systems, patterns rely on the form of analysis of the user that is available.

This may be through modelling of the history of the users’ actions or through direct

analysis of actions. The aspects of the action that are chosen to describe a pattern

should reflect the formal language used to implement the pattern. This is based on

the ontology of learning developed in Akhras and Self [7].

When the pattern structure is developed the next process is to define a language

for the interaction of individual patterns. This should also relate to the language of

implementation. Hence the way teaching or learning objectives interact will determine

the pattern structure. This led to a need to understand the learning process that is

being supported by the agents.

The pattern language defines how various embodiments of the pattern relate to
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each other as well as the rules of this relation. For a pattern language, this work uses

the structure of learning and the analysis of depth of the activity of learning. The

links between patterns relate to the inclusion or generalisation of ideas within more

general ideas, the broadening of concepts by links to related concepts, and so on, as

developed in this thesis.

2.11.2 Semantic Networks

The patterns of a learning domain and their inter-relatedness can be represented

graphically as a net or semantic network as developed by Quillian [295]. Semantic

networks are:

1. A graphical notation for representing declarative knowledge in patterns of inter-

connected nodes and arcs.

2. Easily designed as a computer implementation

3. Knowledge representations or support for automated systems for reasoning

about knowledge.

There are many forms of semantic nets that have been used in groupware sys-

tems.These show knowledge relationships between different concepts or states and

the knowledge can have different strengths, varying from assumptions to message

passing. The various forms are:

Definitional networks that emphasises the link between different information or

concepts, such as generalisations, subtypes, etc. They include graphics and

knowledge tree structures, and have been used in the development of Knowledge

Based Agent Languages such as KL-ONE [53].

Assertional Networks that are designed to assert propositions and the information

contained in the network is assumed to be contingently true. Such networks
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include conceptual graphs used to present the first order logic in language, and

include concept diagrams. A concept diagram tool provided by the groupware

Belvedere described by Suthers et al. [355] to assist students to construct their

own knowledge representation.

Implicational Networks connect nodes by implication rather than assertion. De-

pending on the interpretation of the arcs in the network, these networks are

called belief networks, causal networks, Bayesian Networks or truth-maintenance

Networks. For example such Bayesian Classifiers have been used to estimate

the probability that a document is liked during web searches by Pazzani and

Billsus [284].

Executable Networks include mechanism such as marker passing or attached pro-

cedure passing which cause some change to the network itself and perform

inferences, pass messages, or search for patterns and associations. Data Flow

Diagrams are executable networks, as are Petri Nets, which have been used

to formally describe collaborative learning processes such as creative conflict,

through analysis of the pattern of interchange in sentence openers used in group-

ware by McManus and Aiken [232].

Learning Networks build or extend their representation of knowledge by acquiring

knowledge from examples. The new knowledge may add or delete nodes or arcs

or may modify the value or weight associated with the nodes and arcs. These

include neural networks, and have been used in COLER to analyse participation

and problem solution differences by Constantino-González and Suthers [87].

The approach in this work has used Executable Networks, since the aim to to

produce implementable patterns. Also the networks are a series of events the group

may pass through in their learning. By developing a model of this process we both
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retain a record of the history, as in a learner model, and provide the series of steps

that terminate in knowledge or lack of it.

2.12 Conclusion

This chapter provided an overview of research prior to the work of this thesis on

matters relating to education theory, as relevant to the design and development of a

computer based learning system for a project based learning course.

This thesis uses constructive and collaborative learning theory as the basis of the

learning support design, or the assumed method of learning to be developed through

the software approach. The specific process of learning that we are to develop in

the students is based around Project Based Learning (PBL). PBL draws on aspects

of cognitive apprenticeship and requires developing motivation and metacognition in

the students by the instructor, or the instruction materials.

To analyse the learning by students, this thesis uses behavioural techniques such as

Phenomenography (to analyse learning) and Activity Theory (to analyse students on

the software), since the computer can only provide information on student’s actions.

While interviews are conducted to back up this research, the final outcome of the

research is the agents that rely solely on the actions of the students using the software.

As an adjunct to the learning theory is the area of group processes, that must

be understood to study how the groups interact in their learning and analyse for

successful group work. In particular, teaching through project learning requires that

group work becomes part of the learning domain.

The models developed for providing the scaffolding in this learning domain in-

clude models from Concept development, Motivation, Metacognition and Group In-

teraction. The scaffolding is designed to vary according to the learning approach of

students, which is analysed by the software as either showing the activity of deep or
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surface learning.

The scaffolding is implemented using software agents which are designed using

a Pattern Structure which is in turn developed from the structure of ontology of

learning. Hence the research starts with developing an understanding of how students

take different approaches to learning and how these translate into depths of activity,

in the context under study.



Chapter 3

Methodology of Research

3.1 Introduction

The experimental research undertaken for this thesis covers three related aspects.

These form a sequential link for the development of proper mediation in a computer

based group work system.

The first experiment analyses the approaches to learning used and what constitutes

deep learning experiences by students working in collocated groups in the software

engineering workshops studied. The second experiment includes the design of software

that provides a framework to encourage students to be involved in flexible group

learning. Finally the third experiment is to analyse students’ activities in groups

during the workshop to ascertain the actions that reflected different experiences of

learning and support these for all groups through learner modelling and advice agents.

These studies are carried out through case studies of many groups of students,

initially working in collocated groups. When the software is developed we studied

students working on the software as remotely located groups. The research is based

on broad case studies of a variety of group formations and problem situations that

may exist during learning in the domain of the software engineering workshops.

44
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The purpose of this chapter is to explain the theoretical foundations of the research

methods used to analyse students’ approaches to learning (Phenomenographical re-

search), to develop software based on the User requirements (Activity Theory), to

analyse their patterns of learning (Action Research) and to develop a formal agent

language to provide support and finally to derive Learner Models to enhance learning.

3.2 Context of the research

The course in which the experiments are run in a Project Based Course where students

are given a problem domain for the development of software. They must collect the

requirements for the software, design a solution for the context (using Data Flow

Diagrams) and write a specification report for the design. The specification is written

formally in the B language, using a toolkit to support the writing of the specification.

The software developed and used in this thesis is external to the toolkit and is

used for the communication within the group to develop the requirements, design and

report, but not the specification section.

The work is performed in groups of three to four students, and students divide

the work up and co-ordinate as a team. However the aim of the course is that they

also learn from each other as to how the different parts of the final document are

developed and for them to all be involved in integrating the parts.

It is a form of learning where, due to time constraints, groups do already work

remotely using files sharing and Chat channels. However the level of exchange is

low and learning still tends to be individually. Also the domain of learning is sub-

stantial, encompassing requirements elicitation from the users, aspects of design and

specification, as well aspects of as group or team work.

The aims for the software system for online group work which is developed in this

thesis are:
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1. to make the students and their synchronous work more accessible to each other,

at least in their group; and

2. to provide some super-structure or guidance which is synchronous with the

learning taking place in each group.

It is acknowledges that the skills required to produce software design effectively

in groups, are varied and often hard to specify:

Unfortunately, predicting which [human] factors will be significant [in

software design] is very difficult. This is especially true for engineers who

have little experience of social or cultural studies. (from Sommerville [348,

p.40])

A significant portion, if not all, of the learning is gained through solving the prob-

lem assigned to the group for development. The resources available to students are:

prior learning; the lectures; weekly tutorials; text books; web references to existing

systems of the type being generated; and their fellow students.

Some of the concepts used in the diagrams and the programming differ to the

students’ prior experience, so require some practice by the students and support by the

staff. For instance specification models can use parallel operations but not sequential

ones. This requires students to rethink processes that they may have designed before

in another language, or are more used to thinking of in sequence. Many students miss

this aspect and continue to program as for a procedural language.

3.3 Case Studies

The experimental methodologies used in this thesis are based in the Grounded Theory

of research (see Glauss and [141]. Grounded Theory is used as a methodology for

research that is: inductive in that it aims to propose a new theory, rather than to
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verify it; contextual in that the complexities of the context are incorporated into the

understanding of the phenomena studied; and process related in that it facilitates the

generation of theories of process, sequence and change pertaining to systems [277].

The general goal of grounded theory research is to construct theories in order to

understand phenomena, in this case the experience of learning and how to provide

learning support. A good grounded theory is one that is:

1. inductively derived from data,

2. subjected to theoretical elaboration, and

3. judged adequate to its domain with respect to a number of evaluative criteria.

This work is carried out using a case study approach as described by Yin [397]

rather than statistical analysis. During the session course, a number of students

groups agreed to have their work monitored and to do interviews. The output of this

work is analysed.

While the work is limited to volunteer groups and to a small number of groups,

there is some flexibility in that some groups are formed from volunteers by the re-

searcher, and the groups varied greatly in composition as show in the Table 6.2 in

Chapter 6.

The aim of the research is to extract the generic approaches that are common to

different students who are learning at different levels. A statistical analysis does not

allow the breadth of approach that is taken in this research for modelling the students

intentions and actions in each situation that is studied. The grounded approach is

used as the aim of this thesis is to develop theories of learning support through

software mediation rather than proving the accuracy of these theories as is done

through controlled experimentation.

The case study approach is described as an empirical enquiry which investigates

a phenomenon which is contemporary and does this within the real-life context. The
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approach is especially appropriate when the boundaries between phenomena (in this

case the differing depths of activities in learning) are not clear ( see Yin [397]) as

in this case. The methodology gains its validity by considering multiple sources of

evidence. Data is required to converge in a triangulated fashion.

3.3.1 Process of Case Studies

The case study approach used is the structured-case study method of Carroll and

Swatman [70], which uses a formal structure for its conceptual framework and for

the research cycle. The framework used in the present research involves an explicit

description of the pre-defined conceptual structure used in the research, rather than

assuming total objectivity on the part of the researcher. The structure is derived from

the research themes, the literature research, personal and professional experience and

the world view of the research which forms the theoretical foundations.

The research is designed around an iterative research cycle of Planning, Data

Collecting, Analysing and Reflecting. The last stage of the cycle in each of the

following chapters produces the new conceptual framework for the next iteration in

the subsequent chapter.

The experiments and the subsequent analysis are planned according to a process

that related to the type of analysis to be done. In order to carry out a case study of

groups, ten of collocated groups and twenty online groups of volunteers are gathered

from a software engineering workshop course.

3.3.2 Variations within Cases selected

In the case studies different types of groups are selected to reflect the range of groups

expected in the workshops in which the software is used. The groups of student are

chosen to include groups that contain students with learning experience in terms of
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years of study or course studies that are either all similar or with some students

being different to the rest of the group. These cases are used to allow the research

to encompass the effect of the zone of proximal development on the actions of peer

learning. Similarly the inter-group difference in terms of years (or domain) of common

experience are studied to enable the analyse to encompass the effect of prior learning

on group actions.

Within this broad range of groups the effect of the depth of the learning approach

of the group is considered. This is extracted from interviews with the groups before,

during and after the analysis of their interactions and learning are carried out.

The approach of this work is not to compare and contrast the different group

formations with respect to range of learning experience, but to examine the range of

possible patterns of work and support needed. When this support is developed, it is

linked to the type of activities that signify the need for this mediation, such as the

depth of prior use of a concept effects the concept description given, but otherwise

the specific features of the groups are not further distinguished in this work.

3.3.3 Limitation to Case Study Research

The research uses a structured-case study approach which deals with the threats to

different types of validity as follows (see Carroll and Swatman [70]):

Description Validity The conceptual frameworks developed clarify the research ob-

jectives and the iterations of the process ensure that initial data analysis guides

further data collection and that there is collection of complete and accurate

data.

Interpretive Validity The researcher’s theoretical foundations are explicit as are

the reflection stage which involves examination of the process, identifying biases,

challenging current interpretations and highlighting inadequacies.
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Figure 3.1: Concept map of processes used in Thesis

Theoretical Validity The reflect stage requires researchers to seek and consider

counter evidence and alternative explanations. Also external sources are used

when revising the conceptual framework at each cycle.

3.4 Methodologies Used

A summary of the research methodologies used in the experimental work is shown in

Figure 3.1.

The following sections describe the methodologies in relation to the present work

which covered two areas of experimentation: collocated and online. The collocated

work involved two sections: the collocated learning approach and the design of soft-

ware to replicate that mode of learning online. The online experimental work involved

two sections: improvement of the software and development of agent support. The

methodologies used are:

1. Phenomenographical study of collocated learning



CHAPTER 3. METHODOLOGY OF RESEARCH 51

2. Activity Theory study of online learning to develop and improve software

3. Action Research in software usage to develop agents

3.5 Phenomenographical Study of Collocated Learn-

ing

The analysis of students’ depth of approach to learning in the domain studied uses a

Phenomenographical approach. The Phenomenographical study of learning provides

a methodology for analysing what and how students are learning( Booth [45]). This

involves looking at the acquisition of understanding, use of higher order thinking skills

and the depth of approach to learning.

Similar to Constructivist theory, Phenomenography tends to look more at how

people learn, at their experience, rather than what they learn, or the structure of

that knowledge. This is partly because it is assumed that the how or the act of

learning is intrinsically related to the what or the content of learning. The various

conceptions by a student of a subject are studied and categorised for their depth or

shallowness and this is seen as an outcome of their learning which is related back to

the context in which they learnt.

It is these similarities of how to study the social context of learning and students’

experience of it that motivates the use of the Phenomenographical methodology to

analyse students’ learning in order to design the learning contexts that support ap-

propriate approaches to learning. Also like Constructivism, Phenomenography seeks

to accommodate the idea that it is logically impossible to produce deterministic pre-

dictions about the effect of educational situations on people, as people react to the

requirements they see, not always the ones the instructor defines.

Phenomenographical studies of learning and a Phenomenographical approach by a



CHAPTER 3. METHODOLOGY OF RESEARCH 52

lesson designer afford a basis for curriculum design and teaching that closely resembles

that of Problem Based Learning.

In a Phenomenographical teaching approach the teacher does not sin-

gle out an element of curriculum and then choose a method for presenting

it, but rather looks upon it as a part of the whole, considers the inter-

relatedness of content and approach for the outcome of learning, sees the

learning event from the learner’s perspective, and integrates content and

form to facilitate and at the same time evaluate the outcome. (from

Booth [45, p.49])

The Phenomenographical approach defines learning as a qualitative change in a per-

son’s way of seeing, experiencing and conceptualising something in the real world.

Individuals faced with the same learning content will in fact be experiencing dif-

ferent processes simply from their different focuses. A students who focuses on class

discussion may see the variety of ideas presented by other students and gain insight

into different approaches to a concept. Another student who focuses on the teacher’s

notes and writing may see only one approach to the concept.

3.5.1 Phenomenography Methodology

Research in education and programming of intelligent learning systems generally use

the following methodologies:

1. Trial tests and controlled tests to verify use of various learning devices.

2. Thinking protocols or interviews to develop a tutoring system (e.g. the buggy

model and intelligent tutors [18]).

3. Interviews with students to develop an overview of the various strands or ap-

proaches in the learning experience (Booth [45]).
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The present work is based on this third methodology for the following three rea-

sons:

1. The system is very complex and interconnected so it is not feasible to test

the teaching or learning effects of each part or even each agent separately (see

Chapter 5)

2. The area of study is too broad and ill-defined to develop tutoring protocols such

as a definitive list of correct answers or incorrect approaches

3. The group’s projects each year are generally unique in some way, so computer

analysis will require some classification and knowledge of the range of concep-

tions, rather than optimum conceptions.

The aim of the Phenomenographical section of this research is to distinguish be-

tween the deep and surface approaches to learning, within a specific domain and to

use this to develop scaffolding to encourage students to move from a surface to a

deep approach. Deep/surface experiments move away from the view that individuals

bring specific competencies to learning tasks and towards the idea that the learning

environment, the curriculum and the assessment inform the approach which individ-

uals will adopt.

Phenomenographical research into the ways that students experience learning has

given university teachers some insight into ways in which learning and teaching can

be improved. Early studies by Biggs [35], Marton and Sa̋ljő [243], Entwistle [117]

Laurillard [214] and Ramsden [297] plus many since, have revealed relations between

the ways in which students approach their study, the quality of the learning outcome,

their previous experiences of learning and the context in which the learning occurs.

The choice of conception in this thesis as the central phenomenon and concept

used in describing knowledge produced a more subjective and relative view than is
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traditional in educational research. This assumes that knowledge is fundamentally a

question of meaning in a social and cultural context. The knowledge that students

express is described in terms of conceptions, that is the meanings and understandings

of phenomena.

One characteristic feature of Phenomenographical research results is of the use of

categories of description. This form of results tends to favour abstraction, reduction

and condensation of the richness of the data. This is based on the assumption that

the conceptions are well delimited entities, have a certain complexity, and yet can

be characterised by their important similarities and differences with other concep-

tions. [356]

In this thesis, the categories produced in Chapter 4 are linked to the activities

analysed in 6 through cross-tabulation. The patterns are then shown in a table in

Chapter 7.

3.5.2 Phenomenographical Process

In the first experiments, students who are working in collocated groups, during the

workshop course being studied, are observed in meetings and interviewed afterwards

as to their experience and understanding of that learning. In particular the researcher

is interested in how they experience learning, or their actions, and what is their

experience or learning or their intentions. The interviews are very unstructured, as

the researchers is seeking to understand the approach each student is taking to their

learning, or how they experience the group sessions.

However the range of interest of this research is restricted by selecting the areas of

learning that are of interest to the lecturers and mentors in that this is the learning

we wished to support. In some cases further aspects of learning arise as students

express concerns with these, and so are added to the list. However in a new learning

domain the areas researched for depth of approach is naturally different.
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3.5.3 Limitation of Study

Once the area of research has been decided and the data collected, it has to be

encoded and sorted to develop the qualitative analysis of the content of the material.

While some researchers claim that such a method of content analysis is an objective

technique (e.g. [31]), Mower [256] provides some frank discussion of reliability. What

we claim here is that this is a quantitative study of the range of conceptions that

occur amongst students and we make no conclusion about the applicability of any

particular conception to other students in other courses of study.

Also we do not claim to have isolated a unique set of categories from the interview

data. However we do claim that given the same categories and quotes from the data,

other researchers tend to place each quote in the same categories as we did.

The difficulty arises in this research in claiming that the categories of learning

approach that are developed after analysing the interviews are in some way objec-

tive [388]. While some amount of subjectivity may be unavoidable in coding tran-

scripts for analysing patterns, a qualitative study does not assume that objectivity

and reliability have not been achieved. Instead, Rourke et al. [317] claim that the

discovery of an excessive degree of subjectivity, or disagreement between coders clas-

sifying students’ responses to interview, signals to the research team that further

refinement is needed in category definition or encoding protocol. In this work this is

achieved by ensuring that the categories are not great in number and clear distinc-

tions between comments falling into each category can be extracted from students’

interviews.

Assessment can also be made of the correctness or depth of approach of each state-

ment of conceptualisation of learning collected from students. Such an assessment is

made by someone experienced in the field, so is in effect an expert’s view, but does

not negate the fact that there are paradigms, and students may follow an alternative

paradigm to the interviewer/researcher, a point discussed in [388]. In this work, the
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issue of the level of understanding, or depth of approach, of different responses is

discussed with other mentors and tutors in the domain to provide evaluation.

The assessment of depth of approach is an aspect that is assumed when designing a

course and developing course goals. Hence this research is restricted in its immediate

application to the present domain of study. However the approach is repeatable

across other domains, and the tabulation against common learning activities will still

be appropriate in other domains.

3.6 Activity Theory Study of Online Learning

Activity Theory has been developed with the aim of providing a methodology for

analysing the components in a system and extracting the interrelationships between

these components. Also Activity Theory has been proposed as an effective lens for

analysing tasks and settings (context) and is a framework for designing constructive

software learning environments (see Jonassen and Rohrer-Murphy [186]) so is the

method or process used here in this thesis to develop the software learning context.

The production of any activity involves a subject, the object, the tools used and

the actions and operations that bring about the outcome as described by Nardi [262].

In the present study the subject is a group of students, the object is the report and is

acted upon by the subject. This object is the intention and focus of the activity. The

tools in this case are the software tools available to transform the object. The activity

itself consists of a goal-directed hierarchy of actions that are used to accomplish the

task.

In developing a process to design the basic system Intertac-I, and later to design

the agents for Intertac-II, we used an Ethnographic1 process. This involves the

designer in the user community to understand it.

1This approach is used on Intertac-I to develop the Interface.
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Some of the general issues of design processes that had to be covered in this

research are:

1. changing of workplace processes to enable development of a product which can

be implemented. The use of the system must be part of the original design [240].

The final software becomes part of the work process so is analysed in the same

manner as the rest of the workplace activities [353]

2. need to employ methods to check for consistent requirements [235]

3. ethnographic analysis of task from one user’s viewpoint can obscure the work

practices of other users2. Design orientated towards work practices require

opportunities to construct shared understanding of work, across multiple and

often conflicting perspectives [353].

4. to represent human activity in software requirements the designer needs to use

a coherent framework to describe the context, situation and practice of the

workplace [263].

An Activity Theory model (see Figure 3.2) is used to elicit the requirements for

the software in this thesis. The five step model is developed from work by Soloway et

al [346] and is divided here into subsections that correlated to and expanded on an

alternative model by Mwanza [261].

Context : Covers the visual interface; the overall activity on Intertac; any plan or

process that the software must support and the activity relates to the student’s

general learning on the interface. Also includes any issues relating to the student

or the community (group).

2for instance the user making edits and those viewing others’ edits online have quite different
needs from the editing tools.
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Figure 3.2: Activity Theory model used for Intertac Requirements Elicitation

Tasks : Describe the tasks the students need to do, and any variation in the order

of steps they may take. Do different students tend to adopt different roles, are

these related to each other in that information must be linked between roles,

and are these roles supported? What architecture best supports this sort of

design, for instance what is the basic Tool class to contain?

Tools : What features are needed on the tools? Will students be able to carry out

the tasks on the existing tools or is further attributes needed? What do they

need to see on the interface? Are there any rules the agents, or the tool itself,

can be supporting in this activity?

Object : What outputs are needed, how can they be accessed and saved? What

format of output is needed? What changes now this is done on software not

collocated, or if new software features are added?

Rules : What non-functional requirements exist on system and any restrictions on

the objects for a given context?
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3.6.1 Activity Theory Methodology

The application of Activity Theory related to the development of the software inter-

face and tool applications. The methodologies implicit in the area of HCI for interface

development, as adapted from Nardi [262] are:

1. a research time-frame sufficient to elicit the student’s objectives as well as ac-

tions.

2. attention to broad patterns of activity

3. the use of a varied set of data collection methods

4. a commitment to understanding things from the student’s point of view

This provided the framework against which the data is analysed for requirements.

Each area or category of design that is extracted from the students data is then de-

scribed according to this framework and designed into the Intertac (I and II) software.

3.6.2 Activity Theory Process

Once the initial experimental studies are completed for collocated groups we develop

a set of user requirements for the software and a software design is developed. The

aim of the design phases are to extract the student needs and thence to translate

these into the architecture, applications, tools and agents that constitute Intertac.

There are two phases in the design of Intertac. At first the researcher used data

from the first experiment with groups working in collocated meetings to develop

the requirements for a groupware system, called Intertac-I. These included issues of

architecture, such as the need for rapid event-based communication of updates to

all participants, and issues of applications or tools, such as the need for a planner

and reminder system. Also there are overriding issues of design that affected both
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architecture and tools, such as the need to plug in new applications as tools that

closely matched the preferred single-student applications of each group.

A search is made for a groupware system that provided these tools. When this is

not found, the decision is made to develop the new groupware system Intertac. The

desire to use Java limited the options for component reuse to two known systems,

Habanero [159] and the Matchmaker server [250]. The need for complete access to the

application code to enable the agents to plug in easily led to the use of Matchmaker.

It is only after this system is tested that the limitation of this server became clear

when not used on a Local Area Net. Also debugging messages in the logging system

used in the server can not be removed when the system is updated, so a new server

is written.

Intertac-I is a basic groupware tool, with a centralised server to provide syn-

chronous communication, and various applications within the system that provided

the tools needed to do the design work used in the software engineering workshops.

In fact these tools are designed in a very flexible manner, so as to be usable in any

learning domain as well as able to be extended as object to domain specific applica-

tions. The features that are of particular use for the diagram and document types

used in this workshop are added on to the basic tools. These can be replaced with

different features for different courses.

In the second experiments, when Intertac-I is used by groups working on the

projects, the observations of how the system is used led to major changes in both the

architecture and tools. This process of re-design continued when the next stage of

development started with the design of agents. Experienced students are employed to

do the coding. They brought their own experience to add to the project and greatly

improved the existing system, as well as developing the scaffolding agents.

The five step model is used to describe the data collected from users in a standard

format for design. One of the more difficult areas to cover but one that the lecturers



CHAPTER 3. METHODOLOGY OF RESEARCH 61

considered necessary, is Decision Making in groups and this is used as an example to

illustrate how activity analysis is carried out.

Decision Making

This section deals with the Activity Theory analysis of the group when they undertook

decision making. The study is first make in collocated groups, then with the groups

on Intertac. The design study is made with the following guidelines:

Context : What is the type of phenomena on which there is disagreement, how

significance are these issues in terms of the overall design, are more than two

people are involved and what sort of interchange occurs?

Interview Approach: What do students think is the main points they disagreed on,

and why?

Tasks : Stages derived from collocated studies are – Exchange, aggregation, con-

straining, enabling, results. Are these stages distinct? Are there signals that

mark a change of stage, for example, when students are adding and deleting

parts of a diagram or report, when there are repeated comments referring to

the concept or phenomena being debated? Are there roles taken in the debate,

etc? Does the interchange in chat that occurs show any pattern for each stage?

These activities will then be collated into the aspect of the software design they

relate to, as well as the stage of the process they relate to.

Interview Approach: Are students aware of the stages at any point, and compare

this to the group activities.

Tools : The students are using pen and paper in collocated groups. When using

Intertac, files from the Intertac editors are used (documents and diagrams).

Do they work together or alone then individual editing work then taken to the
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group? Is there any other learning that is referred to in order to reach a decision

such as diagrammatic rules, etc? What is helpful in reaching the final stage?

Interview Approach: Were students aware when they had reached a decision? Does

this matter?

Outcome is an diagram or file that is agreed on by the group. To ascertain this

has occurred, we decided that when a diagram or file has not edited or opened

for some period, it can be taken as agreed upon by the group. The outcome is

changed little when using the software instead of collocated editing. The main

change is in terms of enduring logs of discussion over the phenomena, but the

activity itself is changed greatly by the use of Chat for discussion instead of

speech. Another aspect of change is whether there is difference between groups

that have good and poor decision making practices, in terms of their design.

Interview Approach: Groups that had long arguments can be asked about whether

they think the discussion is fruitful. Compare this to the design changes that

followed that discussion.

The data from this analysis is then collated for use in the design and implementa-

tion of Intertac. Where requirements are contradictory, or not feasible, the decision is

based on what is considered the most significant feature to learning and priority given

to those. Hence the tool itself is not always ideal, while the support is emphasised,

as this is the focus of the research.

We link a design aspect to each aspect of the requirements. In the decision making

activities the main requirement is for groups to be aware that there is a process that

can be followed and that this improves the decision in terms of time and outcome.
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3.6.3 Limitations of Activity Research

Software design also involves verifiable forms of research. Activity Theory provided

the structure to categorise requirements for the system and check for completeness.

There are five areas of analysis and they are processed one by one in the software

development. The components of the activity describe the area of requirements gath-

ering.

The same structure is also used to express each individual requirement. In each

case, while one attribute of the model is the principle motivation for the requirement,

all other attributes have to be described, as there is sometimes two or more variations

of the one task or outcome, for example, that must be supported.

Through iterations from Intertac-I to Intertac-II the requirements are further re-

fined and enhanced. By providing a basic system for students’ use, the activity in

this new Intertac-I environment are analysed for a new set of requirements. However

the requirements related to the context in which the software is used, which is the

workshop course and the students level of familiarity with software systems.

3.7 Action Research on Software Usage

The final process of Action Research involved the users in the design process. The

process of Action Research, or collaborative enquiry into educational problems is de-

veloped first by Lewin [223] and further enhanced by Kolb [199]. It is a continual

spiral of research cycles consisting of four major phases: planning, acting, observing

and reflecting. It is characterised by iterative cycles of problem identification, system-

atic data collection, reflection on feedback, analysis, data-driven action taken, and,

finally, problem redefinition.

During the period of online experimentation we used action research to develop

the agents to support learning. To relate students’ actions on the computer to their
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Figure 3.3: Kolb’s Experiential Learning Cycle [199]

learning experiences required a process of extracting patterns of activities, hypothe-

sising the intention of these, and verifying this with the students involved in learning

on the Intertac system. Action Research is used in this process as it can handle the

breadth and complexity of the activities being studied.

3.7.1 Action Theory Methodology

Action Research involves both action and research, and utilises a cyclic process of

alternating action and reflection.

Corey [88] defined action research as the process through which practitioners study

their own practices to solve their personal practical problems. In this case the research

involved students proposing changes to the basic Intertac-I system to suit their needs,

combined with tutors and lecturers proposing changes to the outcomes of the learning

that are desired from the groups.

The role of the agents is to identify the trigger that instigates any change in the

system, in an attempt to pre-empt the student needing guidance or needing a change

of focus. The research involved examining the Intertac log for repeated sequences of

actions, and relating these to trigger points in the learning or the interaction.

The activities that are selected for analysis in patterns is determined by the Inter-

tac system. The activities included addition, moving or deletion of drawing objects,
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use of token sequences in Chat and addition or deletion of text in the report editor.

Patterns or sequences of activity occurrences did not have to be consecutive, but

related by close proximity (less than five interchanges between steps in the pattern).

3.7.2 Action Theory Process

When the enhanced software groupware system, Intertac-II, is developed, it is used by

students in small projects similar to those used in the workshop course. As each group

attempted the problems and provided their own solutions, the researcher monitored

them both online and after sessions, over viewing the files they created and reading

the log of the session which recorded chat, and all interactions such as additions,

deletions and changes.

Intertac-I included provisions to regularly save data from group sessions. The data

included logs of activity, plus the various files they are working on (including the chat

interchange). The data is automatically saved at regular intervals, as versions. This

data can be compared to features that might show some pattern of interaction.

There are a multitude of patterns that can be identified from stepping through the

data. Since the log included an entire record of all tools and users, in time sequence,

this can be analysed for different contributors, and how the use of different tools are

linked. However a scope is placed on the search by being guided by the activities

that are identified with collocated groups engaged in the various depths of learning

activities during the first experiment. For example we are looking for patterns of

interchanges involving all participants in discussion of a concept.

Once patterns had been identified, they are classified against the learning cat-

egories developed in the Phenomenological research. The areas of learning and in-

terchange which are so categorises, are selected as important areas of learning by

lecturers, mentors and the students. Hence a sequence of interchanges in Chat can
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be considered to show high participation of all members of the group, which is re-

flecting a learning approach to motivation for group work that fitted a category of

either Individual Expertise or Internal Cohesion. This pattern can be enhanced by

identifying a single conceptual word as repeated throughout the interchange, forming

a major component of the subject matter.

Categories are selected on the basis of discussion with the group who had worked

on Intertac and produced the data, in an attempt to relate what they considered is

happening in their group to what the computer can detect. This verification is used

to decide the categories to put patterns.

The learning categories are:

Approaches to Learning Aim to increase the depth of outcome to their learning

Report Writing - Document design Conforming to a template structure

which is set in the workshops.

Group and Work Processes Aim to increase the depth of learning of group pro-

cesses

Change patterns The patterns of insertions and deletion in files.

Synchronous patterns The patterns of activity in different windows at the

same time.

Contribution patterns The patterns over time of individual contributions to

group chat, document edits and diagram edits.

Conception of Course Constituents Aim to increase the depth of learning in the

domain of learning

Decision Making - Discourse patterns A topic already heavily researched,

in particular in the area of conflict resolution and conflict that engenders
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explanation for learning. In Intertac these patterns can only be drawn

from the chat line tokens for computer analysis, as no language analyser

is used.

Data Flow Diagrams - Diagram design which conform to various rules which

can be expressed as patterns.

Keyword patterns The use (or absence) of various technical keywords, con-

cepts or jargon from the discipline that showed some level of immersion in

the subject.

3.7.3 Limitations of Research into Agent Patterns

As mentioned above there is a very large range of patterns that can be studied and this

work only focusing on a subsection. However we believe that the patterns analysed

provide the entire range of the types of patterns that can be extracted from the

Intertac data. A more highly sophisticated system can analyse the language of the

participants or produce feedback more closely related to the language usage of the

group, however that is not relevant to the present work

Also the types of groups studies is limited. They all worked together fairly effec-

tively and produced a design for the system they are asked to analyse online. The

groups are chosen from those who volunteered. Groups are formed by selecting those

who may exhibit some of the independent attributes of a group that are of concern

in the learning experience. These included:

Experience in the group Some groups consisted of students with equal expertise,

others had a learner in their group.

Experience of the group Some groups are composed mostly of students who had

done one or more workshop courses. Other groups had done none.
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Motivation for learning Interviews before Intertac gave the research some idea of

the group motivation to learn the skills and concepts of the domain.

The subjects are not informed of the focus of the research. They are told that their

work is considered for how easy it is to develop a design in the Intertac environment.

They are interviewed afterwards as to how the software supported or did not support

their learning. The sort of problems that we are expecting are not discussed with the

subjects.

Another factor that had to be filtered out in the analysis as it is beyond the scope

of the present work is the familiarity of the groups with written English. This is

however a major input of noise in the data.

3.8 Conclusion

This research aims to contribute to the design and implementation of scaffolding for

learning on-line. Given the variety of learners who will use any system, the scaffolding

has to be designed around case studies of a multiple set of users, or in this work, groups

of users.

The importance in the present work resides partially in using the individual course

lecturers to provide the form of the scaffolding and the concepts and their expression

for use in developing the scaffolding agents. This is to ensure that the feedback is

related to the course goals.

This provides some validation to the research as any need for scaffolding that is

extracted from the present students’ actions can be compared back to the learning

goals. For example, the lecturer provides the concepts that they feel the students

need to be adept at dealing with by the end of the workshop. These are followed in

the group discussion and then the analysis of student use of concept can be examined

by the lecturer for how deep they consider the approach. These are then used to
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provide feedback on various approaches to understanding a single concept in different

contexts, where the concept may be used and can use previous year’s projects to

provide examples of uses of the concepts. Biggs has also come to the same conclusion

through his approach to learning [40].

The aim of the present work is to more closely integrate the field of study and the

environment in which students perform the assessment task, in this case their project.

At present even collocated groups are rather thrown into the situation without scaf-

folding and the students have little support for learning good collaborative skills. So

whatever the field of learning, the Intertac-II system aims to support this aspect.

The present case studies look at the learning approaches of students working in

collocated groups on a software engineering design project through Phenomenological

research (see Chapter 4), the actions of these students when working on-line in groups

and develops suitable changes in the environment (Intertac) to support and change

these approaches through Action Research (see Chapter 6 and Chapter 7). This work

is enhance by designing the original software using an Activity Theory framework

(see Chapter 5).

One reason such a detailed approach is taken to developing the learning support

arose from studies of expert behaviour in many fields which have suggested that

experts solve problems by applying the appropriate model or process ([19] and [113])

the importance in teaching is not so much to show a correct models or processes to

students (possibly then understood out of context), but to encourage students to see

the need for correct patterns of approach in each context. While experts can apply

processes they know to problems, novices need to learn how to develop the processes

or models and assess which process or model is appropriate in a given situation [174].



Chapter 4

Phenomenography of Learning

4.1 Introduction

This project has a long term aim to motivate and guide students towards experiences

that enable the generation of the desired conceptions in their study, as well as en-

able their elaboration and differentiation between conceptions. This will provide the

opportunity for students to enact a desired depth of activity and a range of skills in

whatever domain of learning they are in.

This guidance is to be implemented in the form of knowledge-based agents in a

prototype version of Interac-III. The research involved developing examples of such

agents for the existing learning concerns raised above, and used this experience to

develop a process for converting learning goals into agent support.

This process involves collecting the results of the Phenomenographical study of the

learning activities described below to ascertain the goal for a particular learning ap-

proach. The Phenomenographical approach is taken based on the work of Booth [45]

who categorised the various depth of approaches to domain conceptions and we use

this categorisation to guide students towards a desired depth of activity in learning

the domain. Depth of approach is a term used in the Phenomenographical study

70
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of learning, and has different significance in different domains, however here we are

limited to studying the depth of activity. This chapter focuses on an educational

mode of research, hence differs from later chapters in approach. However the work

relates directly into the analysis in later chapters.

This chapter presents the research used to extract from the existing student groups

the different conceptions of the particular course concepts of interest and the observ-

able effect on the students’ activities of different approaches to learning in the course.

At any stage during the course their particular conceptions form their pre-conceived

notions of concepts in the course, and are hence crucial for developing their mastery

of the domain and the type of feedback which will be suitable.

4.1.1 Planning

The research is carried out through interviews with, and analysis of collocated groups.

The areas of interest for this analysis are selected from lecturers and mentors inter-

views and open questions devised to extract students views on these topics, rather

than attempt to look at all conceptions of the domain.

The areas studied in this research are firstly categorised, as by Booth, into the

ways that students understand some of the phenomena of the domain. Phenomena

are divided into what Booth [45] called framework and technical constituents of

the course. Framework constituents are background concepts that are important to

the understanding what it means and what it takes to learn the course material, but

are not thematic, or expressly explained, in the instruction. Technical constituents

are aspects of the course that are assumed knowledge, or explained in the course.

These phenomena formed the basis of the questions asked of students during

interview:

Approaches to Learning :
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1. Report Writing. This included the sections used, what is included in each

section, and if the sections linked to each other. Also the style of the

report, whether it fitted the context of the project.

2. Group and Work Processes. This included planning and tracking their

work and how they handled different group situations, as well as what

they felt about working in groups in general.

Conceptions of Course Constituents :

1. Framework Constituents:

(a) Decision making. This included the steps or attitudes they thought

important in making decisions.

(b) Integration. This covered the integration of the DFDs with the re-

quirements and how this is handled.

2. Technical Constituents:

(a) Requirements. This included how they understood requirements and

how they dealt with requirements that we irrelevant or difficult.

(b) Data Flow Diagrams. This included what they through is represented

in the diagrams and how they related to the overall design.

(c) Specifications. This covered what they understood as a specification

document and how they built this up.

Many of the conceptions deal with aspects of software engineering that are very

much technical constituents of the software engineering courses at The University of

New South Wales (UNSW), hence will not necessarily apply to other courses.
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Number Number Same Year/ Year Comments
of groups in group Experience
4 2 2 3 Both had one individual worker

Both had worked together before
3 8 4 3 & 4 6 worked together before

2 had not

Table 4.1: Groups involved in first experiment

4.2 Collecting Data

The researcher initially developed a list of concepts and subject areas which are crucial

to the course from their work as tutor/mentor on this course in the previous year.

These categories are used to start the initial interviews and expanded where needed.

The first experiment is run on collocated groups who volunteered to be involved in

this project. The groups analysed are shown in Table 4.1. The students are involved

in a Software Engineering workshop. They are meeting regularly with their group to

analyse a given set of requirements and produce their own Specification Report.

The study covered ten groups of three to four students each group, who are meeting

in self selected groups. They are analysed as to how often they had worked together

(most for two years), their previous academic record and general motivation interests

in the course. While the amount of groups is small as we have to rely on volunteers,

the amount of data is large as it is collected over one session (14 weeks).

An interview is conducted with each member when they first volunteered to go on

the project and at the end of their workshop course. They are interviewed as to their

learning approach and understanding of the various concepts considered particularly

relevant to the domain. Then the researcher attended the group meetings when

possible and simply observed their actions and how they learnt. After the meeting the

group members are interviewed as a group to ascertain their impressions relating to

the meeting and how it enabled learning of the categories and concepts the interviewer
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is drawing out of the data.

The method of obtaining data on the students’ conceptions and approaches in-

volves both observing their work in groups and interviewing them as a group after

meeting and subsequent to the initial individual interviews. Some students are also

interviewed individually if they are having particular problems or disagreement with

the group members in the work or with their responses in interview. An example

of categorisation of interview data is shown in Section 4.2.3 relating to categories of

students conceptions of group work.

A grounded approach is used to extract and sort the categories of student learning

in this domain from this data and compared with mentors perceptions of group ap-

proaches. The category in which quotes from student interviews are placed, is verified

by discussion with mentors. However, sometimes the significance of the statements

made is difficult to clarify. For example in looking at the approach to group and

work processes, a statement that I always work with my friends and do not want to

work with others is a different comment to I find working with my friends better as I

would not know what to do in another group in that lack of knowledge is recognised.

The former comment may assume that the speaker understands the need for different

approach if they move outside their standard group. Hence follow-up questions are

required to elicit more details in some cases.

4.2.1 Analysis

The results of this research are presented below giving the categories developed for

each area researched. Also a brief description is given of the students’ approaches

or conceptions that fall within that category. The categories provide the basis for

analysing students’ actions and postulating the level at which the group is learning,

so that appropriate assistance can be provided according to their present depth of

activity.
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Once the categorisation of each aspect of learning is derived from the data, it has

been correlated to categories developed in previous work by Phenomenographers in

the area of software and writing. Also the categories are evaluated by at least one

of the mentors or tutors in the workshop who are asked to comment on the validity

of the summaries made of each category of approaches or conceptions, and on the

completeness of the categories, and on the validity of the division between categories.

In particular they are asked to add any category that they felt better represents the

approach or conception they are trying to achieve in their teaching.

The depth of each category is evaluated in terms of tutor/mentor expectation

of a thorough grasp of the subject, as opposed to a minimal comprehension. Such

evaluation are subjective but are carried out by at least one mentor and reasonable

agreement with the researcher was found. It is not considered appropriate to seek

evaluation from the lecturer as the teaching style is such that much of this material

is handled in the groups with mentor rather than lecturer assistance.

While the depth of the categories is not established in this thesis through observing

the long term learning benefits of different approaches (compared to control groups),

we are fairly confident that the order of categories given in this thesis reflect increasing

depth of learning involved. This is compared to the final group outcome at the end

of the session, however since there are other avenues of learning during the course the

on line learning is not a complete picture. Also we tended to see the groups with an

apparently deep approach still held other less deep conceptions, and they often found

these useful to learning at different stages.

4.2.2 Depth of Categories

As is noted during Booth’s research into approaches to programming, depth of con-

ceptions usually arose from experience of alternative views and situations where the

skill or concept is applied. So in a very real sense, the context of learning affected
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the approach used. This is similar also to the findings on the self-explanation effect

in the domain of learning physics [75]. If students are aware of the conditions under

which specific actions or skills are used they tended to be better able to differentiate

the different aspects of the skill and its applicability in practice.

Generally the comments made by students showed limited range of conceptions,

and did not always match the deeper goals of the mentors. However the mentors

themselves are high achieving students from the previous year, so there is an issue

of delayed learning effects that occur when the students is distant from the actual

learning context, and when having spent time to summarise their experience to the

next year’s students.

4.2.3 Details of Phenomenographical Results

This is an expanded discussion of the examples from the survey results related to

one aspect of the students approaches to learning. The example chosen is students’

conceptions of group work which was part of the learning domain but is a framework

constituent. This concept was chosen as it is similar to other aspects of the study so

forms a good example case to expand in this Appendix.

To provide an analysis of the method used in extracting the different categories of

conception, a selection of student responses are given in each category with comments

on how the distinction was made. Then a summary is given at the end to show how

the category was solidified.

In analysing a conception, we had to look at what the students understood as

group work rather than how they learnt and practised the skill of group work as they

did, or their approach to learning.

Once the data was collected on the different approaches, this was used to cate-

gories the activities of students when taking a particular approach. In this way their

expressed approach is linked to their actions. This meant the Phenomenographical
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data is used also in the next chapter to extract student needs for the interface design.

For example if they wanted to know when others had finished editing, there had to

be some sort of hand over step, and this would occur when they are sharing design

work, or could be used to encourage the sharing of design work.

Social :

I only have worked with friends, it is easier... easier to get

on (approach). I find groups work best when you are already friends

(conception).

We tend to avoid disagreement.

We want to get on (approach).

I know we were supposed to have roles and things... it was just easier

to chat as friends and not get too heavy.

I would not know how to get agreement out of other people if I did not

know them (approach).

I would watch what the others did. When they had done their bit, I put

in my ideas.

I would do some changes at night then when we joined the session we

all opened our files...we did not talk about them much.

We worked when we could. I did most of the first part,

as I already knew a lot about DFDs and had some time.

If someone was interested in that aspect of the design, they did the

edits. We just watch [Encoder - found no related comments in Chat

during edits]

Question: Did you ever ask the others what they thought of your

design.

Answer: No, but some problems came up which I did not

understand so asked them what they thought.
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Question: But did they agree with the changes you made in the ...

(aspect of DFD)

Answer: We all got on well and had much the same idea of what

we were building.

I had a lot of trouble following what the others were doing and

thinking

[Rest of same group] He [previous subject] was really slack... did not

do much work, so we all gave him a low contribution figure [peer

assessment of contribution to group]

Prescriptive :

I always work with my friends and do not want to work with others ..

Question: Why do you not want to work with others?

Answer: ...It is harder.

We found it harder when working with someone who did not know the

group process.

Question: What did you do then?

Answer: Well, we just did not work with them, we told the lecturer

they were no good.

[same subject]

We hope we never get someone slack again. Question: What would you do

if this happened again. Answer: Well, we could explain it to

them... how to work together.

I don’t like working with new people as we have to tell them

everything about what we do.

We tend to get everyone to do a bit of everything, that way we can

compare notes and things...

We all want to know how each part works, as we may be examined on

that, so we all do it, ... it take a lot of meeting time arguing over

disagreements.

When she [the good drawer] was putting in things in the DFD, we tried
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to stay focused... She did not answer us when we asked, as she was

busy, but we could talk about what she was doing.

We have good meetings...

Question: Can you explain what they are like.

Answer: We all talk in turn, so everyone gets a go, and everyone puts

their ideas in.

We did have one person not working much, so we just went on without him.

This was not fair... but we did not tell on him.

Question: Did you try to get him involved.

Answer: He had a lot of home troubles... still he should have tried

harder.

Conceptual :

When we start we have to decide how we will work, if anyone has a pet

approach, or something they like doing best.

We try to all work on the whole project, so we can follow the problems

that we find with fitting the bits together... If one person does the

B code and the rest don’t we find we do not know what they are talking

about.

We did need a co-ordinator, as we had different copies or versions of

all the files.

We would set a co-ordinator early, so their account held all the up to

date version.

We let him [dominant student] be the co-ordinator as it saved

arguments, and he had a pretty good idea of what we had to do.

[Group of four]If two people have very different ideas, we had to

spend some time getting them to agree... that was hard. We didn’t want

to put them off as they were both good workers.

To save time we divided up the work. We spent a lot of time at the end

trying to fit the design together.
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Contextual :

[This was not found much in groups due to a lack of experience in different

groups]

Some of us had roles as that is important for organising work, but we

were not sure of what the others were to do.

When we chose what part we wanted to do, we still had to discuss all

the parts together. That helped in the end, as we at least had some

terms in common... some of the processes and so on had the same names.

It is interesting to note that the logical structure, or possibly depth, changes

between the different categories. This shows up in how they discuss the design.

Either they discuss the whole design, or how it fits together. However this would be

hard to analyse from the textual interchange online.

At the basic level, they do not even discuss each others’ work in detail (chat

and drawing not connected), and cannot see the relation between the parts of the

design, which is something which should be taught in the process. Then at the next

level they cannot relate their work to others, unless they tackle the whole project

(contributions to all files from all group members). Finally at the more advanced

level they are trying to find ways to co-ordinate the work (separate files edited by

separate people, which leads to concept discussion only).

4.3 The Context of Learning

The students are writing specification documents for a software system that is usually

selected from the web. So the product is a commercial product, that they are asked
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to design a solution for, using a formal approach to programming.1 The mentors and

lecturer act as the client for the purposes of the exercise.

The students do not produce an implementation, or coded version of the design.

However the specification they develop is presented in B (developed by Abrial [1]),

which is a language that can be animated for the student to verify that the basic

functionality they wish to develop is present in the design.

The use of the language B also enables the students to be exposed to other concepts

of formal programming design, such as models, refinement, decomposition, guards,

proofs for consistency and modules. These are concepts they are required to imple-

ment through a design specification which they develop and write up into a report.

The report is divided into sections. Originally students are asked to produce a

report with some ideas of what should be mentioned, however in some courses it is

found that more guidelines had to be given. Hence the notion of a document template

is developed during this research from feedback from the students. The template at

present is implemented as a web resource. The template is:

1. Executive Summary.

2. Requirements which are to be divided into functional and non-functional re-

quirements.2

3. Team work which involves a report on their planning and meeting logs.

4. Data Flow Diagrams (DFD’s) which should present a diagrammatic design that

satisfies the requirements in the second section

5. Integration of the Requirements and DFD sections which explains any difficulty

in doing this, and should cover consistency between the two sections.

1There may be an existing commercial product based on this design which the students will be
referred to as an aid in understanding the requirements.

2This is an attempt to have students discriminate when requirements are not part of the area of
code they are dealing with in a design.
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6. Code written in B, which is a formal specification language, that is developed

into separate machines or programs that are included or extended into a struc-

tured design of the software.

7. Integration of the B and DFD sections that explains any difficulty achieving

this.

The report is produced by a group of at least two or three (and at most four)

students working together. Most groups meet rarely due to time constraints, so they

tend to allocate tasks at the start, such as separate sections of the report, then do

these as individual contributions to the document. As a result groups tend to spend

a lot of time trying to integrate the different parts of the report at the end. It is for

this reason that the Integration section is added after a few years of running the

workshop.

Also the Team work section to the report is introduced as a requirement due to

findings in this research that students showed little understanding of group processes

and work processes, or how to develop them. Unfortunately, the success of the learning

relied on a successfully functioning group, and the mentors have to be aware when

this is not achieved and alert the lecturer.

The groups are provided with formative assessment3 in the form of a mid-session

interim report that is marked within a week or two of submission, and a final assess-

ment of the final report. They also have weekly meetings with their mentors to discuss

their specific approach to the design. In some versions of the workshop, seminars are

given on aspects of the report, such as the rules of DFDs, etc.

3Feedback given on students’ progress by providing assessment during the session.
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4.4 Approaches to Learning

The results are organised by phenomena. The first is the area of general student

approaches to learning. Within each category we view student activities in meetings,

and discuss with the students what support they considered would help them carry

out the required tasks or processes, or link the various concepts which we identify as

crucial at each level or category. The aim is then to provide this support as scaffolding

through agents.

4.4.1 Report Writing

While work on the learning domain of text writing has already been done, it is

studied again for the specific context. Also as a substantial part of the group work,

this analysis provides a method of analysing students’ actions when using the software

to write or edit text. Biggs [37] presented an analysis of writing by breaking it into

these activities:

1. Intentional, including affective and aspirational aspects prior to writing, or mo-

tivation.

2. Para-writing, including planning and knowledge updating.

3. Writing, including composing, transcribing, reviewing and revising.

Since the approach of a group or individual to writing is a disparate area to

analyse, we use the approaches to the writing process as described by Biggs and

examine how to support these approached as they are observed in this domain.

Scaffolding for Report Writing

We interview students as to how these processes can be supported. This is a combi-

nation of requirements elicitation with an extraction of how students approach these
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learning activities. This is due to the need to limit any scaffolding to the sort of

feedback that relates to actions that can be analysed by the computer software used.

1. Intentional motivation. In terms of motivational issues, the learning require-

ment is to increase interest in the work as the rate of feedback and problem

answering is increased, and with decreasing hindrance to the learning caused by

arranging group meetings. From analysis of meetings there is no visible way of

analysing the student’s present affective state, except noting a lack of activity

by a student tended to result either from a lack of motivation or an inability to

develop new ideas for themselves.

2. Para-writing is supported by planning tools, document layout templates and

process guidelines that direct and assist students in these processes. In terms

of analysing these processes students expressed the following issues:

(a) Need to record and be reminded of deadlines and approaching milestones.

(b) Need to incorporate templates into their documents

(c) Need to understand the steps of each activity as they come to enact them.

3. Writing is a process that involved:

(a) Collating information which is supported through minutes of meetings and

versions being saved, to provide a complete report.

(b) Integrating ideas where keywords or summary of ideas are needed in dis-

cussion to compare individual approaches to the project, and provide a

consistent report.

(c) Maintaining structure to the report to provide coherency.
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4.4.2 Report Structure

We found the deep and shallow categories developed in previous research describ-

ing approaches to learning, differ slightly to the categories developed previously by

Biggs [37] when considering learning activities and when studying a computational

and highly structural domain of learning. The approach categories are expressed in

terms of the report outcome of the activity at each level:

Pre-structural Not all the required parts of the report are handled and the separate

sections are not tied together. Often aspects of the DFD design will contradict

the requirements list. There is no sense of focus in the design which will usually

deal with generic issues of client access (login), rather than the specifics of the

system being designed.

Uni-structural No attempt is made to discuss alterations to the requirements or to

separate them into those that fall within the scope of the work and those that do

not. The DFD generally follows the requirements that do fall within the scope.

The document does not address specification but rather implementation.

Multi-structural There is some attempt to present alternatives. Requirements are

included that do not fit within the scope of the design, and there is discussion

of decisions on the design that may have been controversial. The design is not

complete in that not all functionality has been handled.

Relational The complete functionality has been handled including difficult concepts

such as time or synchronicity of data. The report attempts to restrict to spec-

ification abstractions rather than implementation of the requirements. Also

communication to the client4 may be poor.

4in this case the hypothetical company requesting the development of this software.



CHAPTER 4. PHENOMENOGRAPHY OF LEARNING 86

Extended abstract The report acknowledges the scope of the specification domain

as database only, and does not attempt to deal with aspects that are out of scope

of the project. The requirements are developed into an abstract specification

that can be animated but is not a detailed design for implementation. Also the

document is a clear description of the system as requested by the client, with

clear diagrams and design explanations to enable the client to verify the design

as presented.5

While a detailed quantitative analysis is not carried out, due to the difficulty in

analysing exactly how many times each category of learning activity is expressed in

any one group, it is clear that the categories mentioned first occur more often in the

reports with lower final grades, than those with higher grades, and the reverse for the

later categories.

Scaffolding for Report Structure

These results provide some guidance to create an environment in which students may

take different approaches to learning report writing. Students are asked how this

scaffolding might be provided. For example:

Document Views To enable students to relate themes that re-occur throughout

the report, such as the relation of requirements to the specification, an editor

should be designed that provides the ability to describe the theme of sections

of the document, and then view the document by a single theme alone.6

Templates In a more basic sense, the students need their view of a Specification

Document limited by the provision of a template, to ensure that they cover the

5This is what is desired by the mentors, but not achieved in practice.
6Software for practitioners developed by the CREWS-SAVRE project [235] uses a similar ap-

proach except it also provides linguistic analysis to verify the link from requirements to specification.
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necessary areas and in the correct order and detail. The template can include

a brief description of their purpose in the document, to be seen under certain

views.

Conceptions The basic conceptions in the report such as the attributes of the speci-

fication software and the need for clear communication with the client,7 suggests

that these are key conceptions to analyse in interchanges of the group. For ex-

ample the need to have other groups members read over other sections can be

monitored.

4.4.3 Conceptions of Group and Work Process

Categories of the conceptions of group and work process, which forms part of the

learning domain in this research, formed four categories. These categories were de-

veloped for this research:

Social Group work is a required skill, and it is more fun to work with friends. These

groups tend to see it as a social process. Also they already know what each

person is good at, so allocate tasks automatically. Members sometimes inform

each other of any decisions on how to deal with design aspects as issues arise.

Groups tend to go through the work step by step, with one individual doing one

section each week, according to whether they have time that week to contribute

to the project. Each member of the group will have some aspect of the project

they are interested in, and tasks are assigned on the basis of each individual’s

values.

Prescriptive These groups work with people whom they know are good at their

work. Groups find out what each individual is good at and allocate the tasks

7This is a problem that extended from the students’ poor understanding of group communication
and is dealt with in the next section.
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in parallel. If there is any disagreement over how to deal with a problem in the

design, they tend to go with the design that seems easiest. One of the main

concerns in this group work is provide a central repository for final versions of

documents.

Conceptual These groups like to work with people who have done well on that

work before, or who have a similar approach to the design. If not, these groups

have problems with individuals trying to dominate the process. They can then

usually discuss any minor differences without much problem, otherwise they

tend to do parallel designs and wrangle over the final integration. These groups

tend to assign the job of combining documents and diagrams into the final

report, to one person.

Contextual Groups tend to allocate tasks on the basis of the interests of each of

their members, as well as their strengths. This requires a discussion of the

design as the first activity of the group. As the group tries to implement the

design they regularly report back any changes that they see will affect other

parts of the design. The whole group will then discuss the value of any design

decision.8

The latter two approaches involve an awareness of the skill of working in a group.

The last category goes beyond the experience of most students in the present work,

as students have little experience with working in groups beyond their friends (i.e.

the social conception) on software projects so have not the background to develop a

deep approach to groups. Also the groups are very much performance oriented and

the roles are mainly set by the sections of the report that has to be composed.

The groups are formed by self-selection in most cases. Friends will combine to

form social groups, or people will try to work with others they think are competent

8This is more an ideal conception that is only vaguely suggested by group interview.
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in ritual groups. Late comers and those who do not a have clear set of friends tend to

be assigned to groups by the lecturer. In general male and female students will mix,

although given the ratio of gender of computing students, male only groups tend to

dominate.

Given the large number of Asian students and non-English speaking background

students, many groups are formed of people from a single language groups, and they

conduct their meetings in that language. However the software is limited to English

support, which forces students to communicate and develop the report in the intended

language of presentation.

Scaffolding for Group and Work Process

Much of the scaffolding required in this area should be done during group forma-

tion. At present these are self-selected groups, and the students require more support

making this selection. It is possible to provide an analysis of the likely group syn-

ergy in the software through a questionnaire at the start of session. This assists the

development of the group model.

The support for learning derived from this analysis is analysis of interaction on

conceptions such as integration. Also participation in the design discussions is im-

portant. Finally roles can be supported through separate functionality available to

different members.

4.5 Conceptions of the Course Constituents

There are, of course, a wide range of constituents in any course. The aim of this

research is to analyse key types of constituents in the hope that all others of that

type can be dealt with in a similar manner. The constituents that are studied are

selected by lecturers and mentors in the workshop as aspects in which the level of
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student understanding is a concern.

In preparation for developing patterns of concept learning and interaction, it can

be noticed that each category in the following analyses is a ‘trigger’ or precursor for

the category at the next depth of approach. In that way, the order of scaffolding

support is already determined, although the level at which the students developed

skills may not always follow this order.

Also in each area we find that the groups obtaining higher grades, tend to present

more comments in the latter categories. However, again it is not possible to provide

numerical analysis of either how many time each category occurs in each group, and

therefore this can not be correlated to mark.

4.5.1 Decision Making

Further work has to be done on specific aspects of effective group work, including

defining a common goal, conflict resolution, setting roles and co-ordination. The first

two aspects rely on group decision making. While there are working tools for decision

making in industry, these are generally too structured for students to learn their own

approach to this difficult problem.

The aspect of decision making that is usually focused on is group conflicts and

their resolution. This notion of conflict does not include the practice of flaming9

that is commonly used in public domain chat rooms. In some approaches conflict is

seen as necessary for generating a design, in others as a hindrance. Students tended

to describe their conception of decision making in design in one of the following

ways, which are related to the previous categories developed for conceptions of group

process:

Social Conflict is minimal as the group already work well together.

9Refers to abusive language used by people communicating on-line.
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Prescriptive Problems with conflict and therefore the group is seeking a formula

for solution (such as setting time limits).

Conceptual Conflict is a necessary part of developing new ideas but social mores

and deadlines necessitated resolution.

Contextual Conflict is due to the difference in view between members of the group

and a compromise can always be reached, if not total agreement. It is better

to spend the time early resolving differences that may lead to later misunder-

standing later.

Scaffolding for Decision Making

Some work has been done on the importance of conflict in learning (Suthers, Weiner,

Connelly & Paolucci ( [355]) and Hoppe, Gaßner, Műhlenbrock & Tewissen ( [171]),

Lowry & Johnson ( [224])). At other times the need for helpful explanations is

emphasised (see Webb [386]).

The main purpose of the research in this area is then to interpret the existence

of conflicts in student interactions, and the length of answers or preferably construc-

tive comments that students provide each other. At present this relies on students’

descriptions of their own comments with tokens, such as high use of ’disagree’ and

other contradicting sentence starters.

The aim is to analyse the conflict stages to verify that resolution is being reached.

However such an analysis of decision making stages is highly complex and beyond the

scope of this work. At present the speed of communication in groupware is too slow

to enable student to thoroughly convey thoughts by keyboard, so much discussion is

done in short hand, and any conflict can be extended through two to three sessions.

Such analysis will be left to future learner modelling.
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4.5.2 Integration

This process of integration, or linking the requirements with the system design, is in

part a technical constituent of the course, but there is a large amount of learning on

the part of the mentors and lecturers as well as the students to relate the concept of

integration to the particular group design and approach. That is integration will in

fact depend on the design approach taken. While some approaches may seem ‘better’

to the mentor, they are trying to encourage the group to develop their own design, so

they need to accommodate this while recommending any new approach to developing

and integrating the design.

The conceptions of translating Requirements into a DFD design which were de-

veloped from this research were:

Post-check The DFD has to be drawn first, then we can check it for the requirements

being present in a diagram

Direct-Design The requirements describe the processes and data flow at the lowest

level. The design of the DFD then involves combining these into related sections

at higher levels. The DFD is designed bottom up.

Pre-Design The requirements are sorted into sections that will be designed into a

single DFD high level process and then each group of requirements is used as a

guide in designing that DFD process. The DFD is designed top down.

Conceptual The requirements are analysed for data flow aspects and these used to

develop the design of each major part of the DFD. Where requirements suggest

links between higher level processes of a DFD, these links must be checked that

they are represented.10

10If a requirement is not about some form of Data Flow, then it is usually a non-functional
requirement.
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Scaffolding for Integration

It is interesting that in the software developed by Maiden [235] the user is required

to stipulate which requirements a DFD process is implementing, or related to. Thus

the aim for a professional is to take at least a pre-design approach to this process.

To support such learning the software provides tools to link text in the report

with the text contained in the Data Flow diagrams. Hence the integrated nature of

the groupware is an advantage for this work.

4.5.3 Requirements

In this workshop a student is given a set of requirements that describe the system

to be designed. They are what the client wants the final product to do in terms of

functionality or in terms of capacity/robustness etc. The groups are asked about their

conceptions of the role of requirements in the design, their relevance and how flexible

they might be in altering these. Their approach related to how authentic they viewed

the learning environment used in the software engineering workshop.

Social Requirements describe the system to the user in text form, so the group

changes them to describe what they program. The workshops are about pro-

ducing a specification document.

Prescriptive Requirements may include features that cause conflict during program-

ming, so they have to be changed, or specific requirements selected for removal.

The workshops are about producing a specification document that satisfies the

requirements.

Conceptual Requirements provide a view of the user’s perception of the system,

which the program tries to implement, but if this is not possible, the user

should be told that the requirements have to be changed. The workshop is
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about trying to present a coherent specification document in the domain of the

requirements.

Contextual Requirements provide a framework for the design, but often there are

more features that the design must implement, and these can be described

through DFDs or other means. The workshop is about present a coherent

document that satisfies the requirements and the user needs in the domain of

the requirements.

Scaffolding for Requirements

These categories are much more inclusive than previous ones, in that the learning

about requirements seemed to progress in steady steps throughout the course. Some

students go further in their steps than others, and this is reflected in their final

marks. However some groups do express little complexity in their understanding of

the requirements, yet still provide a good report.

Much of the learning about requirements related to how students change the

requirements and if they note their changes with their reasons for these. Also tracing

requirements changes back into the design is a difficult task and can be supported by

more sophisticated software.

As in document writing, the need to take an overview of the document and to

view aspects of the document together is considered a good tool.

4.5.4 Data Flow Diagrams

Students are shown how to draw Data Flow Diagrams (DFDs) for various systems

and given various ‘rules’ of how to draw them. There are, of course, some alternatives

in the approach to DFDs and their rules, but in practice the style of the School of

Computer Science and Engineering is laid out and it is expected that the design
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will follow this style. It is acknowledged that different workplaces will have different

standards.

It is interesting to observe the resulting DFD designs. In many cases the basic

rules are not adhered to in any detail. No student has stated they have previous

experience designing DFDs which might cause them to follow other DFD standards

so this must be related to other experience in graphical representation. In some cases

students did note that it is too difficult to change drawings, so as the drawings became

too complicated they tend to just accept the poor design.

Students’ comments often show they are confused about the non-sequential or

state representation nature of DFDs. This may be because they are relating their

learning to flow chart diagrams. Yet the use of the B language as a non-sequential

language reinforces this view of the modelling (see conceptions in Section 4.5.5).

Views about what DFDs represent are variable and are presented here in no par-

ticular order:

Technical Diagram of the flow of data in the software system through various filters

or processes.

Requirement A diagram of the processes that are required in the system to satisfy

the requirements and how they interact.

Graphical A method of expressing a state design solution diagrammatically.

Closely related are the different approaches to the activity of drawing DFDs for

which we have used the same categories since the groups tended to express similar

categories bout each aspect:

Technical Take the data that comes into the system and follow it through the system

(can lead to confusion with use case and flow chart diagrams). Insert processes
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that are required to extract, combine or manipulate the data. Do the same for

outputs.

Requirements Take each requirement and draw the processes associated with that

functionality. Then link these by the data involved in carrying out the process.

Graphical Draw the general functions of the system, break them down, and then

draw data flow links necessary for them to function in a consistent fashion, for

instance if a data flow includes data from two distinct data stores, there must

be data flows from both stores to a process that generates that data.

Scaffolding for Data Flow Diagrams

While DFD design is inherently a top down process, some students tend to start

from the bottom up. This occurs when they work too closely from the individual

requirements, which generally relate to lower level functionality. Work on a bottom

up approach generally leads eventually to an overview of the system, but the use of

top down design provides a clearer structure to the reports and generally gives a more

consistent and coherent design.

The aim of the research will be to determine how the students develop the top

levels and how these processes relate to the requirements, look for linkages to the

requirements.

4.5.5 Specifications

The level of understanding of the role of specifications in program writing is often

quite low. Students tend to want to implement the design they have in their heads,

thus bypassing this stage. It therefore becomes hard to explain to students why the

information about imperative operations should be left until the implementation step

in design, after the design has been verified as following the requirements, and forming
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a robust system. At UNSW the specification is written in the Formal Language B.

The fact that all specification operations are parallel in B tends to highlight this

problem of producing non-imperative code. Students still attempt to write sequential

procedures.

The following approaches are found from students and tutors who are interviewed.

The categories developed by Booth [45] are used to compare with the programming

approaches found in that work. The approaches to developing a specification in B

are:

Expedient Writing those aspects of the system that can be expressed by modifying

examples previously seen in B code, such as those covered in lectures.

Constructural Using known constructs to model the system as best as possible,

again relying on what has been shown in lectures, but abstracting the structure

rather than copying the code.

Operational Writing the processes of the DFD in code, or writing the requirements

as code, hence relating the coding to the problem domain.

Structural Designing and verifying the compatibility of all the required functionality

of the system, similarly to the previous approach, but further abstracting the

coding from the context.

In terms of how the code is drawn together, three of the four categories observed

by Booth [45], of expedient approach, constructural approach and operational ap-

proach, are observed amongst the students. The general inexperience of students

with specification and formal languages, heavily mitigated against a structural ap-

proach. Tutors did tend to have this view from their longer exposure to a variety of

programs specified in B.
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Scaffolding for Specifications

Much of the support required for the development of learning in these categories

relates to the development of concepts involved in specification and the B language.

Also it involves looking over code examples, which had to be done in private if the

B toolkit is to be used. Also much support can be achieved by linking the various

aspects of the report, as for integration support.

Some of this type of support have been considered in previous sections and the

work of the next chapters is aimed at providing a common framework for support

that considers these common themes.

4.6 Reflection and Evaluation

This initial study of how groups approach learning activities covered a wide range of

issues dealt with in the domain. This enabled the subsequent analysis of patterns of

learning activities to consider scaffolding to for a wide range of types of activities.

This does not mean the agents will provide a framework for all learning but it does

mean the coverage is thorough if not complete.

The type of support that is extracted from this analysis is summarised in the

following table.

Again we do not claim this is a complete list of support that enables students to

move between different categories of learning activities as discussed in this chapter.

It is however a fair overview of the types of process that need support and the type

of support that can be given by computer.

Also it does not limit the type of analysis to the present simple tools. Each type

of support can be extended by language analysis or sophisticated algorithms. Only

when the agent language is specified is any limitation set on their design.
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Source Category Aspect to Support
Report Writing

Intentional Increase rate of feedback
Increase ease of organising meetings

Para-writing Planning tools including course
milestones and reminders
Document templates for layout
Process Guidelines listing tasks

Writing Provide Document Records and Collating
tools
Summaries discussion of conceptions
including decisions and conflict
Maintain structure of report for coherency

Group and Support group Analyse group experience range
Work Processes formation and individual roles

Support learning Interaction types on conceptions
Participation in discussions

Roles Separate functionality added to individuals
Decision Making Conflict Analyse length of discussion on concept

or issue
Analyse Interaction sequence using tokens

Requirements Learning Tool to link text and diagrams
Change Management Analyse changes linked to comments

Tracing requirement into design for change
management

DFD Views Able to view diagrams from different views
and details

Encourage top down Check levels of drawing completed
and support level expansion

Rules Verify DFD rules followed
Specification Concepts Follow discussion of concepts

Table 4.2: Scaffolding Categories
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4.7 Conclusion

This chapter presented the categorisation of results from interviews and surveys of

students in the software engineering workshop course. These are the main concep-

tions of the course that we study and that we are designing the software to support.

The initial links have been made here to approaches for scaffolding and these are

independent of the software context.

What we did in this chapter is to separate concepts and approaches into types,

such as group (social) or individual (task) learning. As these types tended to have

different descriptors to their approaches they formed separate approaches to analysing

students activity. Within each type, a similar approach to agent development can be

used. Also across some types there are common agent scaffolding needs.

This stage of the research has analysed the aspects of learning approaches we want

to examine in a flexible learning software system, for a particular domain, which is a

design course for software engineering. While we mainly look at learning approaches

that are generic to many domains, we also consider specific concepts that may gen-

eralise to other domains.

However the differing depth of learning activities analysed at this stage were found

through interview as well as some manual analysis of students’ work while using the

software. Hence we do not expect to be able to automate a strategy to distinguish

all such levels or activities in a software agent system.

The next chapters continue with the development of the software, researching

the activities which can be distinguished on the software, and matching them to the

levels found in the Phenomenographical research. The final stage of the work will be

to design agent augmentation for scaffolding for the different levels.

It should be emphasised that these categories provide a list of conceptions that can

be encouraged in students, not necessarily a hierarchy. Also some conceptions such
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as their understanding of requirements, will effect others such as an understanding

of integration. This interrelation between conceptions is not analysed in this work,

but has necessitated the need to look into the process of combination of advise from

different agents when activated at the same time during a learning session, and how

they might be integrated.



Chapter 5

The Design of Intertac

5.1 Introduction

This Chapter describes the development of the software system through three stages.

The lifecycle includes the development of the requirements from the activities of the

groups, the design of a suitable architecture for Intertac-I and the implementation of

further components in Intertac-II after analysing the student’s activities in the first

version. The following chapters use this environment to analyse the patterns and

finally develop the simple agent language for the next version of Intertac.

The requirements elicitation for Intertac-I uses Activity Theory which is carried

out concurrently with the Phenomenographical research of collocated students sum-

marised in the previous chapter. Further requirements for Intertac-II are elicited

during the initial stage of the on-line experiment looking at Patterns in the interac-

tions. The requirements that are elicited are summarised in the Technical Report by

Kutay [204].

This chapter aims to present some standards for the development of groupware

architecture. The Architecture used is described to enable the reader to understand

the system as it is implemented and evaluate the design.

102
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This chapter shows the physical context in which the students are working when

they are developing their specification online in their groups by presenting features

of the final system.

5.1.1 Evaluation

To approach this design we used the following stages:

1. Planning. The software is only developed after studying students working face

to face and a thorough analysis of existing software in the area of groupwork.

When there is not other groupware that support document and diagram edit-

ing, we used an existing groupware server to support interaction through the

interface we developed.

Once this decision was made we had to plan the various phases of data collec-

tion and the detail which is obtained at each stage. We also had to arrange

for student groups to use the software, initially funded for their time, then

voluntarily.

At each stage interviews are designed and piloted with students. These are

used to elicit requirements for the software, as well as extract the categories of

learning activities the groups undertake online. The interviews are designed to

look at the students approach to learning and the activities they used to achieve

learning. 1

In order to provide complete requirements for Intertac-I the future students us-

ing of the system had to be studied in their present learning context to analyse

what they needed from the system. Software design for human users must be

studied in the social matrix in which the software will be used (Winograd and

1When discussing requirements we refer to the user of the system as student. This is important
as students are a specific and unique subclass of users, with highly individual needs, a great sense
of their own expertise (as mentioned by Wiate [382]) and a need for very focused feedback.
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Flores [392]). This is difficult to achieve, as the present collocated context is

quite different in many respects to the final context of learning through group-

ware. Hence part of the analysis is to evaluate the changes in the learning that

will result from the change to distance mode.

2. Data Collecting. The interviews used in data collection are based on the model

described in Section 5.2. Guidelines for the design of the software in this thesis

are developed from Soloway et al. [346], who list the features of the design as:

context for the software; tasks that the software will perform; tools required

for each task; and interface to tools. This model template ensures completeness

in the analysis of each learning activity and reduced the need to repeat research

on particular learning areas.

Besides the case studies by Nardi [264], there has been little work in developing

a design model for implementing Activity Theory in software design. Therefore,

a model is developed for this thesis for designing software for a learning context

(see Appendix 5.2), which involved four steps. Recently, an Eight-Step-Model

was hypothesised and tested for designing software using the Activity Theory

model.

The data is collected in the form of interview notes and tapes for Intertac-I

and also computer files in subsequent experiments. The format of the data

collected by the computer is shown in Section 6.2.1. The log format is designed

to describe the physical features of the interaction that can be used for analysis.

These included time the log is saved, the object positions and editing actions

as well as actor or person doing the action. Log updates are saved every 15

minutes during sessions.

The log files can also be read by Intertac to create a pictorial snap shot of the file

at that time the log is saved. This enabled quicker assessment of the student’s
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view, while at the same time maintaining the history of the interactions to date

in each Session.

3. Analysing.

The data collected is analysed for the design categories listed in Appendix 5.2.

Each requirement extracted is described according to this model. This ensures

that sufficient information is collected on each learning activity. Also it provided

a format to verify if the requirement is fulfilled.

The requirements developed are designed to enable the functionality required by

all groups. However the subsequent analysis for pattern development is focused

on distinguishing between groups. This will be described in the next chapter.

Where users took a different approach to learning and use the system in a

different manner, or requested different functionality, we tended to look at what

is available either through programming ourselves, or open source or through

existing system software such as version control on files. Hence the functionality

is limited by the small scale of the project.

Much of the functionality is centred around the two points made above, that

is, assisting the construction of knowledge, as in linking information and ideas,

and the flexibility in learning where student can create their own environment

to work within. This often meant not including requested functionality as it

conflicted with these broader goals.

4. Reflecting.

During each stage of development, the system is developed with increased func-

tionality then offered to students again to use. This provided an opportunity to

access the effect of the changes on the group process, and in some cases design

decision are reversed in the next stage. The suitability of the new system is
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analysed through interviews and analysing the log files for difficulties.

The entire process is repeated three times, firstly for face to face groups, then

two stages of on-line groups are analysed. At each stage the depth of under-

standing of the groups improved and the complexity of the revisions reduced

dramatically. The final version at the end of this analysis is Intertac-II which

is ready to include the agent support.

5.2 Application of Model

The Requirements model used in this thesis is used as an approach to requirements

extraction, so an example is given here. If the activity is decision making, then we

obtained requirements as follows:

Context is the type of phenomena on which there is disagreement, the significance

in terms of the overall design, whether more than two people are involved, etc;

Tasks are such steps as adding and deleting parts of a diagram or report, repeated

comments referring to the concept or phenomena being debated, roles taken in

the debate, etc.

Tools are pen and paper used in group editing, individual editing work which is

taken to the group, any other learning that is referred to in order to reach a

decision such as diagrammatic rules, etc.

Object of the work is an agreed diagram or file that is not edited for some period.

The outcome will be changed little when using the software mainly in terms of

extant logs of discussion about the phenomena, but the activity itself is changed

greatly by the use of Chat for discussion instead of speech.
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This was used to describe the data from users. One of the more difficult areas to

cover but one that the lecturers considered necessary, was Decision Making in groups.

5.2.1 Decision Making

This section deals with the Activity Theory analysis of the group when they undertook

decision making. The study was first make in collocated groups, then with the groups

on Intertac. The design study was made with the following guidelines:

Context : What is the type of phenomena on which there is disagreement, how

significance are these issues in terms of the overall design, are more than two

people are involved and what sort of interchange occurs?

Interview: What do students think was the main points they disagreed on, and why?

Tasks : Stages are – Exchange, aggregation, constraining, enabling, results. Are

these stages distinct? Are there signals that mark a change of stage? When

are students adding and deleting parts of a diagram or report, when are there

repeated comments referring to the concept or phenomena being debated, are

there roles taken in the debate, etc? Does the interchange in chat that occurs

show any pattern for each stage? These activities will then be collated into the

aspect of the software design they relate to, as well as the stage of the process

they relate to.

Interview: Were students aware of the stages at any point, and compare this to the

group activities?

Tools : The students are using pen and paper in collocated groups. When using

Intertac, files from the Intertac editors are used (documents and diagrams).

Do they work together or alone then individual editing work then taken to the
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group. Is there any other learning that is referred to in order to reach a decision

such as diagrammatic rules, etc. What is helpful in reaching the final stage.

Interview: Were students aware when they had reached a decision. Does this matter?

Object is an diagram or file that is agreed on by the group. To ascertain this has

occurred, we decided that when a diagram or file has not been edited or opened

for some period, it can be taken as agreed upon by the group. The outcome is

changed little when using the software instead of collocated editing. The main

change is in terms of enduring logs of discussion over the phenomena, but the

activity itself is changed greatly by the use of Chat for discussion instead of

speech. Another aspect of change is whether there is difference between groups

that have good and poor decision making practises, in terms of their design.

Interview: Groups that had long arguments can be asked about whether they

through the discussion was fruitful. Compare this to the design changes that

followed.

5.2.2 Data Collation

The data from the previous analysis was then collated for use in the design and

programming of Intertac. The framework used to categorise the information achieved

in the previous work into a set of requirements for Intertac was:

Context : Covers the visual interface; the overall activity on Intertac; any plan or

process that the software must support and the activity relates to the student’s

general learning on the interface.

Tasks : Describe the tasks the students need to do, and any variation in the order

of steps they may take. Do different students tend to adopt different roles, are
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these related to each other in that information must be linked between roles,

and should these roles be supported. What architecture would best support

this sort of design, for instance, what is the basic Tool class to contain.

Tools : What features are needed on the tools. Will students be able to carry out

the tasks on the existing tools or is further attributes needed. What do they

need to see on the interface. Are there any rules the agents, or the tool itself,

should be supporting in this activity

Object : What files are needed, how should they be accessed and saved. What

format of output is needed. What changes now this is done on software not

groupware, or if new software features are added (such as an efficient server!)

5.2.3 Design each Aspect

Once the results were collated, we had to provide a design for each aspect of the

requirements. In the decision making activities the main requirement was for groups

to be aware that there is a process that can be followed and that this improves the

decision in terms of time and outcome.

5.2.4 Integrate Design aspects

When integrating the different design aspects for decision making we found the fol-

lowing problems:

1. Groups were not aware of the stages so tended not to show any progress in

making the decision. The outcome seemed rather ad hoc from the text files

2. Students do not like changing others work, so that they would tend to tell others

to make changes rather than doing it themselves, so the decision making was

purely text based in Chat, hence hard to analyse.
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3. When a design aspect came up in the chat they did not tend to use standard

terminology for concepts, but would adopt new terms separate even to those

used in the user requirements provide for the software project they were working

on.

5.2.5 Implement design

The design was implemented through a menu in which users select the decision stage

they have reached. The aim is that when each stage is finished, they will select the

next stage. The stages are described when selected and related to the previous stage.

The first agent support will be to provide feedback when the group seems to be

stuck on some aspect of the design (user cutting and pasting on same design product

repeatedly) or when the Chat contains keywords that are part of the course concepts

that have been difficult for students to grasp.

The feedback will be a question about their design or their approach to the design

and suggest the menu as an option for progress towards an answer.

5.2.6 Test Design with users through computer monitoring

The design of the interface has not been tested. We expect some resistance to students

using any tool that is not directly involved in “getting the product out the door” so

will need to wait until sufficient agents are implemented to support each stage. At

the same time we want to have agents implemented to analyse the stages as they

occur (given the students providing information on the start and stop time of stages)

and then consider the possibility of the agents learning the patterns of these stage.
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5.3 Context - the Interface

There are many existing groupware systems, with various features to suit their context

of use. The main feature of the design of Intertac-I is its flexibility. The Intertac-I

software design is based around a single window (see Figure 5.1), with a panel overlaid

for scribble drawing and notes. Within the main frame various internal frames are

able to be opened by the student on request. The internal frames contain the tools

for viewing text or diagrammatic files. The position of these frames are selectable by

the student.

The Intertac-I interface is based on a Java Windows Class, with similarity to

the Microsoft Word (TM) text editor interface (see Figure 5.2), rather than rooms

(as used in Teamwave). This provides an analogy with the computer as a window

onto the files being viewed and edited and matches the student’s concept or model of

design tools used in the Software Engineering program. Also the use of Java as the

programming language provides cross-platform functionality for the system. While

the interface may not appear exactly the same on all computer systems, the software

can recognise the software objects on any computer systems.

The main frame interface shows the following shared features:

1. Awareness Text Line included at top of screen which lists students are on-line.

2. Overlay window for rough notes and sketches that can be selected by the student

as visible or not (see Figure 5.3)

3. Visible representation of the state of the Overlay On/off button (see Figure 5.3).

4. Chat single line frame that shows the last line of chat to provide visual access

to the interchange when the chat window is obscured (see Figure 5.4).

5. Overlapping interfaces to the Tools that have been opened for group view2 (see

2Tools can also be opened in local mode only.
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Figure 5.1: Intertac-I Interface
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Figure 5.2: Window for Document Editing

Figure 5.1).

6. Each student’s contributions to the session to be distinguished eg. by user name

or colour (see Figure 5.4).

7. Select on menu to start or join a group session (see Figure 5.5).

8. Select on menu for a role such as Facilitator, Record Keeper and Librarian (see

Figure 5.5)

9. Separate tools available to students who select a role to assist these different

roles (see Dialog note for minute for Record Keeper in Figure 5.6).

Many aspects of the interface are set as variables in student files and can be altered

at run time. The data repository is local so students may have different versions and

work alone on their material. Even in group mode, the students can close or minimise

windows independently of each other. Dialog windows or comments fed back to

students can be presented in single view mode, or group mode on all windows.

Aspects of the interface which can be altered by the student are:
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Figure 5.3: Overlay

Figure 5.4: Chat window with user names
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Figure 5.5: Menu for sessions

Figure 5.6: Window for Minutes recording
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1. Role selected by student e.g. extra tools are available for a facilitator, record

keeper and librarian.

2. Applications or files that are open e.g. files can be selected to open at start up

by saving a profile of the students’ window, if these are the ones being worked

on.

3. Format of diagrammatical objects e.g. The number of text lines to be included

as descriptors in planning or DFDs and their description can be altered.

The requirements for the applications themselves are based on generic models

rather than being designed for a specific domain. They can then be extended with

features adaptable to the domain of learning.3

5.3.1 Subjects

Students either work alone in what is effectively a non-synchronous mode or work in

a group. Groups can have up to five participants at a time, although four is optimal.

Delays in transmission of changes are too high for more members. The system can

be improved by locking all other editors while one student enters, but this may not

be suitable for group flow of interchange.

The students in collocated meetings are used to being able to tell who is present in

the discussion, who made each contribution and to edit each others’ work as a group.

The software provides this. In using the software the students tended to manage their

contributions to reduce confusion. Edits are made by one person at a time on any one

document. In collocated groups students want to use different subgroups to discuss

and edit different documents at one time. In software this requires separate windows

to open to provide totally separate views.

3For instance the original concept diagram application is extended to draw Data Flow Diagrams.
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5.3.2 Community

In the present learning environment there is little community support. Having ma-

terial on line will provide the opportunity to improve on this. In projects groups

often do not share designs as there is fear that others will gain from this and hence

compete with them in terms of marks. However if all groups obtain the same support

this prejudice may be removed. When previous years’ work is available for students,

it is often not in a useful format as the workshop each session uses a different project

and the previous reports form too great a bulk of data with no method of indexing

for relevance.

Computer Supported Collaborative Learning (CSCL) is seen as a means of increas-

ing community in people’s work or learning. The community provides opportunity for

viewing alternative problem solutions. CSCL can enable a group’s file to be saved in

a format that is suitable for analysis and collection into a limited database of specific

aspects of design for future sessions of workshops. The scaffolding for the learning

can then be supported by a database of previous years’ files.

5.4 Tasks

The tasks that students can undertake are limited by the tools that are available in the

system, so the design attempts to reduce that limitation. However the slowness of the

server does hamper rapid interchange. The software is also designed to monitor the

tasks performed and attempt to analyse these with agent support. This is discussed

in later Chapters where we look at what tasks we can analyse and how we can provide

support on the basis of this analysis.
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5.4.1 Steps of performing a task

The tasks for the learner in the present collocated groups are to be enabled through

software. Clearly, not all tasks can be translated into the new context as for instance

communication through facial expressions are lost without a video link or animated

agent. Yet also new tasks can be performed that previously are not possible in groups.

The most simple example is the automatic record-keeping ability of group sessions

conducted on computer that enhances the performance of meetings, which can be

enhanced by ability to select items from the chat log to form notes.

5.4.2 Division of Labour

The are various roles that the students are encouraged to use, such as facilitator,

record keeper and librarian (of electronic files). These roles require specific tasks

performed in separate single student windows.4 These roles are used to support

the learning of group processes, for instance documentation and summary of minutes

can be made from the chat window.

Since the project is treated as a collection of separate tasks that individual group

members perform, which must be integrated at the end of the session, project man-

agement becomes a part of increasing group efficiency. Hence the workshops provide

an opportunity of providing advice and tools for planning that will improve the team

processes.

5.4.3 Co-ordination of Labour

Any division of labour requires co-ordination of the labour towards the output or

product, the final report. The group will usually divide the document into separate

4That is, windows that are not editable by other students, and may not be shared in the group
view.
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sections that must be compiled into the final report. This necessitates developing a

design that is consistent across the different formats in which it is presented. Any

design decision must be made by the group and recorded as reminders. Also trace-

ability of requirements through the document from text to graphics (which is stored

in textual form as XML) provides support for this work.

The software provides a window to store cut-and-pasted comments for future

discussion to be managed by the facilitator as shown in Figure 5.6. Also, the record

keeper uses a linked window that retains all such comments discussed in a session

or earmarked for the next meeting. This provides continuity and consistency in the

learning, just as minutes do in collocated groups.

As part of the support for project management in collocated groups, students use

a Gantt chart planner. This can be augmented online with a template for the course

structure to encourage the groups to start using the tool. Then each milestone or

task can be used to send alerts to the group to check the required tasks have been

completed. Also the Gantt chart has certain rules or restrictions on its use that can

be used to filter the input of data and encourage better planning.

5.5 Tools

The tools in a constructivist learning environment must be designed as flexible envi-

ronments with primitive objects (such as text and diagrammatic figures) which the

students can manipulate. Many tools have already been developed to enable learner-

centred instruction, or independent learning.

The present system is provided with a text editor, a simple notepad editor also

used for feedback from the system, a drawing tool that can be unstructured, as in the

overlay window, or structured into compound objects as in the Data Flow Diagram

window and Gantt Chart window, and a chat window.
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The tool applications themselves are originally developed at the University of

New South Wales. Some have been replaced in the second version of Intertac with

open source versions of the tools. The new Gantt5 and Editor6 tools are open-source

applications that have been extended for use in this context. The original framework

Architecture made the plugging-in of these external tools fairly easy, while retaining

the desired functionality for the Intertac system.

Basic functionality is provided by two classes of tools being text and graphical

editors. These are then refined for each individual tool by including the rules and

requirements of that interface.

5.6 Object

Particular emphasis has been given to the flexibility of the environment required to

enable students to construct their own learning by working on object (report) and

in an environment that is unstructured where possible, as well as through the tool-

based scaffolding required for support (as opposed to later additional scaffolding from

agents).

5.7 Architecture

The architecture of Intertac-I is designed to handle the following aspects:

1. Front-end:

Event-based messaging for maintenance of the synchronous interface.

Updating in blocks to reduce the rate of updates.

5derived from Egantt at http://www.egantt.com/.
6derived from Ekit http://www.hexidec.com/ekit.php.

http://www.egantt.com
http://www.hexidec.com/ekit.php
http://www.egantt.com
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Figure 5.7: Intertac-I Component Architecture

Component-based design for easy upgrading to incorporate the tools of the

learning domain, such as concept maps, HTML editors, etc.

Common format of tools for easy analysis of activities across tools.

2. Back-end:

Compatibility allows for future compatibility with other external applica-

tions, such as individual editors, by using XML output from the Intertac-I

tools.

Local repository for individual reflection and review, including Activity Log.

The original design of Intertac-I is to have the tool as the main component to

be manipulated. With the need to adapt open-source applications to the system to

improve the available tools, Intertac-I is redesigned to make the Java JInternalFrame

class the main component (see Figure 5.7), as this is an easy adaptation of the JFrame

class used as the main component in the format of many tools. The tool is then added
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Figure 5.8: Intertac-I System Architecture

to, and manipulated through, the Internal Frame. Changes to the tools are shared as

changes to the Internal Frame contents.

Intertac-I provides both synchronous and asynchronous sharing of files. Syn-

chronous sharing is through the server with an event based messaging system. Asyn-

chronous mode is through file sharing. One of the most crucial aspects of synchronous

systems is the efficiency of exchange of change events from other users.

Intertac-I used a centralised server (see Figure 5.8) which maintained a tree struc-

ture of serialised representations of all the Internal Frame objects and the text or

graphical objects in the frame. At any time a student can join a session on the

server and receive a broadcast of the current screen display. Changes can be tracked

between different students and different times. Also the centralised log included de-

tails about which windows are selected by each student.7

7This information can be stored on the client side as selecting a window (other than Chat) to
edit, locks it to other students.
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5.8 Analysing Actions

Data from the main window and application tools is stored in the Activity Log. The

log can be analysed for patterns but we need to start with an assumption as to what

sort of patterns we are looking for.

The research looks for patterns that of activities that relate to three aspects of

learning as described by Dillenbourg and Self [100]. The aim is to find learning activity

patterns which can extracted from students’ actions on the computer and appropriate

learning activity patterns which can be enacted by the computer in response to these

activities by the students. These aspects of learning that are considered are:

Verbalising strategic decisions by computer modelling such decisions:

1. Observing actions requiring explanation and feedback, such as when addi-

tions and deletion patterns suggest conflicting actions.

2. Analysing conflict between different individual’s knowledge require resolu-

tion

3. Analyse conversation patterns which suggest conflict.

4. Using the integrated tool to analyse common threads running between the

tools.

5. Estimate progress of group through the project and time required to com-

plete.

6. Analyse documents for adherence to rules of the domain, such as graphical

rules or limits on length and layout of text documents.

7. Compare structures in student documents and diagrams to a template or

previous years’ examples, where appropriate. 8

8A course planner is provided as a guideline for milestones in the project.
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Acquiring a better model of learning by computer suggested approaches:

1. Observing errors in learning and delays in learning by missing activities.

2. Observing conflicting activities and suggesting an approach.

3. Observing omissions in knowledge or use of concepts and provide sugges-

tions.

Acquiring reflective skills by:

1. Proposing a deeper approach to the domain at appropriate stages through

alternative views, such as when students reach a certain depth of under-

standing on a concept.

2. Providing alternatives approaches to the learning to raise questions

Many of these points requires some form of detailed analysis of interactions from

the Chat tool and also across all tools. The limitation of developing patterns results

from the present fairly unsophisticated online systems.

While the students will make various keypad and mouse actions during their

interactions with the computer (or in fact with their peers who are also on-line), the

log of these actions can be quite meaningless unless the actions can be described in

context.

For instance, an arrow linking two objects (a and b) is not just an arrow from

point a to point b. It is a link between these two objects and whatever information

they contain. In other cases the interpretation of the actions will be dependent upon

the context. Some text in a circle may just be a way of highlighting text, or in the

case of DFDs, it is a process and its name, by convention.

The server keeps a record of every action of the group members, including dele-

tions. This is to be replaced by a Group Modelling Agent in Intertac-III. This data is

used to develop the learning activity primitives. The server includes information on:
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Source Includes the student who is subject of the action, the time of action, the

object changed, the change made to object in tool (add, delete, move) or file

(save, new).

Proximity For example, start and end of an arrow, or position of inserted text and

any links to other objects eg. object in tool (DFD links) or file (sub-level DFD).

Conceptual Occurrence of important concepts in the course.

The patterns derived in this thesis are designed to be combined through the pat-

tern language to derive more complex agent analysis relating to a sequence of actions.

From these individual actions an agent can analyse:

Duration How long did each group of actions take to form?

Opposition Students deleting and replacing objects with different or similar struc-

tures.

Completion Activity patterns that are completed.

Absence Absence of an expected part of an action.

5.9 Verification Testing

As in the development of any software for general use, it is important that it be used

by people other than just the developers, who are not typical users. Thus much of

the fieldwork described in the next chapter involved analysing how students used the

software, and how this can be improved.

Once the Computer Supported Co-operative Work (CSCW) software is developed,

there are different approaches that can be taken to verify the effectiveness of the

software. A controlled experiment can be conducted to analyse the effectiveness of
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meetings held through the software interface, as compared to collocated groups. Some

work has been done in this area by researchers such as Rein and Ellis [302]. However

this provides a linked focus on the ability of groups to carry out activities using

CSCW and what tools can be developed to maximise benefit of the environment.

The present work has a broader focus, that of developing a process elicited stu-

dents’ needs in terms of requirements for support for learning activities, and then

translating them into software agents. Field studies are conducted using the soft-

ware, without controls. The students’ activities, learning processes and requests for

changes are recorded. From this we developed a design for agent support as described

in the following chapters.

5.10 Conclusion

The research has provided a framework for developing groupware for use in distance

learning in a design course for software engineering. It is believed that many of the

features of the generic interface are suitable for other domains, and the ability to

plug-in open source tools increases the suitability. However, it is a fairly bare bones

interface, suitable to computer scientists and engineers, but not so suitable in the

humanities.

The next chapters continue with the development of the software, researching

the design of agent augmentation for learning support. While we have provided a

basic design in this chapter, rather than enhance the design itself, we aim to provide

another form of learning support. By connecting agents to the system we provide

immediate reaction to learning activities that analyses and enhances them.

We are assuming the students provide the intelligent designer and the system can

only analyse according to information it holds, either in historical project files or rule

files. The agents will work in such a learning environment as long as they provide
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scaffolding that students can use or respond to, rather than attempt to do the job of

constructing the report themselves.



Chapter 6

Pattern Description

6.1 Introduction

This chapter describes the different actions derived from the activity of students’

learning on the Intertac-II system and relates then to the different levels of approach

derived earlier. The patterns are then described as Executable Semantic networks in

the following chapter. Here we explain how the patterns are derived from the data

and the existence and completeness of the patterns are justified within this learning

domain and software environment.

The patterns describe the manner in which students execute their learning ac-

tivities in the environment, and are a study of approaches to learning activity, as

an extension of the Phenomenographical studies of approaches to learning in the

abstract.

6.1.1 Planning the Conceptual Framework

The extraction of learning activity patterns relied on Action Research approach. The

aim is to extract and categorise the actions used by students in their learning. The

128
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conceptions and approaches which had been analysed in the first experiment formed

the basis of this research and the results have been cross tabulated in Section 6.5.

The patterns derived are to be used for implementing agent support, and the

pattern must be derived from computer observable actions, rather than the answers to

specific questions to students (as is done in Intelligent Tutoring Systems). The pattern

expression is limited by the analytical tools, however the structure still encompasses

future agents using improved analysis by computers.

The other dimension to this research is to establish if different depth of learning

activities can be extracted as patterns or part of the pattern conditionals, that is, if

different depths can be observed, then the pattern will implement different response

to that process.

The objects and their attributes which can be observed on the present software

on the computer (including the log files) are:

Words :

1. Concepts of the domain,

2. Tokens used in chat tool, or

3. Flaming words

which can be analysed for the sequence of actions.

Actions 1. Addition or deletion of a user’s own or others’ contributions, or

2. Opening, saving or closing of files

which can be analysed for the interaction between users.

Interactions :

1. Within one tool or within all tools, and
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2. Within one user’s actions or between users

which can be analysed for attributes such as length, location and timing.

Timing :

1. Schedule of document production,

2. Occurrence of conceptual words in content of chat log, or

3. Delay in contributions such as response

The timing may be compared to a course schedule that gives estimates of ex-

pected timing or timing of lecture structure.

Structures in student documents and diagrams compared to templates where ap-

propriate.

Rule adherence where rules existing in the learning domain1 and can be expressed

in terms of proximity, direction, repetition or commonality with archival exam-

ples. Rules can also be developed in terms of expected actions or interaction

sequences that may be incomplete and hence the next step can be recommended.

As part of this research approach, it is also assumed that the aim of any pattern

analysis includes isolating the varying levels of development in each aspect of learning

and providing feedback that emulates the next level or scaffolding that supports the

progression to the next level, when students have achieved a prior or alternative level

of learning activity.

1such as graphical rules or limits on length and layout of text documents.
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6.2 Collecting Data

Data is collected on students working on the software on a group project. This

second experiment is run on students working in groups of three or four on the

software Intertac. Students are asked to volunteer and are selected as a group, or as

individuals who are assigned to a group, on the basis of providing a variety of cases

for study, as discussed in Section 3.3.2.

There are 20 groups run in three sessions of 7, 7 and 6 groups each. The groups

are listed in Table 6.2 below. Each session ran for about 3 weeks, during which time

the students meet when they can, on-line, and achieved as much of the project in the

time they had available. Most of the data is collected from the later two sessions,

as the earlier groups had problems with the server and tool that had to be reworked

according to the specifications developed during the early work (see Chapter 5).

The students actions are recorded as log files of the commands transmitted by

the server, and as regular version of the files they are working on. An example is

shown in Section 6.2.1. Time information on the opening and closing of tools and

transmission of changes to the tool contents are included in the server logs but only

used for clarification. This data is used to develop a dynamic picture of events mostly

at a descriptive rather than quantitative level.

In this experiment, student groups are asked to engage in one of two different spec-

ification projects (one easy, the other more complex). Students with little software

engineering experience are given the easier project of having to develop diagrams of

a recipe for an Asian meal, a project which is used in the course to assist students

to attempt DFD’s and obtain feedback on their use of the diagram format. Other

students with more software engineering experience are given a more complex task of

having to produce a specification document for a proposed software system described

on a commercial web site.
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6.2.1 Log file

The data is stored in the Activity log as:

"No";"Type";"Label";"Class";"Method";"User";"Exception" 1;ADD

;1;MmServerSession.first;writeObject;"Object "//3" written with value:

[ckutay|black]"; 2;ADD ;1;MmServerSession.first;writeObject;"Object

"//11" written with value:

+|false|10|java.awt.Color[r=0,g=0,b=0]

|java.awt.Font[family=monospaced,name=Courier,style=plain,size=10]|

|117|12|191|139|21;|false|1|java.awt.Color[r=0,g=0,b=0]

|java.awt.Font[family=monospaced,name=Courier,style=plain,size=10]

|1|150|53|157|42|21;|false|1|java.awt.Color[r=0,g=0,b=0]

|java.awt.Font[family=monospaced,name=Courier,style=plain,size=10]|

|153|64|153|53|21;|false|1|java.awt.Color[r=0,g=0,b=0]

|java.awt.Font[family=monospaced,name=Courier,style=plain,size=10]|

|153|75|153|64|21;|false|1|java.awt.Color[r=0,g=0,b=0]

|java.awt.Font[family=monospaced,name=Courier,style=plain,size=10]|

|153|86|153|75|21;|false|1|java.awt.Color[r=0,g=0,b=0]

|java.awt.Font[family=monospaced,name=Courier,style=plain,size=10]

|All_Group|122|97|185|86|21";

6.3 Analysis

The data is analysed to extract patterns of learning activity. The aim is both to

develop a suitable pattern structure for the definition, and also to isolate all patterns
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possible in this system. While this is only one system, the generic nature of the

components and the component based architecture of the tools suggests that such

patterns are generic to groupware systems. Albeit more sophisticated system enables

more complex analyses. However much of the sophistication of groupware tools lies

in how the student use the tools (for instance if students use the tokens in chat a

much greater analysis of chat patterns is enabled) rather than the tools themselves.

6.3.1 Evaluation of the Theory

The patterns of student activity derived from this research require evaluation in terms

of the method used to extract them from the large amount of data provided by the

student’s files. This is achieved in part by comparing the results to previous research

in the area of group interactions in Chat and the few articles which document research

into other learning aspects, such as contribution to the group. It is found that all

patterns or cliches which have been previously isolated, are also able to be isolated

in this work, with similar analysis of the appropriate response. This is discussed in

Section 8.1 where we discuss the implementation of the patterns and look at examples

which match previous research.

While there is no opportunity to compare expert advice to the computer responses

which would occur from the implementation of the patterns as agent, the pattern

implementation is developed in consultation with project students who are employed

to develop the agents. These students had in the main completed the workshops

courses themselves, and are asked to consider what they would prefer as support

during their learning. The patterns as presented for them are found to be clear for

them to understand (if not implemented) and they are in agreement with the analysis

and response to the learners incorporated in the patterns.

Finally the patterns form a complete set within the domain researched as they are

extracted using the basic activities on the computer, hence any other patterns must
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be derivable from combinations of these patterns.

6.4 Research Approach

In order to analyse patterns of interaction in the log of the groupware activity, a

methodology of encoding speech acts and other activities has to be established first.

To do this we decided what sort of patterns we can look for and hence what actions

to analyse. The types of patterns selected are patterns of increasing depth of activity,

of group processes, of efficiency in document production and efficiency of learning.

In Section 5.8 we described the information that the tools provide the agents. This

forms the data which we collected, together with the text documents and diagrams

which formed the product of the group work. Also the chat logs provided information

on the group which can be interpreted by human analysis to support the analysis of

what can be interpreted by the computer from the students’ interactions.

6.4.1 Review of Prior Experiments

Work has been done previously on students’ patterns or processes in groupware. Most

previous studies have been focused on one type of interaction, such as knowledge

sharing in Chat analysed by Soller and Lesgold ([345]) and participation using problem

solution differences in prepared designs in work by Constantino-González et al. ([87]).

These previous studies have not developed a pattern structure or language. In this

section we describe the sort of patterns that have been studied before, as a basis for

the more complete description of patterns developed in this chapter.

While Intertac does not use the same attributes for analysis, a similar approach to

Barros and Verdajo [28] is used to construct the Executable Network designs for Chat

interactions from the experimental analysis. In the networks, there are sequences

which, when traversed, provide certain assumptions about the group progress, or
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Reference Focus Rel. 2 Aspect Queried
Soller and) Knowledge Sharing Yes Tokens
Lesgold ([345]
Soller and Active Learning Yes Dialogue Analysis
Lesgold[342] versus Encouragement
Constantino- Participation Yes
González Contribution No Uses prior designs
et al.([87]) by individuals
Boud[50] Argumentation Yes Chat only
McManus and Problem Solving Yes Chat only
Aiken [231] in Chat
Berzeny [33] Dialogue skills Yes

sensitive to
relationships

Veerman, Structure and focus Yes
Andriessen content of debate to
and Kanselaar [373] task goals
Shaw et al [334] Giving information No Dialogue Analysis

is facilitation
Asking for information Yes
is Performance

Webb [387] Questioning requires Yes
Immediate feedback for
learning

Barros and Sentence Openers Yes Conversation Graph
Verdajo [28] related to group created plotting flow

attribute through nodes
relating to attributes

Table 6.1: Previous research in area
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suggest which certain advice can be given for the next stage. These sequences form

special cases of the generic Chat interaction patterns.

6.4.2 Process of Analysis

The students worked on their project for various periods alone or in sessions, at

both times using Intertac-I. Where possible, given time constraints, the researcher

joins the group on-line to monitor conversation live. This enables the researcher to

gather a ’feel’ for the interactions and ask immediate questions to verify the impression

obtained of the groups focus, process or present stage.

For instance the researcher notes frequent editing, and highlights that to inspect

the logs for this pattern. Or the researcher finds at times the conversation seems

inflammatory when the group replies that they are just used to talking that way to

friends. Given the large amount of data collected, this extra data provided a means

of sifting out the patterns significant to those working in the group, as opposed to

the patterns that are observable in the final design, for example.

The files collected from the students’ sessions are encoded for manifest patterns in

the objects, based on the criteria for collection as discussed in the previous chapter.

The encoded sessions are then reviewed with the aim of understanding these patterns

of interactions and then the students are interviewed to relate this to their perceptions

of their learning experience during that session.

The results of this data analysis are then compared to latent variables found

in group interviews that covered their experience during the session. For example,

apparent patterns of poor communication can be compared with students’ views of

how the discussion went. After investigating such issues we went back and compared

these answers with the data once more to assess whether the group’s perception of

their experiences correlated with any patterns in the data.
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6.5 Results

Given this brief sketch of the data available, we then looked at the pattern areas

which we wish to study:

Depth of Activity This is linked to the levels of approach introduced in Chapter 4

(relating to report writing, group and work processes) and conceptions (relat-

ing to group and work process as learning, decision making, linking document

sections, requirements, DFDs and specifications). (Section 6.7)

Efficiency of Document Production This includes templates of the document

structure, which can be provided, and sequences of insertion and deletion that

signify design decision problems. (Section 6.8)

Efficiency of learning This includes all the resources that can be made available

to students to improve their learning in the domain. In particular, if files from

previous years can be searched for specific features as alternative examples for

students, what sort of search patterns can be used? (Section 6.9)

Given the broad scope of interactions that fall under these headings, it is neces-

sary to restrict the review to particular aspects that concerned the lecturers in these

courses. Also the detailed discussion of the patterns of activities under group and

work processes (such as roles, sub groups, etc) is not included as they were found

to be specific examples of the generic Interaction Patterns and hence this would be

repetitive. They are included in the patterns tables in Chapter 7. A discussion of

the results of tracking and analysing these interactions and learning approaches is

summarised below and organised in terms of the listed aspects.

Within each aspect the categories of activity patterns are extracted that appeared

to reflect different activities for learning. These activities are named according to

the most similar category in the approaches to learning that aspect extracted from
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interviews in Chapter 4. The similarity is derived comparing the category of approach

used by the group during the interviews during the experiment, and matching this to

the most commonly occurring activity pattern for groups in that category.

Tables are presented in each section showing the most apparent correlation be-

tween expressed views of the approach to learning from Chapter 4, group range of

experience (low, medium, high or mixed) and the patterns of activity taken through

the software interface. In many aspects the mixed group show the most variation

across category. However this may arise from the difficulty in extracting a coherent

group view on either approaches to learning or a coherent pattern of activity by the

whole group. In the mixed experience group some members are frequently more dom-

inant than others in collocated meetings. Often different people would dominate in

the computer communication forum. Hence if the group view is developed from the

dominant members, this will change between interviews and computer interactions

analysis. The mixed group showed more variation within the group due to many

factors including the lack of familiarity of the group members with each other, and

the lack of confidence at times by those less experienced.

The type of groups involved in the study are detailed in Table 6.2 below. This

shows that the range of experience of mixed groups was great, in that some contained

second years, some only third and fourth years. The details of the effect of different

variations across groups is not considered in this work.

6.6 Computer Analysis of Learner

At this stage it is worth looking at what it is possible to physically analyse from

computer data. Beside the various activities that students can carry out, the impor-

tant aspect for analysis is the relation between these activities. These attributes were

described above and are summarised here:
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Group Number Experience Year Outcome Design
Number in group
Gp 1:
1 4 Mixed 3/ Mature Age Poor
2 4 High 4 Very Good
3 5 2 Medium/High Medium
4 5 3 Medium/Low Poor
5 4 2 Low Good
6 5 3 Mixed Good
7 4 2 Medium Good
8 4 2 Low Good
Gp 2:
1 4 1x2, 3x4 Mixed Very Good
2 4 1x2, 3x3 Mixed Good
3 4 2x2, 2x3 Mixed Very Good
4 4 4 Mixed Very Good
5 4 1x2, 3x3 Mixed Good
6 4 1 Mixed Poor
Gp 3:
1 4 1x4, 3x3 Medium Good
2 3 3 Medium Poor
3 3 3 Medium Good
4 4 2x2, 2x3 Mixed Good
5 4 2x4, 2x Mature High Poor
6 4 3 High Very Good
7 4 3 High Good

Table 6.2: Groups in second experiments
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1. Sequence of activities

2. Scheduling in relation to course progress

3. Length of contributions

4. Frequency of contributions from each user

5. Conflict in contributions such as chat arguments (which may be productive) or

editing other’s contribution in documents and diagrams (which may be counter-

productive)

6. Similarity between example designs or templates and the student’s design or

document.

Combinations of these may form good learning, deep learning, or poor learning.

The challenge is to isolate as much as possible from the data. We have some idea of

how the groups are learning from interviews and watching their progress, so we want

to see how much of this can be extracted automatically from the computer data.

In the following discussion of the activities that we observed of users online we

include the name of the Patterns that were extracted to describe the type of analysis

that was performed to distinguish different learning approaches, or different learning,

group process or document writing problems. The Patterns are described in the

following chapter, but this chapter provides a link between each pattern and the

analysis that derived it.

6.7 Depth of Activity

This section looks at patterns that correspond to the levels introduced in Chapter 4.

Only three categories are analysed, these are one of the approaches to learning (group
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and work processes) and two of the domain conceptions (linking document sections

and requirements).

This section provides an analysis of how groups can be distinguished as to their

depth of activity which is then related back to the depth of their approach, or the

depth of the outcome. Some aspects of these differences rely on how the students

use the tools of Intertac, so they may not be able to be analysed in all groups. For

instance if students use Chat Tokens the meaning of their chat interaction is clear, if

they develop their own project schedule we can compare progress to this timeline.

One feature of groups working on the projects is the changing focus of discussion

and of their work. Even when dealing with a small design, students often talk about

other issues, especially as they wait for a member to do the editing. When they do

have difficulty with their design they will discuss many issues in quick succession, not

fully resolving them. Sometimes they will link these changing foci and build their

knowledge progressively, while other groups just seems to search around, without

direction. Within each project, there can be a limited number of foci for the design,

and by analysing what the students did in terms of these foci there emerged a picture

of the patterns for approaching design. For instance the design may have a login,

a reporting system, various types of records and related functionality and a related

database structure.

6.7.1 Group and Work Processes as Learning

When working in a group, students can take different approaches to both the learning

of the process, learning through the process, and enacting the process. We suggest

that these are linked, so that the process that can be observed by computer is a

manifestation of the approach. We describe here the processes and pattern types

observed, in relation to each conception developed in the earlier research in Chapter 4.
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Expedient Processes Tasks are allocated in the first session. Discussion within the

group is limited, as each student works alone and does not compare with other

members to share ideas. There is little conflict or decision making over design

issues. There is never much conflict, even near the end in trying to collate the

design. Not much problem with deadlines, as whatever is done suffices.

This is analysed by the interaction sequence on chat and the amount of editing

on-line. This is handled by the Chat Analysis Pattern.

Constructural Processes These are similar to expedient processes in that tasks

are assigned early, but there is some discussion of how and why the work is

divided as it is. In addition, some conflict will arise over design, but is quickly

solved. The word easier is used often in such discussions. Some cross-editing

of each others’ documents. Often delays at the end trying to collate the design.

There are often problems with deadlines.

This is analysed by use of the Topic in Chat ”Task Allocation” or scheduling

of such tasks using Chat Analysis. Also it can be analysed by observing the

split in files or sections of files handled/edited by each person using Document

Template and Document Editing. Also the Decision Making Pattern can analyse

the decision process near submission milestones using Planning Schedule.

Operational Processes There is more discussion of the actual problem and a little

task allocation at the start of the work. Conflict is more drawn out in discus-

sion, and more concepts introduced. Overall there is little argumentation, more

explanation, and fewer problems with deadlines than the previous category. A

good deal of cross-editing of each others’ documents is in evidence.

This is analysed through Chat Analysis, and Planning Schedule. Also the Ex-

plain Change Pattern can analyse the length of time spent in discussion and

Document Editing linked to different users.
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Expressed View Experience Activity
Social low, medium and mixed Expedient
Ritual low and mixed Expedient
Ritual mixed, medium and high Constructural
Political low Constructural
Political mixed, medium and high Operational
Political high(1) approaching Structural

Table 6.3: Relation between Approach expressed in Interview and On-line

Structural Processes 3 Discussion of the design as a problem at the start, with

little task allocation during the sessions. There is an appearance of things

happening without the effort of co-ordination in that roles are clearly defined.

Discussions of conflict in design do not involve argumentation. Rather questions

are made and explanations given as to what the design signifies. Sometimes

design sections will be redone by other members of the group without conflict.

Use of User Roles and less Sub-group patterns found. Learning analysis through

Chat Analysis patterns show efficient learning. Also cross editing analysed with

Document Editing but not showing associated conflict in Chat Analysis

Many of these developing skills of the group are already a part of the design

of Intertac-I: planning and allocating tasks; providing explanations either to groups

or individuals; ability to edit or redo others’ documents, etc. Where increased use

of these processes is considered important, further analysis is undertaken in later

sections to provide motivation and guidance.

Table 6.3 shows the correlation between expressed approach and patterns of ac-

tivities described above, as varies for different group experiences.

The groups found that even if they had coherent views of the learning domain

of group processes, the lack of experience in the domain of learning can affect the

3This is an ideal conception that is approached by only one group, but can be encouraged as a
progression on the previous developments.
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approach to groups as they are enacted in their online activity. Hence their under-

standing is ahead of their activity. While providing support for learning may be

productive, there is some need to ensure that groups are initially formed in a manner

that enables them to function well and have related experience to avoid this situation.

The types of patterns abstracted from this data are described in the Section 7.7.1 in

the following Chapter.

6.7.2 Document Integration

These conceptions formed part of the learning part of the process, but use slightly

different categories. When dealing with the conceptions, rather than the approaches,

the enactment is not as closely linked to the conceptions, and hence harder to analyse.

Each of the patterns explained in the following chapter relate directly to each of the

sections discussed here.

Post-check Separate sections of the design are rarely in view at once. Only when

discussion is complete on a section will it be compared to previous design sec-

tions.

Direct-Design The design of the Data Flow Diagrams is based directly on the re-

quirements, and the enactment of each requirement is used to create separate

sections of the diagram that are then linked together. This requires a lot of

editing of diagrams, usually by their originator. Often this results in excessive

inputs and outputs to processes in the DFD designs.

Pre-Design An outline of the DFD is developed first and then details are filled in.

This may be done by other members of the group. There is more editing of the

lower-levels diagrams, but still some editing of the contents of processes at the

higher level. Requirements are still referred to more later in the work.



CHAPTER 6. PATTERN DESCRIPTION 145

Expressed View Experience Activity
Post-check low and mixed Post-check
Direct-Design low and mixed Post-check
Direct-Design low, mixed, medium and high Direct-Design
Pre-Design mixed Direct-Design
Direct-Design mixed Pre-Design
Pre-Design medium, mixed and high Pre-Design
Conceptual medium and high Conceptual

Table 6.4: Relation between Interview and On-line approach to integration

Conceptual The requirements are reordered into sections first, then the DFDs are

started. If the sections are already ordered into groups in the project, the group

still discusses this. The design makes links between wording of sections in the

requirements and DFD top level processes from the start.

It is possible to analyse what view of the document the student selects; who is the

original author of a file and then if someone else edits it; and commonality of work

between requirements and DFDs. However, by themselves these are not enough to

distinguish between levels of conception. Many agents will have to be linked to form a

multi-agent system that develops a plan of the group’s conceptions. Alternatively,

the separate types of actions related to different levels of this concept can be analysed

by single agents and seen as equally valuable in encouraging the students to develop

the range of skills to deal with different design problems.

The results suggest that the activity patterns extracted do relate to the approaches

to integration that are expressed by the students. While the level of experience of

the group will effect this relation, it can be expected that students with lower or

mixed levels of experience with DFD will not be able to perform to the level of their

understanding of the design process in general. While they can express the approach

they feel should be taken, actually carrying out the process online may be difficult

due to their lack of expertise.
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Mixed groups caused the most cross over in the above table. This is possibly as

one view tended to dominate the group online, but not necessarily the interviews. It

is interesting to note that those who are verbally adepts at expressing their views,

may not have been able to express them online.

6.7.3 Requirements

The conception of requirement is visible through the focus of changing requirements;

deleting requirements; talking about changes; related changes to DFDs; informing

the client4 of changes; and relating the requirements to the DFDs. These are linked

by the following actions, in order of depth of approach.

Null Pattern Few changes to the requirements, and the changes that occur are not

linked to discussion of the topic of the requirements.

Explain Change Requirements Pattern Changes to requirements are temporally

linked to the design of that section of the DFD or B specification. Usually re-

quirements are removed. The group often forgets to include reasons for this

change for the client. Also changes can be made late in the workshop course.

Template Course Plan Pattern Changes are made during the design phase,5 and

linked to an explanation in the document. Changes tend to be less than in

previous categories.

Context Design Pattern Changes to the requirements start in the first session and

include some additions as well as deletions. There may not be a strong relation

between the wording of the requirements and some of the processes and data of

the DFD, as extra features are added.

4The projects involve developing software for a realistic client, based on the requirements the
client has provided.

5phase of course can only be identified by course plan template
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Expressed View Activity
Social Null Pattern and Explain Change
Prescriptive Explain Change
Conceptual Template Pattern
Contextual Context design

Table 6.5: Relation between Interview and On-Line approaches to editing

The processes which can be implemented by agents to support deeper conceptions

include the removal of requirements could require some explanation in the document

relating to this removal, or change, using Explain Change Requirements. In addi-

tion, when requirements are discussed in workshop seminars as proposed on a course

planner template these could be tracked in the student work.

As applicable to all the patterns dealing with the level of approach or conception

by the group, any sign of variation in depth of approach must be analysed using

more than one basic pattern by collating the multi-agent analysis in a Group Model

proposed in Kutay and Ho [207].

6.7.4 Cognitive Context

The main difficulty in tracking the conceptual development of students is the lack of

any accurate way to connect their discussion and actions with each concept of the

domain. The approach used is similar to that used in CHAOS [337], which provides

a Lexicon of terms or the jargon from the domain of learning. The lexicon is used

here to support conversational grounding by comparing the history of a student’s

contributions with the lexicon. The same lexicon can be used as a Data Dictionary

for the Data Flow Diagram development.

From the analysis above, it is proposed that by providing a summary lexicon as

topics of a student’s contributions to Chat,6 students are encouraged to focus their

6These keywords linked to Chat contributions are called Topics.
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conversation, or ground it in the course. The students can also then receive support

for how much and what type of conversation has been linked to each lexical word

or phrase. For instance, has there been much explanation, disagreement, argument,

decisions made, and so on?

This can be matched to the expected level of engagement with that concept in

the course, at each stage of the workshop, using Topic Chat Analysis pattern and

Template Course Plan. For instance, the software expects more engagement when

a particular topic is introduced into seminars. In particular the Chat files can be

searched to verify if the topics are being taken up by the groups.

Feedback relating to the concepts and the context of the learning can be placed

in the chat window to form part of the discussion. The human mentor went online

during discussions by groups during the experiments and used this avenue with some

good results in terms of assisting the student’s discussion through feedback related to

a simple analysis of the token sequence and use of key domain words. The difficulty

expressed by students is in needing the interjections pitched at the correct level of

understanding, or at the correct time in their work. This can be assisted by the use

of a course plan that provides a time line for the expected development of various

concepts.

6.8 Efficiency of Document Production

Many documents or diagrams produced in the workshops have a set structure or rules

of format. While some of this can be presented in templates, sometimes it is useful for

students to have their work analysed according to these rules automatically, rather

than repeat the same errors in their mid-session and final reports. These rules and

also templates change with the domain.

Students recommended that options be set up for them to view document by
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structure. That is, the student can select to view the headings and summary only

of each section, or headings and descriptions of the type of contents relevant to that

section. The template including headings and a description of the role of that part of

the document can be included as the document template for the course. Students can

then edit this directly, removing the extra information for displaying and printing a

normal view.

The main problem with the document development is for students to maintain

consistency during changes to the design. The first aspect of this is maintaining

consistency within one document or diagram since DFDs have to maintain consistency

between diagram levels. Students claimed that by being able to trace views of a

concept or subject helps them to develop consistent documents. This can be done by

students selecting sections of the document relating to a certain aspect of the design

as they develop the document, and then view these paragraphs and diagrams alone

when reviewing this aspect, similar to the ideas used in CREWS-SAVRE [234].

The second aspect is maintaining consistency between documents, or parts of

the document. There is no access by students to the ideas developed in another’s

document during offline editing, except through the chat description by that student.

This can be analysed by Explain Change pattern. In practise users are presented with

a finished worked-over document at each meeting, without a view of the changes.

Changes can be included as a separate view option, similar to the use of views

discussed above. The following aspects are analysed with the corresponding patterns

explained in the next chapter.

Document Design The course has certain expectations for the layout of the doc-

ument which can be used to generate automatic document advice by agents.

If the students are to be marked on these aspects of layout, they should have

them reinforced during their learning.
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Expressed View Activity Pattern needed
Pre-structural Design
Pre-structural Description
Uni-structural Consistency
Multi-structural and Relational Construction
Multi-structural and Relational Feedback

Table 6.6: Relation between Interview and On-Line scaffolding for document writing

Document Description A template can be included to provide the suggested sec-

tions and a description of the significance of each section.

Document Consistency The students can link their document by threads of sub-

jects or concepts, which they can display in separate student-selected views.

Document Construction Students are continually changing the document. This

may be done off-line, or using other software, and when it is shown to other

members of the group they may not be aware of the changes between versions.

A versioning difference list can be generated when in group session, to provide

information to generate queries for the students about alterations and present

these as part of group discussion.

Diagram feedback This study used Data Flow Diagrams (DFD) in the document,

as an example of a diagrammatic form used in the students’ projects. In each

discipline different diagrammatic formats are needed to represent various parts

of planning or design. The design of Intertac is such that it is envisaged that the

rules of each diagrammatic form can be linked to the system through agents,

rather than requiring that they be programmed into the tool each time a new

diagram type is selected.

The Table below shoes the categories of approaches to document writing and the

activity patterns that can support groups using that approach.
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6.9 Efficiency of learning

Improving learning also involves linking students to resources that help them change

their view of their own understanding of the domain. Creating diagrams is an area

of design that requires scaffolding in the form of alternative suggestions, since it is

difficult for the computer to analyse if a design is good or bad, beyond whether it fits

the rules of that format of diagram. In terms of diagrammatic rules, the feedback rules

are identical for all diagrams so it can be easily implemented by rule-based agents,

as done for Entity Relationship (ER) diagrams in COLER [84]. With other aspects

of the design, such as alternative approaches, the feedback will depend on the design

that students have developed so the appropriate advice is difficult to automate.

The main request from students is for examples from previous projects. The

workshop projects change each session so the requirement is to find the similarity

between each current project and linking them to similar products from previous

session projects. Not only does the software have to find resources that are similar

to the design being developed by this group, but also has to find this similarity in a

different project context.

To search files from previous years for specific features as alternative examples for

students, what sort of search patterns can be used? In the research, the diagrammatic

analysis relied on selecting the basic aspects of each drawing primitive and looking

for patterns of similar designs.

Visual issues such as joining data flows in close proximity to each other is a problem.

Better-spaced alternative designs can be displayed.

Keyword searches for keywords missing from the processes and data flows can be

undertaken. Unfortunately, the keywords can change between projects in each

workshop, so it will be hard to analyse across years, except when dealing with

common system processes, such as login processes or the designing of timing as
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a requirement into the system.

Design Steps Some steps in the process of diagrammatic designs are handled badly

by students, such as combining sections of a highly detailed level and then

moving the detail to a lower level of the design. The two diagrams in this

process, before and after, can be displayed from the context of another project,

hence abstracted from the details of the particular processes of the student’s

design.

Similarly, documents from previous years can be searched for changes in patterns.

Note that the searched documents will not be about the same software project as the

one the students are working on. The patterns observed between distinct projects

which are worth noting for search categories are:

Length of section Where students’ sections appear too short on some aspect, dis-

play a longer example.

Use of sections If important sections such as Non-functional Requirements are missed,

then the students can be shown an example for them to see what this section

covers.

Expert Sections Where sections are generally handled badly in the course, such as

sections on integration of aspects of the design document, then an example of

a skilled report can be displayed.

These alternative designs are to be presented in a way that encourages the student

to consider why their design/document differs, and how it is dependent on the context

they have assumed. This is done in many areas of distance learning with hyperlinked

pages to alternative approaches. Intertac is designed to provide a similar environment

for group interaction and links can be made within the Intertac software using agents

to analyse the patterns of the present design for the selection of suitable scaffolding.
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There is no study in this work of the categories of approach to learning efficiency.

This aspect of the pattern analysis in fact is more focussed on the generic learning

and how to support learning many ways, irrespective of the learner’s approach. The

patterns are described in the relevant section of the following chapter.

6.10 Conclusion

The common feature of most of the analysis of student learning in this domain has

been that many students need to see formats, processes, rules and skills in context.

We can give then feedback on the web, in seminars, with their mentors, about the

rules of DFDs, the format of their document, the need for integration in their report,

etc., but we still get many students who miss out. When this information is provided

directly to them, and related to their diagrams, their document, or their terminology,

they can at least engage with the information, even if they may still not relate it to

their learning.

Where possible we aim to relate the information to the level at which the group

or at least some members of the group are working. This is partially to reduce the

redundancy in help systems such as that used by Microsoft and also to provide support

that is most useful.

From analysing the students activities, the type of support we wish to give to each

approach, and the sort of tools students may use to assist their learning, we have

described various patterns of activities that can be analysed and used to implement

agent support. The following chapter describes the Patterns and how the support

will be implemented using a pattern structure.
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Pattern Structure

7.1 Introduction

When the specific patterns of collaboration are isolated they can be used for encoding

the data log from the computer-based groupware. This operation can be performed by

the agents which will function in a similar way to the human encoder in this research,

developing a model of student progression through various learning processes. The

agents will then be able to providing appropriate when a process or plan is well

identified. To set up the functionality of these agents, we had to initially do this work

as human encoders for the specific domain of learning we are studying.

In order to develop a process of supporting learning of any domain in collaborative

software, this research started with a study of how this learning is done collocated

and online. By experimental monitoring of students’ use of the prototype software,

ideas are gained of the needs of the students and of the patterns in their processes.

A second version of the software is developed to incorporate the proposed modelling

and agents. The patterns that have been isolated and incorporated into the software

are presented in a pattern structure in this chapter.

The previous chapter looked at the generic activity patterns types that arose

154
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during the initial stage of Action Research. The study looked at the complex and

multitudinous acts of students on the Intertac-I system. This research now looks

at analogies between the different patterns to see if there is any common structure,

and to simplify the support, by developing templates for similar patterns of learning

activities or interaction.

Then to implement the patterns for learning we link the activities to the scaffolding

or feedback to be provided by the software for this action. In this chapter we provide

a pattern structure for Implementation Patterns. This the second stage, or action

stage of the Action Research, as it will enable the development of agent support for

the software. The agents will support the learning environment in a way that is

designed to improve learning, thus completing the Action Research process.

7.2 Pattern Approach for Implementation

Design Patterns are developed as a vehicle for recording and conveying design expe-

rience. They are developed originally by Alexander [13] in the area of architecture

of the built environment, and are now used in software design (see Gamma, Johnson,

Helm, and Vlissides [129]) to analyse the commonality of features in building and

their interdependence.

The patterns developed by Alexander [12] consists of the following structural

features:

Name A short phrase to refer to the pattern.

Context Abstract description of situation.

Problem to Solve Specification of problem.

Solution Recommended solution and consequences of the solution.
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Other studies of group work (Burton and Brown [67],Constantino-González and

Suthers [84],Gianoutsos and Grundy [135], McManus and Aiken [231],Műlenbrock and

Hoppe [259] and Soller [344]) have looked at how users interact with the each other

through the computer, and described interaction patterns as discussed in Chapter 6.

These patterns have been implemented in software in various ways. Most involved

developing semantic net representations of the knowledge included in the patterns.

Semantic nets (see 2.11.2) have been used to support computer reasoning about

knowledge such as Petri Nets used in analysis of contributions for constructive conflict

and Neural Nets for analysis of participation and co-operative problem solving. In this

thesis, an executable network form of semantic net is used to illustrate the patterns

extracted from the work described in the previous chapter.

Also the general patterns of learning approach and the interaction patterns that

are observed and described in separate sections, are now combined into one pattern

system. These patterns are combined, as the conversation or HCH interaction sup-

ported by interaction patterns is as significant in the learning process (see Pask [281])

as the generation of domain concepts which is supported by the learning pattern

implementation.

Since the pattern structure is designed for implementing the pattern analysis,

we include implementation aspects as part of the initial pattern structure. This

chapter deals with Implementation Patterns which are based on analysis of students’

interaction and learning which leads to some computer response. These are different

to the original descriptive patterns described in Chapter 6, in that the implementation

step (or response to be initiated on detection of a pattern) is now included.
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7.3 Structure for Implementation Patterns

The aspects that are chosen to describe a pattern which reflects the framework used

to analyse the pattern, that is Activity Theory, and the aspects that came out of that

analysis, in Chapter 6. Activity theory is used both for the design of the Intertac

interface and tools, and the agents to analyse students use of these tools. This is

particularly appropriate as the aim of the research is to develop patterns of student’s

use of the interface and tools, and Activity Theory provides a framework which is

based around the interaction between the components of the system, in this case the

students and the software, as well as the learning artifacts.

The aspects of Activity Theory that are important in the analysis of learning and

interaction patterns are:

Context of the activity, including Interface of the system, Activity of interest, Ob-

jective of the learning, Subjects of the activity, and the Community.

Tasks or the content of the learning as represented by the structure of the knowledge

concepts or skills used in the approach to the activity including the Steps to be

performed, Division of labour between the subjects, and Co-ordination of this

labour.

Tools used in the activity including the Means of performing (such as the pattern

type. Pattern types are described in Section7.4), and any Rules and regulations

to be followed.

Object as the visible representation of the knowledge of the individual or grounded

knowledge of the group in terms of what is in the Interface (files diagrams etc).

This includes the Outcome of the pattern which is the scaffolding provided or

the computer response, and any Activity change as a result of scaffolding or

support given.
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The aim of developing patterns for learning is to provide learning objectives in

a format that can be easily translated into agent support. Hence the patterns are

determined as much by the group activities as the outcome or computer response.

Given certain aspects that we are trying to teach in the domain, we have certain

learning goals. These goals need to be translated into patterns, as the outcome event

of that pattern. In particular the support initiated as the outcome when a learning

activity pattern is analysed, will aim to provide timely support to the students’ learn-

ing activities. By analysing their present view, or present state of interaction, the

computer agent can provide scaffolding that relates to the present learning goal that

is not being achieved.

We separate the learning concepts and approaches supported by the patterns into

types, such as group or individual learning. Within each type, a similar approach to

code development for agent implementation can be used. This nomenclature of type

refers to the focus conception or skill to be learnt, rather than who is learning, or

whose actions are analysed by this pattern.

The patterns developed in this analysis are described using the template shown

in Table 7.1.

7.3.1 Pattern Weight

Each pattern is assigned an initial weight which provides the value of the significance

of the pattern. When implemented in agents this can form a variable that can be

altered, such as by a Learner Model. This weight value is based on Schoderbek et

al.’s [323] four determinants of complexity based on

1. the number of variables in focus,

2. the number of attributes of these variables,
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Name To provide easy reference.
Context (Student or Group) and Tool this pattern is related to.
Objective Description of pattern effect on learning
Subjects People involved (Group, Facilitator, Single)
Content Problem to be solved or skill/concept learnt from

implementation
Type Type of learning processes to be extracted

See Section 7.4
Initiation How the analysis is initiated
Tool Tool that will be used to observe pattern
Implementation for analysis of pattern:
Conditional What prior actions signifies this pattern is achieved

Action Effect of implementation
Conditional - Further Conditional on subsequent action
Action - Response to further conditional

Cognitive Changes that are proposed
Change
Example Give example/s of the pattern
Weight Weight of this patterns to be enacted with other patterns

Initially assigned on basis of pattern complexity.
Role Role this scaffolding plays in learning,

for the formation of pattern language semantics.

Table 7.1: Pattern Structure
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3. the number of interactions among these variables, and

4. the degree of organisation, i.e. the existence or lack of predetermined rules and

regulations.

For example, the pattern User Chat Analysis (Six Token) is an Interaction Pattern

which looks at the interplay of six tokens (Request Info, Rephrase, Acknowledge,

Suggest, Clarification and Explain) out of a possible ten in response to a question,

that is 0.6, and the line number referenced, that is if an Explain refers to the line

number of a Request. The tokens have the attribute of existence only, so are given a

value of 1. The only interaction analysed is the lack of one token amongst groups of

the other (Request Info with no Explain), so this is 1. The are no rules or regulations

involved. Total weight is 3.6.

A more complex form is to look at all tokens in response to a question, or analyse

the explanation received. In the User Explanation Pattern now the tokens, line

referenced and the length of response is analysed so there are 2.2 variables, with now

two attributes but the search is for only one interaction pattern (i.e. Explain that is

short linked to a Request Info), and again there are no rules. So the weight is 5.2.

The concept of weight for a pattern is important in two respects. The higher the

weight, the more useful the feedback or scaffolding tends to be if it is linked correctly

to the interactions. This is dependent upon the second effect of weight, which is

that the higher the weight, the less reliable the analysis that the original interaction

warranted the scaffolding.

This arises from the previous discussion in Chapter 4 where the Phenomenograph-

ical study of learners’ approach and conceptions are related to the focus of the task

they draw from their learning activities. As the way students link or navigate these

foci increase in complexity, their skills relating to the domain of learning or the par-

ticular concept they are learning increase and so does the apparent depth of their
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learning outcomes. This means that more sophisticated scaffolding is likely to be

necessary and assumptions about the student possessing or understanding (or not

possessing) certain knowledge cannot always be assumed.

As with any pattern development, it is desirable to analyse the interconnection

between patterns in the form of similarities. This connection is made through the

type, in that only one type of agent is providing scaffolding at once (see Kutay

and Ho [207]), and the role of the patterns. Within a type, if two patterns are

complementary, they can support each other, where they are contradictory, they

negate each other so may not take action together. Then the pattern with the highest

weight in that context will be implemented first.

Once the pattern structure is developed through analysis of pattern similarities,

the dissimilar patterns must be linked through the pattern language, which can be

used to combine and link the individual patterns. The nature of the patterns and

the aspects that they are patterns of, form the structure of the pattern language. A

pattern language is the semantics of how the patterns relate to each other, or are

distinct. Clearly, in implementation of these patterns, this structure is important for

co-ordinating a multi-pattern system.

7.4 Pattern Types

By necessity the development of patterns is never complete, there is always a possibil-

ity of finding further patterns. However the study described in the previous chapter

is a thorough research into a wide range of learning aspects on a groupware system.

By basing the pattern analysis on the fundamental activates on the computer (listed

in Section 6.1.1), we have provided a complete basis on which to develop further pat-

terns. Since the groupware software used is quite basic, it is expected that advances

in such systems will enable improved analysis of the learner on line, such as modelling
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the learner and the learning group. However, we claim the implementation patterns

for support will still be developed on the same structure.

Firstly we look at how the patterns are divided up into separate types. The first

division in patterns relates to the interactions that are analysed. Patterns are divided

is between those that deal with interactions within the group and those that deal with

learning. The generic Interaction pattern is dealt with in Section 7.9.2 and the generic

Learning Activity pattern is dealt with in Section 7.9.3

These are then divided into those that look at each individual and their interaction

with the group, and those that relate to the group as a whole. Most patterns fall into

the latter category, so unless specified otherwise, a pattern relates to the group as

the combined contributions of the students. If a student is working alone, then the

group and the student coincide. Note that patterns that deal with a single student

are called User Patterns. The term ‘User’ refers to the fact that the agent design

is generic to any user participating in a group, although the scaffolding is designed

for students learning group interaction.

The next division is between implementation types, or the type of computer re-

sponse that is generated. The pattern types are developed from Interaction patterns

that provide scaffolding on interactions and Learning Activity patterns that provide

scaffolding on learning approaches. Using the constructivist principles of learning as

enumerated by Savery and Duffy [319].

The teaching roles for constructivist learning environments, as used in the present

work, are:

Scaffold to provide scaffolding particularly in planning and design

Feedback to provide feedback for reflection both instantaneously with programmed

text or through email to tutor
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Alternative to provide alternative views and contexts and encourage the metacog-

nitive skills required in students developing alternatives themselves.

Reflective Provide opportunity for and support for thoughtful reflection.

These are broken up further in terms of how the agent is designed to deal with the

students’ knowledge.

The scaffolding category is further divided according to the categories of manip-

ulation of knowledge and reflection on knowledge. Manipulation patterns are again

divided into patterns that generate actions that can be classified as scaffolding for

manipulating conceptual knowledge by arrangement, transformation or deducing or

inducing structure. Feedback Patterns are split into Interaction patterns that auto-

matically generate information on procedural skills or actions to encourage reflection,

and Learning patterns that respond to to questions on design or group processes.

Finally there are two types of reasoning patterns. Deduction is reasoning from

the more general to the specific. This is called a top-down approach, working from

theory to confirming observation. Induction is reasoning that works the other way,

from example observations to theory generation.

Figure 7.1 shows the Pattern Types developed, using analysis from section 5.8.

7.5 Pattern Summary

What follows is a table of the main patterns derived from the experiments which

related to approaches to learning and conceptions, document production and learning

efficiency as discussed in the previous chapter. Tables 7.2 and 7.5 show the Patterns

with the Content they deal with, their Type and any linked Patterns.
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Name Content Type Linked
Interaction Analysis of Reflection Generic
Pattern interaction
User Chat Analysis of Reflection Sub-pattern
Feedback discourse Chat Analysis
User Chat Analysis of Reflection Extension of
Explanation Contribution length Chat Feedback
Chat Analysis Analysis of Reflection Generic

Topic Chat Topic used in Reflection Extension of
Analysis a Chat type Chat Analysis
Sub-group Summarise Arrangement

Discussion
User Role Setup Arrangement Opens tools for

for Role Role or Interface
Planner:
Template Provide a Deduction Used by
Course Plan template many
Group Planning Maintain Arrangement Template
Schedule Plan Plan
Editor:
Template Document Arrangement Used by
Document Outline many
Editing Process of Reflection Uses Edit Plan

Editing
Edit Plan Workflow Arrangement Used by many
User Analysis of Reflection Extension of
Explanation Contribution length Chat Explanation

and time
View Make Make Topic Views Arrangement Template Doc.
View Use User Views Reflect Template Doc.
Document Rule Format Deductive Template Doc.
Checker Document

Table 7.2: List of Patterns
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Name Content Type Linked
Design:
Change Search and Display Deduction Design
Design changes Pattern
Context Search and Display Arrangement Design
Design single keyword context Pattern
Alternative Search and Display Provide Doc. Rule
Design Alternatives Alternative Checker
Explain Change in file Deduction Change
Change from last version Pattern
Re-Design Students to give Develop Rule

alternatives Alternative Checker
Justify Late change in Reflection Design
Change design Pattern
Rule Checks rules Deductive Uses Design
Checker Pattern
Diagram Rule Check Deductive Design
Checker Diagram Rule
Diagram Attain top Deductive Alternative
Complexity down view Design
Design Search similar Provide Used by many
Pattern designs Alternative
Require Model:1

Decision Stages to Transform Initiates
Making follow Stage agents
Learning:
Learning Follow Learning Generic generic

process by many
Lexicon Use of concepts Induction Used by many
Concept Extend use Induction Chat
Extension of concepts Feedback

Table 7.3: List of Patterns (cont.)
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Figure 7.1: Tree of Pattern Types

7.6 Expansion of Pattern Types

This chapter lists the patterns resolved in interactions and learning within the software

environment. We claim the set is complete, however each pattern represents many

different implementations, in that a pattern may be used to analyse for different

depths of activity, depending on the rule used for the conditional.

All patterns may appear in either a deep level of activity or shallow, however

their form will differ between different depths of activity. These patterns are used

to analyse depth where one enactment will show a good depth of activity and an

alternative enactment will show less depth. The conditional is the pattern rule which

sets the method for analysing this depth. The implementation of the agents will

provide feedback relating to the particular conditional of the enactment.

Some examples of specific patterns are given in the Section 8.1. However first

we present the types of activity which can be defined as a pattern, and which are

therefore available for such analysis.



CHAPTER 7. PATTERN STRUCTURE 167

Notation

When listing some of the pattern types developed in the present work, the following

convention is used. Where features from Intertac-II are used, such as Section View

which is an option to view a document as all its sections each with a summary, this

is written as starting with capital letters. Where the concept has not been previously

introduced, this term will be explained.

Pattern names are written as starting with capitals, and there is much cross

reference between patterns and their sub-patterns in this chapter. In particular many

patterns rely on the Planning Schedule Pattern to determine the stage of the workshop

that has been reached in relation to themes that have been covered, work that is

complete, and deadlines for submissions. The Planning Schedule keeps track of tasks,

their completion times and their dependencies.

As mentioned above, patterns that analyse a single student at a time, rather than

the group as a whole use the prefix User and are often just specific applications of

the more generic rule for the group, which has no prefix word.

Diagrammatic Representation

The patterns are also represented visually as networks to assist the development of

the agents. It is noted that these are event based networks rather than state based

networks, in that the analysis does not seek to analyse the state the group or user

may have reached, but rather analyses the transition events and uses these to develop

a response that does not necessarily assume a certain interaction state has been

previously reached.

This is similar to work by Soller and Lesgold [345] where the state of the learner is

only known to a certain probability from the previous states and the transitions made.

To simplify the diagrams this research has removed the reference to the unknown
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states. The network diagrams provided do not provide all details where a pattern is

repeated within another pattern, to enable them to be read easily.

What follows is a section for each type based on sections for results in Chapter 6,

which are:

1. Depth of Activity

2. Efficiency of Document Production

3. Efficiency of Learning.

A further section on Group Processes covers the processes that are highlighted

as areas for learning in the course and is included for completeness. This section

includes the area of Decision support which gives an example of combining agents to

form a more thorough analysis of the activity.

7.7 Depth of Activity

The section looks at patterns of Learning that deal with improving approaches to

learning activity in group processes and improving the use of domain specific concepts.

1. Group Learning Process,

2. Document Integration and Editing,

3. Requirements, and

4. Concepts.

7.7.1 Group Learning Process

This section covers specifically patterns of simple processes that reflect good or poor

learning from the group interaction.
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Much of the development of process skills by the group such as participation,

decision making and conflict are analysed and supported already in other groupware

systems. The approach here is similar, but it is worth presenting the types of patterns

developed in this area.

The possibility of scaffolding for different approaches to the group process is lim-

ited at present. With the development of a Learner Model a closer approximation

can in future analyse the level of the students or group awareness of group processes,

through analysis of the history stored in the model.

This section looks at the specific group processes which form patterns of group

interaction. These combine different Users activities through User patterns and then

analyse as an interacting group.

Chat Analysis

The patterns relating to analysing chat contributions are generic to all patterns that

relate to analysis of the discourse, either through sentence openers or tokens. Rather

than describing specific patterns for every group process encountered, such as sharing

knowledge or effective decision making, the generic patterns provide a structure for

all such pattern.

These patterns arise from the interaction of contributions in the Chat window.

The contributions are indexed by a token indicating the intent of the comment. While

the manner in which students use tokens will vary according to their understanding

of the words, the analysis of the patterns from students Chat logs locates the most

significant paths that lead to the outcome that is being analysed.

That is a pattern is a series of steps through the tokens in sequence that is likely

to give an outcome, such as when a student asks a question, there are paths that

are more likely to signify that the students will not feel they have been answered

sufficiently, and are less likely to understand the concept being questioned at the end
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Figure 7.2: Pattern — Planning Schedule

of the sequence, or even the session.

There is also a second token included in the Chat contribution giving the subject

of the discussion, or the main topic. This can be used to initiate comments online

from the information about that topic, stored in the system.

These patterns of Chat Analysis are described later in Section 8.1 as they are

similar in approach and results to previous work in the area, so provide a benchmark

to compare the implementation of the agent with alternative analysis of feedback for

groupware.

Course Planning Schedule

However depth of work in the group also involves the interactions during editing of

documents and diagrams, and how this relates to the the course timetable.

There may be many Planning Schedule Patterns (see Figure 7.2). The Course

Planning Schedule Pattern is linked to the original template supplied by the course

lecturer. The Group Planning Schedule Pattern is linked to the edited version of

the plan made by the group. If this does not exist, they form the same pattern. A
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Name Course Planning Schedule
Context Gantt charts links to other agents
Objective Alert students to time based activities
Subjects Group
Content Track activities that have deadlines and maintain a record

of their completion. Supply Group and other agents when
key points of time in the planning are reached, such
as milestones.

Type Arrangement
Initiate on start of Intertac using Course Plan
Tool Planner tasks
Conditional If task end-time has been reached on Intertac startup
Action Alert students to need to complete and record task finish flag

in Group Model for use by other agents.
Changes Deadlines have to be realistic and followed
Example Milestones of submission of Reports are fixed. Also covers

Course Planning Schedule, Group Planning Schedule and
Topic Course Planning Schedule.

Weight 6
Role Linked to all course activity triggered agents

Table 7.4: Planning
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sub-pattern of the Course Planning Schedule Pattern is the Topic Course Planning

Schedule Pattern.

The Group Planning Schedule Pattern will include requesting the group flag items

if they are completed, once these items fall due. This is aimed at keeping groups aware

of schedules and the work involved in keeping them up to date and relevant, without

taxing their effort too greatly.

Sub-Group

The main role of the Sub-group Pattern is to develop a summary of the work done

in the small group, to present to the larger group session. It should not be used by

any other pattern, except User Patterns (i.e. patterns relating to a single student at

once) relating to the students in the sub-dialogue or sub-session.

The Sub-Group Pattern is used to analyse each new Chat window that is opened

to provide the support of the session (see Figure 7.3).

User Role

When a student selects a role, agents are used to monitor their behaviour within that

role, and scaffold their processes. For instance the facilitator can be given a window

in which to summarise discussion, or to add matters that have been raised but not
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Name Sub-Group
Context Sub-Chat
Objective Encourage students to report small group findings to all

of the group
Subjects Sub-Group
Content Provide summary to larger group
Type Arrangement
Initiate on selection of Chat button
Tool New Note Window
Conditional If Chat is closed
Action Delay close until a summary is requested and entered

in new window, or Note Window closed
Changes Sub-Groups should not work separate from main group
Example If subgroup forms while another individual is editing

a diagram or document that student should be involved
in the decision that may relate to their editing.
The summary can initially include the information
given to students by agents during the sub-group
discussion

Weight 5
Role Works with User patterns of the relevant students in

these sub-session or sub-dialogue.

Table 7.5: Sub Group
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Name User Role
Context Role Windows
Objective Support use of Roles
Subjects Student adopting that role
Content Specifies set up for each role and the patterns for

that role
Type Transform
Initiate on role selection button
Tool Role Windows
Conditional If role selected by a Student
Action 1. Set up windows for that role and display description

of that role to first time student (information required
from Learner Model.
2. Monitor Role Window with specific Patterns
for that Role.

Changes Student aware of function of the role
Example Facilitator should have a window open that can be

used to enter summaries from group work. User
Facilitator Role can advise on how to summarise
if this window is not used.

Weight 4
Role Transform

Table 7.6: Roles

decided in the group, either by typing or cut and paste from other documents.

The separate roles use different instances of the generic pattern (see Figure 7.4).

The roles designed for Intertac are:

Facilitator Has ability to highlight and cut and paste items from other windows to

the facilitator window. Can delete these items when dealt with. Also become

the broadcaster of the session, unless they become disconnected from the on-line

session.

Recorder Has ability to view Facilitator window (as can all students) and can save

it as a summary of the discussion.
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Figure 7.4: Pattern — Set up Role

Librarian Has the ability to save all files under concurrent version control (CVS).

If not using CVS they are advised not to save a session’s files until all changes

have been accepted by group.

All roles are recorded in the Learner Model, which can then act as the record for

an agent to recommend a rotation of roles each session.

Explain Change

This pattern (see Figure 7.5) relies on correct use of the Librarian Role, which ensures

that each version is retained of a file until changes are approved by the group. This is

similar to the Justify Change Pattern that will be used to ensure that major design

changes do not occur later in the report writing, without comment.

One aspect of integration could in theory be checked by computer, and that is

the searching for keywords common to the requirements, the DFDs and the spec-

ification. These keywords are not necessarily part of the course topics, so will be
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Name Explain Change
Context Group/Editor and Diagram Tool
Objective Enable group to keep track of changes
Subjects Group
Content Any changes made not in group mode should be explained
Type Deductive
Initiate On opening of document
Tool Dialog window
Conditional If the document, or diagrams, opened in a group session

differ to those saved last session (using versioning).

Action

Conditional At start of course:
Action The group should be given a list of

changes analysed by computer.
Conditional After a few weeks:
Action The group should be given a summary

of changes, using the Design Patterns
Conditional After the Interim Report:
Action The student opening the altered file

should be asked to summarise the changes
in a separate window.

Changes Summaries of changes should become automatic.
1. Changes have been made that may affect others’ work.
2. Changes can be summarised for group.
3. How to summarise changes.

Example When a use changes the DFD design, the other student
developing the explanation in the Document may
not realise to include the change.

Weight 6
Role Relates to Sub-Group but not linked.

Linked to Course Planning Schedule,
and Design Patterns.

Table 7.7: Explain Change



CHAPTER 7. PATTERN STRUCTURE 177

Document/
Diagram
File

Previous
Group
Version

Model
Course Stagein Group Model

Location Set

Differences

List

Set by Planner

Differences

Suggest
Student
Opening File
Summarise
Changes

Open

Keyword and

List main

Edits by

Size

all

List

Grep for
Changes

Locate

:
Version:
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difficult to locate and track. This is beyond the scope of the present research and

experimentation.

Decision Making

The analysis of decision making processes is more complex than the other patterns

which involved consecutive stages with the same conditional. In this case each stage

is analysed by different conditionals. It has been found that teaching decision making

concepts or process descriptions in the course seminars is not sufficient, and in fact the

actual skills needed to be practised for students to be successful. This may become

exacerbated by the group work being conducted online, which made the handling of

decisions more difficult.

The steps of the group decision making process as described by McLeod [230] were

observable as:

Exchange of information Either dialogue contribution with similar words, or files

open with similar content or structure.
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Aggregation of these exchanges One person draws or writes ideas. Often it is in

shortened form, and so loses many of the ideas in the presentation.

Setting constraining conditions Usually another person will provide the constraints

on the design or idea as presented.

Setting enabling conditions The drawer/editor tends to be the positive voice,

since they are already controlling the presentation.

Results Sometimes another person will take over the drawing and the process will

start again. Other times, the students reported that they just let the person

work with that part of the design. The level of discussion is very dependent on

motivation and whether the students care about the details of the design.

The Wizard for Decision Making (see Figure 7.6) will activate the agents for each

Decision Step in order. The group may only select the next stage and not skip steps.
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Name Decision Making
Context Intertac
Objective Support decision making stages
Subjects Group
Content Stages are presented in a wizard format then

process is monitored by agents for each stage.
Type Transform
Initiate on selection of menu options
Tool Wizard and support agents
Conditional If Conflict is identified:
Action Suggest use of stages in Wizard.

Conditional As next stage is selected in wizard:
Action Activate relevant agent and monitor activity

Changes Aware that decision making follows stages and
stages have certain attributes.

Example If group is changing each others edits rapidly
They can be advised to use Decision Process.
As each stage is selected, wizard activates
agents for that stage which starts with a
description of the relevant process.

Weight 8
Role Extension of Editing

Table 7.8: Decision Making
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Name Decision Making Exchange
Context Decision Making Stage 1.
Objective Learn the need to share information.
Subjects Group
Content Exchange involves various Chat patterns and

repeated use of terms of debate.
Type Transform
Initiate on selection of wizard option
Tool Chat and Document files
Conditional If wizard item Exchange selected:
Action Summarise process on Java Message window.

Conditional Message closed with non-null phrase:
Action Monitor occurrence of words in phrase
OR
Conditional Message closed with null phrase:
Action Monitor occurrence of repeated words
Conditional No monitored repeating of terms:
Action Alert group to lack of common ground.

Changes Knowledge of the Exchange stage and
limited feedback on its occurrence in their process.

Example User select phase but little dialogue
Weight 8
Role Extension of Editing

Table 7.9: Decision Making Exchange

However they select the time when they feel they can move on. The first stage of

Exchange is the only pattern expanded in full here.

The Decision agent is student initiated. The group or a member of the group

must realise that they need guidance with their decision. This may be initiated by

a positive response to another agent suggesting they come to a decision with agent

support. Or it may be selected from the menu. Initially such an Agent can be

generated in the form of a wizard, that describes each step in the process, with a

button for the student to select when they have completed a stage.
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Each time a stage is selected, the agent can initiate analysis of the group inter-

actions that may relate to that stage. For instance in the constraining stage, the

Decision agent can generate dialogue agents to analyse the interactions in the Chat

window for conflict.

The agents generated at each stage can provide detailed analysis of the interactions

at each stage. If the group repeats such processes a few times, it is hypothesised that

the data so collected can be used as a comparative model to determine the stage of

the group in their decision. This is a form of learning by the system that takes the

Individual Model data during each stage and presents this as the data for analysing

the re-occurrence of that stage. The Group Model has been designed with such

applications in mind.

7.7.2 Document Integration and Editing

The next patterns described are those that deal with students integration of aspects

of the design in their design documents, and the patterns of editing that can be

analysed through the group documents. These patterns are built on some of the

basic interaction patterns from the previous section.

View Use

View Use (see Figure 7.7) is similar to View Make which focuses on the Thread

Views that students must set up in their document for tracking threads through the

document and associated diagrams. In View Make the aim is to analyse if the group

is making use of the facility by constructing threads through the document to track

their ideas, or the requirements.
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Name View Use
Context Editor and Tool
Objective Encourage overview of documents
Subjects Group
Content Using different views on the report can produce

different levels of understanding of the document, and
helps in correcting the document.

Type Course Plan Timer
Initiate Permanent
Tool View types selected on Editor
Conditional If Group has not selected a particular view.
Action

Conditional If have not used a particular view
Action Suggest they check the view for aspects that

particular view supports, e.g. Section View
shows what sections are included plus a
summary of their role in the document.

Conditional A week before Interim Report is due, check
if Thread Views have been used recently

Action Recommend Thread Views to be used
for consistency checks.

Conditional Two weeks before Final Report if Thread Views
has not been used since Interim Report

Action Recommend Thread Views for consistency checks

Changes Students are aware of attribute of each section.
Students check document entirely before submission,
particularly for consistency.
Reinforce consistency check.

Example Students can be encouraged to select each requirement
as a View and link the parts of the document that describe
each requirement.

Weight 3
Role Relies on Planning Schedule

Table 7.10: View Use
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Editing Plan

The Editing Plan (see Figure 7.8) relates the editing of documents to the Schedule

Plan of the course. Editing at different stages can reflect good planning as well as

the level of changes expected as the course or project progresses.

User Editing

The editing pattern looks at the sequence of edits and deletes in the files, either by an

individual, or in the group. User Editing follows a single User, but the Group pattern

is similar in that the same sequences reflect the same level of cohesion of ideas, or

conflict, in the group.

As an extension, the Editing Plan Pattern (see Figure 7.8) uses the Editing Pattern

(see Figure 7.9) to monitor the editing by the group then used the Course Planner to

determine the level or type of response.

Another pattern that is related to Editing Pattern in the domain of DFD design
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Name Editing Plan
Context Editor and Diagram Tool
Objective Encourage good organisation of work by pointing

out bad practises
Subjects Group
Content Work Flow arrangement ensures that the basic

design outline is completed early.
Type Arrangement
Initiate Permanent
Tool Deletions related to stage in course
Conditional If early section of Document or higher level of diagram

is edited later in planning.
Action

Conditional First time pattern detected
Action Ask group if that change could be

envisaged earlier.
Conditional Second time pattern detected
Action Ask group if they are considering

other similar changes, and thus complete
this part of the design now.

Changes Incomplete initial design leads to more re-work later.
1. Encourage thorough initial planning and thinking through the design.
2. Encourage complete re-thinking of design before starting edit.

Example When groups do not discuss problem first but start
with task, they tend to find errors in higher level design
later in the design stage.

Weight 8
Role Linked to Planning Schedule

Table 7.11: Editing Plan
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Name User Editing
Context Editor and Diagram Tool
Objective Monitor session editing patterns
Subjects Student
Content Edits should not add and delete work

repeatedly
Type Arrangement
Initiate Permanent
Tool Log of adds and deletes
Conditional If material just deleted was recently

added
Action Ask Student deleting if they need to plan more
Changes Students tend to add and delete when not sure

about next step.
Weight 6
Role Used by Editing Plan

Table 7.12: User Editing

is the need to maintain a low limit of inputs and outputs to a process or the diagram

become cluttered and overloaded with information. When designs are edited during

the course, the design tends to be overworked, and this problem of information over-

load occurs. These types of analyses are done through the Diagram Rule Checker

pattern.

7.7.3 Requirements

A special case of the Explain Change Pattern (see Section 7.7.1 is the Explain Change

Requirements Pattern that ask the group to include an explanation in the report

whenever they change requirements, so that the client will be alerted to the changes

and made aware of why they are necessary, in case they do not wish to accept the

change.

Also, the Course Planning Schedule Pattern (see Section 7.7.1) forms the structure

for all patterns relating to the topics of the seminars planned at each stage of the
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workshop course. The Topic Course Planning Schedule alerts groups to the lack of use

of thematic language or jargon in their discussion and report. This is an arrangements

type of agent that encourages students to link this recently heard knowledge to their

own work, and hence possibly incorporate it into their own knowledge arrangement.

When used in workshops with a course planner template provided, the template

includes the planned time of introducing different topics into the seminars. These are

compared to discussion to verify if they are being taken up by the groups, as a form

of scaffolding.

7.7.4 Concepts

The patterns in this section look at the cognitive state or development of the group.

There are two types of patterns that are derived from analysis of the group actions

in relation to their understanding of the concepts of the domain. These patterns can

be supported by tools which users can choose to use, as well as computer initiated

activities.

From the analysis in the previous chapter, it was proposed that by providing a

lexicon of terms and concepts which students can use as topics for their contributions

to Chat, students are encouraged to focus their conversation by grounding it in the

course. These topic tokens can be used to extend the capability of the analysis.

Also, the timing of interjections in Chat can be further analysed by the use of a

course plan that provides a time-line for the expected development of various con-

cepts. The timeline and Chat logs are compared to verify if they are being taken up

by the groups. If not this is an alternative trigger for feedback.
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Concept Extensions

In order to develop different approaches to the important concepts the patterns in

which a concept is used and be analysed and scaffolding developed with the aim of

encouraging students to link their understanding of a concept to a different focus on

the concept.

The Tool used for feedback will depend on the tool that contains the concept

discussion. If this is in the Chat tool then advice is focused in Chat also (see Fig-

ure 7.10).

Topic Chat Analysis

The students can also receive support for how much and what type of conversation

has been linked to each word, or phrase, in the domain lexicon. For instance has
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Name Concept Extensions
Context Editor/Chat/Diagram
Objective Extend the experience of the use of concepts in context
Subjects Group
Content Provide deeper use of concept as the lexical word is used

during the group work
Type Inductive
Initiate Permanent
Tool Dialog Window or Chat
Conditional When use of concept reaches certain level
Action Display information for next concept extension
Example Each rule will change with each concept. For instance

discussion of titles of the report sections one time in
Chat causes a comment of this section of the report
template to be displayed. Discussion of the concept
constant used in B code either in Chat or in the
Document five times causes a comment about this
aspect of B to be shown in the Dialog Window

Weight 4+
Role Extends the separate patterns of lexicons of document

template, planning activities and specification terminology.

Table 7.13: Concept Extensions
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there been much explanation, disagreement, argument, decisions made, and so forth.

This pattern relates to the Chat Feedback Pattern which has already been covered,

as it deals with user interactions.

Topic Chat Analysis relates the topic or concept to the type of Chat Analysis used

(see Figure 7.11).

7.8 Efficiency of Document Production

The areas where students needed support are analysed. Some of this support comes

from recommendations for tools to be provided for use in learning. Other support

arose from the need to analyse past and present designs for patterns. Patterns include

the document structure and diagram structure as well as how students use the tool

provide to improve the efficiency of their work:

Template To provide document description a template can be included with the

suggested sections and a description of the role of each section.
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Name Topic Chat Analysis
Context Chat
Objective Encourage appropriate discussion of topics in Chat
Subjects Group
Content Verify the a topic has been dealt with in the Chat

discussion according to Chat Analysis patterns.
Type Reflection with feedback from Model
Initiate Course Plan Trigger
Tool Topic selected for Chat line
Conditional Topic Course Planning Schedule triggers occurrence

of Topic in workshops OR Topic is used in Chat
Action Verify Chat Analysis Pattern used with Topic selected

Conditional If Chat Analysis Pattern found from
Topic lines

Action Notify Students to manner Topic has been
handled in Chat

Changes Group aware of how they are dealing with Topics
Example Use Topics Course Planning Schedule

to verify Topics are discussed or not
using User Chat Analysis Pattern.

Weight 4 +number of token/10+number of links
Role Extension of Chat Analysis Pattern

Table 7.14: Topic Chat Analysis
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Document Rule Checker Pattern To improve document design the course doc-

uments provide certain expectations for the layout of the document in the form

of a template, which can also be encoded as automatic document advice agents.

If the students are to be marked on these aspects, they have them reinforced

during their learning.

View Make and Use Patterns To improve consistency, the students can link their

document by threads of subjects or concepts, which they can display in sepa-

rate student-selected views.

Change Pattern To improve document construction when students are continually

changing the document, either when off-line or using other software, a summary

of these changes can be displayed for group comment. This ensures that other

members of the group are made aware of the main changes between version.

A versioning difference list can be generated when in group session, to provide

information to generate queries for the students about alterations and present

these as part of the agenda for group discussion.

Diagram Rule Checker Pattern This study used Data Flow Diagrams (DFD) in

the document, as an example of a diagrammatic form used in the students’

projects. In each discipline different diagrammatic formats are used to represent

various parts of planning or design. The rules of each diagrammatic form can

be linked to the system through agents, rather than requiring that they be

programmed into the tool each time a new diagram type is selected.

The students can be provided with a document template for the course that pro-

vides views already with sections and their definition or role in the Report structure.

The View Make Pattern described above encourages students to make use of the Topic

Views. They are then encouraged to inspect these views with the View Use pattern.
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Also Explain Change Pattern described above is used to ensure that the document re-

mains consistent during editing. This will remove some of the construction problems

seen in the documents that are submitted.

Document and Diagram Rule Patterns define the rules for the report layout and

the diagrammatic rules for the domain. While these change between domains, the

general form will remain the same for some particular patterns.

The Document Rule Checker (see Figure 7.12) for documents will look for aspects

such as what sections are used, their relative length, etc. The Diagram Rule Checker

(see Figure 7.13) has a definite list of rules for that diagram format, such as the

extensive rules for DFDs.
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Name Rule Checker
Context Editor or Diagram Tool
Objective Check rules in documents/diagrams
Subjects Group
Content Check for each rule at finish of drawing
Type Deductive
Initiate on close of file
Tool Note window
Conditional If rule not followed
Action Open Note with text description of Record

found with error
Example If DFD Tool.process found with too many

inputs and outputs close together then display
the text string of the Process and error

Weight 7 (Document) & 7 per rule (Graphic)
Role Reads all design rules and searches using

Design Pattern

Table 7.15: Rule Checker

7.9 Efficiency of learning

Next week look at the patterns that emerged as relating to the efficiency of groups

learning new concepts or skills. The output is to provide timely alternative views

and to question exiting views, to stimulate changes in approach. The patterns are

described below.

Design Patterns The main request by students was for examples from previous

projects. The course projects change each session so the requirement is to

find the similarity between each current project and linking them to similar

products from previous session projects. Not only does the software have to

find resources that are similar to the design being developed by this group, but

also has to find this similarity in a different project context. These alternative

designs are presented in a way that encourages the student to consider why

their design/document differs, and how it is dependent on the context they
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have assumed. This approach to feedback is used in distance learning where web

courses use hyperlinks to alternative approaches to solving a problem, however

in the pattern approach we provide feedback to any pattern matching solution

provided by the user.

Interaction Patterns During the entire session on-line, the students are interacting

through the various tools. Often their use of the tools to seek and gain answers

to questions, or discuss differences, is poor. In particular students are often

inexperienced in the steps required to resolve conflict or to even acknowledge

and use conflict constructively. Some basic analysis can be made through the

use of Tokens to describe the student’s intention in Chat contributions plus

their actions in other tools.

Learning Activity Patterns Similarly, the students are often inexperienced in learn-

ing course material at any detail. Students have been encouraged to learn for

assessment, and avoid the extra work required to extract meaning from their

courses. The main aim and design motivation of the workshop courses, and

Intertac, is to motivate and encourage students into a deeper approach and

conception of their learning.

7.9.1 Design Patterns

Design patterns are used to search files from previous years for specific features as

alternative examples for students, or what sort of search patterns is used? In the re-

search, the diagrammatic analysis relied on selecting the basic aspects of each drawing

primitive and looking for patterns of similar designs.

To search files from previous years for specific features as alternative examples for

students we use the Design Pattern. This pattern analyses similar features of designs.

This can be used both to check for similar design aspects in previous years and also
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for differences between an older version of a design and the more recent version.

Visual issues which relate to rules of the diagrammatic from used in the domain.

In the case of DFDs we found the issue of spacing in designs was a suitable

pattern for searches.

Keyword searches can be specified for keywords specific to one years project, or

across many years for generic features such as logins and the designing of time

into the system.

Design Steps such as top-down rather than bottom up approach can be displayed

in a sequence of diagrams from any problem domain.

Similarly, documents from previous years can be searched for changes in some

patterns. Note that the searched documents will not be about the same software

project as the one the students are working on. The patterns observed between

distinct projects which is worth noting for search categories are:

Length of section relating to a template format specified for the course, for in-

stance the introduction is shorter than the Requirements section.

Use of sections such as required sections missing or out of order, then examples

using the correct template with description of the role of each section can be

selected for display.

Expert Sections that show a good handling of sections that are generally not well

understood, such as the Executive Summary in the domain of this research.

Finally, there is the Design Pattern which is not an implementation pattern. It is

a pattern used by other implementations to match the Design Pattern of a group’s

design or part of their design to that of historical documents, using a comparison

algorithm on the graphical representation of the data in the files. Table 7.16 below
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gives a list of search criteria available. Files are searched on the basis of similarity in

Attribute 1, looking for alternatives in Attribute 2, as listed in the table. The content

column gives a summary of learning content of the resultant designs that are found.2

The Design Pattern is used to:

Alternative Design Pattern (ADP) Search for alternatives to the present stu-

dents’ design.

Change Design Pattern (CDP) Search for changes in design between versions of

a design.

Context Design Pattern (TDP) Search for related aspects of one design through-

out the document by keyword search.

The Design Pattern is described by the following structure:

Name Design Pattern.

Type Document/Diagram.

Features Search specifications (see Table 7.16).

Weight Significance of this difference. Depending on the learning priorities the lec-
turer may like to set some rules are more important for searches.

7.9.2 Interaction Pattern

These are the patterns in how people interact on all tools, so use Chat Analysis with

extra data from students editing strategies on other tools. These patterns are an

extension of the Chat Analysis Pattern. The actions that are analysed for patterns

are additions, deletions and moves in editing and the interchange of Tokens in Chat.

2Rule Checkers are applied before the alternative designs are displayed.
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Patt- Tool Object Attribute 1 Attribute 2 Content
ern Searched Found (search (search

similar) dissimilar)
ADP Document Section Name Length Importance
CDP of section
ADP Document Section Name Exists Use of section
ADP Document Section Integration (Search all) Expert view
CDP Document View Keyword (Search all) Use of views
TDP
CDP Diagram Process Name Input data Different
ADP and output data complexities
ADP Diagram Process Name (Search all) Alternatives
ADP Diagram Data Name Split data Synchronous

vs. un-split Data
ADP Diagram Process Name Number of Condense
CDP inputs/outputs design
ADP Diagram Process (Search all) Spacing of Visual
CDP inputs/outputs design
TDP All Keyword Lexicon word Context Use of

keyword

Table 7.16: List of selection criteria for design patterns
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Name Chat Analysis
Context Chat Tool/Single Student
Objective
Subjects Single Student
Content Learning in groups involves various actions by all group

members
Type Reflection
Initiate Permanent
Tool Topics and token or sentence openers
Conditional If the features of a Conversation Act that support learning

are not visible.
Action

Conditional Is the student aware of the situation?
Action If they select yes, suggested action.
Conditional Is group aware of the situation?
Action If one selects yes, suggested action.
Conditional Is situation gone?
Action Reward the group/student that changes pattern

with an appropriate Context Extension.

Changes Make student aware of pattern, and verify pattern is problem.
Make group aware of pattern.
Link change of pattern to learning.

Example See User Chat Analysis, and Topic Chat Analysis.
Weight 3+number of token/10+number of links.

Depends on the particular analysis pattern.
Role May be linked to Interaction patterns.

Table 7.17: Chat Analysis
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Name Interaction
Context All Tools
Objective Enable group to be aware of the type of editing and

participation processes they are using
Subjects Group
Content Sequence of editing linked to contributions to Chat

provide information about the group processes
Type Reflection
Initiate Permanent
Tool Editing Pattern plus Chat Analysis

Patterns
Conditional If pattern observed
Action Notify group that pattern has been observed
Changes Try to remove unsuitable patterns
Example One student adding material to a document that another student

deletes
Weight Depends on the Interaction detail
Role extends the Chat Analysis Patterns and

Editing Pattern

Table 7.18: Interaction
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This is a generic pattern (see Figure 7.15), so we have included examples of this

pattern which are:

1. User Participation Pattern which checks if a student is involved in dialogue (via

User Chat Participation Pattern) and opens their own files for group discussion.

2. User Dominance Pattern which checks if student’s contribution to dialogue and

document editing or opening is about average.

3. Co-operation Pattern which looks at how the group works on documents and

diagrams, either editing separate tools at once, or one editing and others chat-

ting with links to the visible part of the document or diagram made in the Chat

window.

4. Sub-group Patterns where students elect to work in a smaller group either in a

new session or new Chat window.

7.9.3 Learning Activity Pattern

Learning Activity Patterns are those that relate to the depth of activity in learning of

a concept or an approach to learning. At present we use the stage the group is at in

the course timetable to assess the present depth of activity, or to assess the knowledge

that is available to the students to date. Hence, this is an assessment of the knowledge

that is possibly available for synthesis into the students’ own understanding.

This is a very simplistic approach and this research involved a more comprehensive

analysis of patterns of the depth of approach. In accordance with the findings of

Booth [45] we found that:

Depth of conception is usually attained through exposure to a greater variety of

uses of the concept; and
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Depth of approach usually involves the ability to develop an overview of the learn-

ing.

Hence we have developed Implementation Patterns that provide increasing com-

plex representations or experiences of conceptions (Concept Extension Patterns) and

ones that monitor bottom-up designs (Complexity Patterns in DFDs) or encourage

top-down document development (View Patterns on Documents).

7.10 Conclusion

This chapter provided a basic overview of the patterns types that are extracted from

the analysis of students actions presented in Chapter 6. By taking a pattern approach

this research is able to cover a much broader area than any previous research into

learner support on group ware. It also provides a broad basis on which the design

agents which can deliver support in the multitude of process and approaches which

learners use on-line.

These patterns need to now be implemented as agents in a manner which takes into

account the generic aspects of each type of agent, while providing detailed analysis of

student activities and their effectiveness for interaction or learning. That is, rather

than simply develop agents for each pattern or sub pattern, we also have extracted

common features of agents to provide a generic framework for their design.



Chapter 8

Implementation

8.1 Introduction

The pattern structure developed in the previous chapter merely provides the range

of patterns which can be analysed in the groupware system. For the patterns to be

implemented as scaffolding agents, they need to contain specific conditionals that

specify the rules of the particular implementation of that pattern.

The development of many of these rule would be the role of the lecturer or in-

structor for the domain in which the student is learning. The design is novel in that

it relies on the lecturer to construct rules relating to the specific focus of the course.

However, some of this workload can be reduced by providing reusable rules for learn-

ing activities which are common to any domain, such as interaction in Chat, use of

concept keywords, and so on. We look now at examples of providing implementation

rules for the patterns for Chat Analysis.

This example is used as it mirrors the findings from previous studies by Soller

and Lesgold [345] in their development of Hidden Markov Models (HMM). While this

work cannot verify all the patterns, it is possible here to verify the Chat Analysis

pattern against this previous work.

206
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Figure 8.1: User Chat Analysis Patterns are combined through the Pattern Language

8.1.1 Chat Analysis

One pattern most commonly used in groupware analysis is the scaffolding of learning

through analysis of dialogue or Chat interactions. These previous studies aim to pro-

vide feedback on the basis of the pattern of interchange in Chat. Conversation Acts

that support learning which been covered in previous research are feedback, explana-

tion effect versus acknowledgement, argumentation, questioning and participation.

In this research such patterns are included as part of the Chat Analysis Pattern,

using either a subset of the tokens or all tokens in the conditional, either looking at

all the group members or one User, and possibly linked to other patterns, such as the

length of contributions in User Chat Explanation.

For example, the Chat Analysis Pattern can be implemented for participation

analysis. The User Chat (Participation) Pattern (see Figure 8.1) is a Chat Analysis

Pattern that looks for a single student and how much they contribute, by length and

frequency.

The most basic User Chat Analysis pattern is an analysis of a single student’s

contribution to the dialogue, and the response. First we look at a simple system of

six tokens for a single response (see Figure 8.2). However, we are now considering the
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implementation of the rule for analysis of Token sequence.

In this representation of the patterns, the arcs are numbered with the numerical

value that the path will contribute (either positively or negatively) to a specific out-

come state requiring a specific scaffolding. In this analysis we only know that a series

of events is more likely to lead to an outcome state (in this case the state is one where

the user is requiring feedback), not the exact state at any stage. To analyse the level

reached towards the final state we again look at the case studies. In this example the

outcome state is that a suitable answer to a question has not been achieved so help

is required by the User.

This value given to each arc is the ratio of successful to unsuccessful transversals

of that path. The sequence of tokens used in response to a question are extracted

from the data. They form all the possible paths on the network. The sequences are

then divided into those that lead to a suitable answer, and those that did not, in

terms of the researchers assessment or the user’s later use of the knowledge on-line.

The number of times a path is followed in an unsuccessful sequence is a positive

arc. The particular sequences that lead to a satisfactory answer to the user are

negative arcs(since the unsatisfactory answer is the state is sought). The unsuccessful

traversals of the paths are divided by the total traversals and this value is placed on

that path as the mean for that path. Any sequence of token has a value equal to the

sum of the individual paths. Extra paths can be added to acknowledge the effect of

poor answer mediated by later successful answer and thus the directional paths have

negative value in reverse.

Note that in this case a path traversal of high value is in fact an unsuccessful

learning sequence, as the outcome of the implementation is the need for scaffolding.

That is, certain combinations of events in the Chat are found to be more likely to

lead to students considering that they can benefit from feedback or some form of

scaffolding. By finding the number of combinations of chat sequences that followed
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that path and lead to feedback needed, divided by the total number of chat sequences

that followed that path, gives the value shown on each arc.

8.2 Data Analysis

The analysis of four chat tokens in sequence was carried out on the Chat files of

five groups of student, from the third study group. They were Group 1,2,4,5,and

6. These were the groups that used Chat tokens and had a range of success in

their learning. Also the learning during the particular discussion sequence had to be

analysed either by interview after the session, or by reading the chat file and verifying

that the text showed the students asking the question understood the concept/skill

afterwards. Further analysis could be done on whether the question was about ’how

to do something’ rather than ’what something is’, and if this effects the patterns of

the response.

The files were searched for a ‘Request Info’ token and then the subsequent tokens

collected in sequence if they were the tokens under analysis (see Figure 8.2). In this

pattern we are only looking at one user, hence what is their learning level following

the subsequent tokenised contributions by other students, after they request some

information. There were about 40 such interchanges. ’No Response’ was selected if

the subsequent tokens were not one of the tokens studied.

Analysis of a sequence of tokens stopped when the topic changed (visual estimate

if topic not selected), another question was asked, or five tokens had passed that did

not relate to those being selected (’No Response’). Note that this level of analysis is

not possible to automate by computer, but provides a rule by with such incomplete

answers can be identified through tokens alone.

Soller and Lesgold found it was optimal to consider up to five subsequent contri-

butions [345]. In this method we did not limit the number of chat contributions, and
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any intermediate tokens which were off the topic were ignored. This enabled us to

understand the complexity of the interchange, for instance an acknowledgement may

be followed by a better explanation from another user, so the urgency for feedback is

reduced.

Also in the prior work there were only two involved in the interchange, one having

been given the knowledge and another seeking it. This was not the set up in this work.

There may be many users providing feedback, and it was assumed that the computer

would have to analyse such situations where incomplete and incorrect explanation are

given by different users. Hence where a path was not used more than 1/4 of the time

in that particular analysis (either looking at six token in Figure 8.2, or all tokens in

Figure 8.3 and Figure 8.4 as a response to a Request Information) then that path was

ignored as not typical. Hence the token ’Statement’ was not found to be valid in the

Question Response analysis.

8.3 Chat Analysis Pattern with six tokens

The Pattern for User Chat Analysis is presented in the following table 8.1. The tables

do not provide the explicit enactment rule for the conditional, this is only shown

in the graph, which is a particular implementation of this pattern. Also the work

in analysing the particular pattern implementations is very tedious, and simplified

versions is used in the first implementation in the agent software. However some

patterns are easy to implement directly from the learning goals of the course. This

has been one aim of the research, to enable goals to be translated into feedback as in

closed-answer tutorial systems.

For User patterns the pattern outcome in terms of requiring feedback, or value of

the level of need for feedback, is retained for each student on the assumption that

groups will treat different individuals differently. This Chat Analysis pattern can be
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Figure 8.2: Pattern — User Chat Analysis (Six Token)
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Name User Chat Analysis
Context Chat Tool/Single User
Objective Alert Group to problems in their feedback to User
Subjects Single User
Content Groups provide the opportunity

for immediate feedback
to student queries.

Type Reflective
Initiate Permanent
Tool Tokens and sentence openers
Conditional If a student’s questions are not being answered.

Action

Conditional Ask the student if they are concerned
they are not being answered.

Action If so offer to email summary to tutor.
Conditional Ask the group is they are aware that

particular student is not being answered.
Action Check if answer occurs.
Conditional If student is answered
Action Reward group member who answers.

Give Concept Extension.

Changes The student is aware they are not being answered.
The group is aware they are not answering questions.
The group member links giving explanation with learning.

Example When the student is asking many questions and receiving no
answers this may be a learning problem for that
particular student. It may be that they are asking
rhetorical questions. Leave the option to the student to
answer. If the student selects it as a problem, then
notify the group if it continues.

Weight 3.6
Role May be linked to

User Chat Participation
of this student.

Table 8.1: User Chat Six Token Analysis (Question)
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expanded to include all the tokens as part of the analysis and the feedback can be

enhanced by analysing the task focus as well as any task that is being undertaken

(e.g. Editing) in Figure 8.3.

The Chat Analysis Pattern (Question) (see Figure 8.3) is analysing learning out-

comes which are based on effective and ineffective knowledge sharing patterns as a

response to asked questions. A similar results from dialogue analysis are reported

by Soller and Lesgold [345] in their development of Hidden Markov Models (HMM).

In their work knowledge breakdown (requiring tutor support in the present pattern)

are marked by inaccurate or incomplete explanations (when automated on-line this

can only be analysed by length of receiver response to request for explanation), doubt

(not used as a token in this work but comparable to disagree in how users perceived

the token meaning) and acknowledgement of the explanation.

Since their work also showned the effective learning that arose from user initiaed

explanations, we also analysed this pattern in Figure 8.4. This shows some similar

sequences to those analysed by Soller and Lesgold, and listed below.

The list of sequence patterns extracted by this prior study also rely on knowledge

about who is the person informed and who is requiring information in the interchange

and involves only two users. This analysis was not used in this work as there were

many contributors and sometimes more than one would answer. It was not always

possible to verify if the person giving the explanation actually knew what they were

explaining, or just supposing.. The sequences requiring feedback are:

• Sharer Propose; Sharer Explain; Receiver Acknowledge

• Sharer Propose; Sharer Explain; Receiver Confirm

• Sharer Explain; Receiver Acknowledge

• Sharer Propose; Receiver Doubt
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• Receiver Request Explanation; Sharer explain poorly; (discussion stops)

The following paths did not require feedback as learning was effective:

• Receiver Request Information; Sharer Explain; Receiver Agree

• Receiver Request information; Sharer Explain; Receiver Request Clarification;

Sharer Clarify

• Sharer Explain/Illustrate; Receiver Motivate/Encourage

In this previous research probabilities are not assigned to the events and this makes

it hard to plan feedback based on learner’s need. While the token used in the present

work are not the same as used in this previous research, the general findings are

the same, that acknowledgement and doubting are indications of ineffective learning

and requires feedback. Also an explanation is not sufficient in itself, but may require

more discussion to indicate the learning is successful. Therefore the values attached to

different paths in the Executable Network are close in significance to those obtained

from Soller and Lesgold’s method, providing re-enforcement for their approach. In

particular their method of analysis was semi-automatic, whereas this research used a

manual method, which suggests an improvement for this work.

The aim in this work was to link the feedback to known outcomes at different levels,

which had to be entered manually in this complex domain, however in more closed

domains the HMM approach is useful. In fact by using patterns the HMM analysis

can be extended to implementing agents for many different interaction types.

Alternative research by Constantino-González and Suthers [86] developed scaf-

folding in the form of advice on a groupware system based on sequences of Chat

tokens and variation in the length of contributions between students in the group.

In this prior research the advice given was then analysed by experts for suitability

of feedback in the situation. Since we do not have data as to the sort of feedback
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provided, we do not know if this compares to our pattern. However given that the

pattern analyses similar levels of learning effectiveness, the action initiating feedback

would be similar.

The participation which was studied by Constantino-González and Suthers was

similar to the User Explanation Pattern in this work. However this pattern extrac-

tion process was more generic and found that the number of contributions was not

significant if the length was not included in the analysis also. Hence both factors are

analysed together in the pattern (see Table 8.2) looking at the mean and standard

deviation (std dev) of the contribution length/contribution to verify if that particular

user’s contributions are at variance with the group. The contribution length also

consists of text length of chat or document edits and time length of diagrammatical

edits.

There is no analysis here of the group as a whole, rather the group mean and

variance is used as the standard by which each user is compared. The prior work

mentioned a fixed value was used for all groups variance, however this would be an

arbitrary figure and may vary in different groups for valid reasons. This was found in

our initial study of groups on-line where some effective groups used short and succinct

comments about their edits to explain them to other users, and learnt effectively this

way.

In the prior work the participation balance was used to generate 48% of the advice

judged by experts to be reasonable and Time on Task generated 40%. The User

Explanation pattern would generate similar response to the combination of these,

however there is no way to compare the balance given in this analysis to the one

presented by Constantino-González and Suthers as they give no information on their

Advice Selection module. Further work on the implementation patterns presented

here should include a similar test of their implementation as agents.
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Name User Explanation
Context All Tools/Single User
Objective Alert User to problems in their

participation in group
Subjects Single User
Content Users contribute equally

to ideas and editing
Type Reflective
Initiate Permanent
Tool Mean Length of chat contribution

and editing time
Conditional If Absolute(mean of group - student mean) less than

Absolute(Mean of group - Group std dev)

Action

Conditional If std dev of user greater than group std dev
Action Suggest user is not contributing evenly
Conditional If std dev user less than group std dev
Action Suggest is user is contributing too much/little

Changes The student is aware they are not contributing.
Weight 7.0
Role Extension of User Chat Participation

Table 8.2: User Explanation
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8.3.1 Implementation Rules

The rules required for implementation are the conditionals on the pattern for action.

The types of rules are:

Set Variable Limits e.g. participation length or frequency.

On Timing e.g. concepts linked to lecture schedule for expected weeks when they

would be used and discussed

On Action e.g. when a file is opened or closed some support is provided

On Non-action e.g. when a tool is not used such as document view.

Combination of above rules e.g. rapid editing actions when deadline is nearly

due.

Also the types of scaffolding tools are:

Show each User including coloured text and connection information

Change the view to show summary including minutes from chat dialogue and

document template

Change view to show linkages including Text to diagram

The full formal language for the implementation rules is described in a paper

submitted to the Journal of Artificial Intelligence in Education. It deals with the

Activity Model application to an event based languages, which differs to state based

the Situation Theory model used by Akhras and Self [11]and [8] previously.
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8.4 Conclusion

This work re-iterates previous research in learning support in groupware by Constantino-

González and Suthers [86], Soller and Lesgold [345], and Fjeld et al. [122], as well as

learning skills that have not been approached before as possible areas for the develop-

ment of agent support, such as work by Webb [387] de Jong and Mooney [96], Introne

and Alterman [179], Traum and Dillenbourg [364], Wulf [396] and Entwistle [116].

The patterns provide a complete array of the possible methods of analysis of group

work on an open system, and provide a means of integrating the various activities

involved in document development with chat and diagram editing, into a coherent

analysis system. Future work will be testing the advice given for its suitability against

expert advice on the student work products.
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Conclusion

9.1 Summary

This thesis provides a framework for analysing student learning and interaction ac-

tivity into patterns and encoding these patterns as analytical agents. By basing the

research in an open flexible domain we not only tackle a new area of research, we

provide a framework which is applicable to all domains. This process of translating

learning needs into patterns for analysis then agents to implement this analysis, aims

to provide intelligent support for students working online in groups.

9.2 Research Objectives

Constructivist learning environments encourage flexibility and discourage attempts

to prescribe interactions between students. Most of the work in creating this type of

learning environment is based on designing the tools required [183]. This work was

done for the domain under study, that is software engineering design workshops for

third year students at UNSW. The software design was based on an Activity Theory

framework.

221
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By a judicious choice of formats, it has been found by Rich and Sidner [306] that

students can be encouraged to question and expand their understanding from inter-

ventions by simple intelligent agents. These agents have been developed in various

domains, mainly in the area of analysing interchanges in Chat windows in distributed

group mode (see Constantino [86] and Soller and Lesgold [345]) and obtaining com-

mon views of design objects in collocated groups (see Fjeld et al. [122]).

No standardised format has been developed for these agents, or a method for

deriving these agents from the learning needs. Yet there is a wide range of agents

that could be considered useful in many domains, and hence a re-usable part of any

groupware system. In particular any learning domain involves either work patterns,

rules of design or simply communication patterns.

This research presented a unified approach to all such patterns, in terms of Imple-

mentation Patterns. These patterns extend the concept of Interaction Patterns and

Learning Patterns that are usually developed when studying students on-line, to look

at their implementation in agents that analyse and provide feedback to students.

These patterns of learning can be developed into Patterns of analysis which provide

the basis for coding the agents. Others have also provided a formal framework for such

learning support (see Akhras and Self [10] and Dillenbourg and Self [98]), however

this is the first such formalism that has been provided with an implementation.

In developing an implementation, the thesis first provided an outline of the agent

design. The thesis showed that learning in the domain studies can be presented in

terms of learning units, where the specific goals can be translated into agents that

analyse learning actions and then give appropriate feedback.

Also the implementation of the formal language showed that the learning units

have a pattern or structure and can be inter-related in the form of a Pattern Language.

This enabled the design of a Learner Model for groups or individuals that augments

the simple agent support to form a multi-agent system that responds to the learner’s
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needs.

9.3 Research Process

The research in this thesis involved five steps:

1. Analysis of the conceptions and approaches to learning in the domain of study.

These formed the learning units that were to be supported in the software.

This research was based on Phenomenography and extended similar work by

Booth [45] in the area of programming, and Laurillard [216] in the area of

intelligent tutors, but provides new information for this research in software

design.

2. Analysis of students actions in groups using a software system, to identify pat-

terns that exemplified the comprehension of learning concepts or use of learning

skills, or their lack. This was the initial stage of the Action Research into im-

proving distance learning in groups on groupware systems. The research was

based on the patterns approach to design developed by Alexander et al [12], and

takes a different approach to patterns in programming developed by Gamma

et al [129], in that the patterns are for implementation by agents rather than

simple analysis of coding or design practises.

3. Derivation of a generic pattern structure and formal representation of the as-

pects of the patterns to be analysed by computer. This takes a different

approach to previous research into developing groupware, in that it covers a

broader scope than research into single patterns or single agent support. Simi-

lar work was done by Constantino and Suthers [87] who looked at a variety of

agents, as they acknowledged the connectivity of the different aspects of learn-

ing. However the domain of study in this present research is more flexible and
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hence more difficult to analyse. This restricted the support applicable to agent

analysis. However the agents thus derived are generic and would assist learning

in any domain, even more restrictive ones.

4. Development of an agent language to encode the agents rules derived from the

patterns, into XML files for use by Java agents in the Intertac system. At

present there are many systems of Java agents which have been developed for

different domains and to provide different support for systems. This is another

such application, however its domain is unique, in that there exists no other

such agent support. Also the architecture is not common, in that the agents

class is stable for each tool, but provides each different agent support through

rule files.

5. Enhancement of the agents support with Learner Models and a Pattern lan-

guage implemented as BDI agents. This research arose from both the pat-

terns research and the formal language research and provide a completeness

to these, developing a formal approach to the language. This is implemented

using Learner Models, which have been developed for many domains (see for

example the papers presented at AIED’03 Workshop on Learner Modelling for

Reflection [60]).

In addition to the theoretical development, the software learning system and a

selection of the agent types have been developed in a Java-based system. This will

enable further testing and verification of the agents themselves, and hence the verifi-

cation of the process of their development.
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9.4 Research Limitations

By selecting such a large domain of learning and application, rather than focusing on

Chat, or File mark up, as is done in most other research, we need to take an overview

approach that assists the development of agents in any domain. This may cause some

specific aspects of learning very atypical concepts or skills to be overlooked. However,

a general design for agents support has been modelled and implemented.

Also because of the large scope of this work, to actually run tests on the agents,

beyond their functionality as specified in their corresponding Implementation pattern,

is not feasible (see Chapter 10). In other domains, such tests were completed by Soller

and Lesgold [345] to verify that the agents do correctly analyse Chat interactions as

successful for learning a single concept, or not, and Constantino and Suthers [87]

verify that the agents do provide feedback that would be similar to that offered by a

human tutor.

In considering the first approach, the pattern analysis already formally selects the

chat interaction type, so it is the patterns which would have to be verified. Also the

patterns analysed are not complex, as we have relied on the Learner Modelling (see

Kutay and Ho [207]) to build up more complex models from the simpler agents.

In considering the second approach, there group sessions that are being conducted

through Intertac are not usually monitored by tutors or mentors in collocated groups,

hence there is no expertise in the department in terms of intervening in group inter-

actions and in-time learning feedback. Hence it was proposed (Chapter 10) that

the future Action Research focus more on the students experience of their learning

through Intertac, than requiring comparison between the software and experts.

Finally the scope of the work only allowed an outline of the approach to be taken

in agent development to be covered in the time and funding allowed. While many

examples were derived and implemented, these are only a small part of the patterns
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of this type which may be generated for different learning domains.

Similarly the Learner Modelling is also derived as solely an outline of the appro-

priate approach, due to time limitations. To develop and implement the entire system

is beyond the scope of the work, but the detail of the study of learning experience

has enabled the researcher to provide an understanding of what is feasible in this

domain, and what approach needs to be taken in providing support that is modified

automatically for the learner.

9.5 Review

This research has been conducted within a large tradition of learning and software

development. It has taken a Constructivist approach to learning in the development

of the learning environment, and used Action research to design this environment.

This approach to learning have been taken by most of the researchers in the area

of groupware. In fact the main emphasis of, in particular, Social Constructivist

is on providing learning opportunities in peer groups, which is the reason for the

development of such groupware.

The approach taken in this thesis to understanding the students experience has

been through Phenomenography and grounded research. This has provide the user

requirements for the design of the agents in the form of Implementation patterns.

Phenomenography has been used in many field to ascertain the learning approach

students are using, the closest to this work being that by Booth [45], and Lauril-

lard [216] and has been used by many to provide improvement in developing teaching

materials for different learning needs and the teaching process (see Prosser and Trig-

well [293]).

This thesis shows support for Booth’s claim that depth in approach may be merely

the use of an extended range of approaches rather than the acquisition of a more
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insightful approach.

The Pattern approach has been used in providing support for coding [129] and

interface design [328]. It is a useful tool to provide a structure for a diverse range of

designs, in this case agents implementation, for a range of user requirements, in this

case students.

By using a patterns approach, this research finds a new approach to the analysis

of students activity on CSCL (similar to the investigation of cliches suggested by

Zapata-Rivera and Greer [398]) which provides a structure for designing support for

the students. The patterns are used to generate automatic assistance through agents

which analyse the students’ activity.

To provide more strength to the link between user requirements and the agents, a

formal approach was also taken to the development of learning support. Similar work

has been done by Akhras and Self [7] – [11], but the present research took an Activity

Theory approach rather than the Situation Theory approach used previously, and

thus put more emphasis on planning and the history of the process, which can be

supported by computer logging of user actions on the system and Learner Modelling.

The agent design and the multi-agent communication was designed using standard

models of Rule-based agents with a Blackboard style of communication through the

Group Model. This was enhanced with the Co-ordination agent with can be used

to analyse and update the Group Model. This form of agent support also fits the

standard of Belief–Desire–Intention or BDI agents. The depth of analysis available to

such an agent is here limited to providing a summation or averaging of individuals and

a logging of steps taken in more complex processes such as Decision Making. However

this agent has a greater scope of applicability as the ability of analyse the depth of

learning approach increases in more restricted, or less flexible, learning domains.



Chapter 10

Future Work

10.1 Introduction

10.2 Providing Scaffolding

The aim of this research is to develop a process of designing and providing scaffolding

in on-line groupware. Agent support is designed to augment the basic interface and

the scaffolding of the process steps and skills required by the students, so they can

practise software design in an authentic but manageable environment.

The methodology for the design of this support in Intertac-II focused mainly on

the architecture and the teaching aims of the software. The architectural approach

used is a component-based system where agents can be plugged in. The agents can

be expanded and altered as appropriate to the specific domain of learning for which

Intertac is being used in future. From data collected from the use of Intertac-I and

interviews with students, the researcher gained ideas of how the groups thought of

their interactions and learning. These discussions are compared with how the group

worked with Intertac, so their activities could be analysed for patterns in the data.

The focus of software development is always on what the student does. Teaching

228
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is about considering (see Biggs [40]):

1. what it means to understand the concepts and principles of the workshop.

2. what sort of activities are required to reach these kinds of understanding.

The first step is to develop an appropriate way to provide certain types of support.

If the group model could be assumed at any time, what sort of feedback or support

would be given to that group? What other factors affect the feedback besides the

model? Since the learner modelling is perceived to be difficult in this unstructured

domain, it is removed until the action agents, or agents that would initiate the actions

of the final intelligent modelling and planning agents, are developed with inbuilt

assumptions made at any instance as to the level achieved by the group.

Basic scaffolding can be provided by an advice system. To generate a simplified

advice system of agents, the software analyses the student’s present actions and gener-

ates the scaffolding, originally independently of the group model or detailed historical

data of the group. These agents in fact implement the action part of the patterns

developed from the research discussed in this work. The software must learn how to

set up the required learning environment for a concept or skill, before the software

can decide what to interpret the level of understanding held by the group with respect

to the domain or problem at hand.

This advice system has been implemented in the form of knowledge-based agents

in a prototype version of Interac-III. The research involved developing examples of

such agents for the existing learning concerns raised above, and used this experience

to develop a process for converting learning goals into agent support.

The process itself involves collecting the results of the Phenomenographical study

of some learning activities described above to ascertain the goal for a particular

learning approach. When the agents are implemented, action research can be used

to verify the success of the implementation.
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The advice system developed is necessarily domain-specific, except where it applies

to the group’s work processes. Certainly, some concern remains as to how much a

learner or group modelling system can offer support for generating appropriate advice

given the lack of language analysis and the large domain of learning (even if restricted

to group work alone). In an open or flexible learning environment, the nature of

the system ensues that it is difficult to obtain reliable information on the learner’s

behaviour. Thus the bandwidth or the amount and quality of the information

available to the learner model is low, as there is limited explicit information on user

traits and behaviour that the system can access.

10.3 Future Extensions

To develop agents that will provide support in various learning domains, we have

provided an outline for the agent design. The first step is to develop a language and

a formal approach is taken for this.

The main risk in the development of any software is that after much activity-based

research into the user and technical requirements of the system, the final product may

not resemble what the user and programmer decided to achieve. This is itself one of

the issues that the students are confronted with in their projects, hence it is also one

that the designer of the workshop or course, or the software agent support, must deal

with.

The use of formal and semi-formal methods of software specification have been

used to try and overcome the uncertainty in translating the users’ language into code.

In this context the patterns are the users’ language, and the agents are the code.

The present work aims to provide a formal methods approach to developing group
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projects within Intertac-II and providing an appropriate superstructure to their learn-

ing. This process aims to provide a link between the instructor/lecturer and the stu-

dent’s learning environment that will ensure that the agents and information resources

meet the requirements of the person doing the teaching.

As mentioned above, the process of moving from learning objectives to agent

support is developed in this research and the present work led to the development of

a formal language that unified the patterns and the agents.

An implementation language for the agents is also developed and has been imple-

mented in Intertac-III which is not discussed here. The language used the ontology of

the formal learning language developed for the agents. An interface has yet to be de-

veloped to enable lecturers to encode learning patterns into agent rules for automatic

support.

10.4 Verification of System

As with the development of any software process, it is important provide verification.

This thesis has presented a process to be used to develop agent support in a software

environment, based on an analysis of the learning domain, including an in depth

analysis of the approach and conceptions of the learners in that domain.

The next stage in this research is to verify the validity of the design and the

concept of the patterns that are implemented. This verification should consider the

aspects of Constructive Learning Environments that were adopted as the goals of the

present work:

Scaffolding By developing Group Models that enable the tracking of students overt

response to advice and the actions that follow any advice (Kutay and Ho [207])

some analysis of the scaffolding effect can be examined. While students will

have immediate responses to the feedback of such agents, it is important that
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the patterns used by the agents to provide feedback be used to re-analysed the

effect of the feedback, if any, on the students’ patterns observed.

Alternatives Another important aspect to verify is the search agents. This will

involve running the agents on documents produced by students to verify that

the Design Patterns extracted in searches are valid comparisons or alternatives

(Kutay and Ho [206]).

Feedback A study should be made of the feedback that is received during the course

of a workshop and how these relate to the resultant document and design pro-

duced by the group. This will be to verify if design problems are missed in

the feedback or feedback is made that is not helpful. This would require self

analysis. For instance the weight of agent advice should be varied on the basis

of activities carried out by students after the advice has been given and if they

follow the pattern the advice was assuming to be enacted.

Reflection During the workshops the students can be interviewed about their ap-

proach to learning software design, their approach to working in groups remotely

and their conceptions of the key aspects of the course. These can be related

back to the agents that are designed to deal with these learning patterns and

verify that the agents have either identified or responded in some way to these

approaches.

An alternative approach has been tried on the Decision Making network graph.

Since the data on group decision making is hard to model as there are so many

variables, some work has been done to develop network models for a decision mak-

ing group. The current distribution of JUNG (or Java Universal Network/Graph

Framework [190]) provides a language in which to code these models. JUNG includes

implementations of a number of algorithms from graph theory, data mining, and so-

cial network analysis, such as routines for clustering, decomposition, optimisation,
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random graph generation, statistical analysis, and calculation of network distances,

flows, and importance measures

JUNG also provides a visualisation framework that makes it easy to construct

tools for the interactive exploration of network data, and model the effect of varying

parameters. While this does not verify the agent support to learning, it does verify

the model which we have developed of the decision making process, and therefore

support, or refute, the framework for developing agents.

Finally, another approach for the development of the system would be to pro-

vide a proof mechanism for the formal language from the results of the verification

experiments. However this is not the focus of this thesis.

10.5 Conclusion

The extent of the system developed and the fact that the patterns and agents are

interdependent, prevents testing in the conventional sense of either software testing

or testing learning materials. Given the variety of groups that will use the software,

it would not be feasible to either isolate agent support and measure its sole effect on

learning, or to consider the learning effect of using Intertac-I versus Intertac-II. The

latter approach encounters problems of the paucity of communication through the

interface, and the need for support when moving learning to distance mode.

The methodology for this verification of the work will be further Action Research,

particularly in monitoring student use of the system and interviewing the users. In

particular the research should consider the learning benefits for all students, whether

taking a deep or surface approach, and derive these from observing their actions,

interviews and their final report product, for occurrences of the use of the skills that

have been encoded into the agent support.
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Glossary

Affordances — Originally invented by the perceptual psychologist J. J. Gibson to
refer to the actionable properties between the world and an actor (a person or
animal). In this work used to refer to a learning situation that can afford or
provide the opportunity for certain types of learning, but not other types. This
does not guarantee a student will achieve that learning when working in the
environment.

Agent — a software agent is a program which is linked to a software system and runs
in the background, communicating with the main software (compare human
agent).

Accept used in SharedPlans to specify an act where the user agrees to a plan (see
Propose).

Action — the conscious steps of an activity.

Active — refers to the particular window, in a software system with many windows
open, that has been selected by the user for use at the present. All keyboard
input goes to the active window.

Actor — Active subject of an action.

Activity — from activity theory, is a name for the collection of steps taken or content
of the activity, plus the context and consciousness of the human agent.

Advice — Refers tot he feedback given to the students during their work, usually
to be generated by software agents.

Animate — Term used in the B coding environment to an interface which allows
you to simulate the methods of a B specification in C code before the system is
written as an implementation that can be translated fully into a C program.

234
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Application — a stand-alone program, that may be added to groupware to be used
in a single activity of the group process, such as a Chat application, an Editor
application for text files, or a Graphical Editor. Such programs are based on
stand-alone applications for single mode work (see also Tool).

API — Application

Approach — refers to the way in which students can see their learning and the
process they use to achieve learning.

Awareness — in groupware awareness is reserved as a word to describe any tool
used to enable users to be aware of who else is linked to the same session or
common, shared interface.

Bandwidth — Used in Modelling to refer to the amount of available information
for providing certainty to the the model. Used in information theory where low
bandwith signals are easier to corrupt and slower to transfer a set package of
information.

Billboard — Refers to agent communication where each agent writes information
to a central repository from which other agents can read to obtain shared in-
formation.

Broadcaster — Part of software in Synchronous Internet or intranet systems that
broadcasts changes or latest views to all clients.

BToolkit — An environment for writing, verifying and animating B code. See also
Animate.

Buggy — Refers to thinking processes that are not successful for problem solving.
Also can refer to rules that look for the manifestation of such processes of
thinking.

Categories — General themes unifying and discriminating between conceptions of
interviewees extracted from grounded research and also used to provide an out-
line to the interventions by Action Research.

Chat — see chat channel.

Chat Channel — a tool either in a groupware system, or stand-alone, that enables
rapid transmission of text messages that are displayed as separate lines in the
form of a sequence of contributions to the ’chat’, which may be out of order in
terms of providing side-by-side display of question/answer pairs.
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Client — person who has requested the production or design of a piece of software.
Not used in the client/server sense.

Collocated Group — group that is working face to face with access to visual cues,
etc.

Concept — Usually a word used in the course design to describe a term that is
important for understanding the domain. Also used in Grounded Theory to
describe the various areas of common concern to interviewees.

Conception — The idea that a student may have in their head of a concept, how
they visage it (see Concept).

Consciousness — The level or depth of understanding of a students about the
domain or one aspect of the domain of learning.

Concurrency — Describes the property of a groupware system where all users see
the changes to the entities that appear on the interface more or less as they
occur and in the same order (see Synchronous).

Constructivism, Constructivist — theory of learning based on the theory that
learning takes place inside a student, through their own construction of their
knowledge, with or without outside influence.

Constants — Used in formalism to expressed fixed relationships between variables,
in this formalism they are used to represent the equation for evaluating the
attributes of the Learner Model.

Context — The environment in which the learning is taking place, including prior
knowledge, linked knowledge and assumed knowledge.

Conversation — The interchange of ideas that is involved in learning a new concept.
Best example is the act of repeating a new idea in your own words to clarify if
this is acceptable to others.

Completion — The end of an Activity.

Collobject A collobject is used in Habanero to describe a data type, an internal
pointer to one of the Habanero tools, or an Intertac Tool.

Correctness — conforming to requirements, used as property of course or software.

CVS — Concurrent Versioning System.
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Database — The agent rules form a data base of rules, some of which can be re-used
in new domains. Similarly the student’s files provide a database of alternative
approaches, within a single domain.

Deep — See versions of depth

Depth of approach — used by Marton and Booth to classify the approach to learn-
ing taken by a learner towards a course or project, or the level of learning
approach assumed in a learner when forming advice to the learner.

Depth of Activity — the depth of student activity as reflected in the outcome of
their learning, which is the text and graphics on the computer.

Depth of Outcome — Used by Biggs to classify the learning outcomes of students
as achieving greater (or less) understanding of the domain.

Decision Making — User in various groupware to describe processes to support
groups coming to a conclusion. It may just involve voting, or in the case of this
work, may include the various steps of proposal and counter-proposal.

Document — In this thesis this term refers exclusively to objects that can be rep-
resented as the Java class Document. These are text documents. Diagrams
are regarded as being separate to documents, except where they are inserted as
part of a document as a link.

Entities — The object that are manipulated in Intertac.

ER — ER or Entity Relationship diagrams are used in system requirements docu-
ments to describe the entities or objects (such as data) that the system will
have to deal with, and how they relate to each other.

Expert — Used as the opposite to novice, one who is experienced in the skills or
use of the concepts of the domain of learning.

Flaming — Abusive language used on-line, usually the result of an ill-controlled
burst of temper.

Floor Control — Used in Co-operative Work software to enable one user only to
lock the access to editing or commenting at any time. This remove the problem
of synchronising updates.

Flow — The smooth sequencing of events in an action.
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Focus — Used by agents to refer to the selected or active window (Participation
Agent), or the topic and token of discussion (Interaction Agent), or the present
step in the group plan (Planning Agent), or the process context being under-
taken (BDI agent). The meaning will depend on the agent being discussed.

Frame — a structure for representing the domain knowledge or context of a knowledge-
based system. Very similar to patterns used in architecture and programming.

Framework Constituents — background concepts of a course that are important
to the understanding what it means and what it takes to learn the course
material, but are not thematic, or expressly explained, in the instruction (see
Technical Constituents).

Gantt Chart – Visual representation of tasks and milestones for planning projects.
Includes information about dependencies between tasks and timing of tasks.

Grab — term used to describe the action by software to intercept input or output
form a program to redirect to another format or device.

Grounding — In conversation grounding is the process by which all participants
come to a common understanding or reach a common ground

Group Modelling — Refers to modelling of individual users or students, in their
interaction with the group, or of the group as a whole.

GUI — Graphical User Interface.

HCH — Human-Computer-Human interaction. A view of HCI for groupwork that
removes the computer to the medium rather than an agent.

Human Agent — as distinct from a software agent, a person who communicates
with other humans through the software. The human agent uses the mouse and
keypad to enter information into the tools, and the screen to receive (see also
Agent).

ICQ — ICQ is a messaging service that can send asynchronous messages, check if
the receiver is on-line and if they are, can be used for synchronous chats.

Ill-structured — Used in reference to problem set for students to solve where the
solution is not a direct process or unique set of steps, and in fact there is not
even a single solution.

Intelligent Tutoring Systems — Software systems that are designed for single
users or pairs of users to step through set processes and can monitor their
keyboard input for answer, errors, etc.
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Interface — Refers to the screen images that are generated by software to provide
an interface to the user, as in GUI and HCI.

Intertac — Generic name of the groupware developed for this thesis, in various
stages.

Intertac-I — Software framework developed to provide an unstructured flexible
medium for distance group communication, file sharing and synchronous edit-
ing.

Intertac-II — Augmentation of Intertac-I with agents to support various aspects of
learning in the software engineering domain.

Intertac-III — Augmentation of Intertac-II with agent communication system linked
by a group and user models.

Integration — One difficult aspect of reports written co-operatively is that the
different parts need to maintain a consistent approach to the problem they are
solving. In the case of the work being researched in this thesis, the issues is
consistency in the design and how the different approaches to presenting the
design in the report are integrated.

Implementation Patterns — a pattern language developed in this thesis that pro-
vides a link between concepts and skills the instructor may wish the user to
learn in a particular domain, and the implementation of an agent to support or
suggest these concepts and skills.

IRC — Internet Relay Chat. An instant, synchronous communication tool that
works through the internet.

Language Act — a sentence in the language of communication that forms an ex-
pressive act.

Learner — user who is using a learning system program to learn (see User and
Student).

Learning hierarchy — Gagné’s hierarchy of learning processes, categorised in terms
of learning approaches.

Learner Model — Model of user attributes in a learner system.

Level — can refer to the level or depth of learning in a student’s approach to a course,
or the level of a diagram within the tree structure of a Data Flow Diagram.
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Local Files — refers to the file system on the computer the user is logged into (see
also Server)

Mal Rules — buggy rules or rules defining common errors.

Memory overload — Used for computers to refer to running out of disk space
allocated to store steps in the process, but also used to refer to humans in that
their brain is treated like a computer that is trying to remember all the various
intermediate stages in formulating a solution to a problem, and start to forget
steps or part formed results.

Meta-knowledge — Knowledge about knowledge or the acquiring or knowledge,
such as the process of learning.

Microworld — Computers can form a small world in themselves, that the user
becomes immersed in. This may be a virtual reality or simply the focus of the
use becomes the screen and what is shown.

Mind tools — Software tools or programs that assist learnings to develop various
mental skills, such as visualising a problem in a graphics tool.

Multi-agents system — When many agents are working in the same system they
have to communicate. The research into multi-agent communication is used to
develop the user/group models for Intertac-III

Needs of the Client — The initial expression of the requirements for software by
the people or organisation who will be buying it.

Objects — The thing that is learnt about or manipulated in the learning process.

Outcome — In Activity Theory, an activity has an outcome that is the result of the
activity. In developing software that is designed to support this activity, the
outcome is also an aspect of the activity that the software may change.

Open Source — Refers to programs written and distributed on the public domain,
with often many programmers contributing to the final product.

Open Student Model — Computer data kept on student and their actions to en-
able an analysis of their learning from this history. If this model is open, the
student may view it to reflect on their learning and possibly edit it to enable
the system to provide a more accurate model.

Pattern — A structure for representing the relation between the user and an arte-
fact, such as a building or program user.
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Persistent — Refers to sessions on groupware that may be interrupted by loss of
network linkage or by people going offline, yet the session remains alive in some
form so that users can rejoin and regain the common screen information.

Phenomena — This term is used by Booth [45] to refer to all aspects of the course
that is learnt, such as skills and concepts.

Plans — Used to describe segments of programs, where programming becomes the
combining of these knowledge chunks or plans into a problem solution.

Pre-Design — Used to describe the stage before designing software which can in-
clude aspects of requirements elicitation and verification, developing initial con-
ceptions of the design, etc.

Private/Privately — when working in a shared space such as groupware, the users
will be sharing ideas and work, while at the same time their thoughts will remain
private, and not available for analysis by the computer.

Profile — A representation of the state of a system to be initiated at start up. For
instance Intertac-I can be set to start with certain windows open.

Propose — used in SharedPlans to specify an act where a plan is proposed by the
user.

Records — the entities contained in the Intertac files, which are searched by the
agents to verify if they satisfy the conditionals of the rules.

Return — used in Intertac agents to signify the returned list from a conditional,
usually list of those entities that satisfy the conditional.

Scaffolding — used in reference to learning support in the form of templates or
instructions that assist novices to learn how to approach a skill or concept.
Then as the learner becomes more expert, the scaffolding may be removed, and
the learning continue without it.

Single Mode or Single Student Mode — single user mode is used in reference
to groupware software when it is used by one user, rather than many users at
once. In this case the users are students (see Student).

Situated — used in reference to learning to describe the dependence of learning
on various features of that particular learning situation, such as context, the
activity undertaken and the culture and domain of learning.
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Server — software running independently of groupware tools, usually on a different
computer, which handles communication issues to maintain synchronous views
by all users (see also Synchronous).

Session — used in reference to groupware to describe the communication between
users during the period in which they are linked by the network.

Specification Document — The report produced by students in this research is
a document that specifies a commercial piece of software that in theory the
students could write from the specification.

Stand-Alone — refers to applications etc. that may be used in groupware, but are
also used alone as a separate program by a single user.

Student — learner studying a course, usually refers to the specific students of the
Software Engineering Workshops being studied, who may or may not be learning
through groupware (see Learner and User).

Synchronous — refers to the functionality of software that takes a continual stream
of changes from many users’ keypads and mouse inputs and provides a list of
changes to each user’s interface that maintain concurrency, or match the order
in which the changes were received by the server. Changes may arrive faster
than the server can re-transmit them, but it must retain the information from
all back-logged changes.

System — a computer program that stands alone but involves many parts. For ex-
ample the separate tools or applications of groupware together form a groupware
system.

Tagged — Information added to a file that may not be normally readable, as em-
bedded in code that tells the editor not to display this information.

Task — Sub step of an activity.

Team Work — Refers to body of knowledge relating to people working in teams,
including project management and synergy.

Technical Constituents — Technical aspects of the course that are assumed knowl-
edge, or explained in the course (see Framework Constituents).

Think Aloud — Many experiments are carried out by recording humans undertak-
ing activities while thinking aloud. Used to analyse planning in action.
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Threads — generally used to refer to the collection of mail messages on one topic in
email systems, but used here to also refer to parts of a document that refer to
the same idea and hence the idea or thread forms a logical rather than sequential
link between separate sections of the document.

Tool — an application that is not stand-alone. For example agents in most systems,
and the applications in Intertac-I (see also Application).

Triangulation — A method used to check and establish validity in qualitative re-
search studies such as evaluative research where data from many sources is used.
For instance the stakeholders in the research domain should be grouped. Data
from a comparable number of people from each stakeholder group then should
be collected. Alternatively separate investigators can be used in a team and
they compare their subjective evaluations of the data across the team.

User — generally used to refer to a single person who is using a computer program,
which may or may not be a learning system, and who may or may not be a
student. In the present research users are students so this latter term is used in
preference, except where talking about generic research into uses of computer
software and generic User Modelling (see Student).

User Pattern — refers to patterns that look at a single user’s, in this case a stu-
dent’s, contribution to the group work.

UML Unified Modelling Language which is used to specify, visualise, design, con-
struct and document software artifacts.

Vector — XML format used to describe a tag with its attributes.

Versioning — as files are edited and changed, the computer system can save a record
of the changes form one version to the next. These changes can be in the form
of commands to edit from one version to the next. If the user wishes to access
previous changes to undo them, or repeat them on a different version of the file
that lacks these changes, the computer can support this process automatically.

View — in software a document is stored as an electronic file. However the user can
select many different ways that document can be viewed. For instance it can
be viewed as plain text, or formatted text. [ Widget] — small software tool to
perform a specific task through a GUI interface, such as a display or a text
entry screen.

Wizard — a small window produced by a software process that requires users to
enter information, or select information from a list, that is used to set up a spe-
cific secondary process or interface according to user requirements. For instance
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a wizard for connecting to the Internet will ask the user for the data required
to set up a secondary process that can then later be selected by the user to
automatically connect to the Internet.

Workshop or Course — refers in this thesis to the software engineering design
workshops for which Intertac-I was developed and in which it was trialed.

WYSWIS — Pronounced wizzywis. What You See is What I See. Concurrent views
of a window between multiply users.

XML — XML is a metalanguage used to design markup languages. The eXtensible
Markup Language is an extension of HTML that uses the same format for
encoding information in a document but enables information be embedded in
web document that is not visible on HTML viewers yet can be read by text
editors. For instance the history or versions of a document can be included in
a such format (see Vector).
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Sciences,89, Acta Universitatis Gothoburgensis, 1992.

[46] Boud D.J. Implementing Student Self-Assessment. Second Edition. Sydney, HERDSA, 1991.

[47] Boud, D. Experience as the Base for Learning. Higher Education Development & Research, 12, 1,
1993, 33-44.

[48] Boud D, Feletti G, editors, The Challenge of Problem-Based Learning. London: Kogan Page. Second
Edition, 1997.

[49] Boulay B du, Lukin R. Modelling human teaching tactics and strategies for tutoring systems, Inter-
national Journal of Artificial Intelligence in Education, 12, 2001, 235-256.

[50] Bouwers A. ArgueTrack: Computer support for educational argumentation, Workshop at AI-ED ’99
9th International Conference on Artificial Intelligence in Education — Analysing Educational Dialogue
Interaction: Towards Models that Support Learning, Le Mans, France July 18-19, 1999.

[51] Bowden J.Curriculum development for conceptual change. (Occasional Paper 90.3). Melbourne, Edu-
cational Research and Development Unit, Royal Melbourne Institute of Technology, 1990.

[52] Bowden J, Dall’Alba G, Laurillard D, Martin E, Marton F, Masters G, Stephanou A, Walsh E.
Displacement, velocity and frames of reference: Phenomenographic studies of students’ understanding
and some implications for teaching. American Journal of Physics, 60, 1992, 262–269.

[53] Brachman R.J. On the epistemological status of semantic networks, in N.V. Findler, editor, Associative
Net-works: Representation and use of knowledge by computers, 1979, 3–50.

[54] Bratman M. Intention, plans and practical reason, Harvard University Press, 1987.

http://blackboard.com


BIBLIOGRAPHY 248

[55] Brooks R. Comparative Task analysis: An alternative direction for human-computer interaction sci-
ence, in J.Carroll, editor, Designing Interaction: Psychology at the Human Computer Interface. Cam-
bridge: Cambridge University Press, 1991.

[56] Brown A. Metacognition, executive control, self-regulation and other more mysterious mechanisms.
F. E. Weinert and R. H. Kluwe, editors, Metacognition, Motivation and Understanding, Hillsdale,
Lawrence Erlbaum Associates, 1987.

[57] Brown J.S, Burton R.R. Multiple representations of knowledge for tutoring reasoning, in D.G. Bobrow
and A. Collins, editors, Representation and Understanding, Academic Press, New York 1975, 311–349.

[58] Brown J.S, Collins A, Duguid P. Situated Cognition and the Culture of Learning. Educational Re-
searcher,18, Jan–Feb, 1989, 32–42.

[59] BSCW. Retrieved January 15, 2000 from http://bscw.gmd.de/DownloadServer.html

[60] Bull S, Brna P, Dimitrova V, editors, AIED’03 Workshop on Learner Modelling for Reflection, in V.
Aleven, U. Hoppe, J. Kay, R. Mizoguchi, H. Pain, F. Verdejo and K. Yacef Supplementary Proceedings
(AIED’03), Sydney, 2003, 193–298.

[61] Bull S, McEvoy A, Reid E. Learner Models to Promote Reflection in Combined Desktop PC/Mobile
Intelligent learning Environments, in V. Aleven, U. Hoppe, J. Kay, R. Mizoguchi, H. Pain, F. Verdejo
and K. Yacef Supplementary Proceedings (AIED’03), Sydney, 2003, 199–208.

[62] Bundy A, Silver B, Plummer D. An analytical comparison of some rule-learning paradigms, Artificial
Intelligence 27, 1985, 137–181.

[63] Bunt A, Conati C. Probabilistic Student Modelling to Improve Exploratory Behaviour. User Modelling
and User-Adapted Interaction, 13 200, 269–309.

[64] Burton R.R. Diagnosing bugs in a simple procedural skill, in D. Sleeman, J.S. Brown, editors, Intel-
ligent Tutoring Systems, Academic Press, 1982, 157–183.

[65] Burton M, Brna P, Pilkington R. Splitting the collaborative atom: How to support learning about col-
laboration, in B. du Boulay and R. Mizoguchi (editors), Artificial Intelligence in Education: Knowledge
and Media in Learning Systems, Amsterdam, The Netherlands: IOS Press, 1997, 135–142.

[66] Burton R.R, Brown J.S. Toward a natural language capability for computer assisted instruction, In H,
O’Neill , editor, Procedures for Instructional System Development, Academic Press, New York, 1979.

[67] Burton R.R, Brown J.S. An investigation of computer coaching for informal learning activities, in
D.H. Sleeman and J.S. Brown, editors, Intelligent Tutoring Systems, London, Academic Press, 1982,
79–98.

[68] Cahn J, Brennan S. A psychological model of grounding and repair in dialog, Proceedings of the 1999
AAAI Fall Symposium: Psychological Models of Communication in Collaborative Systems, Cape Code,
MA, 1999, 25–33.
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[85] Constantino-González M, Suthers D.D. Coaching collaboration by comparing solutions and track-
ing participation, in P. Dillenbourg, A. Eurlings, K Hakkarainen, editors, European Perspectives
on Computer-Supported Collaborative Learning, Proceedings of the First European Conference on
Computer-Supported Collaborative Learning, Universiteit Maastricht, Maastricht, the Netherlands,
March 22–24, 2001, 173–180.
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[257] Műlenbrock M, Tewissen F, Hoppe U. A framework system for intelligent support in open distributed
learning environments, in B. du Boulay and R. Mizoguchi, editors, Artificial intelligence in education:
Knowledge and media in learning systems, Amsterdam, The Netherlands: IOS Press. 1997, 191–198.
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[259] Műlenbrock M, Hoppe U. Computer supported interaction analysis of group problem solving, in C.
Hoadley and J. Roschelle, editors, Proceedings of the Computer Support for Collaborative Learning
(CSCL) Conference, Dec. 12–15, Stanford University, Palo Alto, California. Mahweh, NJ: Lawrence
Erlbaum Associates, 1999.

[260] Mullens, G. The Evaluation of Teaching in a Problem-Based Learning Context, in S.E. Chen, R.M.
Cowdroy, A.J. Kingsland and M.J. Ostwald Reflections on Problem Based Learning, Australian Prob-
lem Based Learning Network, 1994.

[261] Mwanza D. Towards an Activity-Orientated Design Method for HCI research and
Practice, PhD Thesis, The Open University, UK. Retrieved November 8, 2002 from
http://kmi.open.ac.uk/people/mwanza/phd-thesis.

[262] Nardi B.A. Studying Context: A comparison of activity theory, situated action models, and distributed
cognition in Bonnie A. Nardi, editor, Contexts and Consciousness: Activity Theory and Human-
Computer Interaction, MIT Press, Cambridge, Mass. 1996, 69–102.

http://collide.informatik.uni-duisburg.de/Software/Docs/JavaMatchMaker
http://kmi.open.ac.uk/people/mwanza/phd-thesis


BIBLIOGRAPHY 259

[263] Nardi B.A. Activity Theory and Human-Computer Interaction, in Bonnie A. Nardi, editor, Contexts
and Consciousness: Activity Theory and Human-Computer Interaction, MIT Press, Cambridge, Mass.
1996, 69–102.

[264] Nardi B.A. Some reflections on the application of Activity Theory in Bonnie A. Nardi, editor, Contexts
and Consciousness: Activity Theory and Human-Computer Interaction, MIT Press, Cambridge, Mass.
1996, 69–102.

[265] Microsoft-NetMeeting 2.1,(Registered Trademark), 1998, Retrieved March 12, 2002 from
http://www.microsoft.com/netmeeting.

[266] Ngwenyama O.K, Bryson N, Mobolurin A. Supporting facilitation in group support systems: Tech-
niques for analysing consensus relevant data, Decision Support Systems, 16, 2, 1996, 155–168.

[267] Nisbett R, Wilson T. Telling more than we know: verbal reports on mental processes. Psychological
Review, 84, 1977, 231–259.

[268] Nonas E, Poulovassilis A. Optimisation of active rule agents using a genetic algorithm approach,
Proceedings DEXA ’98, Vienna, August 1998, 332–341.

[269] Norman Learning and Memory, San Francisco: W.H. Freeman, 1982.

[270] Nud*ist Software. Retrieved May 10 2002 from http://www.gsrinternational.com

[271] NVivo Software. Retrieved March 20, 2003 from http://www.qsrinternational.com.

[272] O’Malley C. Designing computer support for collaborative learning, in Claire O’Malley, editor, Com-
puter Supported Collaborative Learning, Springer-Verlag, Berlin, 1995.

[273] O’Donnell A.M, Dansereau D.F, Hythecker V.I, Hall R.H, Skaggs L.P, Lambiotte J.G, Young M.D. Co-
operative procedural learning: Effects of prompting and pre — versus distributed planning activities,
Journal of Educational Psychology, 80, 1988, 167–171.

[274] Ohlsson S. Some principles of intelligent tutoring, in R.W. Lawler and M. Yazdani, editors, Artificial
Intelligence and Education - Learning Environments and Tutoring Systems, 1, NJ: Ablex, 1987, 203–
237.

[275] Ohlsson S. Learning to do and learning to understand: A lesson and a challenge for cognitive modelling,
in P. Reiman and H. Spada, editors, Learning in Humans and Machines, Elsevier, Oxford, 1995, 37–62.

[276] Oriogun, P.K, Ferguson, A.W, Ludmann, M, Maisuria, N. and Swhe Yu, M., Using the Problem Based
Learning grid in the management of a software engineering module. In P. Little and P. Kandlbinder,
The Power of Problem Based Learning, Australian Problem Based Learning Network, 2001.

[277] Orlikowski O. CASE Tools as organisational change: Investigating incremental and radical changes in
systems development. Management Information Systems Quarterly (MISQ) 17, 3, September 1993.

[278] Oliver R, Herrington J. Teaching and learning online: a guide for the beginning teacher and learner.
Mt Lawley, Perth: Edith Cowan University, 2002.

[279] Palinscar A.S, Brown A.L. Reciprocal teaching of comprehension-fostering and comprehension-
monitoring activities, Cognition and Instruction, 1, 1984, 117–175.

[280] Parkes A.P. A study of problem solving activities in a Hypermedia representation, AAI/AI-ED Tech-
nical Report No.123, Journal of Educational Multimedia and Hypermedia, 3, 2, 1994, 197–223.

[281] Pask G. Conversation theory: Applications in education and epistemology, Amsterdam:Elsevier, 1976.

[282] Passardiere B. de La, Dufresne A. Computer Assisted Learning, in I. Tomek, editor, Proceedings of
the 4th International Conference (ICCAL’92), Berlin: Springer, 1992, 555–567.

http://www.microsoft.com/netmeeting
http://www.gsrinternational.com
http://www.qsrinternational.com


BIBLIOGRAPHY 260

[283] Perry W.G. Forms of Intellectual and Ethical Development in the College Years: a Scheme. New York:
Holt, Rinehart and Winston, 1970.

[284] Pazzani M, Billsus D. Learning and Revising User Profiles: The identification of interesting web sites.
Machine Learning, 27, 1997, 313–331.
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