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ABSTRACT

With ever-growing wireless data transmission requirements, there is a dra-

matic increase in the demand for radio spectrum. Within the current spectrum

regulatory framework, all of the frequency bands are exclusively allocated to

specific services. However, the licensed spectrum is often under-utilized across

time and space dimensions. In this context, cognitive radio (CR) has emerged

as a promising technology to deal with the stringent requirement and scarcity

of the spectrum. Cooperative relaying can allow distributed terminals to col-

laborate so as to realize the space diversity to combat the detrimental effects

of channel fading. This thesis focuses on designing the bandwidth efficient re-

lay based spectrum sharing solutions to improve the capacity of CR networks

while guaranteeing the performance of licensed users.

A cognitive two-path successive relaying (TPSR) scheme is proposed to

facilitate the spectrum sharing, where the superposition coding and successive

interference cancelation techniques are used to realize the primary signal re-

laying and secondary signal transmission simultaneously. The optimal power

allocation is determined to maximize the secondary success probability without

violating the primary outage performance. For the multiuser CR network, an

adaptive spectrum leasing scheme with the best secondary user (SU) selection

is proposed. The SU can intelligently switch between the TPSR and decode-

and-forward relay modes to assist the primary data transmission in exchange

for the spectrum release for a fraction of time to transmit the secondary data.



The cooperative diversity gain of primary system and the multiuser diversity

of secondary system are studied.

For large wireless network, it is nontrivial to select the relay in a coordi-

nated fashion, as the heavy signaling overhead may negate the cooperation

gains. Three uncoordinated relay selection schemes are proposed, where each

relay can determine whether to cooperate or not independently according to

the local channel or geo-location information. To address the uncertain inter-

ference problem in spatially random network, a cooperative spectrum sharing

scheme between cellular network downlink and ad-hoc network is designed.

The transmission capacity of ad-hoc network and the average throughput of

cellular network are analyzed by using the stochastic geometry theory, based

on which the optimal system parameters are determined.
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Chapter 1

Introduction

Driven by the consumers’ ever-growing interest in wireless services, the demand for

radio spectrum is dramatically increasing and this trend is expected to continue in

the coming years [1]. Within the current spectrum regulatory framework, most of the

useful frequency bands are exclusively allocated to specific services and it becomes

exceedingly difficult to find vacant bands to either deploy new services or to enhance

the existing ones [2]. However, the licensed spectrum is often under-utilized across

time and space dimensions. In this context, cognitive radio (CR) has emerged as a

promising way to deal with the stringent requirement and scarcity of the spectrum.

Multi-input multi-output (MIMO) technology along with some channel coding

techniques such as space-time/frequency coding [3] has been extensively studied to

mitigate the multi-path fading of wireless channels. However, the implementation of

multiple antennas on small terminals is quite difficult due to the limited device-size

and the cost constraints [4]. In this context, cooperative communication has emerged

that allows distributed terminals in a wireless network to collaborate through some

distributed signal processing [5, 6] so as to realize the space diversity to combat the

detrimental effect of channel fading [7].

Through taking advantage of both cognitive radio and cooperative techniques, the

stringent requirement for the spectrum can be alleviated, as the capacity of wireless

1



1.1 Cooperative Spectrum Sharing 2

networks can be greatly improved. In this chapter, the cooperative spectrum sharing

in cognitive radio network is firstly introduced in Section 1.1. The motivations and

challenging problems are outlined in Section 1.2. Finally, the thesis organization and

contribution are presented in Section 1.3.

1.1 Cooperative Spectrum Sharing

Spectrum sharing in CR networks has been intensively studied to meet the increasing

demand for wireless applications, as the exclusive usage of spectrum is inefficient [8].

Although the spectrum belongs to the primary system, it allows secondary system

access under a strict performance constraint [9]. The spectrum sharing schemes can

be categorized into three types [10, 11], i.e., interweave, underlay, and overlay.

• For the interweave spectrum sharing, the secondary users (SUs) can opportunis-

tically access the channel when the primary users (PUs) are sensed to be idle.

If the PUs are sensed to be active, the SUs should evacuate from the spectrum

bands immediately to avoid causing interference to the PUs’ transmission.

• For the underlay spectrum sharing, the SUs access the channel concurrently with

the PUs under the interference constraint. The secondary transmitters should

estimate the channel states between themselves and the primary receivers, based

on which the transmission power should be carefully adjusted to avoid causing

intolerable interference to the primary receiver (PR).

• For the overlay spectrum sharing, the secondary system can actively help the

primary data transmission in the space/time/frequency domain in exchange for

the opportunity of spectrum access. With the cooperation of SUs, the primary

data transmission requirement can be satisfied more easily and the spectrum

can thus be released to the secondary data transmission.

Since there is no interference between the primary and the secondary systems due

to the explicit coordination, more benefits can be brought by the overlay spectrum
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Figure 1.1: DF based cooperative spectrum sharing schemes.

sharing, which is the focus of this thesis.

In the cooperative communication system, packets transmitted by the source can

be overheard by the nearby relays due to the broadcast nature of wireless channels.

When the wireless link between source and destination undergoes deep fading, there

is a high probability that the bad channel condition will continue for a period. How-

ever, if the relay is adopted to help the source transmission, the reliability of source

data delivery can be enhanced, because the relay-destination and source-destination

channels are independent and the probability that both of them undergo deep fading

is very small [12]. This is a kind of space diversity achieved by the virtual antenna

arrays formed through the cooperation of relays [13]. Through implementing the co-

operative techniques in the cognitive radio network, the spectrum efficiency can be

improved, which falls into the cooperative spectrum sharing category introduced as

follows.

Based on the conventional decode-and-forward (DF) protocol, a three-phase co-

operative spectrum sharing scheme, i.e., spectrum leasing, was proposed in [14] and

shown in Fig. 1.1(a), where the secondary transmitter (ST) can actively help the

primary data transmission in the first two communication phases to exchange for the

opportunity of secondary data transmission over the licensed spectrum in the third
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phase. Thanks to the advantage of cooperation, the primary rate target can be satis-

fied in a short time duration and the spectrum can thus be released to the secondary

data transmission in the remaining time. The primary system has the instanta-

neous/statistical information of the whole network to determine the optimal time

allocation. The cooperative automatic repeat request (ARQ) scheme with spectrum

leasing was proposed in [15], where the PUs may handover the possible retransmis-

sion slots to the nearby SUs that can correctly decode the original primary data. A

fraction of retransmission time is used to relay the primary data, while the remaining

time is awarded to the secondary traffic. To regulate the coexistence of PUs and SUs

in the multihop networks, the opportunistic routing algorithm with spectrum leasing

was proposed in [16], where both the superposition coding and orthogonal multiplex-

ing techniques are considered by the SUs to realize the primary data relaying and

secondary data transmission. For the dynamic spectrum leasing [17], the PUs can

adjust the willingness of leasing the spectrum by tuning the amount of interference it

can bear. Since a better performance with less energy consumption can be expected

for the primary system, and the secondary transmission requirement can be satisfied,

the spectrum leasing is a win-win game for both systems [18].

To improve the spectrum efficiency, the two-phase cooperative spectrum sharing

schemes based on DF and amplify-and-forward (AF) relaying as shown in Fig. 1.1(b)

were proposed in [19] and [20], respectively. In the first communication phase, the

primary signal is broadcasted from the primary transmitter (PT), and in the second

phase, the primary data and secondary data are simultaneously transmitted by the

ST using the superposition coding technique. Interference can be tolerated as space

diversity can be introduced by the cooperation; thus, the performance of the primary

system can be protected. The secondary receiver (SR) firstly cancels the primary

signal before decoding its desired secondary signal. As an extension, the two-phase

cooperative spectrum sharing scheme with SU selection was proposed in [21] for the

multiuser network. The SU that can correctly receive the primary data in the first

phase and has the best channel state towards the PR is selected to relay the primary
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Figure 1.2: Two-path successive relaying protocol.

data in the second phase. With the cooperation of the best SU, the PR can tolerate

a certain amount of interference. Among the remaining SUs, the one that can satisfy

the interference constraint and bring the largest secondary rate is scheduled for the

secondary data transmission.

1.2 Challenges and Motivations

In the CR network, a secondary system geographically coexists with the primary

system that owns the licensed spectrum. The cooperative technique can be adopted

as an effective way to realize the design goal of CR network as mentioned in the

previous section. However, for the traditional DF/AF relaying protocols [22], multiple

communication phases are included. To combat the low bandwidth efficiency of the

multi-phase protocols, the two-path successive relaying (TPSR) protocol as shown

in Fig. 1.2 has been proposed in [23, 24], where the two relays can alternately and

successively forward the source signal to the destination. The source transmission

is continuous without interruption from relays, so the bandwidth efficiency is much

higher than the conventional cooperation protocols. It was recently shown that full

diversity and full rate can be achieved with the cooperation of the two relays via space-

time coding techniques [25, 26]. Moreover, the achievable rate of the TPSR scheme

was investigated in [27], and the diversity-multiplexing tradeoff with AF and DF

fashions were analyzed in [28] and [29], respectively. The full interference cancelation
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algorithm was proposed to remove the inter-relay interference at the destination node

in the AF-based two-path cooperative networks [30].

The TPSR scheme can be adopted in the spectrum sharing process to further

improve the bandwidth efficiency. For the CR network with single primary link co-

existing with two secondary communication pairs, the following challenging problems

will be encountered in the TPSR based spectrum sharing design. i) How to simulta-

neously forward the primary data and transmit the secondary data without adversely

affecting the transmission quality of each system by controlling the mutual interfer-

ence? ii) In the spectrum sharing procedure, the primary system not only enjoys the

benefits of cooperation but also suffers from the interference caused by the secondary

data transmission. Then, at what point the benefits brought by the cooperation can

negate the detrimental effect of interference? iii) The system performance needs to be

analyzed, based on which the optimal system parameter designs should be determined

to maximize the throughput of secondary system while guaranteeing the performance

requirement of primary system.

In the multiuser CR network, one primary link coexists with multiple STs that

intend to communicate with a common SR. To improve the spectrum utilization

efficiency, the best ST should be selected for the cooperative spectrum sharing in

the time domain, which is also known as the spectrum leasing. The motivations and

challenging problems are listed as follows. i) The optimal ST should be selected in

a distributed way to assist the primary data transmission for a time duration. So,

the distributed MAC protocol needs to be designed to select the best ST with some

necessary signaling exchange. ii) To efficiently utilize the spectrum, the cooperation

mode can be dynamically switched between the traditional DF and the superior

TPSR. The problem is how to select the relaying mode with optimal time allocation to

maximize the capacity of secondary system under the primary performance constraint.

iii) The multiuser diversity of the cooperative spectrum sharing system needs to be

studied. It is not clear what is the impact of cognitive constraint on the cooperative

diversity gain of primary link and on the multiuser diversity of secondary system.



1.2 Challenges and Motivations 7

The DF based incremental relaying [22], which is also known as the cooperative

truncated ARQ, can greatly improve the system throughput because relaying is per-

formed only when the original transmission fails [33]. In the conventional cooperative

ARQ schemes, the locations of relays are usually fixed or restricted into a small area.

It could select the best relay in a centralized way with global channel state informa-

tion (CSI) or in a distributed way using the time back-off mechanism [34]. However,

in a large wireless network, there are many spatially random relays. It is nontriv-

ial to realize the relay selection in a coordinated fashion, because a huge amount of

control-signal exchange overhead is required. The heavy overhead in the coordination

may even negate the performance gains brought by the cooperation. It is desirable

to develop effective uncoordinated methods to realize the relay selection in a large

network to reduce the coordination overhead. Each potential relay should determine

independently by itself whether to cooperate or not according to its local information.

For the large wireless ad-hoc network, there are many concurrent primary and sec-

ondary links. All the PUs and SUs are randomly distributed over the two-dimensional

plane. Both the primary and secondary data transmissions suffer from interferences

coming from other concurrent transmission links. It is challenging to accurately

model the aggregate interference, as it bears the uncertainties caused by the random

locations of users and the channel fading effects. The cooperative spectrum sharing

can be implemented between cellular and ad-hoc networks that are geographically

overlaid. For the cellular network downlink, the weak signal and strong interference

at the cell-edge area cause a bottleneck to guarantee the overall quality of service

(QoS) requirement. The ad-hoc users can assist the cell-edge data transmissions in

exchange for the spectrum usage. The dependence of the interference at the cell-edge

mobile user (MU) and at the cooperating SUs makes the exact performance analysis

very difficult. In this case, the performance should be evaluated and verified through

simulations, based on which the optimal system parameters could be determined.
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1.3 Thesis Outline and Contributions

This thesis aims to develop bandwidth efficient relay based spectrum sharing schemes

to improve the capacity of cognitive radio networks while satisfying the performance

requirement of licensed users. The organization together with the contributions are

presented as follows.

In Chapter 2, a spectrum sharing scheme based on TPSR is proposed for the

overlaid wireless network, where one primary link coexists with two secondary links.

In this scheme, two secondary transmitters can send secondary signal alternately to

their respective receivers while relaying the primary signal at the same time. The

transmission of the primary system is continuous, and the secondary system can op-

portunistically help the primary data transmission in exchange for the spectrum shar-

ing. Superposition coding is used at the secondary transmitters, where the primary

signal and secondary signal are linearly combined. Successive interference decoding

and cancelation is performed by secondary users to extract their desired signals. For

the primary system, joint decoding is performed by treating the secondary signal as

noise at the receiver side. The optimal power allocation is determined to maximize the

success probability of the secondary system without violating the outage performance

of the primary system.

In Chapter 3, an adaptive spectrum-leasing scheme is proposed for the multiuser

cognitive radio network. Based on the TPSR and DF protocols, each cognitive user

can intelligently switch the spectrum leasing protocol to cooperate in the primary data

transmission. Due to the advantage of cooperation, the primary data transmission

time can be shortened and as a reward, the spectrum can be released to the secondary

data transmission in the remaining time. For given m cognitive users, the best one

that can achieve the largest secondary rate while satisfying primary rate target is

scheduled for the spectrum leasing. It is shown that the cooperative diversity gain

of m + 1 can be achieved for the primary system and the selection diversity gain of

m can be obtained for the secondary system. The multiuser diversity of secondary
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system in terms of throughput scales as log(logm) when m is large. Therefore, the

cognitive radio network does not lose diversity gain compared with the stand-alone

multiuser wireless network without cognitive constraint.

In Chapter 4, three uncoordinated relay selection schemes are proposed for the

large cooperative network to reduce the signaling overhead. The source-destination

communication is assisted by the intermediate relays that are spatially randomly

distributed over the two-dimensional plane. The cooperative truncated ARQ with

one possible retransmission is adopted as the relaying protocol. In case the original

data transmission between source and destination fails, without a central controller,

all the potential relays that have correctly received the source data will contend for

the channel to retransmit. The competition for the channel access is governed by the

retransmission probability that is independently calculated by each potential relay

according to the local information, such as distance, angle, and channel SNR towards

the destination. The system success probabilities are analyzed and it shows that the

proposed uncoordinated schemes significantly outperform the source retransmission

scheme.

In Chapter 5, the cooperative relaying protocol is designed to realize the spectrum

sharing between cellular network downlink and ad-hoc network coexisting in the same

geographic region. In the cellular network, the weak signal and strong interference

at cell-edge area often cause difficulty in guaranteeing the QoS requirement. The

ad-hoc users can actively help the cell-edge data transmission to improve the average

throughput of cellular network downlink. In return, a fraction of spectrum can be re-

leased to the ad-hoc network for its own data transmission. The transmission capacity

of ad-hoc network is maximized subject to the constraints on the outage probabil-

ity of ad-hoc network and on the throughput improvement ratio of cellular network.

Both the transmission capacity of ad-hoc network and the average throughput of cel-

lular network are analyzed using the stochastic geometry theory. The optimal ad-hoc

user density and spectrum allocation are calculated through solving an optimization

problem. It demonstrates that the proposed scheme can effectively facilitate ad-hoc
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transmissions while conservatively improving the cellular network performance.

In Chapter 6, the thesis conclusion and perspectives for future work are presented.



Chapter 2

Cooperative Spectrum Sharing

Based on TPSR

2.1 Introduction

Spectrum sharing schemes are widely studied in cognitive radio (CR) networks us-

ing the game theory [37–39], the stochastic geometry theory [40–42], or the MIMO

techniques [43–45] to accommodate a growing demand for wireless applications. In

the spectrum sharing process, the secondary system can either implicitly occupy the

spectrum [46] without being noticed by the primary system or explicitly help the

primary system’s data transmission in exchange for the spectrum access [19,20]. Im-

plicit spectrum sharing is performed by the secondary system opportunistically when

the spectrum is sensed to be idle [47] or when the channel state of the primary link

is sensed to be very good in tolerating a certain amount of interference [2]. Explicit

spectrum sharing needs the primary system to coordinate its operation with the sec-

ondary system. Regardless of the sharing scheme used, the cooperative techniques [22]

can be used to effectively improve the capacity of CR network [7].

In the traditional cooperative spectrum sharing schemes, multiple communication

phases are required to transmit the same primary signal, resulting in a relatively low

11
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spectrum efficiency of the primary system and low spectrum access opportunity of

the secondary system. In this chapter, an opportunistic bandwidth-efficient two-path

cognitive relaying scheme is developed for the overlaid wireless network to facilitate

the spectrum sharing. The transmission of primary system is continuous without

coordinating the transmission order with the secondary system [14, 19], while the

transmission of secondary system is implicitly performed through all the time slots.

Two cognitive transmitters serve as relays to help the primary system in a successive

fashion, and they also send their own information to the intended receivers. It is

achieved by employing superposition coding at secondary transmitters and successive

decoding at the receivers. On one hand, the secondary signal transmission introduces

interference to the primary system. On the other hand, the secondary users relay

the primary signals to achieve the space diversity gain. By determining an optimal

power allocation between primary signal relaying and secondary signal transmission,

the interference imposed on the primary system can be greatly suppressed by taking

advantage of cooperation, and the successive interference cancelation can be well

performed by the secondary receivers to retrieve the desired secondary signals. The

achievable rates and outage probabilities of the primary and secondary systems are

analyzed. The optimal power allocation factor is determined to maximize the success

probability of secondary system while protecting the outage performance of primary

system. Simulation results show that the proposed one-phase cooperative spectrum

sharing scheme greatly outperforms the conventional multi-phase schemes in terms of

secondary throughput. The outage performance of the primary system can be greatly

improved and the secondary transmission requirement can be well satisfied.

The rest of this chapter is organized as follows. In Section 2.2, the system model

is introduced and a cognitive spectrum sharing scheme based on the two-path suc-

cessive relaying (TPSR) is proposed. Section 2.3 analyzes the outage probabilities of

both primary and secondary systems based on which the optimal power allocation is

studied. Numerical and simulation results are presented in Section 2.4. Section 2.5

concludes this chapter.
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Figure 2.1: Transmission order of the spectrum sharing scheme based on
two-path successive relaying. The solid lines represent the transmission link,
while the dashed lines represent the interference channel.

2.2 Cognitive Spectrum Sharing

The overlaid wireless network shown in Fig. 2.1 is considered, where a pair of primary

transmitter (PT) and receiver (PR) coexists with two pairs of secondary transmitters

(STi, i = 0, 1) and receivers (SRi, i = 0, 1) in the same channel. The positions of all

transmitters and receivers are fixed. The distance for any pair of secondary transmit-

ter and secondary receiver is much shorter than the distance between any primary

user and any secondary user.

All channels are assumed to undergo independent Rayleigh block fading that re-

mains invariant in one data frame but changes independently from one frame to

another. Let hu,v denote the channel from transmitter u to receiver v, and du,v the

distance between u and v. The channel power gain is Gu,v = |hu,v|2, which is expo-

nentially distributed with mean Ḡu,v = d−α
u,v with α being the path loss exponent. The

channel between u and v is assumed to be symmetric, i.e., hu,v = hv,u, and the channel

state information is perfectly known at the receiver. Each user is equipped with only

one omnidirectional antenna operating with half-duplex mode. The transmissions of

PT and STs are assumed to be well synchronized.
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2.2.1 Cognitive Relay for Spectrum Sharing

To facilitate spectrum sharing, the two secondary transmitters can send the secondary

data to the secondary receivers while also serving as relays for primary data transmis-

sion based on the TPSR as follows. For a certain time slot k, the unit power signals

xp[k], x0[k], and x1[k] represent the primary signal, the secondary signal of ST0, and

the secondary signal of ST1, respectively.

• Time slot 1: PT transmits xp[1]; ST0, SR0, SR1 receive and detect xp[1]; ST1

keeps silent; PR receives xp[1].

• Time slot 2: PT transmits xp[2]; ST0 applies the superposition coding and

transmits the composite signal xc[2] = f(xp[1], x0[2]); SR0 and SR1 first cancel

xp[1], then detect and cancel x0[2], and finally detect xp[2]; ST1 first detects

and cancels xp[1], then detects and cancels x0[2], and finally detects xp[2]; PR

receives xp[2] and xc[2].

• Time slot 3: PT transmits xp[3]; ST1 applies the superposition coding and

transmits the composite signal xc[3] = f(xp[2], x1[3]); SR0 and SR1 first cancel

xp[2], then detect and cancel x1[3], and finally detect xp[3]; ST0 first detects

and cancels xp[2], then detects and cancels x1[3], and finally detects xp[3]; PR

receives xp[3] and xc[3].

• The operation of Time slot 2 and 3 repeats alternately until Time slot L.

• Time slot L+1: ST1 transmits the composite signal xc[L+1] = f(xp[L], x1[L+

1]); SR1 cancels xp[L], detects x1[L + 1]; ST0 and SR0 keep silent; PR receives

xc[L+1] and jointly decodes primary signals xp[1], xp[2], · · · , xp[L] by regarding

secondary signals as noise.

In the cognitive spectrum sharing, a total of L + 1 time slots are used to transmit

L primary symbols. The spectral efficiency of the primary system is L/(L + 1),

which approaches 1 for a large L. The joint maximum-likelihood (ML) decoding
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is performed by PR at the end of the cooperation. For the secondary system, the

successive interference decoding and cancelation is performed in each time slot to

retrieve the desired signals. The advantages of the above cognitive relay strategy

are summarized as follows. 1) No spectrum efficiency loss is induced for the primary

system; 2) Concurrent data transmissions of both PUs and SUs are supported; 3) No

coordination from the primary system is needed because the SU is oblivious to the

primary user and the primary one continues to send data to its receiver.

2.2.2 Signal Model

We consider time slot k (k = 2, ..., L), when STi, i = mod(k, 2) and PT simultaneously

perform the transmissions. For STi, the transmitted composite signal is generated by

linearly combining the previous primary signal and the current secondary signal, i.e.,

xc[k] = f(xp[k − 1], xi[k]) =
√

βxp[k − 1] +
√

1 − βxi[k], (2.1)

where β ∈ [0, 1] is the power allocation factor. If β = 0, STi is selfish and only

transmits its own signal. If β = 1, STi becomes selfless and only serves as a relay

for the primary signal. To protect the primary signal from the interference of the

secondary signal, we set β ≥ 0.5. Thus, more power is allocated to relay the primary

signal and less interference is generated from the secondary signal.

The signal received at SRi and SRj (j = 1− i) in time slot k is denoted as ySRv
[k]

(v = i or j), which is given by

ySRv
[k] =

√

PphPT,SRv
xp[k] +

√

PshSTi,SRv
xc[k] + nSRv

[k], (2.2)

where Pp and Ps denote the transmission power of primary signal and secondary sig-

nal, respectively, and nSRv
[k] ∼ CN (0, N0) is the zero mean additive white Gaussian

noise (AWGN) with power N0. In fact, the first term of (2.2) is the received signal

from PT and the second term is the received composite signal from STi. The suc-

cessive decoding is performed as follows. First, the previous primary signal xp[k − 1]
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is canceled. Then, the secondary signal xi[k] is decoded and canceled. Finally, the

current primary signal xp[k] is decoded.

The signal received at secondary transmitter STj (j = 1 − i) is given by

ySTj
[k] =

√

PphPT,STj
xp[k] +

√

PshSTi,STj
xc[k] + nSTj

[k], (2.3)

where nSTj
[k] ∼ CN (0, N0) is the AWGN. The first term of (2.3) represents the

received signal from PT and the second term is the received composite signal from

STi. The channel between ST0 and ST1 is usually much stronger than the channel

between PT and STj because the secondary users are close to one another. Hence,

the composite signal xc[k] can be firstly decoded and canceled. Then, the current

primary signal is decoded. In the detection of xc[k], as β ≥ 0.5, the previous primary

signal xp[k − 1] is first detected and canceled, and the secondary signal xi[k] is then

extracted.

At PR, all the received signals in L+ 1 time slots are written as

y = Hxp + w, (2.4)

where xp =
[
xp[1], xp[2], · · · , xp[L]

]T
is the primary signal vector and the superscript

T denotes the transpose operation. H is the equivalent MIMO channel with size

(L+ 1) × L, given by

H =





















√
PphPT,PR 0 · · · 0 0 0

√
βPshST0,PR

√
PphPT,PR

. . . 0 0 0

0
√
βPshST1,PR

. . . 0 0 0
...

. . .
. . .

. . .
. . .

...

0 0
. . .

√
βPshST1,PR

√
PphPT,PR 0

0 0 · · · 0
√
βPshST0,PR

√
PphPT,PR

0 0 · · · 0 0
√
βPshST1,PR





















.

(2.5)
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The vector w denotes the interference plus noise, given by

w =
√

(1 − β)Ps

















0

hST0,PRx0[2]

hST1,PRx1[3]
...

hST0,PRx0[L]

hST1,PRx1[L + 1]

















+

















nPR[1]

nPR[2]

nPR[3]
...

nPR[L]

nPR[L + 1]

















. (2.6)

2.3 Outage Performance and Power Allocation

Let Ec denote the event of both ST0 and ST1 correctly detecting the primary signal.

In this case, the TPSR will be activated and the spectrum sharing is performed.

Otherwise, both ST0 and ST1 will keep silent, and PR will only see the primary

signal directly coming from PT without interference. For the opportunistic spectrum

sharing, the outage probability of the primary system and the secondary system is

denoted as P p
out and P s

out, respectively.

P p
out = Pr {Ec}P pc

out + (1 − Pr {Ec})P pd
out, (2.7)

P s
out = Pr {Ec}P sc

out + (1 − Pr {Ec})P sd
out, (2.8)

where P pc
out and P sc

out represent the outage probabilities of the primary system and

the secondary system, respectively, when the cognitive TPSR is used. P pd
out and P sd

out

denote the outage probabilities of the primary system and the secondary system when

STs keep silent. As the secondary system is not activated in this case, it has P sd
out = 1.

2.3.1 Spectrum Sharing Probability

For STj (j = 1 − i, i = 0 or 1), before detecting the current primary signal, the

previous primary signal forwarded from STi should be first decoded and canceled.

To detect the previous primary signal correctly, the achievable rate R1
STj

should be
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larger than the transmission rate Rp of the primary signal. From (2.3), we get

R1
STj

= log2

(

1 +
βρηGST0,ST1

ηGPT,STj
+ (1 − β)ρηGST0,ST1

+ 1

)

, (2.9)

where the numerator is the power of previous primary signal and the denominator is

the power of interference plus noise. The parameters η = Pp/N0 and ρ = Ps/Pp.

After the successful detection and cancelation of the previous primary signal, the

secondary signal is detected and canceled. To guarantee correct detection of the

current secondary signal, the transmission rate Rs should not be larger than the

achievable rate R2
STj

, which is given by

R2
STj

= log2

(

1 +
(1 − β)ρηGST0,ST1

ηGPT,STj
+ 1

)

. (2.10)

After the successful detection and cancelation of the secondary signal, the achiev-

able rate of the current primary signal becomes

R3
STj

= log2

(
1 + ηGPT,STj

)
. (2.11)

Based on the above analysis, the spectrum sharing probability, i.e., probability of

the TPSR being activated, is written as

Pr {Ec} = Pr
{

R1
ST0

≥ Rp, R
2
ST0

≥ Rs, R
3
ST0

≥ Rp, R
1
ST1

≥ Rp, R
2
ST1

≥ Rs, R
3
ST1

≥ Rp

}

,

(2.12)

where the first three and last three terms correspond to ST0 and ST1, respectively.

The spectrum sharing probability can be derived as [see Appendix I],

Pr {Ec} = exp

[

−T
η

(
1

ḠPT,ST0

+
1

ḠPT,ST1

)

− µ

ḠST0,ST1

] [

1 − 1

1 + ξḠST0,ST1
/ḠPT,ST0

− 1

1 + ξḠST0,ST1
/ḠPT,ST1

+
1

1 + ξḠST0,ST1
(1/ḠPT,ST0

+ 1/ḠPT,ST1
)

]

, (2.13)

where T = 2Rp − 1, U = 2Rs − 1, and ξ = (T + 1)/(µη) with

µ =







T (T + 1)

ρη (β − T + Tβ)
, max

{

0.5,
T

T + 1

}

≤ β ≤ max

{

0.5,
T (U + 1)

T (U + 1) + U

}

U(T + 1)

ρη(1 − β)
, max

{

0.5,
T (U + 1)

T (U + 1) + U

}

< β < 1.

(2.14)
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If the distance between the primary transmitter and any secondary transmitter is the

same, i.e., ḠPT,ST = ḠPT,STi
(i = 0, 1), then (2.13) is reduced to

Pr {Ec} = exp

(

− 2T

ηḠPT,ST

− µ

ḠST0,ST1

)
2Ḡ2

ST0,ST1

(ḠPT,ST/ξ + ḠST0,ST1
)(ḠPT,ST/ξ + 2ḠST0,ST1

)
.

(2.15)

Remarks: From (2.15), the following observations are obtained: 1) With the increase

of ρ, Pr{Ec} becomes larger. Hence, increasing the power ratio can help improve the

cooperation opportunity. 2) With the increase of T and U , it becomes more difficult

for ST to decode the primary and secondary signals. As a result, Pr{Ec} turns

smaller. 3) With shorter distance between ST0 and ST1, ḠST0,ST1
becomes larger.

Due to the strong signal strength between secondary transmitters, more interference

from the primary system can be tolerated in the successive decoding. Consequently,

Pr{Ec} turns larger. 4) With η → ∞, R1
STj

and R2
STj

become unrelated with η and

R3
STj

approaches infinity, so Pr{Ec} turns to be a constant related with ρ and β.

2.3.2 Outage Probability of the Primary System

The rate for direct transmission between PT and PR is Rpd = log2 (1 + ηGPT,PR).

Then, the outage probability is derived as

P pd
out = Pr

{
Rpd < Rp

}
= 1 − exp

(

− T

ηḠPT,PR

)

. (2.16)

For the two-path successive relaying, from (2.4) the achievable rate of the primary

system is expressed as

Rpc =
1

L + 1
log2

[

det(IL + HH(C− 1
2 )HC− 1

2H)
]

=
1

L + 1
log2

[

det(IL+1 + H̃H̃H)
]

,
(2.17)

where C = E[wwH] = diag {N0, λ0, λ1, ..., λ0, λ1}, with λ0 = (1 − β)PsGST0,PR + N0,

λ1 = (1 − β)PsGST1,PR +N0 and the superscript H denoting the conjugate transpose
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operation. The normalized channel matrix H̃ = C−1/2H is written as

H̃ =




















√
PphPT,PR√

N0
0 · · · 0 0 0

√
βPshST0,PR√

λ0

√
PphPT,PR√

λ0

. . . 0 0 0

0
√
βPshST1,PR√

λ1

. . . 0 0 0
...

. . .
. . .

. . .
. . .

...

0 0
. . .

√
βPshST1,PR√

λ1

√
PphPT,PR√

λ1
0

0 0 · · · 0
√
βPshST0,PR√

λ0

√
PphPT,PR√

λ0

0 0 · · · 0 0
√
βPshST1,PR√

λ1




















(2.18)

The term IL+1 + H̃H̃H in (2.17) is a tridiagonal matrix, whose determinant is not

easy to obtain. An approximation of the achievable rate is obtained as follows [see

Appendix II].

Rpc ≈R̃pc =
L

2(L+ 1)
log2

{
ηGPT,PR

(1 − β)ρηGST0,PR + 1

[

1 +
ηGPT,PR

(1 − β)ρηGST1,PR + 1

]

+
ρηGST1,PR + 1

(1 − β)ρηGST1,PR + 1

[
ηGPT,PR

(1 − β)ρηGST1,PR + 1
+

ρηGST0,PR + 1

(1 − β)ρηGST0,PR + 1

]}

.

(2.19)

Consequently, the approximate outage probability is derived as

P pc
out ≈ P̃ pc

out = Pr
{

R̃pc < Rp

}

= Pr

{

G2
PT,PR +

(
ω1θ0
θ1η

+
θ1
η

)

GPT,PR <
ω1θ1ϕ− ω0θ0

η2

}

, (2.20)

where ϕ = 4(L+1)Rp/L and other parameters are given as

ω0 = 1 + ρηGST0,PR, ω1 = 1 + (1 − β)ρηGST0,PR,

θ0 = 1 + ρηGST1,PR, θ1 = 1 + (1 − β)ρηGST1,PR.
(2.21)

As GPT,PR is exponentially distributed, (2.20) can be further derived as

P̃ pc
out = E

{

1 − exp

[
1

2ḠPT,PR

(
ω1θ0
θ1η

+
θ1
η

)

− 1

ḠPT,PR

√

ω1θ1ϕ− ω0θ0
η2

+
1

4

(
ω1θ0
θ1η

+
θ1
η

)2









, (2.22)
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where the expectation is taken over random variables GST0,PR and GST1,PR, which are

included in the parameter pair (ω0, ω1) and (θ0, θ1), respectively. The integral regions

of GST1,PR and GST0,PR are given as follows with respect to different values of β.

• For 0.5 ≤ β < max
{

0.5, 1 −
√

1/ϕ
}

,

0 < GST1,PR <∞, 0 < GST0,PR <∞. (2.23)

• For max
{

0.5, 1 −
√

1/ϕ
}

≤ β < max {0.5, 1 − 1/ϕ},







0 < GST1,PR <
ϕ(1 − β) − 1

ρη [1 − ϕ(1 − β)2]
, 0 < GST0,PR <∞

ϕ(1 − β) − 1

ρη [1 − ϕ(1 − β)2]
≤ GST1,PR <∞, 0 < GST0,PR <

θ1ϕ− θ0
ρη [θ0 − (1 − β)θ1ϕ]

.

(2.24)

• For max {0.5, 1 − 1/ϕ} ≤ β < 1,

0 < GST1,PR <
ϕ− 1

ρη [1 − (1 − β)ϕ]
, 0 < GST0,PR <

θ1ϕ− θ0
ρη [θ0 − (1 − β)θ1ϕ]

. (2.25)

Therefore, the approximate outage probability of the primary system with TPSR can

be numerically computed by (2.22) with integral regions of GST1,PR and GST0,PR given

by (2.23)–(2.25).

2.3.3 Outage Probability of the Secondary System

Consider a certain time slot k (2 ≤ k ≤ L − 1), PT transmits the current primary

signal and STi, i = mod(k, 2) transmits the composite signal simultaneously. After

the cancelation of the previous primary signal, SRi should first detect its desired

secondary signal by viewing the current primary signal as noise. To get the correct

detection of the secondary signal, Rs should not be larger than the achievable rate

R1
SRi

, which is given by

R1
SRi

= log2

(

1 +
(1 − β)ρηGSTi,SRi

ηGPT,SRi
+ 1

)

. (2.26)
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In time slot k+1, PT and STj (j = 1−i) transmit at the same time. After the can-

celation of the previous primary signal, SRi needs to detect and cancel the secondary

signal of STj followed by the detection of the current primary signal. To guarantee

the correct detection and cancelation of the secondary signal, the transmission rate

Rs must be no larger than the achievable rate R2
SRi

, which is given by

R2
SRi

= log2

(

1 +
(1 − β)ρηGSTj ,SRi

ηGPT,SRi
+ 1

)

. (2.27)

For any time slot, after the cancelation of the secondary signal, the primary signal

needs to be detected; it will then be used for interference cancelation in the next time

slot. Interference calculation requires the target rate Rp to be no larger than the

achievable rate R3
SRi

given by

R3
SRi

= log2 (1 + ηGPT,SRi
) . (2.28)

Therefore, the outage probability of the secondary pair (STi, SRi) is obtained as

P si
out = 1 − Pr

{
R1

SRi
≥ Rs, R

2
SRi

≥ Rs, R
3
SRi

≥ Rp

}
. (2.29)

By substituting the related terms into (2.29) and after some mathematical manipu-

lations, we have

P si
out = 1 − ρ(1 − β)

ρ(1 − β) + U ḠPT,SRi
(1/ḠSTi,SRi

+ 1/ḠSTj ,SRi
)

× exp

[

−U(T + 1)

(1 − β)ρη

(
1

ḠSTi,SRi

+
1

ḠSTj ,SRi

)

− T

ηḠPT,SRi

]

. (2.30)

In the spectrum sharing process, along with relaying one frame of primary signal,

L/2 codewords of ST0 and L/2 codewords of ST1 are transmitted to SR0 and SR1,

respectively. The average outage probability of the whole secondary system is thus

obtained as

P sc
out =

1

2
(P s0

out + P s1
out). (2.31)

Note that, (2.31) is the outage probability of the secondary system when the cog-

nitive two-path successive relaying is successfully performed by the two secondary

transmitters.
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2.3.4 Optimal Power Allocation

For each time slot, the spectrum sharing model can be abstracted as the cognitive in-

terference channels, where two senders are transmitting data to two receivers. Sender

one, i.e., PT, intends to send the primary data to PR. Sender two, i.e., the cognitive

relay ST0 or ST1, needs to send the secondary data to the cognitive user while serving

as a relay to forward the primary data to PR. The secondary system is oblivious to

the primary one, but the cognitive relay can adapt its transmission power or data

rate to maximize the benefits to the secondary system itself while not causing harm-

ful interference to the primary system. In fact, the interference effect induced by

the secondary data transmission can be compensated by the diversity gain resulted

from the cognitive relay. If more power is allocated to relay the primary data, the

primary system performance will be improved at the cost of losing secondary data

rate. If more power is given to send the secondary data, the secondary system rate is

enhanced, but the primary user may be subject to more interference which may not

be suppressed by the relay diversity gain. Therefore, it is crucial to find the optimal

power allocation for cognitive relays so that it is advantageous to both systems.

According to (2.7), (2.8), (2.16), and (2.31), the power allocation factor can be op-

timized by minimizing the outage probability of the secondary system (P s
out) without

degrading the performance of the primary system (P p
out ≤ P pd

out). The optimization

problem can be equivalently written as

max
β∈[0.5,1]

1

2
Pr(Ec)

[
(1 − P s0

out) + (1 − P s1
out)

]

s. t. P pc
out ≤ P pd

out.

(2.32)

This optimization problem aims to find the optimal power factor β that can maximize

the success probability of secondary system while protecting the outage performance

of primary system.

For mathematical tractability, the distance between any two secondary users is

assumed to be the same, while the distance between any primary user and any sec-

ondary user is also assumed to be the same. Then, the secondary success probability
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Figure 2.2: The approximate and exact power allocation factor β. The
approximate value is obtained using P̃ pc

out = P pd
out, while the exact value is

obtained using P pc
out = P pd

out. The large-scale distance is set as 1.0 and the
small-scale distance is 0.1.

P s
suc = 1 − P s0

out = 1 − P s1
out is written as follows.

P s
suc = exp

(

− T

ηK

)

exp

(

− 2U(T + 1)

ρηM(1 − β)

)
ρM(1 − β)

ρM(1 − β) + 2UK
, (2.33)

where K = ḠPT,ST = ḠPT,SR, and M = ḠST0,ST1
= ḠST,SR. In conjunction with Pr(Ec)

given by (2.15), the optimization problem (2.32) can be rewritten as

max
β∈[0.5,1]

f(β) = Pr(Ec)P
s
suc

s. t. P pc
out ≤ P pd

out.

(2.34)

The more power is allocated for the relaying, the more cooperative advantage is

brought to the primary system and the less interference is introduced. As a result, P pc
out

monotonically decreases with β in the whole range of [0.5, 1]. By letting P̃ pc
out = P pd

out,

we can find the approximate critical point β̃ from (2.22). In Fig. 2.2, the approximate

critical point is compared with the exact critical point obtained by letting P pc
out = P pd

out.
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Figure 2.3: The value of objective function in (2.34) with different β values.
The large-scale and small-scale distances are set as 1.0 and 0.1, respectively.
The transmission power is Pp = 25 dB, Ps = 15 dB, and the secondary rate
is set as Rs = Rp − 0.2.

The approximate value is numerically found and the exact value is obtained by Monte

Carlo simulations. The result shows that the approximate value is an upper bound

of the exact value for most of the cases, which is beneficial to protecting the primary

performance conservatively. To satisfy the constraint of (2.34), the power allocation

factor should be larger than or equal to β̃.

In the objective function, P s
suc is a monotonically decreasing function of the power

allocation factor β in the whole range of [0.5, 1], which can be observed from (2.33).

The spectrum sharing probability Pr(Ec) given by (2.15) is always a monotonically

increasing function of β when max
{

0.5, T
T+1

}
≤ β ≤ max

{

0.5, T (U+1)
T (U+1)+U

}

and a

monotonically decreasing function in the range of max
{

0.5, T (U+1)
T (U+1)+U

}

< β < 1.

Therefore, by jointly considering the monotonicity of P s
suc and Pr {Ec} in the whole

range of β ∈ [0.5, 1], the maximum value of the objective function should be in the

lower range of max
{

0.5, T
T+1

}
≤ β ≤ max

{

0.5, T (U+1)
T (U+1)+U

}

. As shown in Appendix
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III, we can find the optimal power allocation factor β̂ that maximizes the objective

function f(β).

In fact, for almost all simulations, it can always find β̂ = T (U+1)
T (U+1)+U

, of which

the optimality is shown in Fig. 2.3. If β̂ ≥ β̃, the optimal power allocation factor is

β∗ = β̂; otherwise, if β̂ < β̃, as the objective function f(β) is a continuously decreasing

function in the range of [β̂, 1], the optimal power allocation factor is β∗ = β̃. In

general, the optimal power allocation factor can be suitably set as β∗ = max
{
β̃, β̂

}
.

2.4 Numerical and Simulation Results

In the simulations, the path-loss exponent is set as α = 3 and the noise power is set as

N0 = 1. The frame length is set as L = 8, so the complexity of joint ML decoding at

PR can be acceptable without obviously loosing the bandwidth efficiency. The small-

scale distance between any two secondary users is set the same, and the large-scale

distance between any primary user and any secondary user is also set the same. The

distance between any two users is normalized with respect to the distance between

PT and PR, so the normalized distance between PT and PR is 1.

2.4.1 Comparison with Other Schemes

The proposed spectrum sharing scheme is first compared with other protocols based

on the multi-phase cooperative techniques. For the DF based spectrum sharing pro-

tocol [19], only one pair of secondary users (ST, SR) coexists with the primary pair

(PT,PR) and there are two communication phases. The primary signal is first broad-

casted by PT. If ST correctly receives the primary signal in the first phase, it will

forward a composite signal through linearly combining the primary signal and its

own secondary signal. SR will detect the secondary signal by canceling the primary

signal or treating it as noise. The joint decoding is performed by PR through viewing

the secondary signal as noise. For the DF based spectrum leasing protocol [14], two
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Figure 2.4: Throughput of secondary system with different primary trans-
mission powers. The large-scale distance is 1.0, small-scale distance is 0.1,
primary rate Rp = 1.5 bits/s/Hz, and secondary rate Rs = 1.0 bits/s/Hz.

secondary pairs (ST0, SR0) and (ST1, SR1) coexist with the primary pair (PT,PR),

and three communication phases are included. In the beginning, PT broadcasts its

primary signal. If both ST0 and ST1 correctly receive the primary signal, they will

jointly forward it using the distributed space-time coding technique. The maximal

ratio combining (MRC) technique is adopted by PR to retrieve the primary signals.

Finally, ST0 and ST1 transmit their own secondary signals to SR0 and SR1, respec-

tively in an orthogonal way and the primary users keep silent.

For the duration of each block fading, the achievable rate of primary system

with SUs’ cooperation is guaranteed no smaller than that of the stand-alone primary

link without spectrum sharing. Therefore, the primary outage performance can be

protected and the power/time allocation factor of each scheme can be numerically

calculated. To make fair comparisons, the secondary transmission power of the pro-

posed scheme and the scheme of [14] is set as Ps, while it is 2Ps for the scheme of [19].

The throughput of secondary system with regard to different primary powers and
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Figure 2.5: Throughput of secondary system with different large-scale dis-
tances d = dPT,ST = dST,PR = dPT,SR = dSR,PR. The small-scale distance
is 0.1, primary power Pp = 20 dB, primary rate Rp = 1.5 bits/s/Hz, and
secondary rate Rs = 1.0 bits/s/Hz.

different large-scale distances are plotted in Fig. 2.4 and Fig. 2.5, respectively.

The spectrum efficiency is high for the proposed scheme, as the transmission of

primary and secondary signals is continuous over all the time slots. Therefore, the

proposed scheme greatly outperforms the multi-phase schemes in terms of through-

put of secondary system. The two-phase spectrum sharing scheme [19] outperforms

the three-phase scheme [14]. With the increase of primary transmission power, the

throughput gets smaller as shown by Fig. 2.4, because more resource (power/time)

is allocated to help the primary data transmission to support the achievable rate and

less resource is available for the secondary data transmission. The performance de-

teriorates with the increase of large-scale distance as shown by Fig. 2.5. The longer

the distance, the lower the probability of STs correctly receiving the primary signal.

When STs erroneously receive the primary signal, the opportunistic spectrum sharing

is not performed. Hence, the opportunity of spectrum sharing becomes smaller when
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Figure 2.6: Outage probability w.r.t. different large-scale distances d =
dPT,ST = dST,PR = dPT,SR = dSR,PR. Small-scale distance is 0.1, primary rate
Rp = 1.5 bits/s/Hz, secondary rate Rs = 1.0 bits/s/Hz, and primary power
Pp = 20 dB.

the large-scale distance gets longer.

2.4.2 Outage Performance vs. Secondary Transmission Power

In the following simulations, we only consider the proposed two-path cognitive spec-

trum sharing scheme using the optimal power allocation obtained in Section 2.3.4.

Fig. 2.6 shows the outage probabilities of primary and secondary systems with respect

to secondary transmission power for different large-scale distances. The figure shows

that, with the increase of secondary transmission power, the outage performance of

both systems are improved. The performance of the primary system improves with

the smaller large-scale distance. When the secondary transmission power is low, with

the increase of large-scale distance, the secondary performance gets better because

the longer distance results in less interference from the primary transmitter. However,

when the secondary transmission power is high, the secondary performance gets worse
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Figure 2.7: Outage probability w.r.t. different transmission rates Rp and
Rs = Rp − 0.5. The large-scale distance is set as 1.0 while the small-scale
distance is 0.1. The primary transmission power is fixed as Pp = 20 dB.

with the increase of large-scale distance because, in this power range, the interference

from the primary system is non-dominant for the successive decoding. However, with

the increase of large-scale distance, decoding the current primary signal becomes more

difficult for the secondary users. In this case, both spectrum sharing probability at

ST and success decoding probability at SR become smaller, which obviously deterio-

rates the secondary outage performance. The performance of the secondary system

analyzed in Section 2.3.3 is also validated because the theoretical results coincide

exactly with the simulation results.

Fig. 2.7 shows the outage performance with respect to secondary transmission

power for different target rates of primary and secondary systems. With the increase

of transmission rates, the system performance deteriorates because it is more difficult

for the channel to support a higher rate requirement. The numerical results also agree

well with the simulation results for the secondary system, which verifies the analysis

in Section 2.3.3. Compared with the direct transmission between primary transmitter
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Figure 2.8: Outage probability w.r.t. different large-scale distance d. Small-
scale distance is 0.1, primary rate Rp = 1.5 bits/s/Hz, secondary rate Rs =
1.0 bits/s/Hz, and secondary transmission power Ps = 20 dB.

and primary receiver, the performance of the primary system is significantly improved

in the proposed cognitive relaying scheme.

2.4.3 Outage Performance vs. Primary Transmission Power

Fig. 2.8 compares the outage probabilities of primary and secondary systems against

the primary transmission power. For the secondary system, with the increase of pri-

mary transmission power, the performance first gets better and then gets worse. In

the lower power range, both spectrum sharing probability and success probability

become higher with the increase of primary transmission power because the channel

quality between secondary users can very capably withstand the interference from

primary transmission. Based on this fact, the shorter the large-scale distance, the

better the average channel quality between primary transmitter and secondary user,

and the smaller the outage probability of detecting the primary signal after cancel-
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Figure 2.9: Outage probability w.r.t. different transmission rates Rp and
Rs = Rp − 0.5. The large-scale distance is set as 1.0, while the small-scale
distance is 0.1. The secondary transmission power is Ps = 20 dB.

ing the composite signal from the secondary transmitter. However, in the higher

power range, the interference from the primary system is very strong, which means

it becomes difficult for the secondary users to apply successive interference detection

and cancelation. In this case, the shorter the large-scale distance, the stronger the

interference from the primary system, and the worse the outage performance.

For the primary system, the outage performance gets better with the increase

of primary transmission power. However, in the high power range, the shorter the

large-scale distance, the worse the performance because the shorter the distance, the

smaller the probability of spectrum sharing, as shown for the secondary system. This

situation means less opportunities will be encountered to achieve the space diversity

brought by the cooperation of the secondary system. Moreover, our proposed scheme

always outperforms direct transmission between PT and PR.

Fig. 2.9 shows the outage performance of primary and secondary systems with

respect to different target rates. Similarly, the outage performance of the secondary
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Figure 2.10: Outage probability w.r.t. different small-scale distance d. The
large-scale distance is set as 1.0. The primary transmission power is Pp = 20
dB. The transmission rates are set as Rp = 1.25 bits/s/Hz and Rs = 0.75
bits/s/Hz.

system gets better first and then becomes worse with the increase of primary trans-

mission power. As expected, the performance becomes better with the decrease of

the transmission rate because the smaller the target rate, the higher the probability

of the channel supporting the transmission. The numerical results agree very well

with the simulation results.

2.4.4 Outage Performance vs. Small-Scale Distance

Fig. 2.10 compares the outage performance of both systems with different small-scale

distances, while the large-scale distance is fixed as 1. With the decrease of the small-

scale distance, the outage performance of both systems gets better. This is because,

when the distance between secondary users is shortened, the successive interference

detection and cancelation can be well performed according to the decoding order

presented in Section 2.2. The primary system always outperforms the secondary
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system despite the higher data transmission rate. We notice that when the secondary

transmission power is very high, the impact of the small-scale distance is minor to

the outage performance of both systems. This finding is caused by the fact that

the average signal strength of the secondary transmission is mainly governed by the

strong secondary transmission power. The small-scale distance has little impact on

the signal detection at the secondary users. Again, the theoretical results coincide

well with the simulation results for the secondary system.

2.5 Summary

A spectrum sharing scheme based on two-path successive relaying is proposed in this

chapter. By linearly combining the primary and secondary signals, the two secondary

transmitters not only support the secondary signal transmission, but also help the

primary signal transmission via a diversity approach. The outage probabilities of the

primary and secondary systems are analyzed and the optimal power allocation fac-

tor is determined. A higher spectrum efficiency can be achieved compared with the

traditional multi-phase cooperative spectrum sharing schemes. Numerical and simu-

lation results validate that the proposed spectrum sharing scheme can satisfy the data

transmission requirement of the secondary system while conservatively protecting the

outage performance of the primary system.

2.6 Appendix I: Derivation of Spectrum Sharing

Probability

By substituting related terms into (2.12), we can obtain

Pr

{

GPT,ST0
≤ Λ1(GST0,ST1

),GPT,ST0
≤ Λ2(GST0,ST1

),
T

η
≤ GPT,ST0

,

GPT,ST1
≤ Λ1(GST0,ST1

),GPT,ST1
≤ Λ2(GST0,ST1

),
T

η
≤ GPT,ST1

}

,

(2.35)
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where the two intermediate terms are given as

Λ1(GST0,ST1
) =

(1 − β)ρGST0,ST1

U
− 1

η

Λ2(GST0,ST1
) =

(β − T + Tβ)ρGST0,ST1

T
− 1

η
.

(2.36)

In particular, the parameters T = 2Rp − 1 and U = 2Rs − 1.

Case 1: When Λ1(GST0,ST1
) ≤ Λ2(GST0,ST1

), we can get

T

η
≤ (1 − β)ρGST0,ST1

U
− 1

η
≤ (β − T + Tβ)ρGST0,ST1

T
− 1

η
, (2.37)

from which the following result is obtained

T (U + 1)

T (U + 1) + U
≤ β < 1 and GST0,ST1

≥ µ1 =
U(T + 1)

(1 − β)ρη
. (2.38)

In this case, the probability Pr {Ec} of (2.35) is denoted as P1 and given by

P1 = Pr

{
T

η
≤ GPT,ST0

≤ Λ1(GST0,ST1
),
T

η
≤ GPT,ST1

≤ Λ1(GST0,ST1
),GST0,ST1

≥ µ1

}

.

(2.39)

Case 2: When Λ2(GST0,ST1
) ≤ Λ1(GST0,ST1

), we can get

T

η
≤ (β − T + Tβ)ρGST0,ST1

T
− 1

η
≤ (1 − β)ρGST0,ST1

U
− 1

η
, (2.40)

from which the following result is obtained

T

T + 1
≤ β <

T (U + 1)

T (U + 1) + U
and GST0,ST1

≥ µ2 =
T (T + 1)

(β − T + Tβ)ρη
. (2.41)

In this case, the probability Pr {Ec} of (2.35) is denoted as P2 and given by

P2 = Pr

{
T

η
≤ GPT,ST0

≤ Λ2(GST0,ST1
),
T

η
≤ GPT,ST1

≤ Λ2(GST0,ST1
),GST0,ST1

≥ µ2

}

.

(2.42)

Summary: By uniformly writing µ = µ1 or µ2, the probability Pr {Ec} with respect

to different values of β, i.e. P1 of (2.39) and P2 of (2.42), can be generally written as

Pr {Ec} = Pr
{T

η
≤ GPT,ST0

≤ T + 1

µη
GST0,ST1

− 1

η
,

T

η
≤ GPT,ST1

≤ T + 1

µη
GST0,ST1

− 1

η
, GST0,ST1

≥ µ
}

. (2.43)
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For the exponentially distributed random variables, the closed form expression of

(2.43) can be computed as (2.13). The value of µ is given by (2.14), which incorporates

the fact that β ≥ 0.5 based on (2.38) and (2.41).

2.7 Appendix II: Derivation of Approximate Rate

We artificially divide the normalized equivalent MIMO channel (2.18) into blocks,

for each block there are 2 transmit antennas and 3 receive antennas, and there is

no interference between blocks. This is similarly with dividing the MIMO system

into parallel SIMO systems where signal transmitted via each column is interference

free [48, 49]. There are two different blocks included in (2.18), i.e.,

H0 =








√
PphPT,PR√

N0
0

√
βPshST0,PR√

λ0

√
PphPT,PR√

λ0

0
√
βPshST1,PR√

λ1







, H1 =








√
PphPT,PR√

λ1
0

√
βPshST0,PR√

λ0

√
PphPT,PR√

λ0

0
√
βPshST1,PR√

λ1







. (2.44)

The determinant of the tridiagonal matrix is thus upper bounded as

det(IL+1 + H̃H̃H) ≤
[
det

(
I + H0H

H
0

)] [
det

(
I + H1H

H
1

)]L−2
2 . (2.45)

Since block H0 is different with block H1 only in the first element, we approximately

have

det(IL+1 + H̃H̃H) ≈
[
det

(
I + H1H

H
1

)]L
2 , (2.46)

where

I + H1H
H
1 =








1 +
PpGPT,PR

λ1

√
βPsPph∗

ST0,PRhPT,PR√
λ0λ1

0√
βPsPphST0,PRh∗

PT,PR√
λ0λ1

1 +
βPsGST0,PR

λ0
+

PpGPT,PR

λ0

√
βPsPph∗

ST1,PRhPT,PR√
λ0λ1

0

√
βPsPphST1,PRh∗

PT,PR√
λ0λ1

1 +
βPsGST1,PR

λ1







.

Substituting (2.46) into (2.17), we can obtain the approximate rate as (2.19).
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2.8 Appendix III: Power Allocation Factor β̂

By substituting Pr{Ec} (2.15) and P s
suc (2.33) into f(β), the objective function is

converted into

F(β) = exp

[

−
(
µ

M
+

2U(T + 1)

ρηM(1 − β)

)]

︸ ︷︷ ︸

D(β)

2M2ξ2

(K +Mξ)(K + 2Mξ)

ρM(1 − β)

ρM(1 − β) + 2UK
︸ ︷︷ ︸

E(β)

.

(2.47)

The derivative of F(β) with respect to β is

dF(β)

dβ
=

dD(β)

dβ
E(β) +

dE(β)

dβ
D(β). (2.48)

After some mathematical manipulations, the first term of (2.48) is derived as

dD(β)

dβ
E(β) = F(β)

{

T (T + 1)2

ρηM [(T + 1)β − T ]2
︸ ︷︷ ︸

τ1(β)

− 2U(T + 1)

ρηM(1 − β)2
︸ ︷︷ ︸

τ2(β)

}

, (2.49)

and the second term of (2.48) is derived as

dE(β)

dβ
D(β) = F(β)

{

ρK(T + 1)(2K + 3Mξ)

Tξ(K +Mξ)(K + 2Mξ)
︸ ︷︷ ︸

τ3(β)

− 2UK

(1 − β) [ρM(1 − β) + 2UK]
︸ ︷︷ ︸

τ4(β)

}

.

(2.50)

Substitute (2.49) and (2.50) into (2.48). Note that, F(β) is always larger than

zero. Apparently, with respect to β in the lower range max
{

0.5, T
T+1

}
≤ β ≤

max
{

0.5, T (U+1)
T (U+1)+U

}

, τ1(β) and τ3(β) are monotonically decreasing functions, whereas

τ2(β) and τ4(β) are monotonically increasing functions. Thus, τ(β) = τ1(β)− τ2(β) +

τ3(β) − τ4(β) is a monotonically decreasing function in the lower range of β. To

identify the characteristic of dF(β)
dβ

, we have the following observations.

• Step 1: Substitute β1 = T (U+1)
T (U+1)+U

into τ(β). With τ(β1) ≥ 0, f(β) is an

increasing function in the lower range, and the optimal point is β̂ = T (U+1)
T (U+1)+U

;

otherwise, go to Step 2.
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• Step 2: Substitute β0 = max
{

0.5, T
T+1

}
into τ(β). With τ(β0) ≤ 0, f(β) is

a decreasing function in this range, the optimal point is β̂ = max
{

0.5, T
T+1

}
;

otherwise, go to Step 3.

• Step 3: With τ(β0) > 0 and τ(β1) < 0, f(β) first increases with β, and then

decreases with β after reaching one extreme point, which is the optimal one,

i.e., β̂ = argβ [τ(β) = 0].



Chapter 3

Adaptive Spectrum Leasing with

Secondary User Scheduling

3.1 Introduction

In the previous chapter, the TPSR based one-phase spectrum sharing scheme is pro-

posed for the overlaid wireless system with one primary pair and two secondary pairs.

The spectrum sharing is realized in the space domain, as the optimal transmission

power of STs is determined to forward the primary data and transmit the secondary

data simultaneously. Intuitively, the spectrum efficiency can be further improved in

the multiuser cognitive radio network, where one primary link coexists with multiple

SUs. The best SU can be scheduled to forward the primary data in the time domain

to exchange for the opportunity of accessing the licensed spectrum for its own sec-

ondary data transmission. Since the multiuser scenario is considered, it is interesting

to show the impacts of cognitive radio constraint to the diversity performance of both

primary and secondary systems. In the stand-alone wireless network, the cooperative

diversity gain on the order of the number of relays is achievable [34] and the asymp-

totic sum-rate capacity of the down-link scheduling scales like log(logm) [50]. The

multiuser diversity is studied in [51–54] for the underlay spectrum sharing, where the

39
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SU that can guarantee the interference constraint of the primary link and have the

highest SNR over the secondary link is scheduled for the transmission. The multiuser

diversity for the interweave spectrum sharing is studied in [55], where the SUs are

allowed to opportunistically communicate over the vacant spectrum bands. However,

there is no literature investigating the diversity of the multiuser spectrum leasing.

In this chapter, we propose an adaptive spectrum leasing scheme based on TPSR

and DF relaying to improve the overall network throughput. Since the rate of primary

system can be greatly enhanced with the help from SUs, the primary data transmis-

sion time can be shortened and the spectrum can thus be leased to the secondary data

transmission in the remaining time. The TPSR or DF cooperation mode is adaptively

switched to for each cognitive user. The SUs that can bring the largest achievable rate

to secondary system while protecting the primary target rate are scheduled for the

spectrum leasing with optimal time allocation. Cooperative diversity of primary sys-

tem, and selection diversity and multiuser diversity of secondary system are analyzed.

It is shown that with m SUs competing for the spectrum leasing, the cooperative di-

versity gain of primary system is m+ 1 and the selection diversity order of secondary

system is m. The throughput of secondary system scales as log(logm) with large

number of SUs.

The rest of this chapter is organized as follows. In Section 3.2, the system model

is introduced. The SU scheduling with cooperation mode selection is proposed in

Section 3.3. Section 3.4 analyzes the diversity gain of both systems based on the

outage performance. The multiuser diversity in terms of throughput scaling is studied

in Section 3.5. Numerical and simulation results are presented in Section 3.6. Section

3.7 concludes this chapter.

3.2 System Model

The cognitive radio network considered in this chapter has one primary link (PT →
PR) coexisting with m secondary transmitters STi, i ∈ M = {1, 2..., m}, which intend
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Figure 3.1: Spectrum leasing schemes in the cognitive radio network with
one pair of PUs and multiple SUs. The solid lines represent the primary
signal link, and the dashed lines represent the secondary signal link.

to communicate with a common secondary receiver SR over a single-hop link. Each

user is equipped with one antenna operating with half-duplex mode. The channel

between any transmitter u and receiver v is assumed to undergo independent Rayleigh

block fading with channel gain hu,v. The channel remains invariant in the duration

of one fading block. The channel power gain is denoted as Gu,v = |hu,v|2, which is

exponentially distributed with mean Ḡu,v = d−α
u,v , where du,v is the distance and α is

the path loss exponent. The channel is assumed to be symmetric [34], i.e., hu,v = hv,u.

The primary system is willing to share its licensed spectrum with the secondary

system for a reward of cooperation gain. With the assistance from SUs, less time is

needed for the transmission of primary data and hence less energy is consumed in the

primary system. In return, the spectrum can be leased to the secondary transmission

in the remaining time.

Two cooperation modes are considered in our proposed adaptive spectrum leasing

scheme. The TPSR based spectrum leasing scheme with STi (i ∈ M) and STj
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(j ∈ M, j 6= i) assisting the primary data transmission is shown in Fig. 3.1(a).

The fraction of time used for the cooperation is βt
ij ∈ (0, 1), where the superscript

“t” denotes the TPSR scheme. The primary data is encapsulated into frames, and

each frame contains N symbols and lasts one unit time. One primary data frame

is cooperatively transmitted in the former L = βt
ijN time slots, while the secondary

transmission between STi and SR is performed in the remaining (1−βt
ij)N time slots.

Without loss of generality, L is set as an odd number. The unit-power primary signal

sent in time slot k is denoted as xp[k]. In the TPSR, STi receives the primary signal

xp[1] in the first time slot, and STj forwards the primary signal xp[L− 1] in the last

time slot L. The cooperation in other time slots is explained as follows [24].

• At even time slot k: PT sends xp[k]; STi sends xp[k−1]; STj receives the signals,

detects and cancels xp[k− 1], then detects xp[k]; PR receives the superimposed

signal.

• At odd time slot k+1: PT sends xp[k+1]; STj sends xp[k]; STi receives the sig-

nals, detects and cancels xp[k], then detects xp[k+1]; PR receives superimposed

signal.

In the above process, the successive interference decoding and cancelation is applied

at STs to retrieve the primary signals. The primary transmitter PT continuously

sends its signal to PR, while STi and STj implicitly help forward the signal without

interrupting the primary transmission. At the end of TPSR, PR performs the joint

maximum-likelihood (ML) decoding to retrieve the primary signals received in all L

time slots. From time slot L + 1 to N , STi sends its own secondary signal to SR,

while SR performs the decoding symbol by symbol.

The DF based spectrum leasing scheme [14] with STi helping the primary data

transmission is shown by Fig. 3.1 (b). The fraction of time used for the cooperation is

βd
i ∈ (0, 1), where the superscript “d” denotes the DF scheme. The primary signal is

broadcast in the first (βd
i /2)N time slots by PT. This signal can be overheard by PR

and STi simultaneously. Then, STi forwards the primary signal in the next (βd
i /2)N
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time slots. The primary signals received in the cooperation phase are maximal ratio

combined (MRC) by PR for the detection. After that, STi sends its own secondary

signal to SR in the remaining (1 − βd
i )N time slots.

3.3 Adaptive Spectrum Leasing with User

Scheduling

In this section, we present the TPSR/DF based adaptive spectrum leasing scheme

with SU scheduling. The ST that can guarantee the primary transmission rate and has

the largest secondary rate towards SR is scheduled for the spectrum leasing with its

preferred cooperation mode. The optimal time allocation is studied for the proposed

spectrum leasing.

3.3.1 Secondary User Scheduling

In the secondary system, each ST independently judges whether TPSR or DF based

spectrum leasing should be performed with its participation. The cooperation mode

that can bring a higher rate to the secondary system while satisfying the primary rate

requirement is adaptively selected. The achievable rate of secondary system with STi

joining in the spectrum leasing is given as

Rsi = max
{
Rt

sii∗ , R
d
si

}
, (3.1)

where Rt
sii∗ is the achievable rate of secondary system when the TPSR is jointly

performed by STi and its best partner STi∗ with i∗ = arg maxj∈M,j 6=iR
t
sij. The

achievable rate of secondary system with the DF cooperation performed by STi is

denoted as Rd
si. Therefore, the optimal ST scheduled for the cooperative spectrum

leasing is denoted as STb with index

b = arg max
i∈F

Rsi, (3.2)
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Figure 3.2: Flow chart illustrating the SU scheduling with adaptive mode
selection between TPSR and DF protocols.

where the potential relay set is

F = {i|i ∈ M, Rsi > 0} . (3.3)

If the TPSR mode is selected for STb, then both STb and its best partner STb∗ will

participate in the cooperation. If the DF mode is selected, STb itself is scheduled

for the cooperative transmission. Only the STs in the potential relay set F could

guarantee the primary target rate in the cooperation and have the opportunity for

the secondary data transmission. The flow chart of user scheduling with adaptive

cooperation mode selection is shown in Fig. 3.2.

We assume that the related channel state information (CSI) is available to allocate

the resource and switch the cooperation mode. The active control signal exchange

exists between primary and secondary systems to obtain the related channel states.

The price of exchanging the CSI can be compensated by the advantage of cooperation

in realizing the transmission requirements of both systems. Efficient centralized or
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distributed algorithms can be designed to acquire the related CSI and make the

decisions. For the centralized way, the whole CSI may be available to PT/PR/SR

through signaling exchange over a control channel [14]. For the distributed way, each

ST may estimate the local channel states and extract other CSI piggybacked by the

control packets in the handshake process [21] [74]. The time back-off mechanism

[34] or the signaling burst scheme [56] can be applied to schedule the best SU in a

distributed fashion.

3.3.2 Optimal Time Allocation for TPSR based Scheme

For the TPSR based spectrum leasing, each STi (i ∈ M) formulates the following

optimization problem considering its each possible partner STj (j ∈ M, j 6= i), i.e.,

max
βt
ij

Rt
sij

s.t. Rt
pij ≥ r0,

(3.4)

where Rt
pij is the achievable rate of primary system with the TPSR jointly performed

by STi and its partner STj , and r0 is the target rate of primary system. The op-

timization problem aims to maximize the achievable rate of secondary system while

satisfying the rate requirement of primary system. For the given channel realization,

the more time allocated to the cooperation of primary signal transmission, the higher

achievable rate can be obtained for the primary system, and the lower achievable rate

is brought to the secondary system. Therefore, the optimal time allocation with STi

and its partner STj participating in the TPSR is obtained by letting Rt
pij = r0.

• If we get βt
ij ≥ 1, the TPSR jointly performed by STi and STj cannot support

the primary target rate, and the achievable rate of secondary system is set as

Rt
sij = 0.

• If we get 0 < βt
ij < 1, the primary target rate can be guaranteed and the

achievable rate of secondary system is Rt
sij > 0. So, STi belongs to the potential

relay set F .
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The maximum secondary rate achieved with the participation of STi in the TPSR is

given as

Rt
sii∗ = max

j∈M,j 6=i
Rt

sij , (3.5)

where the best partner of STi is denoted as STi∗ with i∗ = arg maxj∈M,j 6=iR
t
sij .

Next, we determine the optimal time allocation through analyzing the achievable

rates of both systems. In even time slot k (k < L), when STi and PT transmit

simultaneously, the signal received by STj is written as

ySTj
[k] =

√

PphPT,STj
xp[k] +

√

PshSTi,STj
xp[k − 1] + nSTj

[k], (3.6)

where Pp and Ps represent the transmit power of primary system and secondary

system, respectively. In this system, the transmit power of both systems is fixed,

and Ps = ηPp with η > 0 being a predefined constant. The additive white Gaussian

noise (AWGN) is nSR[k] ∼ CN (0, N0) with N0 denoting the noise power. The SNR

at PT side is denoted as ρ = Pp/N0. We assume that the STs are close to each other,

the interference between STi and STj is deemed very strong. To detect the current

signal, the previous signal should be firstly detected and canceled. By viewing the

current signal as noise, the achievable rate of previous signal is

Rt1
pij = βt

ij log2

(

1 +
γSTi,STj

γPT,STj
+ 1

)

, (3.7)

where γSTi,STj
= ηρGSTi,STj

and γPT,STj
= ρGPT,STj

represent the instantaneous SNR

over links (STi, STj) and (PT, STj), respectively. The transmission rate of primary

system is denoted as r0, only when Rt1
pij ≥ r0 could STj correctly detect and cancel

the previous primary signal. Then, the achievable rate of current primary signal is

denoted as Rt2
pij and given by

Rt2
pij = βt

ij log2

(
1 + γPT,STj

)
. (3.8)

STj could correctly detect the current signal with Rt2
pij ≥ r0.
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In odd time slot k+ 1 except the last one, when STj and PT transmit simultane-

ously, the signal received by STi is

ySTi
[k + 1] =

√

PphPT,STi
xp[k + 1] +

√

PshSTi,STj
xp[k] + nSTi

[k + 1], (3.9)

where nSTi
[k+ 1] ∼ CN (0, N0) is the AWGN. By viewing the current signal as noise,

the achievable rate of previous signal is given by

Rt3
pij = βt

ij log2

(

1 +
γSTi,STj

γPT,STi
+ 1

)

, (3.10)

where γPT,STi
= ρGPT,STi

represents the instantaneous SNR over the link (PT, STi).

Only when Rt3
pij ≥ r0 could STi correctly detect and cancel the previous primary

signal. Then, the achievable rate of current signal is denoted as Rt4
pij and given by

Rt4
pij = βt

ij log2

(
1 + γPT,STi

)
. (3.11)

STi could correctly detect the current signal with Rt4
pij ≥ r0.

Finally, the received signal of PR in all L time slots is

yij = Hijxp + np, (3.12)

where xp = [xp[1], xp[2], · · · , xp[L− 1]]T is the primary signal vector with T denoting

the transpose operation; np is the noise with each element modeled as independent

complex Gaussian random variable CN (0, N0); Hij is the equivalent MIMO channel

with size L× (L− 1).

Hij =




















Cp 0 · · · 0 0 0

Ci Cp . . . 0 0 0

0 Cj . . . 0 0 0
...

. . .
. . .

. . .
. . .

...

0 0
. . . Cj Cp 0

0 0 · · · 0 Ci Cp
0 0 · · · 0 0 Cj




















, (3.13)
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where Cp =
√
PphPT,PR, Ci =

√
PshSTi,PR, and Cj =

√
PshSTj ,PR. In this case, L time

slots are used to cooperatively transmit L − 1 primary symbols and the full spatial

diversity is achieved, as each signal travels two independent paths towards PR. The

achievable rate of primary user is denoted as Rt5
pij and given by

Rt5
pij =

1

N
log2

[

det(I + H̃ijH̃
H
ij )

]

, (3.14)

where H̃ij =
√

1/N0Hij denotes the normalized equivalent MIMO channel. The

achievable rate of primary signal in the TPSR cooperation is expressed as

Rt
pij = min

{
Rt1

pij , R
t2
pij , R

t3
pij , R

t4
pij, R

t5
pij

}
. (3.15)

After cooperatively transmitting the primary signal, the secondary signal is transmit-

ted between STi and SR in the remaining time. The achievable rate of SU is

Rt
sij = (1 − βt

ij) log2 (1 + γSTi,SR) . (3.16)

The achievable rate exists for the secondary system with βt
ij < 1. Otherwise, we set

Rt
sij = 0.

After solving Rt
pij = r0, the optimal time allocation is obtained as

βt
ij = max

{
βt1
ij , β

t2
ij , β

t3
ij , β

t4
ij , β

t5
ij

}
, (3.17)

where the five terms are derived via Rt1
pij = r0, R

t2
pij = r0, R

t3
pij = r0, R

t4
pij = r0, and

Rt5
pij = r0, respectively. The first four time allocation factors can be directly obtained,

and we will derive the approximate value of βt5
ij . As I + H̃ijH̃

H
ij in Rt5

pij (3.14) is a

tridiagonal matrix, of which the determinant is difficult to obtain, the closed-form

expression of Rt5
pij is not available. However, we can derive the following upper bound

[see Appendix I],

R̂t5
pij =

βt
ij

2
log2

[
γSTi,PR(1 + γSTj ,PR) + (1 + γPT,PR)(1 + γPT,PR + γSTj ,PR)

]
. (3.18)

Let R̂t5
pij = r0, we can obtain a tight lower bound of βt5

ij , which is denoted as β̂t5
ij .
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3.3.3 Optimal Time Allocation for DF based Scheme

For the DF based scheme, the optimization problem formulated by STi (∀i ∈ M) is

given as

max
βd
i

Rd
si

s.t. Rd
pi ≥ r0,

(3.19)

where Rd
pi is the achievable rate of primary system with the DF cooperation performed

by STi. Similarly with the TPSR problem, this optimization aims to maximize the

secondary rate while protecting the primary target rate. The optimal time allocation

is obtained via setting Rd
pi = r0.

• If we get βd
i ≥ 1, the DF relaying performed by STi cannot support the primary

target rate, and the achievable rate of secondary system is set as Rd
si = 0.

• If we get 0 < βd
i < 1, the primary target rate can be guaranteed and the

achievable rate of secondary system is Rd
si > 0. So, STi belongs to the potential

relay set F .

Next, we determine the optimal time allocation in the DF based spectrum leasing.

When PT transmits in the former (βd
i /2)N time slots, PR will receive and store this

signal. Meantime, STi overhears the primary signal with achievable rate denoted as

Rd1
pi and given by

Rd1
pi =

βd
i

2
log2

(
1 + γPT,STi

)
. (3.20)

The primary signal can be correctly detected if Rd1
pi ≥ r0. In the next (βd

i /2)N

time slots, STi will forward the primary signal to PR. The former received signal is

maximal ratio combined with the latter received signal by PR [57]. For the combined

signal, the achievable rate is

Rd2
pi =

βd
i

2
log2 (1 + γPT,PR + γSTi,PR) . (3.21)
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The achievable rate of primary signal in the DF cooperation is thus expressed as

Rd
pi = min

{
Rd1

pi , R
d2
pi

}
. (3.22)

After cooperatively transmitting the primary signal, the secondary signal is directly

transmitted between STi and SR, the achievable rate for the secondary transmission

is given as

Rd
si = (1 − βd

i ) log2 (1 + γSTi,SR) . (3.23)

After solving Rd
pi = r0, the optimal time allocation can be obtained as

βd
i = max

{
βd1
i , β

d2
i

}
, (3.24)

where the two terms can be obtained directly by setting Rd1
pi = r0 and Rd2

pi = r0,

respectively. The achievable rate exists for the secondary system with βd
i < 1. Oth-

erwise, we set Rd
si = 0.

Remark: For a certain STi (i ∈ M), the condition of it belonging to the potential

relay set F is min{βd
i , β

t
ii∗} < 1, where the lower limit is omitted as the time allo-

cation factor is always larger than 0. Only when STi belongs to F could it switch

between TPSR and DF for the spectrum leasing. The condition of choosing DF as

the cooperation mode for STi is Rt
sii∗ < Rd

si, which is equivalent to βd
i < min{1, βt

ii∗},

i.e.,

max{βd1
i , β

d2
i } < min

{

1, min
j∈M/{i}

max{βt1
ij , β

t2
ij , β

t3
ij , β

t4
ij , β

t5
ij }

}

. (3.25)

Similarly, the condition of choosing TPSR as the cooperation mode is given as

min
j∈M/{i}

max{βt1
ij , β

t2
ij , β

t3
ij , β

t4
ij , β

t5
ij } < min

{
1,max{βd1

i , β
d2
i }

}
. (3.26)

For each primary data transmission period, the related channel knowledge should be

measured by each ST to calculate the optimal time allocation and switch between

DF and TPSR. The potential SU that can bring the largest achievable rate over

the secondary link is scheduled to join in the spectrum leasing with its preferred

cooperation mode.
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3.4 Diversity Performance Analysis

In this section, with the transmission rates of both systems fixed, the outage proba-

bilities are studied to show the cooperative diversity gain of primary system and the

selection diversity gain of secondary system.

3.4.1 Cooperative Diversity of Primary System

When F 6= ∅, one ST is selected for the spectrum leasing, and the primary target

rate can be guaranteed. No outage event occurs to the primary system in this case.

However, when F = ∅, there is no secondary transmission and PR only receives

the primary signal directly coming from PT. Therefore, the outage event occurs to

primary system when F = ∅ and the direct transmission is not successful. The outage

probability is denoted as P p
out and given by

P p
out = Pr {F = ∅, log2 (1 + γPT,PR) < r0}

= Pr
{
βt
11∗ ≥ 1, βd

1 ≥ 1, ..., βt
mm∗ ≥ 1, βd

m ≥ 1, γPT,PR < c0
}
, (3.27)

where c0 = 2r0 − 1. Eq. (3.27) means that no optimal time allocation can be found

by each ST to support the primary target rate and the direct transmission over link

(PT,PR) is unsuccessful. An upper bound of P p
out is denoted as P̂ p

out, i.e.,

P p
out ≤ P̂ p1

out = Pr
{
βd
1 ≥ 1, ..., βd

m ≥ 1, γPT,PR < c0
}

(3.28)

The upper bound is obtained by considering the DF based spectrum leasing protocol

only.

For a given ΓPT,PR = γPT,PR, which is denoted as event A, the probability of STi

(i ∈ M) keeping silent for the DF cooperation is calculated as

Pr
{
βd
i ≥ 1

∣
∣A

}
= 1 − Pr

{
max

{
βd1
i , β

d2
i

}
< 1

∣
∣A

}

= 1 − exp

[

−
( c1
γ̄PT,ST

+
c1

γ̄ST,PR

)]

exp
(γPT,PR

γ̄ST,PR

)

, (3.29)
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where c1 = 4r0 − 1, γ̄PT,ST = ρḠPT,ST and γ̄ST,PR = ηρḠST,PR represent the average

SNRs of link (PT, STi) and (STi,PR), respectively. Then, the upper bound can be

further computed as

P̂ p1
out =

∫ c0

0

[
Pr

{
βd
i ≥ 1

∣
∣A

}]m
fΓPT,PR

(γPT,PR) dγPT,PR

≤ P̂ p2
out =

∫ c0

0

{

1 − exp
[

−
( c1
γ̄PT,ST

+
c1

γ̄ST,PR

)]}m

fΓPT,PR
(γPT,PR) dγPT,PR,

(3.30)

where fΓPT,PR
(γPT,PR) is the probability density function (PDF) of the exponentially

distributed random variable ΓPT,PR. Then, the upper bound in (3.30) can be obtained

as

P̂ p2
out =

{

1 − exp
[

−
( c1
ρḠPT,ST

+
c1

ηρḠST,PR

)]}m[

1 − exp
(

− c0
ρḠPT,PR

)]

≈ 1

ρm+1

( c1
ḠPT,ST

+
c1

ηḠST,PR

)m c0
ḠPT,PR

. (3.31)

The approximation of (3.31) is derived for large ρ. From the outage probability upper

bound (3.31), we can get the following cooperative diversity order,

d̂p = − lim
ρ→∞

log(P̂ p2
out)

log ρ
= m+ 1, (3.32)

from which we notice that the cooperative diversity gain of (m+ 1) is achievable.

Next, we derive a lower bound of the outage probability as follows according to

(3.27), i.e.,

P p
out ≥ P̌ p

out = Pr
{
βt4
11∗ ≥ 1, ..., βt4

mm∗ ≥ 1, γPT,PR < c0
}
. (3.33)

It is derived since βt
ii∗ = max

{
βt1
ii∗ , β

t2
ii∗ , β

t3
ii∗ , β

t4
ii∗ , β

t5
ii∗

}
≥ βt4

ii∗ , and βd
i = max

{
βd1
i , β

d2
i

}
≥

βd1
i = 2βt4

ii∗ . For a given condition A, i.e., ΓPT,PR = γPT,PR, we have

Pr
{
βt4
ii∗ ≥ 1

∣
∣A

}
= Pr {γPT,STi

≤ c0} = 1 − exp
(

− c0
γ̄PT,ST

)

. (3.34)
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Then, the lower bound P̌ p
out can be calculated as

P̌ p
out =

∫ c0

0

[
Pr

{
βt4
ii∗ ≥ 1

∣
∣A

}]m
fΓPT,PR

(γPT,PR) dγPT,PR

=
[

1 − exp
(

− c0
ρḠPT,ST

)]m[

1 − exp
(

− c0
ρḠPT,PR

)]

≈ 1

ρm+1

( c0
ḠPT,ST

)m c0
ḠPT,PR

, (3.35)

where the approximation is derived in the high regime of ρ. From the outage proba-

bility lower bound (3.35), we can get the following cooperative diversity order,

ďp = − lim
ρ→∞

log(P̌ p
out)

log ρ
= m+ 1, (3.36)

from which we notice that the cooperative diversity gain of (m+ 1) is achievable.

With m STs competing to forward the primary signal plus the direct link (PT →
PR), totally m + 1 independent links are considered for the primary transmission.

Therefore, the cooperative diversity gain of primary system is (m+ 1) as can be seen

from (3.32) and (3.36). The more STs contend for the spectrum leasing, the higher

diversity gain is achieved for the primary system.

3.4.2 Selection Diversity of Secondary System

In the competition process, the potential ST with highest achievable rate is selected

to relay the primary data and transmit the secondary data. If the target rate between

the selected ST and the common SR is not satisfied, the outage event occurs to the

secondary system [21]. Since the data length of each ST is identical and the transmit

rate is fixed as r1, this outage performance can reflect the throughput of secondary

system. Denoted as P s
out, the outage probability is given as

P s
out = Pr {Rs1 < r1, ..., Rsm < r1} (3.37)

= Pr
{
Rt

s11∗ < r1, R
d
s1 < r1, ..., R

t
smm∗ < r1, R

d
sm < r1

}
.

The outage probability upper bound is denoted as P̂ s1
out, i.e.,

P s
out ≤ P̂ s1

out = Pr
{
Rd

s1 < r1, ..., R
d
sm < r1

}
. (3.38)
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The probability upper bound in (3.38) is derived by only considering the DF protocol.

For a given condition A, i.e., ΓPT,PR = γPT,PR, the probability that a certain STi

(i ∈ M) cannot support the secondary transmission with DF cooperation is denoted

as Pr
{
Rd

si < r1
∣
∣A

}
and it is computed as

Pr
{

(1 − βd
i ) log2 (1 + γSTi,SR) < r1

∣
∣A

}

≤ Pr
{
βd
i > θ0

∣
∣A

}
+ Pr

{
βd
i ≤ θ0, γSTi,SR < 2

r1

1−βd
i − 1

∣
∣A

}

≤ 1 − Pr
{
βd
i ≤ θ0

∣
∣A

}
Pr

{
γSTi,SR ≥ 2

r1
1−θ0 − 1

∣
∣A

}
, (3.39)

where 0 < θ0 < 1 is a constant. Then, we have probability

Pr
{
βd
i ≤ θ0

∣
∣A

}
= Pr

{
max

{
βd1
i , β

d2
i

}
≤ θ0

∣
∣A

}

=







exp
(

− v0
γ̄PT,ST

)

exp
(

− v0 − γPT,PR

γ̄ST,PR

)

, if γPT,PR < v0

exp
(

− v0
γ̄PT,ST

)

, if γPT,PR ≥ v0,
(3.40)

where v0 = 4r0/θ0 − 1. With reference to (3.40), the upper bound of (3.39) is derived

as

Pr
{
Rd

si < r1
∣
∣A

}
≤ 1 − Pr

{
βd
i ≤ θ0

∣
∣A

}
Pr

{
γSTi,SR ≥ v1

∣
∣A

}

≤ 1 − exp
(

− v0
γ̄PT,ST

)

exp
(

− v0
γ̄ST,PR

)

exp
(

− v1
γ̄ST,SR

)

, (3.41)

where v1 = 2
r1

1−θ0 −1. According to (3.38) and (3.41), the upper bound P̂ s1
out is further

derived as

P̂ s1
out =

∫ ∞

0

(
Pr

{
Rd

si < r1
∣
∣A

})m
fΓPT,PR

(γPT,PR)dγPT,PR

≤ P̂ s2
out =

[

1 − exp
(

− v0
γ̄PT,ST

)

exp
(

− v0
γ̄ST,PR

)

exp
(

− v1
γ̄ST,SR

)]m

≈ 1

ρm

( v0
ḠPT,ST

+
v0

ηḠST,PR

+
v1

ηḠST,SR

)m

, (3.42)

where the approximation is derived in the high regime of ρ. Using the outage proba-

bility upper bound (3.42), we can get the following selection diversity order,

d̂s = − lim
ρ→∞

log(P̂ s2
out)

log ρ
= m, (3.43)
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from which we notice that the selection diversity gain of m is achievable.

Next, we derive a lower bound of the outage probability, which is denoted as P̌ s1
out

and given as follows according to (5.6), i.e.,

P s
out ≥ P̌ s1

out = Pr
{

(1 − βt4
11∗) log2(1 + γST1,SR) < r1, ...,

(1 − βt4
mm∗) log2(1 + γSTm,SR) < r1

}
. (3.44)

In the derivation of the lower bound, we use the fact βt
ii∗ ≥ βt4

ii∗ and βd
i ≥ βd1

i = 2βt4
ii∗ .

Then, we study the outage probability with one STi (i ∈ M), i.e.,

Pr
{

(1 − βt4
ii∗) log2(1 + γSTi,SR) < r1

}
≥ Pr

{
βt4
ii∗ ≥ 1

}
= 1 − exp

(

− c0
γ̄PT,ST

)

.

(3.45)

Considering the independence of random variables for different STs, the outage prob-

ability lower bound in (3.44) can be further derived as

P̌ s1
out ≥ P̌ s2

out =
[

1 − exp
(

− c0
γ̄PT,ST

)]m

≈ 1

ρm

( c0
ḠPT,ST

)m

, (3.46)

where the approximation is derived when ρ→ ∞. Using the outage probability lower

bound (3.46), we can get the following selection diversity order,

ďs = − lim
ρ→∞

log(P̌ s2
out)

log ρ
= m, (3.47)

from which we notice that the selection diversity gain of m is achievable.

From (3.43) and (3.47), we can see that the selection diversity order m can be

achieved for the secondary system because the best user is selected among m potential

STs. By observing the cooperative diversity of primary system and the selection

diversity of secondary system, we note that the same diversity gain can be achieved

for the overlay spectrum leasing as that of conventional stand-alone network with

relay selection [34]. Therefore, the same spectrum can be utilized by two systems

simultaneously without losing diversity gain for each system.
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3.5 Multiuser Diversity: Throughput Scaling Law

In this section, with the primary target rate fixed, we study the multiuser diversity of

secondary system in terms of throughput scaling with respect to the SU number. Since

the potential ST with the largest rate is selected, the achievable rate of secondary

system is a random variable,

Q = max
i∈M

Rsi = max
i∈M

max
{
Rt

sii∗ , R
d
si

}
. (3.48)

We then study the throughput lower bound and upper bound based on the following

Lemma.

Lemma 1 of [58]: Let Zm = maxi∈M ζi with ζ1, ζ2..., ζm being i.i.d. random

variables with distribution F (x). Define ω(F ) = sup {x : F (x) < 1}. Assume that

there is a real number x1 such that, for all x1 ≤ x < ω(F ), f(x) = F ′(x) and F ′′(x)

exist and f(x) 6= 0. If

lim
x→ω(F )

d

dx

[1 − F (x)

f(x)

]

= 0, (3.49)

then there exist constants am and bm > 0 such that Zm−am
bm

uniformly converges in

distribution to a normalized Gumbel random variable as m→ ∞. The constants am

and bm are given as

am = F−1
(

1 − 1

m

)

, bm = F−1
(

1 − 1

me

)

− am.

With m→ ∞, E[Z] ≈ am + E0bm, where E0 = 0.5772... is the Euler constant.

3.5.1 Throughput Lower Bound

One lower bound of the secondary rate Q is denoted as V and given by

V = max
i∈M

(
1 − β̂d

i

)
log2 (1 + γSTi,SR) ≤ max

i∈M
Rd

si ≤ Q, (3.50)

where β̂d
i denotes the upper bound of the time fraction βd

i , and it is given by

β̂d
i = max

{

2r0

log2

(
1 + γPT,STi

) ,
2r0

log2 (1 + γSTi,PR)

}

. (3.51)
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The cumulative distribution function (CDF) of β̂d
i is denoted as FB(β) and derived

as

FB(β) = exp
( 1

γ̄PT,ST
+

1

γ̄ST,PR

)

exp
[

− 4r0/β
( 1

γ̄PT,ST
+

1

γ̄ST,PR

)]

. (3.52)

For the rate lower bound V , the CDF of each i.i.d. element is denoted as FV (x) and

given by

FV (x) = Pr
{

(1 − β) log2 (1 + γST,SR) ≤ x
}

= Pr {β ≥ 1} + Pr
{
β < 1, γST,SR ≤ 2

x
1−β − 1

}

= 1 − Pr
{
β < 1, γST,SR > 2

x
1−β − 1

}

= 1 − exp
( 1

γ̄ST,SR

)∫ 1

0

exp
(

− 2
x

1−β

γ̄ST,SR

)

fB(β) dβ, (3.53)

where fB(β) is the PDF of β̂d
i . It is nontrivial to get the closed form expression of

(3.53). However, we can give an upper bound of FV (x). The upper bound is denoted

as FVu
(x) and given by

FV (x) ≤ FVu
(x) = 1 − Pr

{
β ≤ β0, γST,SR > 2

x
1−β0 − 1

}
= 1 − ku exp

(

− 2
x

1−β0

γ̄ST,SR

)

,

(3.54)

where 0 < β0 < 1 is a constant and ku = FB(β0) exp
(

1
γ̄ST,SR

)
with FB(·) given by

(3.52).

As proved in Appendix II, Eq. (3.49) of Lemma 1 with FV (x) and fV (x) sub-

stituted is satisfied. Since the closed-form expression of FV (x) is not available, we

use FVu
(x) to find the two parameters am and bm, which are denoted as aum and bum,

respectively.

aum = F−1
Vu

(

1 − 1

m

)

= (1 − β0) log2 [γ̄ST,SR ln(kum)] ,

bum = F−1
Vu

(

1 − 1

me

)

− aum = (1 − β0) log2

[

1 +
1

ln(kum)

]

. (3.55)

With m→ ∞, the parameter bum approaches zero. Therefore, the asymptotic through-

put lower bound can be obtained as aum ≤ E[V ].
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3.5.2 Throughput Upper Bound

Since βt
ii∗ ≥ βt4

ii∗ and βd
i ≥ βd1

i = 2βt4
ii∗ , one upper bound of the secondary rate Q is

denoted as Λ and given by

Q ≤ Λ = max
i∈M

(1 − βt4
ii∗) log2 (1 + γSTi,SR) . (3.56)

Next, we investigate the throughput upper bound. The CDF of βt4
ii∗ is denoted as

FB̃(β), i.e.,

FB̃(β) = exp
( 1

γ̄PT,ST

)

exp
(

− 2r0/β

γ̄PT,ST

)

. (3.57)

The CDF of each i.i.d. element in Λ is denoted by FΛ(x) and derived as

FΛ(x) = 1 − exp
( 1

γ̄ST,SR

)∫ 1

0

exp
(

− 2
x

1−β

γ̄ST,SR

)

fB̃(β) dβ, (3.58)

where fB̃(β) is the PDF of βt4
ii∗ . The closed-form expression of (3.58) is not available,

but we derive the lower bound, which is denoted as FΛl
(x) and given by

FΛ(x) ≥ FΛl
(x) = 1 − Pr

{
β < 1, γST,SR > 2x − 1

}
= 1 − kl exp

(

− 2x

γ̄ST,SR

)

, (3.59)

where kl = FB̃(1) exp
(

1
γ̄ST,SR

)
with FB̃(·) given by (3.57).

With the same proof in Appendix II, Eq. (3.49) of Lemma 1 with FΛ(x) and fΛ(x)

substituted is also satisfied. The closed-form expression of FΛ(x) is not available, we

use FΛl
(x) to find am and bm in Lemma 1. Denoted as alm and blm, the parameters

are derived as

alm = F−1
Λl

(

1 − 1

m

)

= log2 [γ̄ST,SR ln(klm)] ,

blm = F−1
Λl

(

1 − 1

me

)

− alm = log2

[

1 +
1

ln(klm)

]

. (3.60)

With m→ ∞, the parameter blm approaches zero. The asymptotic throughput upper

bound can be written as E[Λ] ≤ alm. Finally, we can express the system throughput

as

aum ≤ E[V ] ≤ E[Q] ≤ E[Λ] ≤ alm. (3.61)
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Both the upper and lower bounds scale like

λ log2[γ̄ST,SR ln(km)] ≈ λ
[

log2

(
lnm

)
+ log

(
γ̄ST,SR

)]

, (3.62)

where the approximation is obtained when m is very large. For the rate lower bound,

we have λ = 1 − β0, while for the rate upper bound, we have λ = 1. Therefore, as

a continuous and smooth function of m, the secondary throughput E[Q] scales like

log2

(
γ̄ST,SR lnm

)
as m→ ∞. In other words, it scales like log(logm) as m→ ∞.

3.6 Numerical and Simulation Results

In this section, numerical and simulation results are presented to verify the efficiency

of the proposed adaptive spectrum leasing scheme and validate the analysis of diver-

sity performance. For the overlaid wireless network, we assume dPT,STi
= dSTi,PR =

dPT,ST, dSTi,STj
= dST,ST, and dSTi,SR = dST,SR, for ∀i ∈ M, j ∈ M, j 6= i. In the

simulations, we set the noise power N0 = 1, the path-loss exponent α = 3, the power

ratio η = 5, the total frame length N = 61, and the distance dPT,PR = 1.0. The per-

formance of this adaptive spectrum leasing scheme is compared with the DF based

scheme and TPSR based scheme.

We also compare our scheme with the DF based spectrum sharing scheme [21],

where two communication phases are included. In phase one, PT broadcasts its

primary data with power Pp. The STs that can correctly decode the primary data and

successfully forward it with power Ps are classified as potential relays. The potential

ST with the largest achievable rate towards PR is selected to forward the primary

data in phase two. With the cooperation of ST, the primary link can tolerate a certain

amount of interference. Each remaining ST calculates the secondary transmit power

under the interference constraint and the one with the best achievable rate towards SR

is selected to transmit secondary data in phase two. Since the interference constraint

is guaranteed, the primary rate can be satisfied in the cooperation process. If SR

correctly decodes the primary data in phase one, the secondary data is decoded by
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Figure 3.3: Outage probability of primary system with r0 = 3 and m = 3.

canceling the primary data. Otherwise, SR decodes the secondary data directly by

treating the primary data as noise. In the above process, when the relaying ST is

not successfully selected, the direct transmission between PT and PR is performed

without interference from secondary system.

3.6.1 Outage Probability

Fig. 3.3 and Fig. 3.4 show the outage probability of primary system with different

primary target rates. The outage performance upper bound and lower bound are

plotted according to (3.31) and (3.35), respectively. Other parameters are set as r1 =

1.5, dPT,ST = dST,PR = 2.0, and dST,ST = dST,SR = 0.5. When there are m = 3 STs,

the cooperative diversity gain of primary system is 4, because the simulation curves

are parallel with the theoretical curves in the high regime of SNR. With the decrease

of primary target rate from r0 = 3 to r0 = 2, the outage performance gets better,

since it becomes easier to support the lower rate transmission. The performance

upper bound matches well with the simulation results of DF based scheme. This is
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Figure 3.4: Outage probability of primary system with r0 = 2 and m = 3.

because the omitted term in the upper bound of (3.29) has negligible impacts to the

integral over (0, c0) in the derivation of (3.30).

Fig. 3.5 and Fig. 3.6 show the outage probability of secondary system with

different primary target rates. The outage performance upper bound and lower bound

are plotted according to (3.42) and (3.46), respectively. Other parameters are set

as r1 = 1.5, dPT,ST = dST,PR = 2.0, and dST,ST = dST,SR = 0.5. The selection

diversity gain of secondary system is 3 when there are m = 3 STs, as the simulation

results are parallel with the theoretical results in the high regime of SNR. The outage

performance improves with the decrease of primary rate from r0 = 2 to r0 = 1.5. It

is because when the primary rate turns smaller, it is easier for the STs to become

potential relays, and as a result the opportunity of secondary transmission gets larger.

The proposed adaptive spectrum leasing scheme outperforms the DF based scheme

and the TPSR based scheme. The TPSR based scheme outperforms the DF based

scheme in the low to moderate SNR region, and the situation is reversed in the high

SNR region. When the SNR is low, the SIC can be well performed in the TPSR as
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Figure 3.5: Outage probability of secondary system with r0 = 2, m = 3.
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Figure 3.6: Outage probability of secondary system with r0 = 1.5, m = 3.
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Figure 3.7: Throughput scaling of secondary system with r0 = 1.5 bps,
dPT,ST = dST,PR = 1.0, and dST,ST = dST,SR = 0.5.

the links between PT and STs are relatively weak and the TPSR scheme has a higher

spectrum efficiency. However, when the SNR is large, the SIC can not work well and

the DF protocol outperforms the TPSR scheme. Therefore, the proposed adaptive

spectrum leasing scheme inclines to use TPSR when the power is not very strong,

otherwise the DF protocol is preferred. Compared with the spatial domain spectrum

sharing protocol [21], the adaptive spectrum leasing protocol in time domain has a

much better performance as there is no interference between the primary data relaying

and secondary data transmission.

3.6.2 Secondary Throughput

Fig. 3.7 shows the throughput of secondary system with respect to the increase of

user number. Both the rate lower bound aum (3.55) and rate upper bound alm (3.60)

are plotted in this figure. With the increase of SNR ρ, the performance gets better,

as it becomes easier for the SUs to correctly decode the primary signal and take part
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Figure 3.8: Throughput of secondary system divided by log2

(
γ̄ST,SR lnm

)
,

with ρ = 20 dB, r0 = 1.5, and d = dPT,ST = dST,PR.

in the spectrum leasing. Furthermore, the channel quality between ST and SR is also

better due to the increase of SNR.

Fig. 3.8 shows the throughput of secondary system divided by the scaling factor

log2

(
γ̄ST,SR lnm

)
with regard to the number of SUs. The performance becomes almost

a horizontal line in the high regime of m. It confirms that the throughput grows

linearly with log2

(
γ̄ST,SR lnm

)
when the SU number m is large. The performance gets

worse with the increase of distance between PUs and STs. The longer the distance,

the worse the channel quality and hence the worse the performance. Again, the

adaptive spectrum leasing scheme performs much better than the DF based scheme.

3.7 Summary

In this chapter, an adaptive spectrum leasing scheme is proposed by switching between

TPSR and DF cooperation modes. The ST that can bring the largest achievable
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rate while satisfying the rate requirement of primary system is scheduled for the

spectrum access using the optimal cooperation mode. The cooperative diversity of

primary system and selection diversity of secondary system are studied when both

the primary and secondary rates are fixed. The multiuser diversity is investigated

in terms of throughput for the secondary system when the primary rate is fixed.

The analytical results show that, for the spectrum leasing with SU scheduling, the

diversity gain is the same as that achieved in the stand-alone cooperative network

without interference constraints.

3.8 Appendix I: Proof of the Rate Upper Bound

The equivalent channel H̃ij is divided into blocks, for each block there are 2 transmit

antennas and 3 receive antennas, and there are no interference between blocks, i.e.,

the communications of different blocks are independent [48, 49]. The block included

in H̃ij is denoted as H̃bij,

H̃bij =








a 0

b a

0 c







, (3.63)

where a = Cp√
N0

, b = Ci√
N0

, and c =
Cj√
N0

. As there are
βt
ijN−1

2
same blocks in H̃ij, we

can get

Rt5
pij =

1

N
log2

[
det(I + H̃ijH̃

H
ij )

]

(I1)
≤ 1

N
log2

{[

det
(
I + H̃bijH̃

H
bij

)]
βt
ijN−1

2

}

<
βt
ij

2
log2

{[

det
(
I + H̃bijH̃

H
bij

)]}

. (3.64)

Next, we will focus on proving the inequality (I1) of (3.64). Matrix H̃ij is of size

L × (L − 1) with L = βt
ijN being an odd number. For notation brevity, we set

G = H̃ij and Z = H̃bij .
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Definition 1: Let B(L−1) = det
[
M(L)

]
with M(L) = IL + GGH being the

tridiagonal matrix,

M(L) =











1 + |a|2 ab∗ · · · 0

a∗b 1 + |a|2 + |b|2 . . .
...

...
. . .

. . . ac∗

0 · · · a∗c 1 + |c|2











. (3.65)

Definition 2: Generate Ĝ by splitting the last two columns of G into one block

Z3×2 as (3.63),

Ĝ =




G(L−2)×(L−3) 0(L−2)×2

03×(L−3) Z3×2



 . (3.66)

Let B̂(L−1) = det
[

M̂(L+1)

]

with M̂(L+1) = IL+1 + ĜĜH being the block diagonal

matrix,

M̂(L+1) =




M(L−2) 0(L−2)×3

03×(L−2) I3 + ZZH



 . (3.67)

Definition 3: Generate a new matrix M̄(L) by changing the last element of M(L)

as 1 + |a|2 + |c|2, then let D(L−1) = det
[
M̄(L)

]
.

Without loss of generality, we use a2, b2, and c2 to represent |a|2, |b|2, and |c|2,
respectively. Through (3.67), we can obtain

B̂(L−1) = B(L−3) det
(
I3 + ZZH) = B(L−3)

(
1 + 2a2 + b2 + c2 + a4 + a2c2 + b2c2

)
.

(3.68)

According to M(L) given by (3.65) and M̄(L), B(L−1) and D(L−1) can be calculated as







B(L−1) = (1 + c2)D(L−2) + ∆,

D(L−1) = (1 + a2 + c2)D(L−2) + ∆,
(3.69)

where ∆ is a common value of B(L−1) and D(L−1). Expression (3.69) tells us that

D(L−1) = a2D(L−2) +B(L−1). (3.70)
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With reference to Lemma 4 of [59], we can obtain






D(L−1) = (1 + a2 + c2)D(L−2) − a2c2D(L−3)

D(L−2) = (1 + a2 + b2)D(L−3) − a2b2D(L−4)

D(L−3) = (1 + a2 + c2)D(L−4) − a2c2D(L−5)

D(L−4) = (1 + a2 + b2)D(L−5) − a2b2D(L−6).

(3.71)

Jointly considering (3.70) and (3.71), we can get

B(L−1) = (1 + c2)D(L−2) − a2c2D(L−3)

=

(

1 + 2a2 + b2 + c2 + b2c2 +
a4

1 + c2

)

(1 + c2)D(L−4)

− (1 + a2 + b2 + c2 + b2c2)a2c2D(L−5). (3.72)

Since we have B(L−3) = (1 + c2)D(L−4) − a2c2D(L−5), substitute it into (3.68), we can

obtain

B̂(L−1) =
[
(1 + c2)D(L−4) − a2c2D(L−5)

] (
1 + 2a2 + b2 + c2 + a4 + a2c2 + b2c2

)
.

(3.73)

Next, we compare B̂(L−1) of (3.73) and B(L−1) of (3.72) as

B̂(L−1) −B(L−1) = a2c2
[
D(L−3) − a2(1 + a2)D(L−5)

]
. (3.74)

Furthermore, according to (3.71), after some mathematical operation, we have

D(L−3) − a2(1 + a2)D(L−5) = a2b2
(
D(L−5) − a2D(L−6)

)
+B(L−3), (3.75)

where B(L−3) ≥ 0 is always satisfied according to (3.68), because the system rate

is always no smaller than 0. Recall the iteration in (3.71), we can derive D(L−5) −
a2D(L−6) > 0 in (3.75). As a result, we can get B̂(L−1) ≥ B(L−1) in (3.74), which

means

B(L−1) ≤ B(L−3) det
(
I3 + ZZH) ≤ B(L−5)

[
det

(
I3 + ZZH)]2 ≤ ...

... ≤ B(2)

[
det

(
I3 + ZZH)]L−3

2 ≤
[
det

(
I3 + ZZH)]L−1

2 . (3.76)

So far, the inequality I1 of (3.64) has been proved. Compute det
(
I + HbijH

H
bij

)
and

substitute it into (3.64), the rate upper bound R̂t5
pij is thus obtained as (3.18).
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3.9 Appendix II: Proof of the Condition

Eq. (3.49) of Lemma 1 with FV (x) and fV (x) substituted can be expressed as

lim
x→∞

d

dx

[
1 − FV (x)

fV (x)

]

= lim
x→∞

{

−1 − [1 − FV (x)] f ′
V (x)

f 2
V (x)

}

, (3.77)

where the PDF fV (x) is derived as follows according to FV (x) given by (3.53).

fV (x) =
ln 2

γ̄ST,SR
exp

( 1

γ̄ST,SR

)∫ 1

0

2
x

1−β

1 − β
exp

(

− 2
x

1−β

γ̄ST,SR

)

fB(β) dβ. (3.78)

Then, the derivative of fV (x) with respect to x is derived as

f ′
V (x) =

(ln 2)2

γ̄ST,SR
exp

( 1

γ̄ST,SR

)∫ 1

0

2
x

1−β

(1 − β)2
exp

(

− 2
x

1−β

γ̄ST,SR

)

fB(β) dβ

−
( ln 2

γ̄ST,SR

)2

exp
( 1

γ̄ST,SR

)∫ 1

0

2
2x

1−β

(1 − β)2
exp

(

− 2
x

1−β

γ̄ST,SR

)

fB(β) dβ. (3.79)

By substituting the expressions of FV (x), fV (x), and f ′
V (x) into (3.77), we have

lim
x→∞

[1 − FV (x)] f ′
V (x)

f 2
V (x)

(I2)
= lim

x→∞

γ̄ST,SR

∫ 1

0
exp

(

− 2
x

1−β

γ̄ST,SR

)

fB(β) dβ
∫ 1

0
2

x
1−β

(1−β)2
exp

(

− 2
x

1−β

γ̄ST,SR

)

fB(β) dβ
[∫ 1

0
2

x
1−β

1−β
exp

(

− 2
x

1−β

γ̄ST,SR

)

fB(β) dβ
]2

(I3)− lim
x→∞

∫ 1

0
exp

(

− 2
x

1−β

γ̄ST,SR

)

fB(β) dβ
∫ 1

0
2

2x
1−β

(1−β)2
exp

(

− 2
x

1−β

γ̄ST,SR

)

fB(β) dβ
[∫ 1

0
2

x
1−β

1−β
exp

(

− 2
x

1−β

γ̄ST,SR

)

fB(β) dβ
]2 . (3.80)

To get the limit value of (I2) in (3.80) with respect to x→ ∞, we have

I2 = γ̄ST,SR lim
∆β→0

lim
x→∞

∑n
i=0 Bi

∑n
j=0Dj

∑n
i=0 Ei

∑n
j=0 Ej

. (3.81)

This equation is obtained by dividing the interval (0, 1) of β into a series of small in-

tervals with equal length ∆β, i.e.,
{

(0, β1], (β1, β2], ..., (βi, βi+1]..., (βn−1, βn], (βn, 1)
}

.

The total number of small intervals is denoted as n. The related terms in (3.81) are
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given as

Bi = exp
(

− 2
x

1−βi

γ̄ST,SR

)

fB(βi)∆β,

Dj =
2

x
1−βj

(1 − βj)2
exp

(

− 2
x

1−βj

γ̄ST,SR

)

fB(βj)∆β,

Ei =
2

x
1−βi

1 − βi
exp

(

− 2
x

1−βi

γ̄ST,SR

)

fB(βi)∆β. (3.82)

Then, we consider one particular term in the numerator and denominator of (3.81)

with the same index. For a given ∆β, we have have the following expression,

lim
x→∞

BiDj

EiEj
= lim

x→∞

1 − βi
1 − βj

1

2
x

1−βi

= 0. (3.83)

Therefore, considering all terms in the numerator and denominator of (3.81), we can

get I2 = 0. Similarly with the analysis of I2, we have the following expression for I3

in (3.80).

I3 = lim
∆β→0

lim
x→0

∑n
i=0

∑k
j=0 aij

∑n
i=0

∑k
j=0 bij

, (3.84)

where

aij = exp
(

− 2
x

1−βi

γ̄ST,SR

)

fB(βi)∆β
2

2x
1−βj

(1 − βj)2
exp

(

− 2
x

1−βj

γ̄ST,SR

)

fB(βj)∆β,

bij =
2

x
1−βi

1 − βi
exp

(

− 2
x

1−βi

γ̄ST,SR

)

fB(βi)∆β
2

x
1−βj

1 − βj
exp

(

− 2
x

1−βj

γ̄ST,SR

)

fB(βj)∆β. (3.85)

Then, we have the following observation,

aij =
1 − βi
1 − βj

2
x

1−βj

2
x

1−βi

bij , aji =
1 − βj
1 − βi

2
x

1−βi

2
x

1−βj

bij . (3.86)

Note that, bij = bji is considered in (3.86). Then, we study the difference between

(aij + aji) in the numerator of (3.84) and the corresponding (bij + bji = 2bij) in the

denominator of (3.84), i.e.,

lim
x→∞

aij + aji − 2bij = exp
(

− 2
x

1−βi

γ̄ST,SR

)

f(βi)∆β exp
(

− 2
x

1−βj

γ̄ST,SR

)

f(βj)∆β

×
[

2
2x

1−βj

(1 − βj)2
+

2
2x

1−βi

(1 − βi)2
− 2

( 2
x

1−βi

1 − βi

)( 2
x

1−βj

1 − βj

)]

. (3.87)
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It can be derived that limx→∞ aij + aji − 2bij = 0 and the limit value of (3.84) is

I3 = 1. Therefore, Eq. (3.77) equals zero and Eq. (3.49) of Lemma 1 is satisfied

with FV (x) and fV (x) substituted.



Chapter 4

Uncoordinated Cooperation with

Spatially Random Relays

4.1 Introduction

Cooperative automatic repeat request (ARQ) [60–64] is an attractive technique that

can significantly improve the link throughput by forwarding the data using the best

available relay when the original transmission between source and destination fails.

Moreover, space diversity can be achieved by allowing relays to do the retransmis-

sion, because the probability of relay-destination and source-destination channels un-

dergoing deep fading simultaneously is very small. However, for the explicit relay

selection [65], global knowledge of all relay metrics is needed for the source to deter-

mine which relay is the best. The overhead of exchanging the metric values, resource

allocation results, and source decisions, etc. is usually very heavy, that is contrary

to the goal of improving the spectral efficiency. Furthermore, if the channel coher-

ence time is short, it is suboptimal to choose the best relay based on the outdated

channel information obtained in the previous time slot. In the opportunistic relaying

scheme [34], every relay node should monitor the instantaneous channel state towards

the source and the destination and determines whether it is the best or not via execut-

71
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ing a back-off mechanism. However, the overhead of coordination or synchronization

becomes prohibitively large when the network size is large and the frequent coordi-

nation may negate any potential performance gains. With a priori knowledge about

the spatial distribution of the nodes, an optimal uncoordinated cooperation strategy

is studied in [66] to maximize the probability of successful decoding. In [66], a relay

is automatically selected to do the retransmission without any coordination, and the

performance is shown to be comparable to or even better than the scheme with relays

preselected. Ganti et al. proposed four heuristic decentralized uncoordinated relay

selection methods to forward the source data to the destination in a two-hop TDMA

wireless system [67]. However, the retransmission probability of each relay is directly

defined without theoretical backing.

In this chapter, three uncoordinated cooperative truncated ARQ schemes are pro-

posed based on the local information of relay position or channel SNR, i.e., the dis-

tance based scheme, the sectorized scheme, and the local SNR based scheme. If the

original transmission between the source and the destination fails, each potential relay

accesses the channel independently according to its own retransmission probability

without any coordination with other nodes. With prior knowledge of the network

parameters, such as node density and transmission power etc., the retransmission

probability of each potential relay is judiciously computed in a distributed fashion.

If none of the relays successfully access the channel, the source will perform the re-

transmission. Collision does not occur if the retransmission is performed by only one

node, i.e., either one potential relay or the source. The destination node combines

the original erroneously received signal from the source and the retransmitted sig-

nal from either the potential relay or the source using the MRC technique. System

success probabilities are derived for the sectorized and local SNR based schemes, re-

spectively. Numerical results show that the proposed local SNR based scheme has

the best performance, while the distance based scheme outperforms the sectorized

scheme. The uncoordinated cooperation schemes always outperform the traditional

truncated ARQ scheme with the source performing the possible retransmissions.
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The rest of this chapter is organized as follows. In Section 4.2, the system model

and relay protocol are introduced. In Section 4.3, three uncoordinated cooperative

truncated ARQ schemes are proposed and the retransmission probabilities are studied.

Section 4.4 derives the system success probabilities of the sectorized and the local

SNR based schemes. Numerical and simulation results are presented in Section 4.5.

Finally, Section 4.6 concludes this chapter.

4.2 System Model and Relay Protocol

We consider the wireless communication between one source node (denoted by S)

and one destination node (denoted by D), which is assisted by the intermediate relay

nodes if necessary. Each relay node makes decision independently on whether to

participate in the cooperative communication without any coordination with other

nodes.

4.2.1 System Model

In our system model, the locations of source and destination are fixed, and the dis-

tance between them is a deterministic value R. The locations of relay nodes are

modeled as a homogeneous Poisson point process (PPP) Φ with intensity λ. The

source and destination do not belong to the point process Φ. For the data transmis-

sion between a certain transmitter located at x and a certain receiver located at y,

the SNR of the received signal is written as

γxy = P0hxygxy/N0, (4.1)

where P0 is the transmission power, N0 denotes the power of AWGN, and hxy rep-

resents the small-scale channel fading which is exponentially distributed with unit

mean. The path-loss coefficient is modeled as gxy = ‖x − y‖−α, where ‖x − y‖ is

the Euclidean distance, and α is the path-loss exponent. The data transmission is

deemed successful when the instantaneous SNR is no less than a threshold T0.
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4.2.2 Relay Protocol

The source S sends a data packet to the destination D. Due to the broadcast nature

of wireless channels, the intermediate nodes and the destination can all possibly

receive the packet. Those intermediate nodes that correctly receive the data packet

are referred to as potential relays and they are denoted by

Φr = {x|x ∈ Φ, γsx ≥ T0}, (4.2)

where γsx is the instantaneous SNR of the channel between S and the relay node

located at x.

When the data packet is correctly decoded by the destination, a positive acknowl-

edgment (ACK) frame will be released. After receiving the ACK frame, all the po-

tential relays in Φr will flush their memory of the stored original data packet and the

source will continue to transmit a new data packet. However, when the data packet is

erroneously decoded by the destination, a negative acknowledgement (NACK) frame

will be broadcast by the destination. On receiving the NACK frame, all the potential

relays will try to retransmit the data packet to the destination. Whether a potential

relay should retransmit the data packet or not is determined independently by the

retransmission probability of itself. In this phase, the following three cases may be

encountered.

• If more than one potential relays simultaneously access the channel for the

data retransmission, collisions occur and the retransmission is considered to be

unsuccessful.

• If none of the potential relays accesses the channel in the listening period of the

source, i.e., the channel keeps idle for a duration of SIFS (shorter inter-frame

space), the source will retransmit the data packet.

• If only one potential relay accesses the channel to retransmit the data packet,

which is the preferred scenario, the source will keep silent after sensing that the

channel is busy.
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The destination combines the retransmitted signal and the original erroneously

received signal using the MRC technique. If the instantaneous SNR of the com-

bined signal is no less than the threshold T0, the retransmission is considered to be

successful. Otherwise, the retransmission is deemed unsuccessful. Therefore, the re-

transmission probability of each potential relay should be judiciously determined in a

decentralized way to reduce the collisions and maximize the success probability. The

retransmission probability will be investigated in the next section. The flow chart of

the protocol is shown in Fig. 4.1.

In this chapter, the following assumptions are made. The maximum retransmis-

sion attempts are set to be one. That is, a packet will be discarded if it is still

incorrectly received at the destination after one retransmission. This assumption is

suitable for real-time traffic, which can tolerate a certain packet loss rate, but requires

very small delay [62]. The channel between any two nodes undergoes independent

Rayleigh block fading, which remains invariant for the duration of two successive

data packets. Moreover, the destination has enough memory to combine the original

erroneously received signal and the retransmitted signal using the MRC technique for

the decoding. With low rate and powerful error control, the feedback control channel

is deemed as error-free [63], so the control packets can reliably reach the neighboring

nodes. As the collisions are dominated by the simultaneous retransmissions of the

nearby relay nodes, the data retransmission is considered as failed when collisions

occur.

4.3 Uncoordinated Cooperation Schemes

As mentioned before, on receiving the NACK frame, each potential relay indepen-

dently decides whether it should occupy the channel or not according to its own

retransmission probability. In this section, three different uncoordinated cooperative

communication schemes are proposed.
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Figure 4.1: Flow chart of the uncoordinated cooperative truncated ARQ
schemes.
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4.3.1 Distance Based Scheme

In this scheme, we assume that each potential relay knows the distance between itself

and the destination. The distance can be estimated by measuring the average strength

of the received control signals from the destination, or it can be computed using

the position information obtained via GPS or wireless localization techniques [68].

Positions of the destination can be included into the control packets, e.g. ACK and

NACK, which can be reliably overheard by all the nearby relay nodes. In addition,

each potential relay also knows the necessary parameters of the wireless network, such

as the node density λ and the source-destination distance R.

A particular node, say node x ∈ Φr
1, will retransmit the packet with probability

τ1(x) that no other potential relays lie in b(D, dx), which is a disk centered at D with

radius dx, i.e., the distance between x and the destination. Therefore,

τ1(x) = Pr {y /∈ b(D, dx), ∀y ∈ Φr\{x}} . (4.3)

The shorter the distance dx is, the higher the retransmission probability is used. The

main rationale behind this setting is as follows. When the potential relay x is closer to

the destination, the channel quality between them is better. Moreover, fewer collisions

would occur as there are less number of potential relays closer to the destination than

x. Equivalently, (4.3) can be rewritten as,

τ1(x) = Pr {y /∈ Φr, ∀y ∈ b(D, dx)\{x}} . (4.4)

In fact, (4.3) is the probability that all potential relays except x are not in the disk

b(D, dx), whereas (4.4) gives the probability that all relay nodes except x in the disk

b(D, dx) are not potential relays.

Suppose that a polar coordinate system with origin at D is used and that a certain

relay node y ∈ b(D, dx)\{x} has the coordinate (rm, θn) as shown in Fig. 4.2. We

divide the disk b(D, dx) into many small arc regions Am,n, which are the intersections

1As each node is uniquely determined by its location, we use the location to denote the node

without distinction.
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Figure 4.2: The coordinate system with destination located at the origin.

of rings with outer radius rm (rm ≤ dx) and inner radius (rm − ∆r) and sectors with

angle from θn to (θn + ∆θ). Next, we calculate the probability Pr {y ∈ Φr, y ∈ Am,n}
∀m,n with 0 < rm ≤ dx and −π < θn ≤ π. It can be computed as λPsy(rm, θn)∆v +

o(∆v), where ∆v denotes the area of the small arc region approximated as ∆v ≈
(rm∆θ)∆r. Conditioned on there being one node y in the small arc region Am,n,

Psy(rm, θn) is the probability of node y correctly receiving the signal from S in the

original transmission phase, given by

Psy(rm, θn) = Pr(γsy ≥ T0) = exp (−T0N0c
α
mn/P0) , (4.5)

where γsy is the SNR between S and node y, and cmn =
√

R2 + r2m − 2Rrm cos |θn| is

the distance between them.

As ∆v → 0, the retransmission probability τ1(x) in (4.4) is given by

τ1(x) = lim
∆v→0

∏

m,n

[1 − Pr {y ∈ Φr, y ∈ Am,n}] = lim
∆v→0

∏

m,n

[1 − λPsy(rm, θn)∆v] . (4.6)

It can be further written as

τ1(x) = lim
∆v→0

exp
[∑

m,n

ln (1 − λPsy(rm, θn)∆v)
]

= lim
∆r→0

lim
∆θ→0

exp
[∑

m,n

(−λPsy(rm, θn)rm∆θ∆r)
]

, (4.7)
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where in the second step, limz→0 ln(1 − z) ∼ −z is used. With ∆r → 0 and ∆θ → 0,

we can obtain

τ1(x) = exp
{

− λ

∫ dx

0

r
[
∫ π

−π

Psy(r, θ) dθ
]

dr
}

= exp
{

− 2λ

∫ dx

0

r

∫ π

0

exp
[
− T0K0(R

2 + r2 − 2Rr cos θ)
α
2

]
dθ dr

}

, (4.8)

where K0 = N0/P0 is used throughout this chapter. For the general path-loss ex-

ponent, the integral in (4.8) can only be evaluated numerically and a closed-form

expression is difficult to obtain. However, for the special case of α = 2, the result is

further derived as

τ1(x) = exp
{

− 2πλ exp
(
−T0K0R

2
)
∫ dx

0

r exp
(
−T0K0r

2
)
I0(2T0K0Rr) dr

}

= exp
{

− 2πλ exp
(
−T0K0R

2
)

∞∑

k=0

(T0K0R)2k

(k!)2
γ (k + 1, T0K0d

2
x)

2(T0K0)k+1

}

, (4.9)

where I0(z) is the zero-order modified Bessel function and γ(µ, ω) is the incom-

plete Gamma function [71]. Since we have I0(z) =
∑∞

k=0
1

(k!)2

(
z
2

)2k
, and γ(µ, ω) =

(µ− 1)!
[
1 − exp(−ω)

∑µ−1
m=0

ωm

m!

]
, the final result can be numerically computed more

efficiently using series summation instead of the integration.

Fig. 4.3 shows the retransmission probabilities of the distance based scheme with

respect to the distance dx between the potential relay x and the destination D for

the given parameters α = 2, T0 = 5 and K0 = 10−4. It can be seen that the retrans-

mission probability is a monotonically decreasing function of distance dx. It means

that the potential relays that are closer to the destination have higher retransmission

probabilities. Moreover, for a given distance between the source and the destination

(R = 50m or R = 70m), the retransmission probability is larger for the smaller inten-

sity λ. For a given node intensity (λ = 0.02/m2 or λ = 0.002/m2), the retransmission

probability is larger for the longer distance R. This is because, when λ is smaller or

R is larger, there are a smaller number of potential relays residing in the disk b(D, dx)

hereby reducing the collisions. When the distance between a potential relay node and
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Figure 4.3: Retransmission probability of the distance based scheme.

the destination is comparable to the distance R between source and destination, the

retransmission probability is almost zero.

4.3.2 Sectorized Scheme

For an efficient multi-hop routing algorithm, the information of source should be

transmitted in the right direction to arrive at the destination, i.e., the next-hop

neighbor should be closer to the destination [69]. So, the node of the next hop should

lie in the angle interval (−π/2, π/2) symmetric with the source-destination axis. It

was shown that by considering this angle information, the uncoordinated cooperative

scheme proposed in [67] can achieve a good performance for the two-hop system.

For the single-hop communication between S and D with the cooperation of random

relays, the sectorized scheme is proposed to reduce collisions. Because the potential

relays in the direction of destination are allocated higher retransmission probabilities

than those in the opposite direction.

Assume that each potential relay x ∈ Φr knows the system parameters (λ, P0, R,
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Figure 4.4: The coordinate system with source located at the origin.

etc.) and the angle ψx = ∠xSD, which can be obtained via estimating the direction

of arrival (DOA) of the wanted signals [70] or computed using the positions of the

source, the destination and itself. The potential relay x does the retransmission with

the probability τ2(x) that no other potential relays reside in S(2|ψx|, c), which is

a sector with angle spread of 2|ψx| and edge c = ∞. Please see Fig. 4.4 for an

illustration of the sector area. Therefore,

τ2(x) = Pr {y /∈ S(2|ψx|,∞), ∀y ∈ Φr\{x}} . (4.10)

The smaller the angle |ψx| is, the higher the retransmission probability is used. This

is because there are less number of potential relays in the sector area with smaller

angle and as a result less collisions would be encountered. Equivalently, (4.10) can

be rewritten as,

τ2(x) = Pr {y /∈ Φr, ∀y ∈ S(2|ψx|,∞)\{x}} . (4.11)

In fact, (4.10) is the probability that all potential relays except x are not in the infinite

sector S(2|ψx|,∞), while (4.11) is the probability that all relay nodes except x in the

sector S(2|ψx|,∞) are not potential relays.

Suppose that a polar coordinate system with origin at S is used and that a certain

node y ∈ S(2|ψx|,∞)\{x} has a distance cn from the source as shown in Fig. 4.4.

We divide the sector S(2|ψx|,∞) into many small strips An with inner radius cn and

outer radius (cn + ∆c). Hence, it suffices to calculate Pr {y ∈ Φr, y ∈ An}, ∀y with
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0 < cn <∞. It can be computed as λPsy(cn)∆v+ o(∆v), where ∆v denotes the area

of the strip approximated as ∆v ≈ 2|ψx|cn∆c, and Psy(cn) is the probability that

node y in the strip An correctly receives the signal of S in the original transmission

phase.

As ∆v → 0, the retransmission probability τ2(x) in (4.11) is given by

τ2(x) = lim
∆v→0

∏

n

[1 − Pr {y ∈ Φr, y ∈ An}]

= lim
∆v→0

∏

n

[1 − λPsy(cn)∆v] , 0 < cn <∞. (4.12)

Similar to the derivation of (4.7), we can obtain

τ2(x) = lim
∆c→0

exp
[∑

n

(−λPsy(cn)2|ψx|cn∆c)
]

= exp
[

− 2|ψx|λ
∫ ∞

0

c exp (−T0K0c
α) dc

]

= exp
[

− 2|ψx|λΓ (2/α)

α(T0K0)2/α

]

, (4.13)

where Γ(z) =
∫∞
0

exp(−t)tz−1 dt is the Gamma function [71]. It can be seen from

(4.13) that, the retransmission probability is an exponentially decreasing function

of the absolute angle |ψx| and the node density λ. When |ψx| or λ becomes larger,

there are more potential relays in the infinite sector area S(2|ψx|,∞) and thereby the

retransmission probability gets smaller to reduce the possible collisions. In addition,

τ2(x) is a monotonously increasing function of the product of T0 and K0.

4.3.3 Local SNR Based Scheme

In this scheme, we assume that each potential relay only knows the instantaneous SNR

of the channel between itself and the destination. It is assumed that pilot signals are

transmitted with a constant power over the same frequency band as the data packet.

Due to the reciprocity of wireless channels, the SNR information can be obtained by

measuring the strength of the pilot signals transmitted by the destination [34].
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Different from the aforementioned location-aware schemes where nodes lying in

Φr can all possibly participate in the retransmission, for this scheme only those nodes

lying in the retransmission candidate set ΦN = {x|x ∈ Φr, γxd ≥ T0} have the oppor-

tunity to assist the retransmission, where γxd is the instantaneous SNR between the

potential relay x and the destination D. Thus, the potential relays in this scheme

refer to those nodes belonging to ΦN , which is a subset of Φr, i.e., ΦN ⊆ Φr.

In the retransmission phase, a potential relay x ∈ ΦN retransmits with probability

τ3(x) that no other nodes in ΦN have an SNR larger than γxd, i.e., the potential relay

x ∈ ΦN has the largest instantaneous SNR among all the potential relays. It follows

that

τ3(x) = Pr {γxd ≥ γyd, ∀y ∈ ΦN\{x}} , (4.14)

where γyd is the instantaneous SNR between potential relay y and D. The higher

the instantaneous SNR is, the higher the retransmission probability is set for the

potential relay x.

Next, in order to calculate τ3(x) we need to calculate Pr {γyd > γxd}, ∀y ∈ ΦN\{x}.

Suppose that the same coordinate system is used as the one in the distance based

scheme (see Fig. 4.2), where the infinite plane is divided into small arc regions Am,n.

Then, it suffices to calculate Pr {γyd > γxd, y ∈ ΦN , y ∈ Am,n}, ∀m,n with 0 < rm <

∞ and −π < θn ≤ π. It can be computed as λPsy(rm, θn) Pr(γyd > γxd)∆v + o(∆v),

where ∆v denotes the area of the small arc region approximated as ∆v ≈ rm∆θ∆r,

and Psy(rm, θn) is the probability of node y correctly receiving the signal from S in

the original transmission phase, conditioned on node y being located in Am,n. The

retransmission probability τ3(x) is computed only when x ∈ ΦN .

With ∆v → 0, the retransmission probability τ3(x) in (4.14) is written as

τ3(x) = lim
∆v→0

∏

m,n

[1 − λPsy(rm, θn) Pr(γyd > γxd)∆v] ,

0 < rm <∞, −π < θn ≤ π. (4.15)

Similar to the derivation of (4.7), with ∆v → 0, using (4.5), Eq. (4.15) can be
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derived as

τ3(x) = lim
∆r→0

lim
∆θ→0

exp

{
∑

m,n

[−λPsy(rm, θn) Pr(γyd > γxd)rm∆θ∆r]

}

= exp

{

−λ
∫ ∞

0

r

[∫ π

−π

Psy(r, θ) dθ

]

exp

(

− γxd
γyd(r)

)

dr

}

(4.16)

= exp

{

−2λ

∫ ∞

0

r exp

(

− γxd
γyd(r)

)∫ π

0

exp
[
−T0K0(R

2 + r2 − 2Rr cos θ)
α
2

]
dθ dr

}

,

where γ̄yd(r) = P0r
−α/N0 is the average SNR between node y and the destination

D. For general values of α, the closed-from expression of the inner integral over θ is

difficult to derive and the above integrals in (4.16) can only be evaluated numerically.

However, a succinct expression of τ3(x) with α = 2 can be derived as follows.

τ3(x) = exp

{

−2πλ exp
(
−T0K0R

2
)
∫ ∞

0

r exp
[
−K0(γxd + T0)r

2
]
J0 (2iT0K0Rr) dr

}

= exp

[

− πλ

K0(γxd + T0)
exp

(

−T0K0R
2 +

K0T
2
0R

2

γxd + T0

)]

. (4.17)

In this equation, the integral over θ given in (4.9) is used with I0 (2T0K0Rr) being

substituted by the Bessel function J0 (2iT0K0Rr) according to [71], where i =
√
−1.

The integral over r is derived with reference to [71]. It can be seen from (4.17) that, the

retransmission probability is a monotonically increasing function of the instantaneous

SNR γxd.

4.4 System Success Probability

In this section, the system success probability is analyzed for the sectorized scheme

and local SNR based scheme, respectively. Similar operation can be applied to derive

the success probability of the distance based scheme. The system success probability

is denoted as P and given by

P = P1 + P2 + P3, (4.18)

where P1 = Pr{γsd ≥ T0} = exp (−T0K0R
α) is the success probability of original data

transmission between source and destination, P2 is the probability that the source
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successfully retransmits when the original transmission fails and all the potential

relays keep silent, and P3 is the probability that only one potential relay successfully

retransmits when the original transmission fails.

4.4.1 For the Sectorized Scheme

In order to compute P2 and P3, we divide the network area into very small regions of

size ∆v. Suppose that each node lies in the center of a certain region [66]. Define q(v)

to be the probability that a potential relay exists in the small region v and retransmits

the packet. It is given by

q(v) = λPsn(v)τ2(v)∆v + o(∆v), (4.19)

where Psn(v) is the conditional probability that a node lying in the center of v cor-

rectly receives the original data packet given by (4.5), and τ2(v) is the retransmission

probability of the node given by (4.13).

In the retransmission phase, if all the potential relays keep silent, the source will

retransmit the original data packet. In this case, the success probability is given as

follows with ∆v → 0.

P2 = Pr {T0/2 ≤ γsd < T0} lim
∆v→0

∏

v

[1 − q(v)]

= Pr {T0/2 ≤ γsd < T0} lim
∆v→0

∏

v

[1 − λPsn(v)τ2(v)∆v] , (4.20)

where Pr {T0/2 ≤ γsd < T0} is the probability that the destination correctly detects

the MRC signal from the source conditioned on that the original transmission fails.

When the original transmission between source and destination fails, we have γsd <

T0. As the channel undergoes block fading, for the source to do the retransmission,

the instantaneous SNR of the MRC signal at the destination side is 2γsd. So, for

the correct retransmission from the source, we have 2γsd ≥ T0, i.e., γsd ≥ T0/2. The

series product
∏

v [1 − q(v)] in (4.20) denotes the probability of all the potential relays
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keeping silent. Similar to the derivation of (4.13), we continue to have

P2 = Pr
{
T0/2 ≤ γsd < T0

}
exp

{

−
∫

v∈R2

λPsn(v)τ2(v) dv

}

= Pr
{
T0/2 ≤ γsd < T0

}
exp

{

−λ
∫ ∞

0

c

[∫ π

−π

exp

(

−2|ψ|λΓ (2/α)

α(T0K0)2/α

)

dψ

]

Psx(c) dc

}

=
[

exp (−T0K0R
α/2) − exp (−T0K0R

α)
]

exp

[

−1 + exp

(

− 2πλΓ(2/α)

α(T0K0)2/α

)]

.

(4.21)

Remark: By formulating the problem from the perspective of stochastic geometry,

the same result can be reached using the probability generating functional (PGFL)

[72] [73].

Next, we consider the probability that only one potential relay successfully re-

transmits. If only one potential relay centered at the small region v retransmits the

data packet and all the other potential relays remain silent, with ∆v → 0, the success

probability P3 is

P3 = lim
∆v→0

∑

v

{

q(v) Pr{γvd + γsd ≥ T0, γsd < T0}
∏

v′ 6=v

[1 − q(v′)]

}

, (4.22)

where q(v) is given by (4.19). Conditioned on the existence of a potential relay node

in the center of the small area v, Pr{γvd + γsd ≥ T0, γsd < T0} is the probability that

the destination correctly detects the MRC signal with the retransmission performed

by this potential relay when the original transmission between source and destination

fails. Specifically,

Pr
{
γvd + γsd ≥ T0, γsd < T0

}

=
Rα

Rα − rα
exp(−T0K0r

α)
{

1 − exp
[
− T0K0(R

α − rα)
]}

, (4.23)

where r is the distance between the potential relay and the destination.

In (4.22), with ∆v → 0, the probability that all the potential relays except the

conditional one lying in the small region v keep silent in the retransmission phase is
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computed as

lim
∆v→0

∏

v′ 6=v

[1 − q(v′)] = lim
∆v′→0

∏

v′ 6=v

[1 − λPsn(v′)τ2(v
′)∆v]

= lim
∆v′→0

exp

{
∑

v′

log [1 − λPsn(v′)τ2(v
′)∆v]

}

= lim
∆v′→0

exp

{

−
∑

v′

λPsn(v′)τ2(v
′)∆v

}

= exp

{

−
∫

R2

λPsn(v′)τ2(v
′) dv′

}

, (4.24)

which is independent of v. The result of lim∆v→0

∏

v′ 6=v [1 − q(v′)] in (4.22) is the

same as lim∆v→0

∏

v [1 − q(v)] in (4.20), and this reflects the infinitesimal impact of

a single excluded point in a continuous space [66]. In fact, P3 given by (4.22) can

also be formulated from the perspective of stochastic geometry, and the conditional

PGFL of the PPP equals the PGFL according to Slivnyak’s Theorem [72] [73]. Hence,

without distinction between v and v′, P3 of (4.22) can be further derived as

P3 = exp

[

−
∫

R2

λPsn(v)τ2(v) dv

] ∫

R2

λPsn(v)τ2(v) Pr{γvd + γsd ≥ T0, γsd < T0} dv

= exp

[

−1 + exp

(

− 2πλΓ(2/α)

α(T0K0)2/α

)]∫ ∞

0

∫ π

−π

λ exp(−T0K0c
α) exp

[

−2|ψ|λΓ (2/α)

α(T0K0)2/α

]

× Rα

Rα − rα
exp(−T0K0r

α) {1 − exp [−T0K0(R
α − rα)]} c dψ dc, (4.25)

where the relationship between r and c is r =
√

R2 + c2 − 2Rc cos (|ψ|) as shown in

Fig. 4.4, and the two-dimensional integral over ψ and c can be computed numerically.

4.4.2 For the Local SNR Based Scheme

To derive P2 and P3, the infinite plane is divided into a cascade of small regions with

area ∆v. The probability that one potential relay of ΦN lies in a small region v

and retransmits the packet is given as λPr(γsv ≥ T0)E [1(γvd ≥ T0)τ3(v)] ∆v + o(v),

where 1(γsv ≥ T0) is the indicator random variable, which equals 1 if γsv ≥ T0, and 0

otherwise.
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When the original transmission between the source and the destination fails, if all

the potential relays keep silent in the retransmission phase, the source will retransmit.

The success probability P2 is given as follows with ∆v → 0.

P2 = Pr
{
T0/2 ≤ γsd < T0

}
lim
∆v→0

∏

v

{
1 − λPr (γsv ≥ T0)E [1(γvd ≥ T0)τ3(v)] ∆v

}
,

(4.26)

where the series product is the probability of all the potential relays remaining silent.

The expectation is taken over the random variable γvd, i.e. the SNR of channel

v → D, given by

E [1(γvd ≥ T0)τ3(v)] =

∫ ∞

T0

τ3(v)fΓvd
(γvd) dγvd, (4.27)

where fΓvd
(γvd) is the probability density functions (PDF) of the instantaneous SNR

γvd. The expression of the integral (4.27) with τ3(v) given by (4.16) for the general

α is complex. However, for the special case of α = 2, we have a relatively succinct

expression as follows.

E [1(γvd ≥ T0)τ3(v)]

=
1

γvd
exp

(
T0
γvd

)∫ ∞

2T0

exp

{

− t

γvd
− πλ

K0t
exp

[

−T0K0R
2

(

1 − T0
t

)]}

dt, (4.28)

where γvd is the average SNR between destination and the node located in the center

of v. After taking the integral over the infinite plane, we can further get

P2 = Pr {T0/2 ≤ γsd < T0} exp

{

−
∫

R2

λPr (γsv ≥ T0)E
[
1(γvd ≥ T0)τ3(v)

]
dv

}

.

(4.29)

The succinct expression of (4.29) with α = 2 is written as

P2 =
[
exp

(
−T0K0R

2/2
)
− exp

(
−T0K0R

2
)]

exp

{

−πλ
K0

exp(−T0K0R
2)

×
∫ ∞

2T0

(
K0T

2
0R

2

t3
+

1

t2

)

exp

{
K0T

2
0R

2

t
− πλ

K0t
exp

[

−K0T0R
2

(

1 − T0
t

)]}

dt

}

.

(4.30)
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Next, if only one potential relay of ΦN occupies the channel to retransmit the data

while all the other potential relays keep silent, the system success probability P3 is

given by

P3 = Pr{γsd < T0} lim
∆v→0

∑

v

λPr (γsv ≥ T0)E
[
1(γvd ≥ T0)τ3(v)

]
∆v

×
∏

v′ 6=v

{

1 − λPr (γsv′ ≥ T0)E
[
1(γv′d ≥ T0)τ3(v

′)
]
∆v

}

, (4.31)

where Pr{γsd < T0} = 1 − exp(−T0K0R
α) is the probability that the original trans-

mission between the source and the destination is unsuccessful. If the retransmission

is performed by a potential relay, with γvd ≥ T0, the MRC technique is not needed

for the signal detection in the local SNR based scheme. As the series summation and

product can be reduced to the integral and exponential integral with ∆v → 0, (4.31)

can be further derived as

P3 = Pr{γsd < T0}
∫

R2

λPr (γsv ≥ T0)E [1(γvd ≥ T0)τ3(v)] dv

× exp

[

−
∫

R2

λPr (γsv ≥ T0)E [1(γvd ≥ T0)τ3(v)] dv

]

, (4.32)

where the integral is taken over the infinite plane, and according to (4.29), for the

special case of α = 2, it is given by

∫

R2

λPr (γsv ≥ T0)E [1(γvd ≥ T0)τ3(v)] dv =
πλ

K0
exp(−T0K0R

2)×
∫ ∞

2T0

(
K0T

2
0R

2

t3
+

1

t2

)

exp

{
K0T

2
0R

2

t
− πλ

K0t
exp

[

−K0T0R
2

(

1 − T0
t

)]}

dt. (4.33)

For the general path-loss exponent α, P3 can also be numerically computed.

4.5 Numerical and Simulation Results

In this section, numerical and simulation results of the proposed uncoordinated co-

operative communication schemes are presented and compared. In the comparison,

the traditional truncated ARQ scheme with source performing the retransmission is
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Figure 4.5: Retransmission probability vs. node density. The transmitter
SNR is 40dB, the S-D distance is R = 70m, and the decoding threshold is
T0 = 5.

also included. In the simulation, a circular area with radius 500m is considered with

the destination located at the origin, and the source is located R away from the des-

tination. All the relay nodes are uniformly distributed in the circular area, and the

number of relay nodes follows Poisson distribution with mean λπ5002. The path-loss

exponent α = 2 is used in the simulation.

In Fig. 4.5, the retransmission probabilities of the proposed schemes are shown

with respect to the node density λ. Note that the theoretical retransmission proba-

bilities of the distance based scheme, sectorized scheme, and local SNR based scheme

are given in (4.9), (4.13), and (4.17), respectively. It can be seen that with the in-

crease of λ, the retransmission probability of each scheme becomes smaller. For the

distance based scheme, the retransmission probability gets smaller when the distance

d between a potential relay and the destination increases from 15m to 30m. For

the sectorized scheme, the retransmission probability turns smaller when the angle

ψ increases from π/40 to π/10. For the local SNR based scheme, the retransmission
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Figure 4.6: Success probability vs. node density. The source-destination
distance is R = 70m and the transmitter SNR is 40dB.

probability becomes smaller when the instantaneous SNR γ between a potential relay

and the destination is reduced from 20dB to 12dB.

Fig. 4.6 shows the system success probabilities of the proposed uncoordinated

schemes against the node density with different SNR thresholds, while Fig. 4.7 shows

the performance with different source-destination distances. The original erroneously

received signal and the retransmitted signal are combined at the destination by using

the MRC technique for the detection. The distance between the source and the desti-

nation is set as R = 70m in Fig. 4.6. The SNR threshold of signal detection is set as

T0 = 2 in Fig. 4.7. For the sectorized and local SNR based schemes, we can see that

the simulation results match well with the theoretical results presented in Section IV.

Also, we can observe that, the local SNR based scheme has the best performance in

general, because collisions can be greatly alleviated by allocating the retransmission

task only to the nodes that have good instantaneous channel state towards the des-

tination. Moreover, it is observed that the distance based scheme outperforms the
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Figure 4.7: Success probability vs. node density. The transmitter SNR is
30dB and the decoding threshold is T0 = 2.

sectorized scheme. The proposed uncoordinated cooperative truncated ARQ schemes

outperform the source retransmission scheme.

In the whole range of λ, the performance of each scheme does not change greatly.

The rational behind this phenomenon is explained as follows. The retransmission

probabilities of the potential relays given in Section 4.3 are monotonically decreasing

functions of the node density λ. When the node density λ gets larger, although more

potential relays will exist in the vicinity of the source and the destination, it will not

necessarily cause more collisions. This is because the retransmission probabilities of

the potential relays becomes smaller with the increase of λ, as shown in Fig. 4.5.

Consequently, the probability of only one potential relay accessing the channel for

the data retransmission changes slightly with respect to different node densities. As

T0 denotes the SNR threshold of successfully decoding the received signal, we can

expect that more errors can be tolerated for smaller T0. Hence, the system success

probability becomes better when T0 turns smaller from 7 to 3. With the increase
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Figure 4.8: Success probability vs. source-destination distance. The node
density is λ = 0.002/m2 and the transmitter SNR is 40dB.

of R from 30m to 40m, the average channel quality between source and destination

deteriorates, so the system success probability gets worse.

Fig. 4.8 compares the success probabilities of the proposed schemes with respect

to the source-destination distance R for T0 = 3 and T0 = 7. The node density is

set as λ = 0.002/m2 and the transmitter side SNR is 40dB. When the distance R is

short, the original transmission between the source and the destination is successful

almost all the time. However, with the increase of distance R, the success probability

becomes smaller. It can be seen that the local SNR based scheme has the best perfor-

mance in the whole distance range. The distance based scheme slightly outperforms

the sectorized scheme. The uncoordinated schemes have a better performance than

the traditional truncated ARQ scheme with only the source performing the retrans-

mission. Because space diversity can be achieved if the signal is retransmitted by a

relay node other than the source node. Apparently, when the SNR threshold becomes

smaller from 7 to 3, the performance gets better. Moreover, we can observe that the
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Figure 4.9: Success probability vs. average SNR at the destination. The
node density is λ = 0.002/m2 and the source-destination distance is R = 70m.

numerical results coincide with the simulation results well for the sectorized and local

SNR based schemes. It validates the theoretical analysis in Section 4.4.

The system success probabilities of the proposed schemes with respect to the

average SNR at the destination side are shown in Fig. 4.9. The node density is set

as λ = 0.002/m2, and the distance between the source and the destination is fixed

as R = 70m. The system success probability is small when the average SNR is very

low, because the transmission power is very low. The performance improves with the

increase of the average SNR. In the low to middle SNR range, we can see that the

local SNR based schemes outperforms all the other schemes, and that the distance

based schemes performs better than the sectorized scheme. The source retransmission

schemes has the worst performance, due to its lack of cooperative diversity. When

the transmission power is high enough, the original transmission between the source

and the destination is successful with very high probability. Hence, in the high SNR

range, the performance of all the schemes is very close.
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4.6 Summary

In this chapter, we have proposed three uncoordinated cooperative truncated ARQ

schemes in a large wireless network. If the original data packet is erroneously re-

ceived by the destination, all the potential relays compete the channel for the data

retransmission in a distributed fashion without coordination. Whether a potential

relay should access the channel or not is determined independently by its retransmis-

sion probability, which is computed based on the local information of the potential

relay, such as position or channel SNR towards the destination. Numerical and sim-

ulation results show that the local SNR based scheme has the best performance and

the distance based scheme is superior to the sectorized scheme.



Chapter 5

Cooperative Spectrum Sharing in

Ad-Hoc Network

5.1 Introduction

For the overlay spectrum sharing, the SUs can actively help the primary data trans-

mission in exchange for the spectrum access in spatial domain [31], time domain [74],

or frequency domain [75]. As studied in the previous chapters, the locations of users

are usually fixed or restricted into a small area without suffering interference from

other concurrent links. It is nontrivial to extend the cooperative spectrum sharing to

the ad-hoc networks, as the topology changes frequently and the interference suffers

from uncertainties caused by both random user locations and channel fading.

Transmission capacity has often been used as a major performance metric to study

ad-hoc networks and it represents the area spectral efficiency constrained by the out-

age probability [76]. Through modeling users’ locations as homogeneous PPP in the

overlaid wireless system, Huang et al. studied the transmission capacity tradeoff

between primary system and secondary system [41]. Lee et al. developed a com-

prehensive framework with multiple systems and studied the transmission capacity

under the constraints of both outage probability and fair coexistence [77]. Yin et al.

96
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studied the impacts of mutual interference between primary and secondary systems

and found that a slight degradation of the primary outage performance can lead to

a significant increase of the total transmission capacity [78]. The underlay spectrum

sharing is realized in [79] by applying an exclusive region [80] around the single pri-

mary link such that the SU transmission is prohibited in the region. For the cognitive

radio network with multiple primary links, the active SUs form the Poisson hole pro-

cess due to the exclusive regions, and the approximate outage probability is derived

in [81]. The stochastic geometry models of three types of cognitive radio networks are

proposed in [42], where the single primary link, multicast primary system, or primary

ad-hoc network coexists with a secondary ad-hoc network operating with the CSMA

protocol. Wang et. al. studied the DF cooperation with relays randomly distributed

on the plane. A spatial QoS region around the source and destination link is applied

in [83] to reduce the overhead and latency in the best relay selection. In terms of

transmission capacity, the DF based incremental relaying or selection cooperation [22]

significantly outperforms the non-cooperative system as shown in [84, 85].

In cognitive radio networks with users randomly distributed, the existing litera-

tures mainly focus on the non-cooperative underlay and interweave spectrum sharing.

The spectrum access of the secondary system can only degrade the performance of

the primary system and will not bring any contribution to the primary system. This

motivates us to study the effect of overlay spectrum sharing, where the SUs actively

help the PUs with their transmissions in exchange for some spectrum release by the

primary system for the secondary data transmission. However, it is a challenging issue

to study the performance of an overlay spectrum sharing system, as the interferences

encountered at both the relay and the receiver are dependent. Ganti et al. have

studied the two-hop communication with relay selection to mitigate the dead-zone in

the cell-edge area of the cellular network [86]. In their work, the success probability of

the two-hop system is analyzed with the base stations (BSs) placed on a regular grid,

which is too ideal to model the upcoming heterogenous networks [87]. To capture the

increasingly random and dense placement of BSs in future networks [88], it is more
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practical to model the BSs as a random spatial point process. Compared with the

cellular network uplink [41], the downlink bandwidth is much broader and its data

traffic is much heavier, so the spectrum efficiency can be further improved by sharing

the downlink spectrum as focused on in our work.

In this work, we focus on modeling and analyzing the cooperative spectrum shar-

ing between cellular network downlink and ad-hoc network. The cellular network is

the primary system that owns the licensed spectrum, while the ad-hoc network is the

secondary system. The same spectrum is reused among different cells and the interfer-

ence exists over the primary data transmission. In the cellular network, the cell-edge

communication is a bottleneck to guarantee the overall QoS requirement, because the

desired signal is relatively weak compared with the interference [88]. To improve the

quality of cell-edge communication, we apply a cooperation region between each BS

and its cell-edge mobile user (MU). The SU in the cooperation region that can cor-

rectly decode the primary data and has the best channel state towards the cell-edge

MU is selected for the data retransmission in case the original transmission fails. As a

reward of the cooperation, a fraction of spectrum is released to the secondary system

and the remaining bandwidth is kept by the primary system. Using the stochastic

geometry theory, we analyze the transmission capacity of ad-hoc network and the

average throughput of cellular network downlink. The optimal bandwidth allocation

is obtained through maximizing the secondary transmission capacity subject to the

constraints of secondary outage probability and primary throughput improvement

ratio. Numerical and simulation results are provided to show the impacts of system

parameters and verify the efficiency of our proposed scheme.

The rest of this chapter is organized as follows. In Section 5.2, the system model

is introduced. Section 5.3 formulates the optimization problem and obtains the sec-

ondary transmission capacity. Section 5.4 derives the average throughput of primary

downlink based on the analysis of success probabilities. The optimal SU density and

bandwidth allocation are calculated in Section 5.5. Numerical and simulation results

are presented in Section 5.6. Section 5.7 concludes this chapter.
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Figure 5.1: The overlaid wireless network with PPP modeling for both sys-
tems. The circular area around each base station represents the cell-interior
area, with radius c0. In each Voronoi cell, the outside of the circular area
represents the cell-edge area.

5.2 System Description

The licensed spectrum belongs to the cellular network and it is reused by different

cells. The locations of BSs and MUs are modeled as two independent homogenous

PPPs Πb = {xi, i ∈ Z} and Πm = {yi, i ∈ Z} with intensities λb and λm, respectively.

Each MU is served by its nearest BS. As plotted in Fig. 5.1, the cellular network

forms a Poisson Tessellation of the plane and each cell is known as a Voronoi cell [41].

Each BS communicates with one randomly selected MU in its cell and the downlink

communication is studied. An ad-hoc network is overlaid with the cellular network

and it forms the secondary system. The locations of SUs follow another PPP with

intensity λs, i.e., Πs = {zi, i ∈ Z}. Each SU has a receiver departed d meters away.

The Aloha-type protocol is adopted in the ad-hoc network to control the channel

access of SUs. Whether a SU could access the channel or not is determined by the
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Figure 5.2: Bandwidth division between primary and secondary systems.
The fraction β is released to the secondary system, while the remaining 1−β
fraction is kept by the primary system for the direct or cooperative data
transmission.

media access probability (MAP) ξ ∈ (0, 1). The channel between any pair of terminals

u1 and u2 undergoes small-scale block fading and large-scale path-loss. The power

fading Gu1,u2
is exponentially distributed with unit mean, and it is independent across

links. The path-loss is ℓ−α
u1,u2

, where ℓu1,u2
= |u1 − u2| is the distance and α is the

path-loss exponent. The symbol u2 in the subscript is omitted for brevity if u2 lies at

the origin. The interference-limited environment is considered and the effect of noise

is neglected.

5.2.1 Spectrum Sharing Model

We consider the overlay spectrum sharing, where a fraction of spectrum is released to

the ad-hoc network in exchange for its cooperation for the cell-edge communication

[75]. Without loss of generality, the total bandwidth is set as unit and the spectrum

released to the secondary system is β ∈ (0, 1), while the remaining 1 − β fraction

of spectrum is reserved by the primary system as shown by Fig. 5.2. The primary

system and secondary system do not interfere with each other as disjoint frequency

bands are utilized.

If the randomly selected MU lies at the cell-interior of its serving BS, the direct

transmission is performed, because the channel is usually good and the interference

is relatively weak. The bandwidth release may be tolerated by the primary down-

link. The interior area is defined as a circular area centered at the BS with radius

c0. However, if the MU lies at the cell-edge of its serving BS, cooperative commu-
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Figure 5.3: The cooperation model for the cell-edge MU. The corresponding
receiver for each SU is not plotted in this figure.

nications are employed. With the cooperation from SUs, the throughput of primary

data transmission can be enhanced to combat the strong interference. Moreover, the

benefits of cooperation can be exploited to combat the negative effect of spectrum

release. The more spectrum is released, the higher capacity is achieved for the sec-

ondary system. However, less capacity is retained for the primary system due to the

remaining narrower bandwidth. Therefore, the bandwidth allocation should be judi-

ciously determined to maximize the secondary capacity without violating the primary

performance requirement in the cooperative spectrum sharing.

5.2.2 Cooperation Model

The truncated ARQ scheme with one-time retransmission is adopted for the commu-

nication between BS and its cell-interior MU. If the original transmission is successful,

the acknowledgement (ACK) frame is fed back and the BS continues to transmit a

new data packet. Otherwise, the negative acknowledgement (NACK) frame is re-

leased and the BS retransmits the same data packet. The received signals in both

the original and the retransmission phases are maximal ratio combined (MRC) by

the cell-interior MU for the detection.

The cooperative truncated ARQ scheme based on DF protocol [12], which is also

known as the DF based incremental relaying [22], is adopted to help the data trans-
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mission between the BS and its cell-edge MU. As shown in Fig. 5.3, a cooperation

region is applied between the BS and its cell-edge MU, which can be designated by

the BS through a hand-shake process or determined automatically by each SU using

its estimated location obtained from the localization technique [68]. The distance be-

tween BS and the center of cooperation region is denoted as rv = ζr0 with 0 < ζ < 1,

while the distance between the center of cooperation region and the cell-edge MU is

r̃v = (1 − ζ)r0. The SUs in the cooperation region will help the primary data trans-

mission. In the original phase, the BS broadcasts its data to the intended cell-edge

MU and all the SUs in the cooperation region. The SUs that can correctly decode

the original primary data are called decoding SUs. Three cases will occur according

to whether the MU and the SUs correctly receive the primary data or not.

• Case I: The cell-edge MU correctly receives the data packet, and the ACK frame

is broadcast. The SUs in the cooperation region refresh their memories and the

BS continues to transmit a new data packet.

• Case II: The cell-edge MU erroneously receives the primary data and the NACK

frame is fed back. There are no SUs in the cooperation region or there are no

decoding SUs in the cooperation region, in this case the BS retransmits its

original data packet.

• Case III: The cell-edge MU erroneously receives the primary data and the NACK

frame is released. There exists at least one decoding SU in the cooperation re-

gion and the one with best channel state towards the cell-edge MU retransmits.

The best decoding SU can be selected in a distributed way using the time back-

off [34] or signaling burst scheme [56].

We assume that the control frame sent by the MU can be reliably received by both

the BS and the relaying SUs. The channel coefficient is assumed to be available for

each receiver to coherently detect signals. Each decoding SU can estimate its channel

state towards the cell-edge MU through measuring the NACK frame.
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5.3 Transmission Capacity of Secondary System

To maximize the transmission capacity [76] of secondary system while satisfying the

primary performance requirement, the optimization problem is formulated as

max
λs>0, 0<β<1

Cǫ
s = ξλs(1 − ǫ)T1 (5.1)

s. t. P s
out(λs, β) ≤ ǫ (5.2)

Vc(λs, β) − Vd
Vd

≥ ρ, (5.3)

where Cǫ
s is the transmission capacity of secondary system. The transmission rate

of each secondary link is assumed to be the same as T1. The outage probability

P s
out(λs, β) of each secondary link should be no larger than the target outage prob-

ability ǫ. The average throughput of primary system with and without cooperative

spectrum sharing is denoted as Vc(λs, β) and Vd, respectively. The parameter ρ ≥ 0

represents the required throughput improvement ratio of the primary downlink in-

troduced by the cooperative spectrum sharing. The optimal SU density λs and the

optimal bandwidth allocation factor β are investigated for the optimization problem.

Since SUs transmit according to an Aloha-type protocol [56], the simultaneous

transmitting SUs form a homogeneous PPP Π̃s with density ξλs, which is obtained

through an independent thinning of Πs. Without loss of generality, we consider and

evaluate the performance of a typical secondary receiver located at the origin. Accord-

ing to Slivnyak’s theorem [89], this artificial placement does not affect the distribution

of other users. The achievable rate of secondary data transmission is given as

Rs = β log2

(

1 +
Gz0d

−α

Is

)

, (5.4)

where Gz0 is the small-scale power fading. The pre-factor β is applied in (5.4) due to

the division of bandwidth for the spectrum sharing. The interference term in (5.4) is

Is =
∑

z∈Π̃s/{z0}

Gzℓ
−α
z , (5.5)
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where all the active SUs except the typical one contribute to the aggregate interfer-

ence. The outage probability of this typical secondary link is derived as [72],

P s
out(λs, β) = P

{
Rs < T1

}
= P

{
Gz0 < τ1d

αIs

}

= 1 − exp

[

−ξλsπτ
2
α

1 d
2 2π/α

sin(2π/α)

]

, (5.6)

where τ1 = 2T1/β − 1 with T1 denoting the secondary target rate.

Remarks: (1) The increase of β leads to the decrease of τ1. With the decrease of

τ1, the outage probability gets smaller. Therefore, the higher bandwidth allocation is

beneficial to support the secondary transmission and hence reduce the outage prob-

ability. But, the primary performance gets worse with the increase of β, so we hope

to find a trade-off of this parameter. (2) The outage performance gets worse with the

increase of SU density λs, because the more concurrent secondary transmissions, the

stronger the interference and hence the worse the performance.

5.4 Average Throughput of Primary System

In this section, we fist introduce the distribution of the random distance between a

BS and its intended MU. The aggregate interference encountered at the typical MU

is approximated. Then, we analyze the success probabilities for the cell-interior and

cell-edge communications. Finally, the average throughput of the cellular network

downlink is derived.

5.4.1 Distance Distribution and Interference Model

One typical MU is located at the origin and the typical MU is served by its nearest

BS located at x0. Their distance is denoted as r0, which is a realization of the random

variable R (the random distance between a BS and its intended MU in the serving

area). The complementary cumulative distribution function (CCDF) is given as [87]

Pr {R > r0} = Pr {No BS closer than r0} = exp(−λbπr20). (5.7)



5.4 Average Throughput of Primary System 105

Then, the cumulative distribution function (CDF) is obtained as FR(r0) = 1 −
exp(−λbπr20), so the probability density function (PDF) is obtained as

fR(r0) =
dFR(r0)

dr0
= 2πλbr0 exp(−λbπr20). (5.8)

For each BS x ∈ Πb, a mark rx is applied to represent the distance of its intended

MU. The intended MU is a cell-interior user with rx ≤ c0, otherwise, it is a cell-edge

user.

The interference encountered at the typical MU is approximated as

Ip ≈
∑

x∈Πb\{x0}
PxGxℓ

−α
x , (5.9)

where Px = 1(rx ≤ c0) + η1(rx > c0). The indicator random variable 1(A) equals 1 if

condition A is satisfied, otherwise it equals 0. The indicator random variable denotes

whether the interfering BS communicates with a cell-interior MU with normalized

unit power or communicates with a cell-edge MU with normalized power η ≥ 1. The

approximation is given because the position of the cooperative SU is not the same

as its serving BS when it performs the retransmission towards the cell-edge MU. The

location of the relaying SU in the cell of x ∈ Πb (the intended MU of x is at cell-edge)

is denoted as xz = x + f(x), where f(x) is the relative location of the selected SU

from its serving BS x. Since almost surely we have |f(x)| <∞, the distance between

the selected SU and the typical MU can be approximated as the distance between its

serving BS and the typical MU [86].

5.4.2 Success Probability of Cell-Interior Communication

Conditioned on the distance between BS x0 and its typical cell-interior MU being r0,

the achievable rate of primary data transmission is expressed as

Rin1(r0) = (1 − β) log2

(

1 +
Gx0

r−α
0

Ip

)

, (5.10)

where (1 − β) is the fraction of bandwidth kept by the primary system. Let T0

denote the primary target rate, the success probability of original data transmission
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is obtained as

Pin1(r0) = P
{
Rin1(r0) ≥ T0

}
= P {Gx0

≥ τ0r
α
0 Ip}

= E [exp (−τ0rα0 Ip)] = LIp(τ0r
α
0 ),

(5.11)

where τ0 = 2
T0
1−β − 1 and LIp(·) denotes the Laplace transform of the interference Ip.

The exponential distribution of Gx0
is considered to obtain the expectation term in

(5.11), which is taken over all possible locations and channel fadings of interferers in

other cells. Here, both the spatial average and the time average over the interference

are performed to obtain the average success probability. The locations of MUs are

coupled by the locations of their serving BSs upon the Poisson Tessellation over

the 2-D plane. Therefore, the communication distances and transmit powers of BSs

towards their intended MUs in different cells are dependent. However, the dependence

in different cells is weak as validated in [90]. For different cells, the distances between

BSs and their intended MUs are assumed to be independent. The Laplace transform

of Ip can thus be derived as

LIp(s) = E

[

exp
(

− s
∑

x∈Πb\{x0}
PxGxℓ

−α
x

)]

(a)
= EΠb

{
∏

x∈Πb\{x0}
EP,G

[

exp
(
− sPGℓ−α

x

)]
}

(b)
= exp

{

− 2πλbEP,G

[ ∫ ∞

r0

[
1 − exp(−sPℓ−αG)

]
ℓ dℓ

]}

(c)
= exp

{

− 2πλbd1

[ ∫ ∞

0

∫ ∞

r0

[
1 − exp(−sℓ−αG)

]
ℓ dℓ f(G) dG

]}

× exp

{

− 2πλbd2

[ ∫ ∞

0

∫ ∞

r0

[
1 − exp(−sηℓ−αG)

]
ℓ dℓ f(G) dG

]}

, (5.12)

where d1 = 1 − exp(−λbπc20) and d2 = exp(−λbπc20). Equality (a) is obtained due to

the independence of channel fading and transmit power for each BS. Equality (b) is

obtained according to the probability generating functional (PGFL) of PPP [72] and

the integral is taken over (r0,∞) as the interfering BSs are at least r0 away from the

typical MU. Taking the expectation of independent discrete random variable P , we
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obtain equality (c). By substituting s = τ0r
α
0 into (5.12) and calculating the integral

over distance ℓ, we can obtain

Pin1(τ0, r0) = exp
[
−ω(τ0)r

2
0

]
, (5.13)

where

ω(t) = −πλb+
2πλbt

2
α

α

{

− (2/α)Γ(2/α)Γ(−2/α)(d1 + d2η
2
α )

+

∫ ∞

0

g
2
α

[
d1Γ(−2/α, tg) + d2η

2
α Γ(−2/α, ηtg)

]
exp(−g) dg

}

.

(5.14)

With a > 0, the Gamma function is Γ(a) =
∫∞
0
ta−1e−t dt and the upper incomplete

Gamma function is Γ(a, x) =
∫∞
x
ta−1e−t dt. With −1 < a < 0, Γ(a) = Γ(a+ 1)/a

and Γ(a, x) = [Γ(a+ 1, x) − xa exp(−x)]/a [71].

If the original transmission fails, the retransmission is performed by BS with

achievable rate

Rin2(r0) =
1 − β

2
log2

(

1 +
2Gx0

r−α
0

Ip

)

, (5.15)

where the pre-factor 1/2 is applied due to the retransmission and the double SIR is

used due to the MRC detection. The conditional success probability of this case is

derived as

Pin2(τ0, r0) = P
{
Rin1(r0) < T0, Rin2(r0) ≥ T0/2

}

= exp
[
−ω(τ0/2)r20

]
− exp

[
−ω(τ0)r

2
0

]
,

(5.16)

where ω(·) is given by (5.14).

5.4.3 Success Probability of Cell-Edge Communication

The communication between a BS and its cell-edge MU includes three cases: Case I,

the MU correctly receives the primary data in the original phase; Case II, the original

data transmission fails, there are no decoding SUs in the cooperation region, and

the BS retransmits; Case III, the original data transmission fails, and a decoding SU

is successfully selected to retransmit. In the following, we analyze the three cases
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separately.

For Case I:

Conditioned on the distance between BS x0 and its typical cell-edge MU being r0,

the achievable rate of primary data transmission is expressed as

Red(r0) = (1 − β) log2

(

1 +
ηGx0

r−α
0

Ip

)

. (5.17)

Similar to (5.13), the conditional success probability of original data transmission is

derived as

Ped1(τ0, r0) = P
{
Red(r0) ≥ T0

}
= exp

[
−ω(τ0/η)r20

]
, (5.18)

where ω(·) is given in (5.14).

For Case II:

The conditional success probability is given as

Ped2(τ0, r0) =

∞∑

n=0

Pr
{
N = n

}
P
{
τ0/2 ≤ γx0

< τ0,max {γx0,zi} < τ0
}
, (5.19)

where the Poisson random variable N represents the number of SUs in the cooperation

region. The probability of N = n is given as

Pr
{
N = n

}
=

(λsπc
2
1)

n

n!
exp(−λsπc21). (5.20)

The SIRs encountered at the typical MU and the ith SU in the cooperation region

are given as

γx0
=
ηGx0

r−α
0

Ip
and γx0,zi =

ηGx0,zir
−α
v

Ipi

, (5.21)

where the distance between a BS and its cooperating SUs is set the same as rv = ζr0

(0 < ζ < 1). The interference at the ith SU is denoted as Ipi . When N = 0, the

success probability of (5.19) is reduced as P̃ed2(τ0, r0) = P
{
τ0/2 ≤ γx0

< τ0
}

and it is

derived as follows similarly to (5.16),

P̃ed2(τ0, r0) = exp
[
−ω(τ0/(2η))r20

]
− exp

[
−ω(τ0/η)r20

]
, (5.22)



5.4 Average Throughput of Primary System 109

where ω(·) is given by (5.14).

When the original transmission fails, the success probability of BS doing the re-

transmission is obtained as (please see Appendix I for the derivation)

Ped2(τ0, r0) = exp(−λsπc21)P̃ed2(τ0, r0)+
∞∑

n=1

(λsπc
2
1)

n

n!
exp(−λsπc21)f1(τ0, r0, n), (5.23)

where

f1(τ0, r0, n) =
n∑

k=0

(−1)k
(
n

k

){

exp
[
− g(τ0, r

α
0 /2, k)

]
− exp

[
− g(τ0, r

α
0 , k)

]}

, (5.24)

with

g(τ0, s, k) = 2πλb

∫ ∞

r0

[

1 − d1

(1 + τ0s
η
ℓ−α)(1 + τ0rαv

η
ℓ−α)k

− d2
(1 + τ0sℓ−α)(1 + τ0rαv ℓ

−α)k

]

ℓ dℓ. (5.25)

Since only one-dimensional integral is included in (5.25), it can be calculated efficiently

using the numerical method.

For Case III:

In this case, the original data transmission between BS and its intended cell-edge

MU fails, but at least one SU in the cooperation region correctly receives the data.

Each decoding SU can estimate its channel state towards the cell-edge MU through

measuring the strength of NACK frame. According to the channel quality, each SU

can initiate a back-off timer [34] or transmit a burst sequence [56] to compete for the

channel access. The decoding SU with the best channel state towards the cell-edge

MU can be selected to retransmit.

Conditioned on the distance between BS x0 and its cell-edge MU being r0, the

success probability is

Ped3(τ0, r0) =

∞∑

n=1

Pr
{
N = n

}
n∑

k=1

P

{

γx0
< τ0, |Φx0

| = k, γx0
+ max

i∈Φx0

{γzi} ≥ τ0

}

,

(5.26)
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where γx0
is the SIR between BS x0 and its typical cell-edge MU as given in (5.21). The

probability of there being n 6= 0 SUs in the cooperation region is given as Pr{N = n}
in (5.20). The inequality γx0

< τ0 represents that the original transmission between

BS and its cell-edge MU fails. The term |Φx0
| = k represents that the cardinality of

the decoding set is k, where Φx0
is the decoding set of SUs in the cooperation region.

The term γx0
+maxi∈Φx0

{γzi} ≥ τ0 represents that the MRC detection is successful at

the cell-edge MU, when the retransmission is performed by the best decoding SU. The

SIR between a decoding SU zi, i ∈ Φx0
and the typical MU is given as γzi =

ηGzi
r̃−α
v

Ip ,

where r̃v = r0 − rv = (1 − ζ)r0 is the distance between the center of the cooperation

region and the cell-edge MU. Since the relaying SUs lie in the cooperation region with

small radius, the distance between each decoding SU in the cooperation region and

the cell-edge MU can be set the same as r̃v.

If the original transmission fails and one decoding SU in the cooperation region

is selected to retransmit, the success probability is obtained as (please see Appendix

II for the derivation)

Ped3(τ0, r0) =

∞∑

n=1

(λsπc
2
1)

n

n!
exp(−λsπc21)f2(τ0, r0, n), (5.27)

where

f2(τ0, r0, n) =
n∑

k=1

(
n

k

) n−k∑

m=0

(
n− k

m

)

(−1)m

×
{

exp
[
− g(τ0, 0, m+ k)

]
−
[ k∑

t=0

(
k

t

)
(−1)trα0
tr̃αv − rα0

+ 1
]

(5.28)

× exp
[
− g(τ0, r

α
0 , m+ k)

]
+

k∑

t=0

(
k

t

)
(−1)trα0
tr̃αv − rα0

exp
[
− g(τ0, tr̃

α
v , m+ k)

]
}

,

with the function g(·, ·, ·) given by (5.25).

5.4.4 Average Throughput of Primary System

If there is no spectrum sharing, the traditional truncated ARQ scheme with one-time

retransmission is applied in the stand-alone cellular network. By averaging over the
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random variable R, we can obtain the average throughput of primary system as

Vd =

∫ c0

0

T0
[
Pin1(τ̂0, r0) + (1/2)Pin2(τ̂0, r0)

]
fR(r0) dr0

︸ ︷︷ ︸

Vdin(τ̂0)

+

∫ ∞

c0

T0
[
Ped1(τ̂0, r0) + (1/2)P̃ed2(τ̂0, r0)

]
fR(r0) dr0

︸ ︷︷ ︸

Vded(τ̂0)

,
(5.29)

where τ̂0 = 2T0−1. The conditional success probabilities of original data transmission

and retransmission for the cell-interior MU and cell-edge MU are given as Pin1(τ̂0, r0),

Pin2(τ̂0, r0), Ped1(τ̂0, r0), and P̃ed2(τ̂0, r0), which can be obtained by replacing τ0 in

(5.13), (5.16), (5.18), and (5.22) with τ̂0, respectively. By substituting the related ex-

pressions into (5.29), the average throughput of cell-interior communication is derived

as

Vdin(τ̂0) =
T0λbπ

2[λbπ + ω(τ̂0)]

{
1 − exp

[
−(λbπ + ω(τ̂0))c

2
0

]}

+
T0λbπ

2[λbπ + ω(τ̂0/2)]

{
1 − exp

[
−(λbπ + ω(τ̂0/2))c20

]}
.

(5.30)

The average throughput of cell-edge communication is derived as

Vded(τ̂0) =
T0λbπ

2[λbπ + ω(τ̂0/η)]
exp

{
− [λbπ + ω(τ̂0/η)] c20

}

+
T0λbπ

2[λbπ + ω(τ̂0/(2η))]
exp

{
− [λbπ + ω(τ̂0/(2η))] c20

}
.

(5.31)

The average throughput of primary system with cooperative spectrum sharing is

obtained as

Vc(λs, β) =

∫ c0

0

T0
[
Pin1(τ0, r0) + (1/2)Pin2(τ0, r0)

]
fR(r0) dr0

︸ ︷︷ ︸

Vcin(τ0)

+

∫ ∞

c0

T0
[
Ped1(τ0, r0) + (1/2)Ped2(τ0, r0) + (1/2)Ped3(τ0, r0)

]
fR(r0) dr0

︸ ︷︷ ︸

Vced(τ0)

,

(5.32)

where Vcin(τ0) = Vdin(τ0) is obtained by replacing τ̂0 with τ0 in (5.30). The other
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integral in (5.32) is derived as

Vced(τ0) =
T0λbπ [2 − exp(−λsπc21)]

2 [λbπ + ω(τ0/η)]
exp

{
− [λbπ + ω (τ0/η)] c20

}

+
T0λbπ exp(−λsπc21)
2 [λbπ + ω(τ0/(2η))]

exp
{
− [λbπ + ω (τ0/(2η))] c20

}
(5.33)

+
T0λbπ

exp(λsπc21)

∞∑

n=1

(λsπc
2
1)

n

n!

∫ ∞

c0

r0 [f1(τ0, r0, n) + f2(τ0, r0, n)] exp(−λbπr20) dr0,

where f1(τ0, r0, n) and f2(τ0, r0, n) are given by (5.24) and (5.28), respectively. The

closed form expression of the integral in (5.33) is not available, but it can be numer-

ically calculated. Without losing accuracy, the last term of (5.33) can be calculated

with limited number of n.

5.5 Solution to the Optimization Problem

In this section, we will find the optimal λs and β that can maximize the secondary

transmission capacity (5.1) while satisfying the constraints (5.2) and (5.3). The trans-

mission capacity of secondary system is a monotonically increasing function of the SU

density λs. Therefore, the higher the SU density, the higher the transmission capac-

ity. However, the outage performance of secondary system gets worse with higher SU

density as more interference is introduced. The maximum SU density that can satisfy

the outage constraint (5.2) is obtained via P s
out(λs, β) = ǫ. Then, we can obtain one

critical point of the SU density as

λs1(β) = − ln(1 − ǫ)

ξπd2τ
2/α
1

sin(2π/α)

2π/α
. (5.34)

This critical density is a function of the bandwidth allocation factor β included in

τ1 = 2T1/β − 1. We note that the outage constraint is guaranteed only when λs ≤
λs1(β).

The higher the SU density, the more SUs lying in the cooperation region and the

higher the average throughput of primary downlink. Through setting Vc(λs, β) =

(1 + ρ)Vd in the constraint (5.3), we can find another critical point λs2(β), which
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is also a function of β. For a given β, the throughput improvement requirement of

primary system can be satisfied only when λs ≥ λs2(β).

Therefore, for a given β ∈ (0, 1), both constraints (5.2) and (5.3) can be satisfied

with λs2(β) ≤ λs ≤ λs1(β). To maximize the transmission capacity of secondary

system, we need to search for the values of β and its corresponding λs1(β) and λs2(β).

A given β belongs to the potential allocation set S if we have λs2(β) ≤ λs1(β), i.e., S =

{β ∈ (0, 1) : λs2(β) ≤ λs1(β)}. The optimal bandwidth allocation factor is denoted as

β∗ and obtained as β∗ = arg maxβ∈S λs1(β). The optimal SU density is obtained

as λs1(β
∗) and the transmission capacity of secondary system can thus be derived

as Cǫ
s = ξλs1(β

∗)(1 − ǫ)T1. Using this solution, the throughput of primary system

can be improved by at least the ratio ρ. However, if S = ∅, the two constraints of

the optimization problem cannot be satisfied simultaneously and the cellular network

will utilize the whole spectrum band for its own data transmission without secondary

access.

To numerically search the optimal bandwidth allocation factor and the maximum

SU density, we use the following approach. For each value of β ∈ (0, 1), we calculate

λs1(β) according to (5.34) and ρ̂ =
[
Vc(λs1(β), β) − Vd

]
/Vd. If ρ̂ < ρ occurs, λs2(β)

is larger than λs1(β), so this bandwidth allocation factor is not a potential point, i.e,

β /∈ S. If ρ̂ ≥ ρ occurs, λs2(β) is no larger than λs1(β), so this bandwidth allocation

factor is potential, i.e., β ∈ S. Over the whole potential allocation set S, we can find

the one that brings the largest SU density.

5.6 Numerical and Simulation Results

In this section, we show the impacts of system parameters to the primary performance

and verify our theoretical analysis of Section 5.4. The transmission capacities of sec-

ondary system with different system settings are plotted by solving the optimization

problem of Section 5.3. The simulation results are obtained by averaging over the

topology iterations for 105 times, and the overlaid network is modeled as a circular
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Figure 5.4: Average throughput of the primary system w.r.t. the relative
distance ζ . The system settings are α = 3, c0 = 9 m, c1 = 1 m, λb = 10−3,
λm = 10−2, and λs = 0.9. The bandwidth allocation β = 0.2 is used for
the cooperative spectrum sharing, while it is zero for the stand-alone cellular
network without spectrum sharing.

area over the 2-D plane with radius
√

10 × 102 m. Similarly to reference [88], the

optimal power ratio is set as η∗ = arg maxη∈[1,20] Vd.

5.6.1 Average Throughput of Primary System

Fig. 5.4 shows the average throughput of cellular network downlink with respect to

the distance factor ζ . In the cooperative spectrum sharing, the best performance of

primary system can be achieved when ζ = 0.5. The cooperation region should be

located in the middle between each BS and its cell-edge MU. When ζ is small, the

cooperation region is close to the BS and it is more likely to select one decoding SU

to help the primary data transmission. As the distance towards the cell-edge MU

is far, the robustness of cooperative communicaiton is weak. On the other hand,

when ζ is large, the cooperation region is far from the BS and the decoding set is
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Figure 5.5: Average throughput of the primary system w.r.t. the bandwidth
allocation factor β. The system settings are α = 3, c1 = 1 m, ζ = 0.501,
T0 = 2 bits/s/Hz, λb = 10−3, λm = 10−2, and λs = 0.9.

more likely empty. As a result, the opportunity of cooperation is small. Therefore,

the primary performance is worse in both the small and large regions of ζ . The

throughput is defined as the product of target rate T0 and success probability, which

gets worse with the increase of T0. With the variation of T0, the primary throughput is

a trade-off between target rate and success probability. Since a fraction of spectrum

is released for the secondary data transmission, the throughput of primary system

may be worse than that without spectrum sharing.

Fig. 5.5 shows the primary average throughput with respect to the bandwidth

allocation factor β in the cooperative spectrum sharing. The higher the bandwidth

allocation, the less throughput is obtained for the primary system, as it becomes more

difficult to support the primary target rate with the remaining narrower bandwidth

1 − β. When β = 0, no spectrum is allocated to the secondary system, but the

primary transmission is assisted by SUs, so the throughput greatly outperforms the

stand-alone cellular network without spectrum sharing. The average throughput of
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Figure 5.6: Average throughput of the primary system w.r.t. the SU density
λs. The system settings are α = 3, c0 = 9 m, c1 = 1 m, ζ = 0.501, T0 = 2
bits/s/Hz, λb = 10−3, and λm = 10−2.

primary down-link improves with the decrease of the division radius c0. The smaller

the cell-interior area, the larger the cell-edge area, and hence more benefits can be

brought by the cooperation from SUs. The numerical results of Section 5.4 are tight

to the simulation results.

Fig. 5.6 shows the impact of SU density λs on the primary performance. The

region division radius of each cell is set as c0 = 9 m, while the radius of the cooperation

region is set as c1 = 1. Due to the Poisson distribution on the 2-D plane, the average

number of SUs in the cooperation region is λsπc
2
1. Obviously, the smaller the SU

density λs, the less average number of SUs residing in the cooperation region for the

possible retransmission of primary data. Therefore, the average throughput of the

primary downlink deteriorates with the decrease of the SU density λs. It also shows

that the larger time allocation factor β results in the smaller primary throughput. It

verifies that our theoretical analysis can well match the simulation results.
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Figure 5.7: Transmission capacity of secondary system w.r.t. the primary
throughput improvement ratio ρ for different c0. The system settings are
α = 3, c1 = 1 m, ζ = 0.501, T0 = 2 bits/s/Hz, T1 = 1 bits/s/Hz, ǫ = 0.1,
ξ = 0.2, d = 0.1, and λb = 10−3.

5.6.2 Transmission Capacity of Secondary System

Fig. 5.7 shows the secondary transmission capacity against the primary throughput

improvement ratio ρ with different cell division radius c0. The secondary transmission

capacity gets worse with the increase of ρ and it becomes zero when ρ is larger than

a critical point, which is an upper bound of the primary throughput improvement

ratio. In other words, the throughput improvement ratio larger than this critical

point cannot be achieved by the cooperative spectrum sharing scheme. The secondary

transmission capacity deteriorates with the increase of radius c0. The cell-edge area

is small when c0 is large, so the potential improvement of primary performance is

small due to the small opportunity of cooperative data transmission. Therefore, the

secondary performance gets worse as more resource is reserved to meet the primary

QoS requirement.

Fig. 5.8 shows the secondary transmission capacity versus the primary through-
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Figure 5.8: Transmission capacity of secondary system w.r.t. the primary
throughput improvement ratio ρ for different T1. The system settings are
α = 3, c0 = 9 m, c1 = 1 m, ζ = 0.501, T0 = 2 bits/s/Hz, ǫ = 0.1, ξ = 0.2,
d = 0.1, and λb = 10−3.

put improvement ratio ρ for different secondary target rate T1. Similarly, there is an

upper bound of the parameter ρ, above which the primary requirement can not be

satisfied and the cooperative spectrum sharing is inactive. The secondary transmis-

sion capacity gets smaller with the increase of target rate T1. This phenomenon is

attributable to a trade-off between the maximum allowable SU density and the trans-

mission rate. The outage probability of secondary data transmission gets worse with

the increase of T1 as shown by (5.6). Therefore, the allowable maximum SU density

λs becomes smaller to satisfy the constraint of target outage probability ǫ as can be

seen from (5.34). Since the negative effect of SU density reduction dominates over

the positive effect of transmission rate increase, the secondary transmission capacity

gets worse.

Fig. 5.9 shows the secondary transmission capacity with respect to the secondary

target outage probability ǫ for different Aloha MAP ξ. With the primary throughput
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Figure 5.9 Transmission capacity of secondary system w.r.t. the secondary
target outage probability ǫ for different ξ. The system settings are α = 3,
c0 = 9 m, c1 = 1 m, ζ = 0.501, T0 = 2 bits/s/Hz, T1 = 1 bits/s/Hz, d = 0.15,
ρ = 0.1, and λb = 10−3.

improvement ratio fixed, there exists a critical value of ǫ, below which the primary

performance improvement requirement can not be guaranteed and the cooperative

spectrum sharing is not valid. Above this critical point, the secondary transmission

capacity gets larger with the increase of target outage probability ǫ. The larger the

target outage probability, the larger the maximum allowable SU density as shown

by (5.34). Although the success probability of secondary data transmission becomes

worse with the increase of ǫ, the benefits brought by the SU density increase can

beat against the degradation of success probability. As a compromise, the secondary

transmission capacity gets better. With the increase of ξ, the maximum allowable SU

density gets smaller and less cooperation is performed for the primary cell-edge com-

munication. As a result, less resource is allocated for the secondary data transmission,

and hence the secondary transmission capacity gets worse.

Fig. 5.10 shows the secondary transmission capacity against the secondary target



5.7 Summary 120

0.1 0.15 0.2 0.25 0.3
0

0.1

0.2

0.3

0.4

0.5

0.6

Secondary target outage probability ε

T
ra

ns
m

is
si

on
 c

ap
ac

ity
 o

f s
ec

on
da

ry
 s

ys
te

m

 

 
ρ=0.05
ρ=0.10
ρ=0.15
ρ=0.20
ρ=0.25

Figure 5.10 Transmission capacity of secondary system w.r.t. the secondary
target outage probability ǫ for different ρ. The system settings are α = 3,
c0 = 9 m, c1 = 1 m, ζ = 0.501, T0 = 2 bits/s/Hz, T1 = 1 bits/s/Hz, d = 0.15,
ξ = 0.2, and λb = 10−3.

outage probability ǫ with different primary throughput improvement ratio ρ. Sim-

ilarly, there is a critical point of ǫ, bellow which the cooperative spectrum sharing

cannot be performed, because the primary performance constraint is violated. The

secondary transmission capacity deteriorates with the increase of ρ, because it is

more difficult to meet the primary performance requirement and more resource is

kept for the primary data transmission. In this situation, less resource is available for

the secondary data transmission and hence the secondary transmission capacity gets

smaller.

5.7 Summary

In this chapter, we design a cooperative spectrum sharing scheme between cellular

network downlink and ad-hoc network. The secondary users can actively help the
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primary cell-edge communication to improve the primary performance by a prede-

fined ratio. As a reward, a fraction of disjoint bandwidth can be released for the

secondary data transmission. The transmission capacity of secondary system and the

average throughput of primary downlink are analyzed using the stochastic geometry

theory. The optimization problem is formulated to maximize the secondary transmis-

sion capacity under the QoS constraints of secondary outage probability and primary

throughput improvement. The optimal secondary user density and bandwidth allo-

cation are numerically calculated. Performance results are provided to demonstrate

that the primary performance can be conservatively improved and the secondary

transmission can be well accommodated.

5.8 Appendix I: Success Probability of Case II

We assume that the distance between an interferer and each SU in the cooperation

region is the same as the distance between this interferer and the typical cell-edge

MU. The path-loss from an interferer to the cooperative SUs and to the typical MU is

the same, while the channel fading is independent. The success probability in (5.19)

is derived as

P
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,

where the inner expectations are taken over the independent channel fading from each

interferer to the cell-edge MU and each cooperative SU. The outside expectation of

(5.35) is taken over the point process and the transmit power of interferers. The

expectation over the independent channel fading between interferers and the typical
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cell-edge MU, i.e., A1 of (5.35), is derived as

A1 =
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, (5.36)

where this result is obtained by substituting the interference Ip (5.9) and taking the

expectation over the independent channel fading. Similarly, the expectation over

the channel fading between interferers and SUs in the cooperation region, i.e., A2 of

(5.35), is derived as

A2 =

{
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η
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x

}n

. (5.37)

Substitute (5.36) and (5.37) into (5.35), we can get the result as
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where the binomial expansion of A2 is utilized. Then, applying the PGFL of PPP

and taking the expectation over the BS transmit power, we can get the result of B1

of (5.38) as

B1 = exp
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− 2πλb
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, (5.39)

where the integral plus the pre-factor is denoted as a function g
(
τ0, r

α
0 /2, k

)
. Similarly,

another expectation of (5.38) can be directly obtained as

B2 = exp
[
−g

(
τ0, r

α
0 , k

)]
. (5.40)

Then, jointly considering Pr {N = n} in (5.20) and the probability of (5.38), the

success probability of Case II can thus be derived as (5.23).
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5.9 Appendix II: Success Probability of Case III

The probability of (5.26) is given as follows and it is further divided into two parts.
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Conditioned on the PPP Πb and the transmit power P of interferers, the probability

of a cooperating SU zi correctly receiving the primary data is given as

P
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Then, the conditional probability of the cardinality of decoding set being k is derived

as
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(5.43)

where the binomial expansion is considered. The distance between an interferer and

each SU in the cooperation region is set the same as the distance between this inter-

ferer and the typical cell-edge MU. Jointly considering the events that the original

transmission fails and the decoding set has k SUs, taking expectation over the discrete

random variable P and applying the PGFL of PPP, the first probability of (5.41) is

derived as
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,

(5.44)

where the function g(·, ·, ·) is given in (5.25).
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Conditioned on the PPP Πb and transmit power P of interferers, we can derive

the following probability when there are k SUs in the decoding set Φx0
.
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where the binomial expansion is used in the derivation. In the derivation of (5.45),

we assume that tr̃αv 6= rα0 for ∀t ∈ {0, 1, ..., k}. Jointly considering (5.43) and (5.45),

the second probability of (5.41) can be derived as C2 = D1 −D2, where
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In the derivation of D1, the PGFL of PPP is applied and the expectation over discrete

random variable P is taken. Another term D2 is derived as
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(
n

k

) n−k∑

m=0

(
n− k

m

)

(−1)m
k∑

t=0

(
k

t

)
(−1)trα0
tr̃αv − rα0

exp
[
− g(τ0, tr̃

α
v , m+ k)

]
. (5.47)

Combine the first probability C1 and second probability C2 of (5.41) and consider the

probability of Pr{N = n}, the result of (5.27) is obtained.



Chapter 6

Conclusion and Future Work

6.1 Thesis Conclusion

Cognitive radio techniques have been intensively studied to improve the utilization

efficiency of the scarce spectrum so as to accommodate the increasing wireless data

transmission requirements. In this context, cooperative techniques have been adopted

as an effective way to facilitate the spectrum sharing, as the space diversity can be

achieved. However, the overlay spectrum sharing based on the traditional cooperative

protocols is proved to be inefficient, as multiple communication phases are usually

included to transmit the same signal. This thesis aims to propose a variety of relay

based spectrum sharing designs in space, time, and frequency domains to significantly

improve the bandwidth efficiency of the cognitive radio network.

In Chapter 2, the two-path successive relaying based spectrum sharing proto-

col is proposed, where one primary communication pair coexists with two secondary

communication pairs. Both the superposition coding and successive interference can-

celation techniques are adopted to realize the simultaneous primary signal relaying

and secondary signal transmission. The primary signal transmission is continuous

over the whole time slots without interruption from secondary transmitters. The op-

timal secondary transmission power allocation is investigated in the space domain to
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maximize the secondary success probability under the constraint that the primary out-

age performance should be protected. Numerical and simulation results demonstrate

that this novel relay based spectrum sharing scheme can significantly outperform the

conventional multi-phase cooperative spectrum sharing schemes.

In Chapter 3, the relay based spectrum leasing is designed in the multiuser cogni-

tive radio network, where one primary link coexists with multiples secondary users.

The best secondary user is selected to help the primary data transmission in the

time domain through adaptively switching between two-path successive relaying and

decode-and-forward relaying protocols. As a reward of the cooperation, the licensed

spectrum can be released to the secondary data transmission in a fraction of time.

The cooperative diversity gain of primary system and the selection diversity of sec-

ondary system are analyzed when the transmission rates of both systems are fixed.

However, if the secondary transmission rate can be adjusted instantaneously accord-

ing to the channel states, the multiuser diversity performance in terms of throughput

scaling law is studied when there are large number of secondary users. Numerical

results show that the same diversity gain can be achieved as that of the stand-alone

multiuser wireless system without the cognitive radio constraint.

In Chapter 4, the uncoordinated cooperative communications are studied for the

spatially random relay network, where each potential relay node determines indepen-

dently whether it should cooperate with the source in the signal transmission or not

based on its own local information. Three uncoordinated relay selection schemes are

developed, namely distance-based, angle-based, and local SNR-based schemes. By

using the local information each relay competes for the cooperation with the source

governed by its own retransmission probability. The proposed uncoordinated cooper-

ative communications require no coordination of the relay nodes but outperform the

conventional cooperative communications by giving higher success transmission prob-

ability. It is expected that the proposed schemes have wide applications to wireless

local area network or cellular networks to improve the coverage area and transmission

efficiency with little computational complexity.
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In Chapter 5, the relay based spectrum sharing between cellular network donwlink

and ad-hoc network is designed. All the users are assumed to randomly distribute on

the two-dimensional plane following independent Poisson point processes. Between

each cellular network base station and its cell-edge mobile users, a cooperation re-

gion is applied, among which the ad-hoc users can actively help the cell-edge data

transmission using the cooperative truncated ARQ to combat the strong interference.

In return, a fraction of spectrum bands can be allocated for the ad-hoc data trans-

missions. Since there are many concurrent transmission links, the aggregate interfer-

ence is incorporated to study the average performance using the stochastic geometry

theory. The impacts of system parameter settings to both the cellular and ad-hoc

networks are investigated and the optimal bandwidth allocation factor is obtained. It

shows that the secondary data transmission requirement can be well satisfied while

the primary performance can be conservatively improved.

6.2 Future Work

Apart from the problems addressed in this thesis, there are some interesting and

challenging topics to be investigated in the immediate future.

• For the adaptive spectrum leasing in the multiuser cognitive radio network, the

best secondary user is selected based on the assumption that the perfect channel

state information (CSI) is available. However, it is interesting to relax this ideal

assumption and study the secondary user selection with imperfect CSI obtained

through the limited feedback. The more flexible coordination protocols can be

designed for the practical implementation. The multiuser diversity performance

of this cognitive radio system has not yet been revealed if the limited feedback

is considered to select the best secondary user.

• The overlay spectrum sharing between cellular network downlink and ad-hoc

network is designed in this thesis. However, it is also interesting to study the
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relay-based underlay spectrum sharing, where the exclusive region should be

applied around each mobile user. The ad-hoc transmissions are prohibited in the

exclusive regions to avoid severely interfering the cellular network transmissions.

The successive interference cancelation can be performed by the ad-hoc users to

extract their desired secondary signals when they lie close to the base stations.

The more intelligent carrier sense multiple access (CSMA) protocol can be used

by the ad-hoc network to avoid the strong mutual interference between the

concurrent ad-hoc transmissions. In addition, the cooperation can be adopted

among the ad-hoc users to combat the interference so as to struggle for more

opportunities of accessing the licensed spectrum. The optimization problem can

be formulated to determine the exclusive region radius and the CSMA sensing

radius. These points can make the spectrum sharing more practical, but it

becomes more challenging to solve these problems.
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