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SUMMARY 
 
 
Type I diabetes (T1D) is an autoimmune disease caused by a combination of 

genetic and environmental factors. Previous studies have linked infections with 

enteroviruses, such as coxsackievirus B4 (CVB4), with an increased risk of 

T1D. This dissertation examines the impact of both exogenous virus (i.e. 

CVB4) and endogenous retroviruses (ERVs) residing in the mammalian 

genome on the development of chronic inflammation and autoimmunity.  

Following CVB4 infection, T1D-susceptible mice displayed exaggerated tissue 

damage and signs of chronic inflammation after viral clearance. Ongoing 

inflammation in these mouse strains was linked to an increased infiltration of T 

follicular helper cells (Tfh) and germinal centre-like B cells in the pancreas. 

Furthermore, genome-wide expression analyses of pancreatic beta cells from 

CVB4-infected mice revealed the activation of virus response genes 

associated with type I/II interferon (IFN) signalling, accompanied by tissue-

specific induction of ERVs. In addition, our data highlight an important role for 

ERVs in the transcriptional regulation of immune response genes. 

Remarkably, pancreatic beta cells from uninfected T1D-susceptible mice 

revealed similar gene enrichment profiles to those found in CVB4-infected 

mice, emphasizing the role of viral sensing in autoimmune diabetes.  

To further explore the role of viral recognition in autoimmunity, we made use of 

a novel mutant mouse strain that carries a point mutation within the MAVS 

(mitochondrial antiviral-signalling) protein, a crucial mediator of cytoplasmic 

nucleic acid sensing. MAVSlos mice immunised with RNA substrates exhibited 

diminished production of type I IFN and subsequent reduction of Tfh expansion 
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and germinal centre formation. These findings demonstrate the significant role 

of (viral) nucleic acid sensing for appropriate activation of effector cells, but 

also illustrate how dysregulation of innate anti-viral signalling may translate 

into inappropriate (diminished or exaggerated) adaptive immunity.  
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1. GENERAL INTRODUCTION 

 

1.1. At a glance 

The mammalian immune system coordinates a complex network of cellular 

and molecular mechanisms that ensure host protection from invading 

pathogens. In order to limit immune destruction to invading pathogens, it is 

critical to discriminate self from non-self tissues. The loss of this ability (loss of 

self-tolerance) results in aberrant immune responses to host tissue and 

ultimately in the development of autoimmunity. While the exact aetiology of 

many autoimmune diseases, including type I diabetes (T1D), is still unknown, it 

has been established that both genetic and environmental factors play a major 

role in disease development. Indeed, T1D, an autoimmune disease caused by 

selective destruction of insulin-producing beta cells in the pancreas, has been 

commonly linked to virus infections as environmental triggers. This dissertation 

aims to improve our understanding of how endogenous viral elements and 

exogenous virus infections can contribute to chronic inflammation and 

autoimmunity within the framework of T1D. 

 

 

1.2. The immune system 

1.2.1. Primary lymphoid organs 

Lymphatic organs are implicated in leukocyte development, maturation and 

proliferation and are classified into primary and secondary lymphoid organs 
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accordingly. Lymphocyte development takes place in primary lymphoid organs, 

which comprise the thymus and the bone marrow, the latter providing stem 

cells from which all lymphocytes arise. 

 

1.2.1.1. T cell development in the thymus 

The process of T (thymus-derived) cell development in the thymus involves 

migration to the thymus and divergence to different T cell lineages. T cells 

leave the thymus as antigen inexperienced naïve single positive (CD4+ or 

CD8+) T cells, and undergo further differentiation in the periphery to obtain 

effector functions.  

At first, early lymphocyte progenitor cells migrate from the bone marrow to the 

thymus and subsequently start their commitment to the T cell lineage. Early T 

cell progenitors do not express the CD4 or CD8 T cell co-receptors (i.e. double 

negative), but will become double positive (DP CD4+CD8+) once they 

successfully assemble the T cell receptor β-chain (Raulet et al., 1985). DP 

thymocytes undergo both positive and negative selection to become single 

positive (SP) CD4+ or CD8+ T cells. The process of positive selection 

generates SP thymocytes with sufficient T cell receptor affinity and/or avidity 

for self-peptides. In return, thymocytes with a high affinity for self-antigen are 

eliminated during negative selection (clonal deletion), thereby avoiding 

autoimmunity (Ashton-Rickardt et al., 1994; Cook et al., 1997; Kappler et al., 

1987; Sebzda et al., 1994). Finally, selected T cells relocate to the medulla, 

where they continue to undergo deletion and maturation before exiting the 

thymus as immune-competent T cells (Takahama, 2006).  
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1.2.1.2. B cell development in the bone marrow 

Similarly to T cells, B cell development occurs in several distinct stages. Early 

B cell development takes place in primary lymphoid organs (foetal liver and 

bone marrow) followed by maturation stages in secondary lymphoid organs 

(spleen and lymph nodes). Initial stages in the bone marrow are defined based 

on the surface expression of several CD (cluster of differentiation) antigens 

and the rearrangement of the immunoglobulin heavy and light chain loci 

(Coffman, 1982). During early developmental stages, hematopoietic stem cells 

(HSC) differentiate into early lymphocyte progenitors, pro-B cells and pre-B 

cells to become immature B cells that express a mature B cell receptor (BCR) 

capable of binding antigen (Hardy et al., 1991; LeBien, 2000). Before leaving 

the bone marrow, immature B cells have to undergo a negative selection 

process that eliminates clones with a high affinity to self-antigen (central B cell 

tolerance, (Grandien et al., 1994; Loder et al., 1999). After successfully 

passing this crucial checkpoint, immature B cells further differentiate into 

transitional B cells that will continue their maturation after migration to 

secondary lymphoid organs (Loder et al., 1999). The mature B cell population 

can be divided into follicular B cells, which colonize the lymphoid follicles of 

spleen and lymph nodes, and marginal zone (MZ) B cells. While murine MZ B 

cells are mainly found within the marginal zone of the spleen, human MZ B 

cells are less restricted and have access to the circulation. Upon antigen 

encounter, both B cell populations can terminally differentiate into antibody-

producing plasmablasts or generate antigen-experienced B cells that will 

rapidly produce high-affinity antibodies upon a secondary antigen challenge 

(Cerutti et al., 2013). 
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1.2.2. Secondary lymphoid organs 

Secondary or peripheral lymphoid organs are structured sites in which antigen-

driven differentiation and proliferation of lymphocytes takes place. Major 

secondary lymphoid organs include the spleen, regional lymph nodes and 

isolated lymphoid follicles, tonsils, mucosa-associated lymphoid tissue (MALT) 

and Peyer’s patches (Goodnow, 1997; Kunisawa et al., 2005). Strategic 

positioning of these lymphoid structures throughout the body enables efficient 

antigen sampling and presentation. The basic structural organization of 

secondary lymphoid organs involves compartmentalization into T cell zones 

and B cell follicles, the presence of antigen-presenting cells (APCs) such as 

macrophages and dendritic cells, as well as a high degree of vascularization 

that supports fast antigen delivery and cellular responses (Anderson and 

Shaw, 2005; Cyster, 1999). Circulating immune cells, such as APCs displaying 

antigen, can reach secondary lymphoid organs through lymphatic and/or blood 

vessels. Notably, lymph nodes exclusively filter leukocytes and associated 

antigens that circulate in lymphatic vessels. Immune cells enter the lymph 

node via afferent lymphatic vessels and exit it through efferent lymphatic 

vessels. Efferent vessels can drain into a larger lymph node and, eventually, 

into the bloodstream through subclavian veins. Leukocytes that circulate in 

blood vessels are filtered through the spleen, which exclusively filters blood. 

Furthermore, entry of immune cells into other lymphoid organs, such as the 

tonsils, occurs via both lymphatic and blood vessels. 
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1.2.3. Tertiary lymphoid structures 

Tertiary lymphoid structures, also referred to as ectopic lymphoid structures, 

can only be found in the state of chronic inflammation, in which tissue-

infiltrating immune cells can form organized lymphoid structures within non-

lymphoid tissues. These organized ectopic structures show a great similarity to 

secondary lymphoid organs in terms of B and T compartmentalization, 

vasculature and function (Drayton et al., 2006).  

 

 

1.3. Innate and adaptive immunity 

Throughout the course of evolution, the mammalian immune system has 

adopted two different strategies to protect the host from pathogen invasion. 

While innate immunity is critical for the recognition of a wide range of common 

pathogenic patterns and the initiation of rapid defence mechanisms, adaptive 

immunity requires a longer time to react but provides pathogen-specific 

defence, as well as immunity that protects against subsequent infection. 

 

1.3.1. Key components of the innate immune system 

Innate immunity depends on a limited number of germ-line encoded receptors 

that are able to recognize common pathogen-associated molecular patterns 

(PAMPs) exclusively found on pathogenic microbes such as bacteria, fungi, 

viruses and parasites (Janeway, 1989). Engagement of PAMPs with their 

respective receptors triggers rapid and non-specific immune responses, 
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thereby providing a first layer of defence against invading pathogens. The 

innate immune system is furthermore responsible for initiating immune 

responses towards host-related stress signals such as local tissue injury or cell 

necrosis, and, last but not least, essential for the activation of the adaptive 

immune system (Iwasaki and Medzhitov, 2015).  

 

 

1.3.2. Microbial sensing Pattern-Recognition Receptors (PRRs) 

Mammalian cells express two major classes of PRRs: membrane-associated 

receptors, which include toll-like receptors (TLRs) and C-type lectin receptors 

(CLRs); and cytosolic receptors, such as RIG-I-like receptors (RLRs), NOD-

like-receptors (NLRs), AIM2-like receptors (ALRs) and the more recently 

described class of cytosolic DNA sensors (CDSs). PRRs are expressed by 

several leukocyte populations (e.g. dendritic cells, macrophages and B cells) 

but also by various nonprofessional immune cells such as fibroblasts, epithelial 

cells and endothelial cells. Many PAMPs are able to activate multiple PRRs, 

which subsequently results in complex receptor interactions that can amplify or 

inhibit downstream signalling (Takeuchi and Akira, 2010). 

 

 

1.3.2.1. Membrane-bound PRRs  

The initial notion of the innate immune system lacking specificity and 

complexity was quickly overruled by the discovery of TLRs in the mid-90s 

(Lemaitre et al., 1996; Medzhitov et al., 1997). To date, the TLR family is 

undoubtedly the most widely studied PRR class with 10 members described in 
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humans and 12 members reported in mice. Depending on their cellular 

localization, TLR signalling takes place either at the cell surface (TLR1, TLR2, 

TLR4, TLR5, TLR6 and TLR10) or intracellularly at endosomal or 

endolysosomal membranes (TLR3, TLR7, TLR8, TLR9, TLR11, TLR12, 

TLR13). TLRs at the plasma membrane are able to recognize 

lipopolysaccharide (LPS), proteins, lipoproteins and lipids, whereas 

intracellular TLRs within endosomal membranes recognize single- and double-

stranded nucleic acids. Ligand-receptor interactions activate a multitude of 

signalling pathways that promote the release of proinflammatory cytokines, 

chemokines and/or interferons, thus triggering a precise, ligand-specific 

immune response (Kawai and Akira, 2010). 

C-type lectin receptors (CTRs) make up the second class of 

transmembrane receptor families and are indispensable for sensing 

carbohydrate structures present on fungi, viruses and mycobacteria. Activation 

of CTRs results either in the induction of proinflammatory cytokines or in the 

inhibition of TLR-mediated signalling (Geijtenbeek and Gringhuis, 2009).  

 

1.3.2.2. Cytoplasmic PRRs  

A substantial body of work has been directed at understanding intracellular 

recognition of viral nucleic acids.  The three most relevant members of the 

RIG-I-like receptors family (RLRs) – RIG-I, MDA5 and LGP2 – are important 

for recognition of single-stranded RNA (ssRNA), double-stranded RNA 

(dsRNA) and 5’-triphosphate RNA (ppp-RNA) (Yoneyama et al., 2015). Almost 

all cells except for plasmacytoid dendritic cells (pDCs), which favour TLR 
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signalling in response to viral infections (Kato et al., 2005), rely on RLR-

mediated anti-viral immunity. 

Retinoic acid-inducible gene I (RIG-I) is specialised in detection of virus-

derived dsRNA and possibly 5’-ppp-ssRNA, while melanoma differentiation-

associated antigen 5 (MDA5) is critical for binding to long dsRNAs.  Laboratory 

of genetics and physiology 2 (LGP2) is the third and least characterized RLR 

member and has been proposed to be involved in regulating RIG-I and MDA5 

function (Yoneyama et al., 2005). Immune activation downstream of RIG-I and 

MDA5 is orchestrated by the adaptor mitochondrial antiviral signalling protein 

(MAVS), which leads to the induction of type I interferons and proinflammatory 

cytokines that mediate antiviral immune responses.  

 

Nucleotide-binding domain, leucine-rich repeat-containing (NLR) proteins are 

the second class of cytoplasmic sensors, with NLRP3 as the most recognized 

family member. While NLRs seem little involved in host defences against 

various viruses (Sabbah and Bose, 2009), they play a major role in initiating 

inflammasome assembly (Schroder et al., 2010), transcriptional activation of 

proinflammatory cytokines and regulation of apoptotic processes in the setting 

of bacterial infections.  

Similar to NLRs, AIM2-like receptors (ALRs) are crucial for the assembly of 

inflammasomes (Lamkanfi and Dixit, 2014), which are multiprotein oligomers 

that induce caspase-1-mediated inflammation. Members of the ALR family 

share a DNA-binding motif that allows for recognition of single- (ssDNA) and 

double-stranded DNA (dsDNA) from various microbes. Although is it assumed 

that additional ALRs exist, AIM2, which binds to dsDNA, and IFI16, which 
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binds to ssDNA and dsDNA, are the two most prominent members of this 

family.  

Finally, few members of the DExD/H-box (DDX, DHX) superfamily are also 

involved in nucleic acid sensing and have recently been proposed to be 

included in the list of cytoplasmic nucleic acid sensors (Orzalli and Knipe, 

2014). 

 

1.3.3. Phagocytic cells 

Pathogens that have crossed epithelial barriers and successfully entered the 

host are instantly recognized by tissue resident phagocytic cells. Professional 

phagocytic cells, including monocytes/macrophages, dendritic cells and 

neutrophils, are of myeloid lineage and operate against both extracellular and 

intracellular pathogens. Extracellular pathogens are recognized by membrane-

bound PRRs (e.g. TLRs) on the cell surface of phagocytes, most commonly 

neutrophils, and are subsequently eliminated via release of antimicrobial 

granules, lysosomal degradation following phagocytosis and/or neutrophil 

extracellular traps (Brinkmann et al., 2004; Faurschou and Borregaard, 2003). 

By contrast, intracellular invaders (viruses and certain bacteria) are detected 

through soluble PRRs within the cytoplasm of phagocytes, most commonly 

macrophages. Internalized pathogenic material can also be recruited to 

endolysosomes and bind to endosomal TLRs. The engagement of foreign 

pathogens with cytoplasmic and/or endosomal receptors leads to the induction 

of antiviral signalling pathways that control viral replication and also induces 

apoptosis of the infected cell (Broz and Monack, 2013; Michallet et al., 2008). 
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The interaction of intra- and extracellular phagocyte receptors with microbial 

patterns results in the release of pro-inflammatory cytokines and chemokines 

that further attract effector leukocytes to the site of inflammation and stimulate 

antigen-presenting cells to initiate adaptive immunity. Notably, scavenger 

phagocytes, mainly macrophages, are also involved in the uptake of cellular 

debris from tissue remodelling and apoptosis, and participate in fine tuning of 

innate immune responses (Mukhopadhyay and Gordon, 2004). 

 

1.3.4. NK cells and NKT cells  

Natural killer (NK) cells are a unique component of the innate immune 

response as they are classified as lymphocytes but lack a clonally specific 

receptor, thus distinguishing them from B or T lymphocytes (Cerwenka and 

Lanier, 2001). It was initially believed that NK recognition is based on the 

absence of self major histocompatibility class I (MHC I) on the surface of target 

cells (e.g. viruses), a concept described as ‘missing self recognition’ (Kärre, 

1981). However, the later discovery of stimulatory and inhibitory receptors on 

the surface of NK cells has shaped the idea of NK plasticity, and defined NK 

responsiveness as a result of integrated NK receptor signalling (Shifrin et al., 

2014). 

NK-mediated cytotoxicity is mediated through several known mechanisms, 

including secretion of cytolytic granules, death receptor-mediated cytolysis and 

cytokine-mediated recruitment of additional cytotoxic lymphocytes (Lee et al., 

2007).  

Similar to NK cells, natural killer T (NKT) cells are considered as innate 

lymphocytes. In addition to the expression of typical NK markers on the cell 
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surface, NKT cells also harbour an unconventional T cell receptor (TCR) 

restricted to the monomorphic MHC class-I-like molecule CD1d on antigen-

presenting cells (Bendelac et al., 1995). Due to their characteristic features, 

NKT cells are thought to function at the interface of innate and adaptive 

immunity and have been implicated in the host defence to infections and in 

inflammation (Van Dommelen and Degli-Esposti, 2004). With respect to viral 

infections, NKT and NK cells have demonstrated considerable functional 

overlap (e.g. production of IFN-y). Moreover, depletion of NKT cells in mouse 

models of virus infection is generally associated with normal viral clearance 

(Tyznik et al., 2014), suggesting a limited contribution of NKT cells to host 

defence against viruses. A notable exception is the disseminated varicella 

infection repeatedly observed in NKT-deficient patients, thereby supporting a 

unique role of NKT cells in controlling replication of herpes virus (Banovic et 

al., 2011; Levy et al., 2003) 

 

 

1.3.5. Innate immunity to viral infections 

Antiviral immune responses are initiated upon recognition of viral components, 

predominantly viral nucleic acids, by the host. As all living organisms contain 

nucleic acids, the innate immune system has evolved pattern-recognition 

PRRs that allow the discrimination of self nucleic acids from non-self (viral) 

nucleic acids. This discrimination is mainly based on modifications intrinsic to 

eukaryotic mRNA. For instance, foreign transcripts of bacterial or viral origin 

can be recognized based on the presence of 5’-triphosphate ends, whereas 

most self-RNAs bypass detection by expressing 5’-monophosphates or 
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through masking potential 5’-triphosphate groups through a 5’-cap (Bowie and 

Fitzgerald, 2007). In addition, only the 5’-cap structures of eukaryotic mRNAs 

are methylated at the at the N7 position of the capping guanosine residue and 

the ribose-2’-O position of the 5’-penultimate residue (Zust et al., 2011). 

Similarly, eukaryotic CpG DNA contains methylated cytosine, and can be 

discriminated from bacterial DNA that exhibits numerous unmethylated 

cytosine residues. As a result of these base modifications, nucleic acid 

material from apoptotic and/or necrotic cells does not induce immune 

activation either. Also, it has been reported that few host RNAs contain 5’-

triphosphate (e.g. 7SL RNA) without actually triggering immune recognition 

(Hornung et al., 2006). Therefore, it is likely that additional features (e.g. other 

base modifications) are in place to facilitate self versus non-self sensing. 

Further discrimination between self and viral transcripts depends on the 

strandedness (single or double) of the RNA molecule: double-stranded RNA - 

characteristic for viral replication and typically absent in mammalian systems - 

is recognized by a number of endosomal and cytoplasmic sensors (Saito and 

Gale, 2008). Importantly, to avoid recognition of single-stranded (ss) self-RNA 

present within the cytosol, pathogenic ssRNA is compartmentalized within 

endosomes, which are not accessible to the former (Barton and Kagan, 2009). 

On the downside, the inappropriate engagement of PRRs by self nucleic acids 

harbours a potential autoimmune threat. Indeed, self nucleic acid containing 

immune complexes play an important role in initiating TLR-mediated 

autoimmune attack in systemic lupus erythematosus (SLE) and rheumatoid 

arthritis (RA) (Goh and Midwood, 2012; Lande et al., 2011). Also, consistent 

with the idea that modifications of host RNA prevents aberrant responses, 
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loss-of-function mutations in the RNA-editing enzyme ADAR1 (adenosine 

deaminase 1), which is responsible for the common deamination of adenosine 

to inosine, have been associated with several autoimmune conditions, 

including Aicardi Goutières syndrome (AGS) (Rice et al., 2012).  Overall, while 

PRRs are crucial to recognize transcripts of pathogenic origin, the nucleic acid 

detection system is error-prone and can mediate immune activation against 

self nucleic acids. 

Activation of virus-specific PRRs leads to the production of type I interferons 

(IFNs), type III IFNs, proinflammatory cytokines and chemokines, and 

increased expression of co-stimulatory molecules such as CD40, CD80 and 

CD86 (Odendall et al., 2014; Sevilla et al., 2004; Stetson and Medzhitov, 

2006b). The production of type I IFNs, the main cytokines involved in the 

host’s defence to viruses, is primarily induced by endosomal TLR and 

cytoplasmic RLR signalling. Endosomal TLRs, including TLR3, TLR7, TLR8 

and TLR9, are important for the recognition of RNA viruses that enter the cell 

via budding or receptor-mediated endocytosis and engage down-stream 

signalling cascades via the adaptor molecules TIR-domain-containing adapter-

inducing interferon-β (TRIF) or myeloid differentiation primary response gene 

88 (MyD88) (Kawai and Akira, 2006). TLRs at the cell surface (e.g. TLR2, 

TLR4) have also been described to be involved in sensing viral components, 

but appear to play a minor role in inducing type I IFN production (Kawai and 

Akira, 2006). 

Intracellular viral RNA is mainly recognized by either RIG-I, which recognizes 

5’-ppp-ssRNA and short dsRNA (Pichlmair et al., 2006; Takahasi et al., 2008) 

or MDA5, which recognizes long dsRNA (Kato et al., 2006). Activation of these 
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receptors triggers their association with the adaptor protein MAVS (Seth et al., 

2005). On the other hand, viral DNA is commonly recognized via endosomal 

TLR9 and multiple cytoplasmic sensors (e.g. DAI, RNA polymerase III, IFI16), 

most of which converge on the adaptor protein STING (stimulator of interferon 

genes), a transmembrane protein within the endoplasmic reticulum membrane 

(Ishikawa et al., 2009). Activation of either endosomal or cytoplasmic system 

results in the phosphorylation of IRF3 and IRF7 by various kinases (e.g. TBK1 

and IKK) and subsequently in the production of type I IFN.  
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Table 1.1. Major pattern recognition receptors implicated in sensing nucleic 
acids 

 
5ʹppp, 5ʹ  triphosphate end; AIM2, absent in melanoma 2; dsRNA, double-stranded RNA; IFI16, IFNγ-
inducible protein 16; MDA5, melanoma differentiation-associated protein 5; ODN, oligodeoxynucleotide; 
LMW/HMW poly(I:C), low-molecular weight/high-molecular weight polyinosinic–polycytidylic acid; RIG‑I, 
retinoic acid-inducible gene I; ssRNA, single-stranded RNA; STING, stimulator of IFN genes; TLR, Toll-
like receptor; ZBP1, Z-DNA-binding protein 1; dsDNA, double-stranded DNA; MyD88, myeloid 
differentiation primary response gene 88; Poly(dA:dT), poly(deoxyadenylic-deoxythymidylic) acid; ASC, 
Apoptosis-associated speck-like protein containing a CARD; cGas, Cyclic GMP-AMP synthase; Pol III, 
RNA polymerase III. (Table adapted from (Desmet and Ishii, 2012) 
 

PRR  Localization Sensed 
pathogens 

Natural 
agonists 

Synthetic  
agonists Adaptor 

TLRs TLR3 Endosome dsRNA viruses 
ssRNA viruses 
dsDNA viruses 

dsRNA Poly(I:C), 
polyU 

TRIF 

 

TLR7/8 Endosome ssRNA viruses GU-rich 
ssRNA 

Imidazoquino-
lines (R848), 
guanosine 
analogues 

MyD88 

 TLR9 Endosome dsDNA viruses DNA CpG ODNs MyD88 

RLRs RIG-I Cytoplasm ssRNA viruses 
DNA viruses 

Short RNA 
with 5’-ppp 

LMW Poly(I:C) MAVS 

 MDA5 Cytoplasm ssRNA viruses 
DNA viruses 

Long dsRNA HMW Poly(I:C) MAVS 

ALRs IFI16 Cytoplasm 
Nucleus 

DNA viruses dsDNA - STING 
ASC 

 AIM2 Cytoplasm DNA viruses DNA Poly(dA:dT) STING 

DDXs 
DHXs 

DDX3 Cytoplasm RNA viruses RNA - MAVS 

 DDX1 
DDX21
DHX36 

Cytoplasm RNA viruses dsRNA HMW Poly(I:C) TRIF 

 DDX60 Cytoplasm DNA viruses 
RNA viruses 

ssRNA 
dsRNA 
dsDNA 

- MAVS 

 DHX9 Cytoplasm DNA viruses 
RNA viruses 

dsRNA 
dsDNA 

CpG-B ODNs MAVS 
MyD88 

 DHX36 Cytoplasm DNA viruses dsDNA CpG-A ODNs MyD88 
TRIF 

 DHX41 Cytoplasm DNA viruses DNA - STING 

Other ZBP1 
(DAI) 

Cytoplasm DNA viruses dsDNA Poly(dA:dT) STING 

 Pol III Cytoplasm DNA viruses AT-rich dsDNA - RIG-I 

 cGas Cytoplasm DNA viruses dsDNA - STING 
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1.3.6. Key components of the adaptive immune system 

The innate PRR-mediated detection of common pathogen patterns propagates 

the secretion of various interferons, cytokines and chemokines as well as the 

up-regulation of co-stimulatory molecules (e.g. CD40, CD80, CD86) and major 

histocompatibility class II (MHC II) on antigen-presenting cells (APCs). The 

migration of activated APCs, such as DCs, to secondary lymphoid organs 

allows the induction of a powerful and highly specific adaptive immune 

response. While the number of PRR epitopes is limited, random re-

arrangement of B and T cell antigen receptors generates a seemingly limitless 

lymphocyte receptor repertoire (Jackson et al., 2013). The survival of each 

lymphocyte clone depends on natural selection, as only lymphocytes that are 

activated via antigen binding to their receptor will proliferate and differentiate 

(clonal selection theory, (Burnet and Holmes, 1965). At the same time, 

lymphocytes that are potentially self-reactive are deleted during early 

developmental stages (clonal deletion), an important mechanism for 

immunological tolerance. Arguably the most crucial feature of adaptive 

immunity is the generation of memory cells that persist after complete 

elimination of the pathogen (i.e. immunological memory). These memory cells 

provide fast and efficacious protection in case of a secondary infection with the 

same pathogen (Kalia et al., 2006). There are two main effector mechanisms 

carried out by the adaptive immune system: humoral immunity (antibody-

mediated) and cell-mediated immunity. 
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1.3.7. Humoral immunity 

Humoral immunity is achieved by antibody-secreting B cells that protect the 

host from invading pathogens within extracellular spaces such as blood or 

lymphatic fluid. Upon antigen encounter, circulating naïve B cells become 

activated and differentiate into both antibody-secreting plasma cells and long-

lived memory B cells. The secreted antibodies are capable of binding antigens 

on the surface of a targeted microbe, thereby preventing its adhesion and/or 

entry to the host cell (i.e. neutralization). Antibodies are also able to coat the 

pathogen’s surface, which marks the pathogen for recognition and elimination 

by phagocytes (i.e. opsonisation) (Radaev and Sun, 2002). Furthermore, 

antibodies bound to the surface of pathogens can activate the complement 

system, leading to enhanced opsonisation through recruitment of other 

phagocytes or direct elimination of the pathogen through complement-

dependent cytotoxicity (Ricklin et al., 2010). Notably, antibodies display a half-

life of several days, while long-lived memory B cells persist after elimination of 

the pathogen and quickly proliferate in case of a reinfection (Radbruch et al., 

2006).  

The initial response to pathogen infections depends to a wide extent on the 

presence of natural (‘spontaneous’) antibodies with broad antigen specificities. 

These antibodies are encoded by germ-line variable gene segments that do 

not undergo somatic hypermutation, and therefore constitute a relatively 

limited repertoire of low affinity antibodies (Kocks and Rajewsky, 1988). While 

the majority of natural antibodies belong to the IgM isotype that provides 

immediate protection from systemic infections (i.e. neutralization), secretory 

IgA is the key antibody in initial restriction of local infections at mucosal 
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surfaces. Importantly, natural antibodies induce adaptive IgM and IgG antibody 

responses through activation of the complement system, but also by enhanced 

targeting of antigen to lymphoid organs (Boes, 2000; Ochsenbein and 

Zinkernagel, 2000). 

 

 

1.3.7.1. T-Independent B cell responses 

Antibody responses to non-protein antigens such as polysaccharides or lipids 

are independent of MHC II-restricted B-T cell interaction. The production of 

antibodies to T-independent (T-I) antigen takes place after simultaneous 

engagement with TLRs (T-I type 1 antigens) or upon extensive antigen-

mediated crosslinking of the B cell receptor (T-I type 2 antigens) (Mond et al., 

1995; Pasare and Medzhitov, 2005). B cell responses to T-I antigens mainly 

involve marginal zone (MZ) B cells and B1b cells. Notably, these responses 

occur outside of the B cell follicle (extrafollicular) and generate short-lived 

plasma cells. Antibodies directed at T-I antigens are of IgG and IgM isotypes 

and generally display low antigen affinity. It has been suggested, that T-I B 

cells give rise to memory type B cells but this concept is yet to be elucidated 

(Tangye and Good, 2007). 

 

1.3.7.2. T-Dependent B cell responses 

Antibody responses to most protein antigens require direct interaction of both 

T cells and B cells. As T cell help is essential for B cell maturation, terminal 

differentiation and isotype switching, these responses are termed T-dependent 

(T-D) B cell responses. Antibodies generated during T-D B cell responses 
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display a high affinity to the antigen of interest, translating into a highly 

effective neutralization of invading pathogens (Crotty, 2015). 

Initially, naïve B cells within secondary lymphoid organs bind to soluble antigen 

or collect antigen from the surface of other APCs (e.g. DCs, macrophages). 

Subsequently, antigens will be internalized, processed and presented in form 

of a peptide fragment on the surface of B cells. Subsequent upregulation of the 

chemokine receptor CCR7 allows the migration of the B cells to the interface of 

the B cell follicle with the T cell zone (T-B border). Naïve CD4+ T cells are 

primed within the T cell zone by interdigitating dendritic cells that present 

peptide antigen in the context of MHC II. This results in downregulation of 

CCR7 and facilitates the migration of T cells to the T-B border. Here, B cells 

present antigen fragments to cognate CD4+ T cells on MHC II. Upon activation 

through cognate T cells, B cells migrate to the outer B cell follicles and 

undergo proliferation. At this stage, some proliferating B cells differentiate into 

short-lived plasma cells that generally display a low affinity for antigen. 

Alternatively, B cells can migrate to the centre of the B cell zone to form a 

primary follicle, known as germinal centre (GC). The structural division of GCs 

into dark zones and light zones has functional implications. The dark zone 

features rapid proliferation of antigen-specific B cells (i.e. clonal expansion) as 

well as somatic hypermutation (SHM), which introduces point mutations within 

variable regions of the BCR to increase diversity (Tarlinton and Smith, 2000). 

The light zone of the GC is critical for affinity maturation of GC B cells through 

interactions with follicular dendritic cells (FDCs) and antigen-experienced T 

follicular helper cells (TFH cells). Based on their sensitivity to the chemokines 

CXCR4 (dark zone) and CXCL13 (light zone), GC B cells can move between 
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both compartments. However, only suitable B cell clones receive survival 

signals from co-stimulatory signals on the surface of TFH cells (e.g. ICOS, 

CD40, IL-21, IL-4) and from FDC-presented antigen (Allen et al., 2007a; Allen 

et al., 2007b; Garside et al., 1998). Affinity-matured GC B cells exit the GC as 

either memory B cells or long-lived plasma cells and initiate immunoglobulin 

isotype switching. Alternatively, GC B cells can re-engage in another cycle of 

somatic hypermutation within the GC.   

 

Recent advances in intravital imaging have changed our view of GCs as highly 

conserved anatomical entities with restricted intercompartmental migration, 

and introduced the concept of GCs being dynamic structures with ‘open 

access’ - not only for antigen-specific GC B cells, but also for follicular (naïve) 

B cells that were not actively recruited to this site (Schwickert et al., 2007; 

Victora and Nussenzweig, 2012). By increasing the competition for antigen 

within the GC, these previously unappreciated dynamics seem to maximise the 

chances of rare high-affinity clones to participate in GC reactions. 

 

1.3.8. Cell-mediated immunity 

In contrast to antibody-mediated humoral immunity, cell-mediated immunity 

depends on the recognition of intracellular pathogens by T lymphocytes. While 

B cell receptors (BCRs) directly bind to antigen, T cell receptors can only 

recognize short peptide fragments bound to MHC complexes on antigen-

presenting cells (APCs). 
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1.3.8.1. T cell activation 

As previously described, mature T cells exiting the thymus co-express either 

CD8 or CD4 co-receptors on the cell surface. This is crucial, as CD8+ T cells 

can only detect peptide antigen in the context of MHC I, while CD4+ T cells 

only recognize peptides displayed on MHC II antigen complexes (Germain, 

2002). MHC II is predominantly expressed by professional APCs such as 

dendritic cells (DCs), macrophages (MPs) and B cells, while MHC I is 

expressed on all nucleated cells (Rock et al., 2016). APCs are most likely to 

deliver cognate antigen to T cells in the T cell zone of secondary lymphoid 

organs. The fate of a T cell following cognate antigen encounter depends on 

the presence or absence of co-stimulatory molecules. One of the most 

prominent examples of T cell co-stimulation is the interaction between CD28 

on the T cell surface and members of the B7 (CD80 (B7.1) or CD86 (B7.2)) 

family on the surface of mature APCs (Lanier et al., 1995). By contrast, other 

receptor-ligand interactions such as PDL-1 (APCs) and PD-1 (T cells) can 

strongly inhibit T cell activation (Keir et al., 2007). Furthermore, APCs can also 

modulate T cell responses through the production of various cytokines (e.g. IL-

6, IL-1β, TNFα, TGF-β). These cytokines can be produced in response to 

binding of a PRR on the APC’s surface to its respective PAMP that thereby 

functions as an adjuvant and enhances immunogenicity of protein antigens. 

Importantly, T cell activation requires the simultaneous engagement of TCR 

and MHC-peptide as well as co-stimulation (Grakoui et al., 1999). Therefore, T 

cells that have encountered cognate antigen but lack co-stimulatory signals will 

remain hyporesponsive (i.e. T cell anergy). Upon activation, downstream 

signalling within T cells promotes the expression and secretion of various T 



CHAPTER 1 37 
 

	
  

cell effector molecules, including IL-2, IL-21, TNF-α and IFN-­‐γ (Sallusto et al., 

2004). 

 

1.3.8.2. CD8+ T cells 

CD8+ T cells, or cytotoxic T lymphocytes (CTLs) are crucial for limiting the 

spread of intracellular pathogens such as viruses and intracellular bacteria 

(Wong and Pamer, 2003). Like self-antigens, pathogen-derived components 

are processed through proteosomal degradation and presented in the context 

of MHC I. CTLs induce programmed cell death (apoptosis) of antigen-specific 

target cells by calcium-dependent release of cytotoxic effector proteins (e.g. 

perforin and granzyme B) or by Fas-Fas ligand interactions. While the former 

mechanism introduces pores in the cell membrane of target cells, the latter 

activates the caspase-dependent apoptosis pathway. Furthermore, CTLs can 

shape the host defence by releasing cytokines such as IFN-γ, TNF-α, and 

TNF-β, which facilitate the recruitment and activation of additional effector 

cells.   

 

1.3.8.3. CD4+ T helper cells 

As outlined above, CD4+ T cells recognize peptide antigen in the context of 

MHC II on the surface of professional APCs. Similar to CTLs, CD4+ T cells 

require co-stimulatory signals provided by APCs for sufficient and effective 

activation. Following activation, naïve CD4+ T cells differentiate into different T 

helper (TH) cell lineages that display lineage-specific effector functions. Initially, 

CD4+ T cells were simply divided into IFN-γ-producing TH1 cells that drive cell-

mediated immunity, and IL-4-producing TH2 cells that promote antibody-
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mediated immunity (Mosmann et al., 1986). Over the last few years, a growing 

number of functional TH subsets (TH1, TH2, TH9, TH17, TH22, TFH) has been 

proposed and associated with novel roles in health and disease. However, it 

remains controversial whether distinct T helper cell subsets are terminally 

committed. Recent studies indicate that TH cells retain plasticity throughout 

differentiation (Luthje et al., 2012; O'Shea and Paul, 2010).  

Although the expression of master controller transcription factors are used to 

delineate TH lineage commitment, their unique expression may not completely 

define TH cell fate. Epigenetic modifications influence the binding of 

transcription factors to promoter regions of genes, contributing to the 

heritability of TH lineage decisions and evidence is emerging that these 

decisions remain open to revision. Through the analysis of the chromatin state 

in resting and effector T cells (including TH1, TH2, TH17 cells cultured in vitro 

and Treg subsets) a recent study has revealed the retention of both permissive 

and repressive transcription factor binding (bivalent) marks in TH cell specific 

genes, including those of transcription factors (Wei et al., 2009). Transcription 

factor genes in a bivalent state have the potential for subsequent activation or 

silencing, suggesting that TH cells retain the potential for functional revision 

(King, 2009; Wei et al., 2009).	
   

 

1.3.8.4. T follicular helper cells 

T follicular helper (TFH) cells are specialized CD4+ T cells residing within B cell 

areas of secondary lymphoid structures (Vinuesa et al., 2016). In order to 

obtain this unique B cell proximity, TFH cells down-regulate the T cell zone 

homing chemokine receptor CCR7, whilst inducing the B cell zone homing 
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chemokine receptor CXCR5, which binds to CXCL13 produced by FDCs. As 

previously described, TFH cells are essential for the production of long-lived, 

high-affinity antibodies. TFH cell differentiation initially depends on the strength 

of the TCR signal (Fazilleau et al., 2009; Tubo et al., 2013) and on interleukin 

6 (IL-6) as the earliest TCR-independent signal. IL-6-mediated signalling 

induces the expression of master regulator Bcl-6, which orchestrates TFH 

differentiation and represses alternative phenotypes. Fully differentiated TFH 

cells can be identified as CXCR5hiPD1hiBcl6hi CD4 T cells that secrete C-X-C 

motif chemokine 13 (CXCL13), interleukin 21 (IL-21) and interleukin 4 (IL-4) 

(Haynes et al., 2007; Reinhardt et al., 2009).  

Importantly, both IL-21 and IL-6 play a role in the generation of a GC reaction 

of optimal magnitude, but appear to have redundant functions for Tfh cell 

differentiation. Whilst the absence of either IL-6 or IL-21 alone only has a 

modest impact, eliminating signals from both cytokines severely diminished the 

percentages of Tfh cells following infection (Eto et al., 2011; Karnowski et al., 

2012). 

 

TFH differentiation is a tightly regulated process (King et al., 2008), and its 

dysregulation can  result in the formation of ectopic GCs and subsequent 

autoantibody production. Although the role of TFH cells in autoimmunity 

remains incompletely understood, increasing evidence points at TFH cells as 

central players in several autoimmune disorders such as Sjögren’s syndrome 

(Simpson et al., 2010; Szabo et al., 2013), systemic lupus erythematosus (He 

et al., 2013; Terrier et al., 2012), rheumatoid arthritis (Liu et al., 2012; Ma et 

al., 2012) and multiple sclerosis (Romme Christensen et al., 2013; Tzartos et 
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al., 2011). As the present dissertation focuses on the development of 

autoimmunity in the context of viral infections, it is critical to discuss the role of 

type I IFNs as essential drivers in shaping TFH development. Type IFNs have 

been reported to promote TFH differentiation via stimulation of IL-6 production 

(Cucak et al., 2009), and through induction of Bcl-6, CXCR5 and PD1 on TFH 

cells in a STAT1-dependent manner (Nakayamada et al., 2014). This feature 

may have important implications for linking imbalanced innate immune 

responses against viral infections to dysregulated TFH function and 

autoimmunity. 

 

1.3.8.5. T follicular regulatory cells 

The observation that GC B cells exhibit very high mutation rates during T-

dependent GC reactions evokes the imminent danger of producing self-

reactive B cell clones (Brink, 2014). Therefore, in order to circumvent the 

development of autoimmunity, the GC reaction must be well regulated. The 

discovery of T follicular regulatory (TFR) cells that regulate both Tfh cells and B 

cells within the GC has shed light on this important process. Like TFH cells, TFR 

cells reside within the GC and represent up to 25% of GC T cells (Linterman et 

al., 2011). As the name suggests, TFR cells derive from T regulatory cells and 

combine characteristics of natural T regulatory cells (Tregs), such as the 

expression of forkhead box protein 3 (Foxp3), and of TFH cells (expression of 

CXCR5 and PD-1) (Chung et al., 2011; Wollenberg et al., 2011). TFR cells 

directly antagonize TFH cell function and thereby limit the potential risk of 

expanding auto-reactive B cells. For this reason, the TFH to TFR ratio is now 
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considered critical for fine-tuning the antibody production within the GC (Sage 

et al., 2013).  

While the role of type I IFNs on TFR activity is yet to be revealed, the effects of 

these cytokines might have the potential to increase the TFH:TFR ratio, thereby 

possibly tipping the balance towards autoimmunity.  

 

 

1.4. Autoimmunity 

Autoimmunity is defined as the loss of tolerance towards the body’s own 

tissues and cells, and autoimmune disorders the result of an aberrant self-

targeted immune attack. Paul Ehrlich, who famously coined the term “Horror 

Autotoxicus”, was the first to introduce the concept of autoimmunity in the early 

20th century (Ehrlich, 1901). As of 2015, more than 12% of the world’s 

population is affected by an autoimmune disorder and there is commonly a far 

greater prevalence in females than in males (Ngo et al., 2014).  

 

1.4.1. Mechanisms of self-tolerance 

Immunological tolerance or “self-tolerance” refers to the notion that the 

immune system does not respond to self-antigens, whilst mounting strong 

responses against foreign (or non-self) antigens (Schwartz, 1989). 

Mechanistically, this is mediated via thymus-dependent central tolerance and 

by peripheral tolerance, both functioning to suppress self-reactive 

lymphocytes. 
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As discussed earlier, T cells undergo positive and negative selection in the 

thymus. However, it is now well accepted that not all potentially self-reactive T 

cell clones are fully eliminated by this process, as the thymus does not harbour 

the complete spectrum of peripheral self-antigens (Henderson et al., 2015). 

Therefore, the operation of a second layer of protection, peripheral tolerance, 

is necessary to ensure ongoing tolerance. As discussed above, efficient T cell 

activation requires the presence of co-stimulatory signals. If this co-stimulatory 

signal is of inhibitory nature, T cell differentiation is actively repressed, which 

induces a state of T cell anergy or mediates the differentiation into T regulatory 

cells (Tregs). Key interactions causing T cell anergy are mediated by the 

inhibitory receptors PD-1 and CTLA-4 (Keir et al., 2008). The importance of 

these receptors became evident when mice lacking PD-1 or CTLA-4 

developed different forms of systemic autoimmunity (Nishimura et al., 1999; 

Tivol et al., 1995). Whether TCR engagement results in T cell activation or 

induction of tolerance often depends on the immediate cytokine environment. 

Anti-inflammatory cytokines such as IL-10 or TGF-β can maintain or induce a 

pool of tolerogenic APCs (e.g. DCs) that mediate self-tolerance through the 

expression of inhibitory co-molecules such as PD-L1 on their surface. Another 

key mechanism contributing to peripheral tolerance is apoptosis. Similar to 

negative selection occurring within the thymus, T cell clones in the periphery 

that are chronically stimulated by self-antigen are forced into cell apoptosis in a 

Fas- or Bim-mediated manner (Hildeman et al., 2002; Strasser and Pellegrini, 

2004).  

B cell tolerance is obtained through negative selection of immature self-

reactive B cell clones during B cell development in the bone marrow (central 
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tolerance) and through further peripheral tolerance mechanisms, mainly within 

the spleen. The concept of central B cell tolerance comprises several 

mechanisms including clonal deletion, anergy and receptor editing (Gay et al., 

1993; Goodnow et al., 1988; Nemazee and Burki, 1989; Russell et al., 1991). 

Immature B cell clones that bind to self-antigen with high avidity either undergo 

apoptosis (i.e. clonal deletion) or reactivate their immunoglobulin gene 

rearrangement process in order to obtain a B cell receptor (BCR) that does not 

react to self-antigen. B cells that chronically display low avidity to self-antigen 

will enter a state of anergy due to a lack of stimulation and consequently have 

a short life span (Cambier et al., 2007).  

 

Despite the existence of central tolerance mechanisms, an average of 10% of 

transitional B cells remain auto-reactive when leaving the bone marrow. These 

peripheral B cells are further selected based on the specificity of their BCR, the 

strength of the BCR signal, which may lead to clonal deletion or anergy, and 

on the presence of B cell survival factors such as B-cell activating factor 

(BAFF) (Vossenkamper et al., 2012). Recent evidence also suggests a 

significant role of TLR/MyD88 signalling in shaping the B cell repertoire 

(Rawlings et al., 2012). 

 

1.4.2. Autoimmune diseases 

Autoimmune diseases are the clinical symptoms inflicted upon B and/or T cell 

failure to sustain immune tolerance towards self-antigen (Davidson and 

Diamond, 2001). Broadly, autoimmune diseases can be organ-specific such as 

type I diabetes (T1D) and rheumatoid arthritis (RA), and systemic, such as 
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systemic lupus erythematosus (SLE). Autoimmune attacks are directed against 

a multitude of antigen types and can target specific cell subsets (e.g. 

pancreatic beta cells in T1D or oligodendrocytes in multiple sclerosis) or 

nuclear antigens (RNA/DNA in SLE). The underlying mechanisms leading to 

disruption of tolerance are yet to be fully understood, however, it is clear that 

both genetic and environmental factors are highly influential. 

 

 

1.4.3. Type I diabetes 

Autoimmune or type I diabetes (T1D) is a chronic autoimmune disease 

characterized by the destruction of insulin-producing pancreatic beta cells by 

infiltrating immune cells (Atkinson and Eisenbarth, 2001). Disease onset 

typically occurs early during childhood or adolescence but may also develop 

later in life. While insulin replacement therapy has been the standard treatment 

for the past 90 years, immunotherapies for T1D are the current focus of basic 

and clinical research.  

The ongoing discovery of auto-reactive T cells and islet cell autoantibodies in 

patients and mouse models of T1D has resulted in a long and likely incomplete 

list of targeted antigens (e.g. pre-proinsulin, GAD65, IAPP, IGRP, ICA) 

(Baekkeskov et al., 1990; Bottazzo et al., 1974; Palmer et al., 1983; Roep et 

al., 1990). With respect to etiopathogenesis, research over the past four 

decades has led to the conclusion that T1D is indeed a complex multifactorial 

disease caused by a combination of genetic pre-disposition, insufficient 

immune regulation and environmental factors (Eisenbarth, 1986). However, 

little understanding of the exact mechanisms leading to disease has been 
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gained and the extent to which each risk factor contributes to disease is 

currently a subject of discussion. 

 

1.4.4. Genetic contribution to type I diabetes 

Undoubtedly, host genetics play an important role in the development of T1D.  

Amongst the more than 50 susceptibility genes reported to be associated with 

autoimmune diabetes, most evidence has been presented for alleles within the 

MHC gene cluster. Several MHC haplotypes including HLA-DRB1*04–HLA-

DQA1*0301–HLA-DQB1*0302 and HLA-DRB1*03–HLA-DQA1*0501–HLA-

DQB1*0201 have been shown to confer a high genetic risk, while other 

distinctive alleles such as DRB1*1501-DQA1*0102-DQB1*0602 are protective 

against disease development (Caillat-Zucman et al., 1997; Fernando et al., 

2008). The application of SNP (single-nucleotide polymorphism) technology 

has promoted the discovery of further non-MHC risk alleles including mutations 

within the insulin gene region, protein tyrosine phosphatase, non-receptor type 

22 (PTPN22), interleukin‑2RA (IL-2RA) or cytotoxic T lymphocyte protein 4 

(CTLA4) (Bell et al., 1984; Lowe et al., 2007; Smyth et al., 2004; Ueda et al., 

2003). It is important to note that many T1D risk loci are shared by multiple 

autoimmune disorders, which might reflect the existence of common 

underlying pathways (Li et al., 2015; Prahalad et al., 2009; Ramos et al., 

2011). 

 

 

 

 



CHAPTER 1 46 
 

	
  

1.4.5. Environmental contribution to type I diabetes 

Despite the lack of definitive evidence, a number of observations underscore 

the role of environmental factors in triggering autoimmune diabetes in 

genetically susceptible individuals. Critically, T1D incidence rates have shown 

an annual increase of approximately 3% worldwide, and vary significantly 

amongst different countries and age groups to the extent that they cannot be 

accounted for by genetic factors alone (Gardner et al., 1997; Moses et al., 

1995; Patterson, 2000; Tuomilehto et al., 1995). Although T1D risk is 15-fold 

increased if having an affected sibling, concordance rates of only 30-60% 

amongst monozygotic and 6-10% amongst dizygotic twins, strongly point 

towards an environmental component (Kyvik et al., 1995; Redondo et al., 

2008). Moreover, more than 85% of newly diagnosed T1D patients show no 

family history of the disease (Hamalainen and Knip, 2002), and only about 5% 

of people with one diabetic parent will develop the disease later in life 

(Redondo et al., 2001). 

 

So far, not a single environmental factor has been proven responsible for T1D 

development. This could possibly be explained by a large temporal gap 

between disease initiation and clinical onset, at which time the causative agent 

might be completely cleared (‘hit-and-run event”) or undetectable by standard 

assays. In addition, there is the potential of several environmental factors 

acting synergistically towards disease progress. A further complicating factor is 

that disease susceptibility to the same agent(s) may differ depending on the 

genetic constitution of the host. To date, virus infections rank on top of the 

suspect list of environmental triggers (van Belle et al., 2011), nevertheless, 
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bacterial infections (Sechi et al., 2008), cows milk (Kostraba et al., 1993), 

wheat protein (MacFarlane et al., 2003) and vitamin D levels have also been 

proposed to influence the development of T1D (Bailey et al., 2007). 

 

1.4.6. The role of enterovirus infections in type I diabetes 

The potential role of viral infections in T1D was first described in 1926 when 

seasonal patterns in disease onset were observed (Adams, 1926). Notably, 

the concept of T1D seasonality has been intensively investigated and validated 

for several geographic regions within the northern and southern hemispheres 

(Kalliora et al., 2011; Moltchanova et al., 2009; Weets et al., 2004). 

Importantly, sero-epidemiological and experimental animal studies have 

identified enteroviruses, and in particular coxsackievirus B (CVB), as key 

candidates for environmental triggers of T1D (Rodriguez-Calvo et al., 2016). 

That said, the frequent detection of anti-enteroviral antibodies and enteroviral 

RNA in blood and pancreas samples from T1D patients does not prove a 

causal relationship between enterovirus infection and autoimmunity (Alidjinou 

et al., 2015; Banatvala et al., 1985; Clements et al., 1995; Frisk et al., 1992; 

Gamble et al., 1969; Tuvemo et al., 1989). Furthermore, one should be 

cautious when interpreting the commonly described detection of viral capsid 

protein VP1 in the pancreas of affected individuals, as concerns regarding the 

specificity of antibodies utilized for immunohistochemistry experiments have 

been raised (Richardson et al., 2009). More convincingly, Notkins and 

colleagues reported that direct infection of pancreatic beta cells with 

coxsackievirus B4 (CVB4) resulted in subsequent induction of insulitis and 

diabetes in genetically susceptible mouse strains, further reinforcing the notion 
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of a pivotal interplay of genetic and environmental factors (Yoon et al., 1978). 

Further (circumstantial) evidence is provided by the large number of recent-

onset T1D patients reporting a viral infection prior to their diagnosis (Dotta et 

al., 2007; Krogvold et al., 2015), and by the isolation of a CVB4 strain from the 

pancreas of a diabetic 10-year old patient during post-mortem examination 

(Yoon et al., 1979).  Very recently, an unprecedented study by Krogvold et al. 

reported the presence of enterovirus in pancreata from living individuals with 

recent T1D onset (Krogvold et al., 2015). Samples were collected by 

performing minimal tail resection, an improved procedure that was developed 

as part of the Diabetes Virus Detection (DiViD) study (Krogvold et al., 2014).  

Altogether, the involvement of enterovirus infections in the development of 

T1D under the premise of a susceptible genetic background seems very 

plausible. Although it is highly unlikely that a single enterovirus strain (e.g. 

CVB4) is able to precipitate T1D, identification of responsible serotypes could 

potentially facilitate the development of future vaccines. 

 

1.4.7. The pancreatic beta cell might seal its own fate 

In addition to environmental factors, the target tissue itself might provide 

another important piece of the puzzle. As discussed above, certain 

pancreatrophic viruses are able to directly infect beta cells, leading to the 

production of type I IFNs and elevated levels of MHC I. If this “viral signature” 

was induced by the beta cells themselves, it might subsequently facilitate their 

destruction by self-reactive CD8 T cells, while neighbouring alpha cells remain 

fully intact. Indeed, pancreatic islets of recently diagnosed patients have been 

found to express elevated levels of both MHC I and type I IFNs (Foulis et al., 
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1987). Moreover, a prospective study by Ferreira et al. was able to link the 

development of islet autoimmunity to a transient induction of type I IFNs 

(Ferreira et al., 2014).  

The idea that the pancreatic beta cell can act autonomously - without the 

assistance of specialized immune cells - serves as rationale for the beta cells’ 

capacity to produce type I IFNs and other pro-inflammatory cytokines (Cardozo 

et al., 2001; Flodstrom et al., 2002; Flodstrom-Tullberg et al., 2003; Ortis et al., 

2010), which has long been a matter of dispute. However, this active 

participation seems to come with the trade-off of a potential autoimmune 

assault.  

 

1.4.8. Lessons from genome-wide association studies (GWAS) 

The immune response to environmental stimuli such as viruses is largely 

manipulated by underlying host genetics and hence might vary across different 

individuals. The GWAS-mediated discovery of novel T1D risk loci that are 

associated to immune genes, and in particular to genes involved in anti-viral 

host responses (Cooper et al., 2008; Hakonarson et al., 2007; Smyth et al., 

2006b; Todd et al., 2007), further supports the notion that virus infections 

impose an environmental threat for genetically susceptible hosts. Newly 

identified T1D risk genes include IL10, IL19, IL20, IL27, CD69 and IFIH1, with 

the latter possibly being the most intriguing candidate (Barrett et al., 2009; 

Smyth et al., 2006a). As discussed earlier, IFIH1, also known as MDA5, is one 

of the two main cytoplasmic sensors for the recognition of viral RNA (Kato et 

al., 2006; Takeuchi and Akira, 2008), and its activation is crucial for the 

initiation of anti-viral immune responses. Moreover, MDA5 is the predominant 
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receptor for the detection of picornaviruses such as CVB4 (Feng et al., 2012; 

Feng et al., 2013). Strikingly, MDA5 has been found to confer opposing T1D 

disease risk based on the presence of protective (i.e. loss-of-function) or 

enhancing (i.e. gain-of-function) alleles (Downes et al., 2010; Liu et al., 2009; 

Nejentsev et al., 2009). Other studies have identified a signalling network 

driven by interferon regulatory factor 7 (IRF7) that is highly enriched for virus 

response genes (e.g. IFIH1, CD68, Ifi27 and others) and shows a very strong 

association with risk for T1D and other autoimmune disorders (Heinig et al., 

2010). IRF7 is the master regulator of type I IFN-dependent immunity (Honda 

et al., 2005) and single-nucleotide polymorphisms (SNPs) in genes or genetic 

regions within the IRF7-driven network described by Heinig et al. have been 

shown to increase the production of type I IFNs and type I IFN response genes 

(Figure 1.1).  
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Figure 1.1 Components of the anti-viral immune response genetically linked to Type I 
Diabetes. Viruses are recognized in general by two separate pathways. Intrinsic recognition 
occurs through detection of viral nucleic acids by cytosolic RLRs and other nucleic acid 
sensors in the infected cells. MDA-5/IFI1H is a cytosolic RLR that can recognize Picornavirus 
genomes. Activated MDA-5 activates the transcription factors IRF-3 and NF-κB. In contrast, 
extrinsic recognition of virus occurs through Toll-like receptors (TLR) 3, 7, 8 and 9, which can 
recognize viral DNA and RNA within endosomes and activate transcription factors IRF-7 and 
NF-κb. IRF-3 and IRF-7 function in homo- or heterodimers to initiate transcription of Type I 
interferons and other anti-viral genes, as shown. Via NF-κB, both pathways induce the 
expression of pro-inflammatory cytokines. Secreted Type I interferons bind to the IFNαβR on 
the cell surface, which signals via STAT1 and STAT2 to induce expression of ~300 interferon-
stimulated genes (ISGs) including MDA-5 and IRF-7. Type 1 diabetes is linked to genetic 
polymorphisms in MDA-5/IFI1H, IRF-7, and an IRF-7 driven network of 305 genes. Figure 
reproduced from (Foxman and Iwasaki, 2011). 
 
 
Thus, one possible scenario is that (repeated) viral infections in genetically 

susceptible individuals might trigger prolonged and exacerbated anti-viral 

immune responses dominated by the production of type I IFNs, thereby 

promoting the encounter of self-antigen with self-reactive lymphocytes and 

may ultimately result in autoimmunity.     
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1.4.9. Endogenous retroviruses 

Most of the research investigating the connection between viral response and 

autoimmunity clearly focuses on infections with exogenous virus. However, 

accumulating evidence argues for the likelihood of endogenous retroviruses 

(ERVs) as contributors, if not mediators, of autoimmune events. Although they 

comprise about 8% of the human and up to 10% of the mouse genome, it is 

only due to the completion of full genome sequencing that the vast existence 

of (functional) ERVs was fully appreciated (Cohen et al., 2009; McCarthy and 

McDonald, 2004). Endogenous retroviruses are retroviruses that have 

integrated into the hosts’ genome after reverse transcription of viral RNA 

during the course of evolution, and as such can be seen as fossil records of 

ancient germ-line infections. As part of the group of transposable elements, 

they have the ability to change their relative position within the genome (Baillie 

et al., 2011; Boeke et al., 1985). Based on their phylogenic similarity to 

exogenous viruses, ERVs are loosely categorized into 3 classes. They 

possess a simple genomic structure, characterized by the functional genes 

gag, pol and env and two long-terminal repeats (LTRs) (Stoye, 2012). Most 

ERVs have acquired countless inactivating mutations that prevent the 

formation of infectious particles within the host cell (Johnson and Coffin, 1999). 

However, ERVs can still impact their host in a beneficial or detrimental 

manner. While ERV transcripts may serve as promoter or enhancer elements 

for proximal and distal genes, thereby shaping cellular responses; their 

retrotransposition into the host’s genome may result in damaging mutations 

and chromosome instability (Boeke and Stoye, 1997; Hughes and Coffin, 

2004; Mi et al., 2000). The facilitating role of ERVs in developing the 
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mammalian placenta is only one example of how ERVs have earned their 

existence during the course of evolution (Harris, 1998; Rote et al., 2004). 

By contrast, accumulating evidence indicates that reverse-transcribed ERV 

cDNA is able to precipitate chronic innate immune responses and thereby 

imposes an autoimmune threat (Jacob et al., 2002; Stetson et al., 2008; Yu, 

2016). The mechanisms that prevent the inappropriate detection of 

endogenous retroviral DNA are yet to be fully understood. As observed for 

foreign RNA, DNA sensors are likely to bind to characteristic features that are 

exclusively found in pathogens, although it has been argued that DNA sensors 

may be completely insensitive to its targets’ structure (Civril et al., 2013). Also, 

self-DNA is generally sequestered within the nucleus and thereby protected 

from cytosolic recognition. However, reverse transcription of retroviral RNA 

into cDNA circumvents the subcellular limitation as it takes place within the 

cytoplasm. The accumulation of endogenous DNA elements within the 

cytoplasm is therefore further restricted by host-intrinsic exo- and 

endonucleases.  

 

Detection of cytosolic DNA results in activation of the interferon stimulatory 

DNA (ISD) pathway, leading to IRF3-dependent production of type I IFNs (Ishii 

et al., 2006; Stetson and Medzhitov, 2006a), and inflammasome-dependent 

production of pro-inflammatory cytokines (Wu and Chen, 2014) (figure 1.2). 

Chronic stimulation of the ISD pathway by uncontrolled accumulation of 

endogenous DNA can supposedly mimic the RIG-I/MDA5-dependent type I 

IFN-mediated autoimmunity, as observed in studies on 3’ repair exonuclease 1 

(Trex1)-deficient mice. Trex1 is the most abundant exonuclease within the 
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cytosol of mammalian cells and as such the major negative regulators of ISD 

signalling (Stetson et al., 2008).  

 

 

Figure 1.2 Cytosolic DNA–sensing system 
Cytoplasmic DNA of self or microbial origin could activate cGAS and potentially other putative 
DNA sensors, which are all proposed to transduce signals to the ER-localized adaptor protein 
STING. STING recruits and activates the kinase TBK1, which then activates the transcription 
factor IRF3 to induce type I IFNs. Endogenous DNase, such as Trex1, could degrade self-DNA 
to prevent the aberrant activation of the DNA-sensing pathway. In addition to inducing type I 
IFNs, cytosolic DNA could also activate the AIM2 inflammasome, leading to caspase-1 
activation and IL-1β maturation. (Abbreviations: AIM2: absent in melanoma 2; c-di-AMP, cyclic 
diadenylate; c-di-GMP, cyclic diguanylate; cGAMP, cyclic GMP-AMP; cGAS, cyclic GMP-AMP 
synthase; DAI, DNA-dependent activator of IRFs; DDX41, DEAD box polypeptide 41; DNA-PK, 
DNA-dependent protein kinase; ER, endoplasmic reticulum; IFI16, interferon gamma-inducible 
protein 16; IFN, interferon; MRE11, meiotic recombination 11; STING, stimulator of interferon 
genes; Trex1, three prime repair exonuclease 1.). Figure reproduced from (Wu and Chen, 
2014) 
 

Trex1-deficient mice accumulate endogenous DNA transcripts including 

reverse-transcribed retroviral elements within their cytosol and suffer from 
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premature death caused by cell-intrinsic autoimmunity (Morita et al., 2004; 

Yang et al., 2007). In humans, homozygous and heterozygous loss-of-function 

mutations within the Trex1 gene have been associated with auto-inflammation 

found in patients with Aicardi-Goutières syndrome (AGS) and systemic lupus 

erythematosus (SLE) (Crow et al., 2006; Lee-Kirsch et al., 2007a; Lee-Kirsch 

et al., 2007b; Namjou et al., 2011). In addition, AGS and SLE patients show 

elevated levels of type I IFNs in the absence of an exogenous viral trigger 

(Lebon et al., 1988), often granting them the term “congenital virus infection” 

(Rice et al., 2009).  

In conclusion, the processing, compartmentalization and metabolism of nucleic 

acids is critical for both an effective anti-viral immune response and for 

immune tolerance to self nucleic acids. However, host mechanisms designated 

to differentiate between self and non-self nucleic acids are fallible and the 

defective control of endogenous retroviral DNA, as seen in the case of Trex1-

deficiency, outlines another possible setting of virus-precipitated autoimmunity. 
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1.5. The role of MAVS in immunity and autoimmunity 

Research interest in the mitochondrial adaptor protein MAVS has grown 

significantly during recent years. MAVS was simultaneously discovered by four 

different groups in 2005, each introducing a different name: mitochondrial 

antiviral signalling protein (MAVS (Seth et al., 2005)), IFN-β promoter 

stimulator protein 1 (IPS-1 (Kawai et al., 2005)), virus-induced signalling 

adaptor (VISA, (Xu et al., 2005)) and CARD adaptor inducing IFN-β (Cardif 

(Meylan et al., 2005). In line with its essential role in antiviral immunity, MAVS 

is ubiquitously expressed in various tissues and cell types (Seth et al., 2005), 

and its crucial binding domains show a high degree of conservation amongst 

species (Shi et al., 2015; Xu et al., 2014). Remarkably, MAVS can perform its 

anti-viral functions in different subcellular localizations. The largest fraction of 

MAVS protein is localized at the outer mitochondrial membrane, while smaller 

fractions are found at peroxisomes or at the mitochondrion-associated 

membrane (MAM) (Dixit et al., 2010; Horner et al., 2011; Seth et al., 2005). 

 

1.5.1. MAVS: a central player in antiviral innate immunity 

Immune responses to RNA viruses essentially depend on the recognition of 

viral features by RIG-I-like receptors within the cytosol of infected cells. 

Although TLRs are also able to detect viral RNAs, their localization at the 

endosome lumen prevents their encounter with viruses that have successfully 

entered the cytoplasm. Furthermore, most of the non-immune cells that 

efficiently fight invading viruses (e.g. fibroblasts and epithelial cells) express 
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insignificant levels of TLRs and induce type I IFNs independent of TLR 

signalling (Diebold et al., 2003; Goubau et al., 2013).  

RIG-I and MDA5 both recognize distinct RNA ligands (see Table 1.1), while 

LGP2, the third RIG-I-like receptor appears to hold regulatory functions 

(Venkataraman et al., 2007; Yoneyama et al., 2005). Binding of an appropriate 

viral target to either MDA5 or RIG-I results in a conformational change that 

facilitates the association of their N-terminal caspase activation and 

recruitment domain (CARD) with the CARD domain present in the MAVS 

adaptor protein (Jiang et al., 2012). This CARD-CARD interaction induces the 

polymerization of MAVS CARD domains on the outer mitochondrial membrane 

into prion-like fibres (Figure 1.3). This aggregation process is self-perpetuating 

and allows the formation of large MAVS aggregates in response to a small 

amount of viral RNA (Hou et al., 2011; Xu et al., 2014). Due to their prion-like 

nature, aggregated MAVS fibres are resistant to detergent and protease and 

can only be removed through autophagy (Mathew et al., 2014; Tal et al., 

2009). The formation of prion-like fibres that mediate a beneficial biological 

function is very unique and has only been observed for MAVS and ASC, the 

latter being an adaptor protein involved in inflammasome activation (Cai et al., 

2014). 

The MAVS-mediated production of type I IFNs and proinflammatory cytokines 

is propagated through a complex signalling cascade. Aggregated MAVS fibres 

are potent activators of multiple ubiquitin E3 ligases (e.g. TRAF2, TRAF3, 

TRAF5, TRAF6, cIAP1/2, MIB1/2) that subsequently recruit the downstream 

effector kinases IKK (inhibitor of kappa B kinase) and TBK1 (TANK-binding 

kinase 1) (Liu et al., 2013; Mao et al., 2010; Paz et al., 2011).  
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Figure 1.3 Model for cytosolic RNA-induced activation of RLR-MAVS pathway.  
Binding to 5’ppp-containing viral RNA induces a structural rearrangement in RIG-I that 
liberates its CARDs for subsequent association with unanchored K63-linked ubiquitin chains to 
form oligomers. MDA5 stacks along dsRNA in a head-to-tail fashion to form helical filaments, 
which facilitate the formation of discrete CARD oligomers along the filaments. Oligomerized 
CARD domains of RIG-I and MDA5 interact with the CARD domain of MAVS. This interaction 
promotes the polymerization of MAVS CARD, which in turn serves as a “seed” to trigger the 
prion-like conversion of other MAVS on the mitochondrial outer membrane. (Abbreviations: 
CARD, caspase activation and recruitment domain; CTD, C-terminal domain; dsRNA, double-
stranded RNA; Hel-1 and Hel-2: helicase domain 1 and 2; Hel-2i: helicase insertion domain; 
MAVS, mitochondrial antiviral signalling; MDA5, melanoma differentiation associated gene 5; 
P, pincer domain; pro-rich, proline rich; RLR, RIG-I-like receptor; TM, transmembrane 
domain.). Figure reproduced from (Wu and Chen, 2014) 
 
 

Activation of IKK and TBK1 kinases results in the phosphorylation of the 

transcription factors IRF3 (IFN regulatory factor 3) and IRF7 (IFN regulatory 

factor 7), respectively, leading to the induction of IFN-α and IFN-β, 

proinflammatory cytokines and other antiviral interferon-stimulated genes. 
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Despite extensive advances in the field, the localization of MAVS at the 

mitochondrial and peroxisomal membranes still represents a great gap in 

knowledge. Mislocalization of MAVS to the plasma membrane results in an 

almost complete abrogation of its antiviral potential (Seth et al., 2005). Various 

viruses (e.g. HCV, EV71, CVB4) take advantage of this spatial requirement 

and cleave MAVS at its transmembrane region, which releases MAVS from its 

mitochondrial localization and abolishes the production of type I IFN (Li et al., 

2005; Mukherjee et al., 2011; Wang et al., 2013). A number of findings might 

explain the significance of MAVS localization to the mitochondria. First, it has 

recently been proposed that redox-sensitive MAVS residues may trigger 

favourable conformational changes in the presence of reactive oxygen species 

(ROS), which are produced at high levels by mitochondria and peroxisomes 

during the course of an infection (Koshiba, 2013; Tal et al., 2009; Zhao et al., 

2012). Second, Koshiba and colleagues discovered that the mitochondrial 

membrane potential (ΔΨm) plays a pivotal role in MAVS-mediated antiviral 

signalling, as type I IFN production was completely abolished in response to 

chemically-induced ΔΨm dissipation (Koshiba et al., 2011). Third, proteins of 

the mitochondrial fusion machinery (e.g. mitofusin 1 and 2) can either promote 

or inhibit efficient MAVS signalling, thus highlighting the involvement of 

mitochondrial dynamics (Castanier et al., 2010; Onoguchi et al., 2010; 

Yasukawa et al., 2009). Finally, other studies have suggested that this spatial 

phenomenon may allow MAVS to be in close proximity to the NLRP3 

inflammasome, thereby facilitating its optimal activation (Park et al., 2013; 

Subramanian et al., 2013). Although future work is required to further address 
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the functional implications of MAVS positioning, evidence supporting the 

importance of its mitochondrial localization is certainly compelling. 

 

 
1.5.2. The impact of MAVS on adaptive immunity and autoimmunity 

It has long been acknowledged that innate immune signals are able to shape 

adaptive immune responses in a qualitative and quantitative manner, and thus 

have potential implications in the development of autoimmunity. In the case of 

MAVS, most efforts have been made to disentangle the innate mechanisms of 

prion-like-fibre-mediated signalling, while few studies have investigated the 

role of MAVS in adaptive immunity. As one of the key players within antiviral 

signalling cascades and type I IFN production, MAVS provides a crucial link 

between innate and adaptive immunity. Type I IFNs participate in T cell 

activation, differentiation and survival; either directly or indirectly through 

activation of co-stimulatory molecules on antigen-presenting cells, typically 

DCs (Honda et al., 2003). Furthermore, type I IFNs display a non-redundant 

role in anti-viral immunity by mediating the induction of cytotoxic T 

lymphocytes (CTL) and antigen-specific antibodies (Muller et al., 1994; van 

den Broek et al., 1995). In line with this, a study by Bhoj et al. confirmed the 

vital role of MAVS in generating antigen-specific antibodies in response to 

respiratory syncytial virus (RSV). MAVS-deficient mice in this study showed 

complete abrogation of type I IFN signalling, a drastic reduction of dendritic cell 

activation and a significant increase in initial viral load. Surprisingly, these mice 

displayed normal activation and expansion of antigen-specific CTL and were 

able to clear the virus in a similar time frame as WT mice (Bhoj et al., 2008), 
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opening up the possibility that - at least for some viruses - other type I IFN-

independent pathways or cell types (e.g. NK cells) can step in.  

 

As described earlier, gain-of functions mutations in the IFIH1 gene coding for 

MDA5 confer a chronic type I IFN signature that is linked to an increased 

susceptibility to various autoimmune conditions (Crampton et al., 2012; Rice et 

al., 2014). As its only adaptor molecule, MAVS is critical for mediating MDA5-

induced antiviral immune responses, and mice deficient for MAVS expression 

have been shown to rescue the autoimmune phenotype in mice with increased 

MDA5 signalling (Funabiki et al., 2014). Accordingly, gain-of-function and loss-

of-function mutations within MAVS have a strong potential in defining virus-

related pathogenesis. To the best of our knowledge, only one MAVS variant 

with clinical implications has been reported so far. This uncommon loss-of-

function variant (C79F, rs11905552) is dominantly found within the African-

American population and has been associated with decreased levels of type I 

IFN and pro-inflammatory cytokines, which translate into defective antiviral 

immunity in in vitro studies (Pothlichet et al., 2011). In other studies, 

overexpression of MAVS in vitro led to significant increases in type I IFN 

production (Biacchesi et al., 2009; Seth et al., 2005), suggesting that variants 

linked to gain-of-function could potentially contribute to an autoimmune 

phenotype. However, further research efforts are needed in order to get a 

better understanding of the role of MAVS in autoimmunity in vivo. Finally, as a 

central hub for antiviral immune responses, MAVS is likely involved in directing 

the outcome of endogenous (e.g. ERV) and exogenous (e.g. CVB4) stimuli 

and thereby represents an important target for immunotherapy. 
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1.6. Research aims of this study 

 

The overarching aim of this study is to obtain further insights into pathways 

and mechanisms underlying chronic infection and autoimmunity in response to 

endogenous and exogenous viral stimuli in the context of type I diabetes 

(T1D). This aim has been based on the following three hypotheses, which are 

discussed in chapters 2, 3 and 4 of this dissertation: 

 

1. Infections with an exogenous virus trigger chronic inflammation and 

autoimmune processes in T1D  

 

2. The expression of endogenous virus in the pancreatic beta cell is 

associated with the development of chronic inflammation and T1D 

 

3. A single nucleotide polymorphism (SNP) within the transmembrane 

region of MAVS has functional implications related to chronic 

inflammation and autoimmunity 
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2. THE ROLE OF COXSACKIEVIRUS B4 IN CHRONIC 

INFLAMMATION AND AUTOIMMUNITY 

 

2.1. INTRODUCTION 

Mouse models of type I diabetes are a valuable tool for investigating 

genetic and environmental contributions to disease pathogenesis, and for 

testing the therapeutic potential of novel drugs. In particular, the non-obese-

diabetic (NOD) mouse is the most widely utilized experimental model in 

experimental T1D research. This spontaneous model of autoimmune diabetes 

was first developed in 1974 and recapitulates many aspects of human disease 

(Hanafusa et al., 1994). NOD mice develop insulitis between the ages of 3-4 

weeks, which can transition into cell–mediated destruction of pancreatic beta 

cells, resulting in overt diabetes. Similar to T1D in humans, the incidence rates 

in NOD mice show a strong gender bias towards females (60-90%) as 

compared to males (10-30%) (Hanafusa et al., 1994). Furthermore, the genetic 

susceptibility for autoimmunity in NOD mice is associated with specific MHC 

variants (designated H2g7) and is influenced by additional non-MHC risk loci, 

as observed in humans (Lyons et al., 2001; Wicker et al., 2005a; Wicker et al., 

2005b). These common features have been extremely useful for investigating 

disease mechanisms and for identifying novel T1D genes and pathways that 

provide potential therapeutic targets.   

 

NOD mice are equipped with a unique genetic background that precipitates 

disease in the absence of any known environmental stimuli (Delovitch and 
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Singh, 1997). However, studies collectively indicate that environmental factors 

do play a role as the spontaneous incidence of T1D in NOD mice varies 

considerably between colonies, is influenced by virus infection, immunisation, 

diet and microbiota (Elliott et al., 1988; King and Sarvetnick, 2011; Muir et al., 

1995; Serreze et al., 2005). In humans, T1D is characterized as a complex and 

multifactorial disease that may require a multitude of environmental triggers. In 

the NOD mouse, infections with CVB can result in either acceleration (e.g. 

CVB4) or prevention (e.g. CVB3) of the disease, depending on the viral strain, 

the inoculated dose, tropism for beta cells and most importantly, the time point 

of infection (Drescher et al., 2004; Serreze et al., 2000; Serreze et al., 2005; 

Tracy et al., 2002). Therefore, the use of additional mouse models may be 

required in order to establish a causal relationship between environmental 

factors such as virus infections and the risk for T1D. Other inbred mouse 

strains, such as SJL/J or NIH Swiss, fail to spontaneously develop disease, but 

are susceptible to virus-induced T1D (Yoon et al., 1978). Furthermore, some 

mouse strains are resistant to T1D, such as C57BL/6 and NOR/Lt (Prochazka 

et al., 1992; Yui et al., 1996). 

 

Virus-induced T1D studies in NOD mice have greatly advanced our 

knowledge of how viral infections can modulate autoimmune responses within 

a “fertile” genetic background. However, this approach is likely to mask the full 

spectrum of viral contribution to disease initiation and progression. This section 

describes comparative studies assessing the role of CVB4 infection in the 

development of chronic inflammation and T1D in three inbred mouse strains 

with different disease susceptibility: C57BL/6, SJL and NOD. This approach 
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enables a thorough analysis of both viral kinetics and antiviral immune 

responses under different genetic environments. Furthermore, in order to 

investigate the contribution of the innate immune system to virus-induced 

tissue damage, the immunodeficient strains NOD.SCID and B6.RAG1, both of 

which lack a functional adaptive immune system (B and T lymphocytes), were 

analysed.  

 

 

2.2. RESULTS 

2.2.1. Tissue tropism and replication kinetics of CVB4 

Virus-induced T1D is predominantly linked to enteroviruses, and in particular 

coxsackievirus B4 (CVB4). In order to assess the impact of CVB4 infection on 

the development of chronic inflammation and autoimmunity, the diabetogenic 

strain variant CVB4 E2 (see section 6.12) was obtained. 

With the aim to study the effects of CVB4 infection on normoglycemia and 

T1D, an appropriate dose regimen resulting in severe pancreatitis whilst 

minimizing virus-induced mortality was established. Accordingly, a dosage of 

105 PFU given intraperitoneally was found to be an appropriate for both NOD 

and SJL mice, resulting in 95% survival over a period of 28 days (Fig. 2.1F). 

Despite their reported resistance to develop T1D after viral infection (Yui et al., 

1996), B6 mice were found to be considerably more sensitive to CVB4-induced 

mortality and were therefore given a non-lethal dose of 20 PFU. Finally, the 

immunodeficient strains NOD.SCID and B6.RAG1 (RAG) were injected with 

the same dose as their respective immunocompetent strain. 
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Figure 2.1. Effect of CVB4 infection on body weight and blood glucose levels in 
immunocompetent and immunodeficient mouse strains 
9- to 10-week old female mice were i.p. injected with CVB4 (20 PFU for B6 and B6.Rag1; 105 
PFU for NOD, NOD.SScid and SJL). (A) Body weights and (B) nonfasting blood glucose levels 
in immunocompetent mice were determined at indicated time points. (C) Body weights and (D) 
nonfasting blood glucose levels of immunodeficient and immunocompetent mice were 
monitored on day 0, 4, 7 and 10 post-infection. Results are expressed as mean ± SEM (n = 9). 
(E) Serum amylase activity in CVB4-infected B6 mice relative to uninfected B6 mice (n = 5). 
(F) Comparison of survival rates using the Kaplan–Meier method following CVB4 infection. 
Data are shown as mean percentages. A significant difference was noted between B6 and 
B6.Rag1 (p < 0.05) and between NOD and NOD.Scid (p < 0.05). PFU, plaque forming units, 
i.p., intraperitoneally. Data (n = 12 for B6, SJL and NOD; n = 8 for NOD.Scid and B6.Rag1. are 
representative of 2 independent experiments. 
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Upon CVB4 inoculation, immunocompetent mice displayed significant weight 

loss during the initial 10 days of infection, but almost completely recovered 

their initial body weight by day 28 post-infection (pi) (Fig. 2.1A).  

Measurement of blood glucose levels revealed early and pronounced 

hypoglycemia, peaking around day 4 pi in B6 and SJL, and day 7 pi in NOD 

mice (Fig. 2.1B). Early hypoglycemia following viral infection was accompanied 

by increased blood amylase activity (Fig. 2.1E), which indicated severe 

destruction of the exocrine pancreas (i.e. pancreatitis), leading to 

compromised digestion. On the other hand, hyperglycemia (blood glucose 

levels above 15mmol/L), indicative of T1D, was only detected in about 10% of 

NOD mice, but not in any of the other analysed strains during the course of 28 

days following infection.	
   Immunodeficient mice showed a similar trend in 

weight loss and also developed severe hypoglycemia following CVB4 infection 

(Fig. 2.1C and Fig. 2.1D). Notably, assessment of immunodeficient mice past 

the 10-day time point was compromised by a dramatic increase in the mortality 

rate (Fig. 2.1F). By contrast, 95% of NOD and SJL, and 60% of B6 mice 

survived 28 days pi (Fig. 2.1F). 

Next, it was investigated whether the susceptibility to virus-induced 

hyperglycemia was directly related to differences in viral tropism and 

replication kinetics. On day 4 pi, replicating virus was found in all major organs 

(pancreas, spleen, liver, heart, intestine and thymus) of CVB4 infected mice 

(Fig. 2.2A-E). Despite the large difference in initial viral load, viral titres were 

comparable across different organs and strains. Importantly, the highest level 

of viral replication was found in the pancreas of B6, NOD and SJL mice, 

confirming the strong pancreas tropism of CVB4 (Fig. 2.2A). Replicating virus 
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could not be detected in any tested organs by day 14 pi, indicating that the 

virus was cleared at that time point. Notably, the T1D-resistant B6 mice 

showed accelerated viral clearance in the pancreas compared to T1D-prone 

SJL and NOD mice, which may reflect the reduced dose of virus given to B6 

mice. Due to the high mortality rate in the immunodeficient strains B6.RAG1 

and NOD.SCID, viral replication data is restricted to day 10 pi. During this 

period, viral titres in the pancreas of NOD.SCID mice were similar to those 

measured in NOD mice (Fig. 2.2E), underlining the important role of innate 

immunity in early viral restriction. However, compared to B6 mice, B6.RAG1 

mice showed elevated viral titres on day 7 pi and 10 pi. This suggests that 

adaptive immunity in B6 mice may play a more pronounced role in mediating 

viral clearance relative to the NOD strain. 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER 2 69 
 

	
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
Figure 2.2. Viral titres in different tissues following CBV4 infection	
   
9- to 10-week old female mice were i.p. injected with CVB4 (20 PFU for B6 and RAG; 105 PFU 
for NOD, SCID and SJL). Pancreas (A, E), liver (B), heart (C) and spleen (D) were harvested 
at day 4, 7, 10 and 14 pi (4 mice per strain and time point). Viral titres were determined by 
plaque assay and adjusted for tissue weight. Results are expressed as mean ± SEM (n = 4). 
The minimum detection limit of the assay was 0.1 PFU/ml. pi, post-infection; PFU, plaque-
forming units, i.p., intraperitoneally. 
 

To investigate the route of infection, viral kinetics at earlier time points were 

examined. Viral replication was detected as early as 4 hours post infection and 

was mainly limited to the pancreas, although virus was also present in stool 

samples of B6 and SJL mice (Fig. 2.3A). At 24 hours post CVB4 infection, 
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elevated viral titres were consistently found in pancreas and stool samples of 

immunocompetent mice (Fig. 2.3B). As CVB4 is classified as an enterovirus 

and is predominantly found in the intestine (Alidjinou et al., 2014), its early 

detection in stool samples supports the notion that viral replication and 

expansion occurs in the gut. 

 

 

Figure 2.3. Early CVB4 replication is limited to the pancreas 
9- to 10-week old female mice were i.p. injected with CVB4 (20 PFU for B6; 105 PFU for NOD 
and SJL). Spleen, heart, pancreas and stool samples were harvested 4 hours pi (A) and 24 
hours pi (B) (4 mice per strain and time point). Viral titres were determined by plaque assay 
and adjusted for tissue weight. Results are expressed as mean ± SEM. The minimum 
detection limit of the assay was 0.1 PFU/ml. pi, post-infection; PFU, plaque forming units, i.p., 
intraperitoneally. 
 

 

Finding replicating virus in stool samples early after intraperitoneal inoculation 

raises the question of how the virus spreads from the peritoneal cavity to the 

intestinal lumen. Cautiously performed i.p. injections do not perforate 

intraperitoneal organs, and are therefore an unlikely source of spread. It was 

hypothesized that monocytes/macrophages and dendritic cells (DCs), which 

are key mediators for the initiation of antiviral immune responses (Banchereau 

and Steinman, 1998; Mogensen, 1979), may facilitate early viral spread. 
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Although DCs can readily be infected by several enteroviral strains, they have 

been shown to be non-permissive to CVB both in vitro and in vivo (Kramer et 

al., 2007; Schulte et al., 2013). Thus, focus was set on the susceptibility of 

peritoneal macrophages to CVB4 infection. The majority of peritoneal 

macrophages obtained by lavage from B6 mice expressed the coxsackievirus 

and adenovirus receptor (CAR), as determined by fluorescent microscopy (Fig. 

2.4A). Notably, CAR is essential for viral entry and has been correlated with 

viral tropism (Carson, 2001; Martino et al., 2000). We next inoculated B6 mice 

with CVB4 and harvested peritoneal macrophages 24 hours later. Analysis of 

fluorescent microscopy revealed that a considerable proportion of 

inflammatory (Ly6Chi) macrophages were permissive to CVB4 infection as 

suggested by positive staining for the enterovirus capsid protein VP1 (Fig. 

2.4B). This finding supports the notion that macrophages may constitute an 

additional CVB4 reservoir, and raises the question about the specific role of 

this immune cell population on the development of chronic inflammation in 

T1D. 
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Figure 2.4. Peritoneal macrophages express CXADR and are susceptible to CVB4 
infection  
A. Peritoneal macrophages from 9-10-week old B6 mice were obtained by lavage and stained 
for CXADR (green) and Ly6C (red). (B) 9- to 10-week old female B6 mice were i.p. injected 
with 20 PFU of CVB4. 24 hrs pi, peritoneal macrophages were obtained by lavage, formalin 
fixed and stained for VP1 (green) and Ly6C (red). Scale bars indicate 50 µm (original 
magnification x20). pi, post-infection; PFU, plaque-forming units, i.p., intraperitoneally. 
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2.2.2. Histopathological changes within the pancreas of 

CVB4-infected mice 

 

As demonstrated above, CVB4 shows strong tropism for pancreatic tissue in 

mice. To clarify whether this tropism is related to the endocrine and/or exocrine 

pancreas – which has important mechanistic implications for disease 

pathogenesis –pancreatic sections were carefully examined for the presence 

of VP1. In agreement with the viral replication data (Fig. 2.2A), the maximum 

level of VP1-positive staining was detected on day 4 pi (Fig. 2.5, top right 

panel), while specimens taken after day 10 pi indicated negative staining (data 

not shown). Importantly, VP1 expression was exclusively found within the 

exocrine pancreas of B6, SJL and NOD mice, and completely absent within 

pancreatic islets, suggesting that tropism of CVB4-E2 is related to acinar cells 

within the exocrine pancreas. 

Subsequently, it was examined whether this tropism is associated with the 

(qualitative and quantitative) expression levels of CAR (coxsackievirus and 

adenovirus receptor) and DAF (decay-accelerating factor) by acinar cells, as 

previously suggested (Hafenstein et al., 2007; He et al., 2001). Surprisingly, 

positive CAR and DAF staining in mock-infected pancreas sections was not 

observed within exocrine tissue, but was restricted to pancreatic islets (Fig. 

2.5, middle left and bottom left panel). Upon CVB4 infection, both islets and 

exocrine regions indicated high expression of CAR (Fig. 2.5, middle right 

panel) and DAF (Fig. 2.5, bottom right panel). As the VP1 staining profiles 

described above were limited to exocrine tissue, these results do not support 
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the notion of CAR- and/or DAF-mediated cell entry of CVB4 and require further 

investigation.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5. Expression of VP1, CAR and DAF in the pancreas  
9-10-week-old female B6 mice were i.p. injected with 20 PFU/mouse of CVB4 and sacrificed 4 
days pi. Pancreas sections were stained with antibody against VP1 (clone 5D8/1), CAR or 
DAF. Mock-infected sections are shown in the left column, CVB4-infected sections are shown 
in the right column. Scale bars indicate 75 µm (original magnification x20). DAF, Decay 
accelerating factor; CAR, Coxsackievirus and adenovirus receptor; VP1, viral protein 1; PFU, 
plaque forming units, i.p., intraperitoneally. Images are representative for 2 independent 
experiments (n = 3). 
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Taking into consideration that exaggerated tissue damage following CVB4 

infection may be linked to increased T1D susceptibility, it was next assessed 

whether T1D-prone strains display increased levels of tissue destruction. Thus, 

a histopathological evaluation of pancreas sections was performed for 28 days 

following CVB4 infection. On day 4 pi, pancreas sections showed extensive 

immune cell infiltration and signs of acute acinar tissue damage (Fig. 2.6). 

Immune cell infiltrates peaked around day 7 pi in B6, SJL and NOD mice, and 

were found throughout the exocrine pancreas of all analysed strains, although 

NOD mice appeared to have the highest degree of inflammation.  
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Figure 2.6. CVB4 infection is associated with severe pancreatitis. 
Representative images from pancreas sections of B6, SJL and NOD mice at indicated time 
points after CVB4 infection. 9- to 10-week old female mice were i.p. injected with CVB4 (20 
PFU for B6; 105 PFU for NOD and SJL) and pancreata harvested on day 0, 4, 7 and 14 pi. 
Pancreas sections were routinely processed and stained with H&E. Scale bars indicate 75µm 
(original magnification x10). Black arrow indicates peri-insulitis, red arrow indicates tertiary 
lymphoid structures. H&E, hematoxylin & eosin; pi, post-infection; PFU, plaque-forming units, 
i.p., intraperitoneally. 
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In regards to islet infiltration, differences were observed amongst strains. 

CVB4-infected B6 mice showed fully intact islets, while islets in SJL and NOD 

mice were occasionally infiltrated by few small mononuclear cells. However, 

peri-insulitis (i.e. infiltration in the islet periphery) was only exhibited by a minor 

proportion of NOD mice, and not detected in SJL mice. Importantly, only the 

T1D-prone SJL and NOD mice showed de novo formation of tertiary lymphoid 

structures, which was observed as early as day 7 pi in SJL mice (Fig. 2.6; red 

arrow).  

By day 14 pi, B6, SJL and NOD mice experienced severe destruction of acinar 

cells within the exocrine pancreas and their replacement with fat tissue. The 

latter is commonly a result of ongoing pancreatitis causing the release of 

digestive enzymes and subsequent autodigestion of pancreatic tissue (Wang 

et al., 2009). While surviving islets in B6 and SJL mice seemed intact, a large 

proportion of NOD islets displayed mild to moderate insulitis (Fig. 2.6; black 

arrow). 

 

In order to study the role of adaptive immunity in virus-induced tissue 

pathology, pancreas sections from B6.RAG1 and NOD.SCID mice were 

evaluated on day 4 and 7 post CVB4-infection. Compared to NOD mice (Fig. 

2.6), immunodeficient NOD.SCID displayed slightly reduced immune cell 

infiltration and tissue damage (Fig. 2.7, right panel), suggesting that infiltrating 

B and T cells contribute to the tissue destruction observed in NOD mice after 

CVB4 infection. In contrast, the acute pancreatitis found in B6.RAG1 mice (Fig. 

2.7, bottom left panel) was more pronounced compared to B6 mice (Fig. 2.6), 

particularly on day 7 pi. Although both immunodeficient strains tested lack 
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functional B and T cells, differences observed in histopathology and viral 

clearance might reflect their distinct genetic backgrounds.  

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2.7. Immune cell infiltration and tissue damage in immunodeficient mice. 
Representative images from pancreatic sections of immunodeficient mice following CVB4 
infection. 9- to 10-week old female B6.RAG1 and NOD.SCID mice were i.p. injected with 
CVB4 (20 PFU for B6.RAG1; 105 PFU for NOD.SCID). Pancreata were harvested on day 4 pi 
and 7 pi and stained with H&E. Scale bars indicate 75 µm (original magnification x10). H&E, 
hematoxylin & eosin; pi, post-infection; PFU, plaque forming units; i.p., intraperitoneally. 
 
 
As mentioned above, tertiary lymphoid structures (TLS) were observed in the 

pancreas during acute CVB4 infection in SJL and NOD, but not in B6 mice. 

TLS formation is characteristic of chronic inflammation in severely damaged 

tissues, where organized immune responses are required onsite. However, the 

persistence of TLS is also associated with an increased risk of autoimmunity, 

as autoreactive lymphocytes are more likely to encounter their cognate antigen 

(Neyt et al., 2012). In line with this, TLS were found in the T1D-susceptible 

 
Day 4 
 
 
 
 
 
 
 
 
 
 
 
Day 7 
 
 

B6.RAG1         NOD.SCID 



CHAPTER 2 79 
 

	
  

strains (NOD and SJL) two weeks after viral clearance (Fig. 2.8C and D), and 

were completely absent in T1D-resistant B6 mice at any given time point. 

Hence, the formation of TLS in response to viral infections appears to be an 

inherent feature of T1D-susceptible strains, essentially driving chronic 

inflammation. To assess the severity of chronic inflammation across the three 

strains, both insulitis and pancreatitis were evaluated on day 28 pi (Fig. 2.9). 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.8. CVB4 infection drives the formation of tertiary lymphoid structures within 
the pancreas of T1D-prone SJL and NOD mice 
Representative pancreas sections from CVB4-infected NOD and SJL mice show evidence of 
de novo formation of tertiary lymphoid structures (TLS). 9- to 10-week old female mice were 
i.p. injected with 105 PFU of CVB4. Pancreata were harvested on day 28 pi. Processed 
pancreas sections were stained with H&E and inspected for TLS by light microscopy. TLS 
were found in pancreas sections from SJL mice (A, day 4pi; C, day 28 pi) and from NOD mice 
(B, day 7 pi; D day 28 pi), but not in pancreas sections from B6 mice (data not shown). Scale 
bars indicate 75µm (original magnification x20). H&E, hematoxylin & eosin; pi, post-infection; 
PFU, plaque-forming units, i.p., intraperitoneally. 
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While few mice were able to regenerate pancreatic tissue, the majority of B6, 

SJL and NOD mice exhibited severe pancreatitis (Fig. 2.9D). Notably, the 

amount of insulitis observed in B6 mice was negligible and possibly restricted 

to necrotic lesions. By contrast, the great majority of NOD mice showed a high 

degree of insulitis involving more than 50% of the islets (Fig. 2.9A, Fig. 2.9B 

and Fig. 2.9C). Importantly, islet infiltration in CVB4-infected NOD mice was 

considerably greater compared to spontaneous infiltration in age-matched 

control mice (Fig. 2.9B and Fig. 2.9C). 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
Figure 2.9. Severity scores of insulitis and pancreatitis  
9-10-week-old female mice were i.p. injected with CVB4 (20 PFU for B6; 105 PFU for NOD and 
SJL) and sacrificed 28 days pi. (A) Representative histological sections of the pancreas 
stained for insulin. Severity scores for insulitis in mock-infected (B) and CVB4-infected mice 
(C) and for pancreatitis (D) in CVB4–infected mice; (B6: n=6, SJL: n=5, NOD: n=6). Scores 
were determined as described in experimental procedures. Scale bars indicate 75 µm (original 
magnification x20). pi, post-infection; PFU, plaque-forming units, i.p., intraperitoneally. 
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This observation was particularly apparent in severely infiltrated islets (grade 4 

insulitis). Insulitis in SJL mice was less prevalent than in NOD mice (Fig. 2.9A, 

middle panel). Although a considerable percentage of SJL mice showed mild 

insulitis (i.e. peri-insulitis), the majority of islets in this strain were negative for 

insulitis. Notably, a small percentage of SJL mice displayed moderate to 

severe insulitis (Fig 2.9C) and might therefore constitute a high-risk group for 

autoimmunity. 

 

 

2.2.3. Leukocyte profiling in pancreas and secondary 

lymphoid organs 

 
Pancreatic tissues taken from T1D patients characteristically exhibit 

substantial mononuclear cell infiltration (Coppieters et al., 2012; Gepts, 1965; 

Willcox et al., 2009). However, the functional mechanisms by which the 

immune infiltrate induces and/or amplifies insulitis are incompletely 

understood.  

 

The histopathological assessment of pancreas sections from CVB4-infected 

mice revealed severe pancreatitis peaking around day 7 pi. Importantly, two 

weeks after viral clearance, considerable immune cell infiltration remained in 

the exocrine pancreas of T1D-resistant B6 and T1D-prone SJL and NOD mice. 

To expose qualitative and quantitative differences, a comparative flow 

cytometric analysis of the pancreas infiltrate was performed on day 7, 14 and 

21 following CVB4 infection. 
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In agreement with histopathological findings, relative and total numbers of 

infiltrating CD45+ leukocytes were highest on day 7 pi (Fig. 3.10A and B). Due 

to massive tissue destruction, the total pancreatic mass is drastically reduced 

by day 14 and day 21. As a consequence, the absolute numbers of CD45+ 

leukocytes were decreased at these time points (Fig. 3.10B), but their relative 

proportion remained high above those of non-infected controls.  

 

 

 

 
 
 
 
 
 
 
 
Figure 2.10. CVB4-induced leukocyte infiltration persists after viral clearance 
9-10-week-old female mice were i.p. injected with CVB4 (20 PFU for B6; 105 PFU for NOD and 
SJL) and sacrificed on day 7 pi, 14 pi and 21 pi. Isolated immune cells were analysed by flow 
cytometry. Results are expressed as mean ± SEM (n = 5). There was no statistical difference 
(p > 0.05; ANOVA) in CD45+ cell fractions or total numbers between the groups. pi, post-
infection; PFU, plaque forming units, i.p., intraperitoneally. 
	
  
 

To identify the major cell types within the immune cell infiltrate at each time 

point, cells were stained for CD3 and B220, allowing the detection of B cells 

(CD45+ B220+), T cells (CD45+ CD3+) and myeloid cells (CD45+B220-CD3-). 

During acute infection on day 7, the infiltrate of B6 and NOD mice was mainly 

dominated by myeloid cell infiltration (Fig. 2.11A). This was also true for SJL 

mice, which also displayed increased frequencies of infiltrating B and T cells 

on day 7 compared to B6 and NOD mice (Fig. 2.11A). This finding, together 

with the formation of tertiary lymphoid structures observed in SJL mice at this 
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time point, might indicate differences in the kinetics or the magnitude of the 

adaptive immune response in this strain.  

 
 

 
 
 

 
Figure 2.11. Leukocyte profile of T1D-susceptible strains contains increased 
proportions of adaptive immune cells 
9-10-week-old female mice were i.p. injected with CVB4 (20 PFU for B6; 105 PFU for NOD and 
SJL) and sacrificed at day 7 pi (A), 14 pi (B) or 21 pi (C), followed by flow cytometric analysis 
of the pancreata. Results are expressed as mean ± SEM (n=5); statistical significance was 
determined by a one-way analysis of variance (ANOVA) using Bonferroni’s post hoc test 
(*p≤0.05, **p≤0.01, ***p≤0.001). pi, post-infection; PFU, plaque-forming units, i.p., 
intraperitoneally. 
 

Further phenotyping on day 7 pi showed that dendritic cells (CD11c+), 

neutrophils (Ly6G+) and NK cells (NK1.1+) only constituted a minor fraction of 

the myeloid infiltrate (B220-CD3-), while more than 70% of this lineage in B6, 

SJL and NOD mice consisted of F4/80+ macrophages (Fig. 2.12A). This 

suggests that macrophages may be important for controlling viral clearance 

and responding to tissue damage early in the response to CVB4. Although 

macrophages were also detected in the pancreas on both day 14 and day 21 

pi, their relative contribution to the infiltrate was drastically reduced at these 

later time points and did not differ between T1D-resistant and T1D-susceptible 

strains (Fig. 2.12B and C). By contrast, frequencies of CD11c+ dendritic cells 

were increased during the adaptive phase of the immune response (day 14 
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and 21 pi), but no significant differences were noted between the three mouse 

strains at these time points (Fig. 2.12B and C).  

 
 
 

 

 
 

 
 

 
 

 
Figure 2.12. Initial immune infiltrates are dominated by macrophages  
9-10-week-old female mice were i.p. injected with CVB4 (20 PFU for B6; 105 PFU for NOD and 
SJL) and sacrificed at day 7 pi (A), 14 pi (B) and 21 pi (C). Isolated immune cells were 
analysed by flow cytometry. Staining definitions for individual populations: macrophages, 
CD45+/CD11b+/F4/80+; neutrophils, CD45+/CD11b+/Ly6G+; dendritic cells, CD45+/CD11c+; 
natural killer cells CD45+/CD3-/NK1.1+. Results are expressed as mean ± SEM (n=5); 
statistical significance was determined by a one-way analysis of variance (ANOVA) using 
Bonferroni’s post hoc test (*p≤0.05, **p≤0.01). pi, post-infection; PFU, plaque-forming units, i.p., 
intraperitoneally.  
 
 
 
No significant differences were found between mouse strains in terms of 

relative amounts of infiltrating neutrophils and NK cells on day 7 and 21 pi. 

Notably, however, SJL mice revealed increased levels of neutrophils on day 14 

pi. While other studies have reported an influx of NK cells and neutrophils into 

the pancreas at very early time points after CVB4 infection (De Palma et al., 

2009; See and Tilles, 1995), it is likely that the majority of these cells were 

cleared by day 7 pi in the current study, thus imposing a negligible contribution 

to chronic inflammation.   

The pancreatic infiltrate on day 14 pi was predominated by B and T cells in 

T1D-susceptible SJL and NOD mice, whereas myeloid cells still represented 
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the highest proportion of the B6 infiltrate (Fig. 2.11B). However, the relative 

proportion of activated CD4+ and CD8+ T cells within the total T cell pool was 

similar amongst the three strains (Fig. 2.13A and B).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.13. CVB4 infection results in a CD4+ T cell-dominant islet infiltration  
9-10-week-old female mice were i.p. injected with CVB4 (20 PFU for B6; 105 PFU for NOD and 
SJL) and sacrificed at day 0 pi, 7 pi, 14 pi and 21 pi. Isolated immune cells were analysed by 
flow cytometry for percentages (A) and absolute numbers (C) of activated CD4 T cells 
(CD3+/CD4+/CD44high), and percentages (B) and absolute numbers (D) of activated CD8 T 
cells (CD3+/CD8+/CD44high). Results are expressed as mean ± SEM (n=5); statistical 
significance was determined by a one-way analysis of variance (ANOVA) using Bonferroni’s 
post hoc test (**p≤0.01, ***p≤0.001). (E) Serum levels of IFNγ were measured by ELISA on day 
0 pi, 7 pi, 14 pi and 21 pi in B6 and SJL mice. pi, post-infection; PFU, plaque-forming units, 
i.p., intraperitoneally.  
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Importantly, the majority of activated (CD44hi) T cells belonged to the CD4+ T 

cell lineage, suggesting that T cell mediated immune responses to CVB4 

depend on T helper cells (i.e. Th1 response) (Fig. 2.13A and Fig. 2.13B). In 

line with this, increased levels of IFN-y were detected early after CVB4 

infection in the serum of B6 and SJL mice (Fig. 2.13E, NOD mice yet to be 

tested). Furthermore, the activation status of CD4 T cells did not decrease 

from day 14 pi to day 21 pi, indicating that this subset contributes to chronic 

inflammation in the absence of virus.  

Significant differences between the strains were only apparent when assessing 

absolute numbers of activated/memory phenotype (CD44hi) CD4+ and CD8+ T 

cells. In line with the more rapid adaptive immune response observed in SJL 

mice (Fig. 2.11), this strain mounted significantly greater expansion of CD4+ 

and CD8+ T cells early after infection (Fig. 2.13C and D). By contrast, 

persistent inflammation on day 21 pi was only observed in NOD mice, which 

showed significantly increased infiltration of activated/memory phenotype 

CD4+ T cells and CD8+ T cells at this time point (Fig. 2.13C-D).  

 

Despite lower quantities of activated CD8+ T cells relative to CD4+ T cells, this 

subset is crucial for recognition and direct killing of virus-infected cells in the 

context of MHC class I expression (Borrow et al., 1994; Varela-Calvino et al., 

2004; Yang et al., 1994). As such, the persistent induction of MHC I in the 

absence of virus could potentially attract auto-reactive CD8+ T cell clones to 

the vicinity of beta cells and pose an increased risk of beta cell insult. As 

expected, all three strains demonstrated induced MHC I expression in CVB4-

infected versus mock-infected tissue on day 7 pi (Fig. 2.14). Notably, 
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upregulation of MHC I in all strains persisted for several days after viral 

clearance (day 21 pi) and could explain the presence of activated CD8+ T cells 

in the pancreas of B6, SJL and NOD mice.  

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.14. Persistent inflammation is associated with increased MHC I expression in 
SJL but not B6 or NOD mice 
9-10-week-old female mice were i.p. injected with CVB4 (20 PFU for B6; 105 PFU for NOD and 
SJL) and sacrificed on day 7 pi and 21 pi. Antibodies used for each MHC class I haplotype: 
B6, H2-kb; SJL, H-2Ks; B6, H2-kd. Data are representative of 3 to 4 mice per time point. pi, 
post-infection; PFU, plaque forming units, i.p., intraperitoneally; MHC I, major histocompatibility 
class I; MFI, mean fluorescent intensity. 
 
 
 

While CD8+ T cells might contribute to chronic inflammation following CVB4 

infection, the higher infiltration of activated CD4+ T cells and the increased 

production of IFN-y indicates that immunity to CVB4 in B6, SJL and NOD mice 

is predominantly linked to a T-helper-cell type 1 (Th1) response.  

In addition, the discovery of tertiary lymphoid structures, which are organised 

in distinct T cell and B cell zones (Drayton et al., 2006; Germain et al., 2014), 

suggests the involvement of another helper T cell subset: T follicular helper 
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(TFH) cells. To support this hypothesis, the presence of T follicular helper (TFH) 

and germinal centre-like (GC) B cells within the pancreatic infiltrate of these 

strains were investigated. 

 

 

 

	
   
 
 
 
 
	
   
 
 
 
 

 
 
Figure 2.15. Increased numbers of GC B cells and TFH cells in T1D-prone NOD mice  
9-10-week-old female mice were i.p. injected with CVB4 (20 PFU for B6; 105 PFU for NOD and 
SJL) and sacrificed at day 0 pi, 7 pi, 14 pi and 21 pi for flow cytometric analysis of pancreata. 
(A) Representative pseudocolour plots showing IgD and Fas expression in CD19+ B cell 
populations profiles in mock- and CVB4-infected SJL samples on day 7 pi. (B) Frequencies of 
CD45+CD19+Fas+GL7+ germinal centre B cells in the pancreas at different time points post-
infection. (C) Representative flow cytometry of CXCR5 and PD-1 expression in CD4+ T cells in 
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mock- and CVB4-infected SJL samples on day 7 pi. (D) Frequencies of 
CD45+CD3+CD4+CXCR5+PD1+ T follicular helper cells in the pancreas at different time 
points post-infection. (E) Frequencies of IgG1+ GC B cell populations in the pancreas at 
different time points post-infection. (F) Frequencies of IgG2a+ in GC B cell populations in the 
pancreas at different time points post-infection. Results are expressed as mean ± SEM (n=4); 
statistical significance was determined by a one-way analysis of variance (ANOVA) using 
Bonferroni’s post hoc test (*p≤0.05, **p≤0.01, ***p≤0.001). pi, post-infection; PFU, plaque forming 
units, i.p., intraperitoneally; TFH cell, T follicular helper cell; GC B cells, germinal centre B cell. 
 

 

T1D-resistant B6 mice demonstrated a moderate influx of GC B cells on day 7 

pi that was almost completely absent after CVB4 clearance (Fig. 2.15B). 

Compared to B6 mice, which showed a similar viral titre (antigen) in the 

pancreas as NOD and SJL mice, GC B cells numbers in the pancreas of SJL 

mice were significantly increased on day 7 pi and persisted after viral 

clearance (day 21 pi). Interestingly, GC formation in NOD mice was delayed 

and peaked only by day 21 pi. At this time point, absolute numbers of GC B 

cells in NOD mice were significantly higher compared to both B6 and SJL 

mice. In line with the low abundance of GC B cells in B6 mice, TFH responses 

were found to be nearly absent in this strain (Fig. 2.15D). By contrast, the 

robust GC formation observed early in SJL mice was paralleled by high 

infiltration of TFH cells (Fig. 2.15D). Finally, NOD mice displayed a delayed TFH 

response that persisted after CVB4 was cleared (day 21 pi) and that was not 

observed in age-matched controls.  

These findings provide additional support that ongoing inflammation in 

autoimmune prone strains may be linked to the presence of highly 

differentiated cells that promote exaggerated humoral immunity. To investigate 

whether this was linked to a particular immunoglobulin isotype, we evaluated 

the expression of IgG1 and IgG2a (B6 mice express the highly similar IgG2c 
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allotype termed IgG2a here for simplification) within the GC B cell population of 

each strain (Martin et al., 1998). Consistently, CVB4 infection was associated 

with class switching to the IgG2a isotype in B6, NOD and SJL mice over the 

course of infection (Fig. 2.15F). While the relative contribution of IgG1 to the 

GC population was insignificant at all time points (Fig. 2.15E), IgG2a 

expression above background levels was detected as early as day 7 pi. 

Notably, NOD mice displayed significantly increased IgG2a proportions on 

both day 7 and 21 pi, possibly indicating the relevance of this isotype for 

autoantibody production in this strain (Quintana and Cohen, 2001; Thomas et 

al., 2002). Lastly, we aimed to investigate whether ectopic GC formation in the 

pancreas of SJL and NOD mice after viral clearance is accompanied by 

persistent GC formation in the spleen and pancreas draining lymph nodes. 

Indeed, peanut agglutinin (PNA)-positive GC B cells were found in the spleen 

and pancreatic lymph nodes in all B6, NOD and SJL mice  (Fig. 2.16). 

Importantly though, GC found in the pancreatic lymph nodes of SJL and NOD 

mice were considerably larger compared to those in B6 mice. This finding is 

consistent with the flow cytometric data and suggests that ectopic GC activity 

may promote ongoing inflammation in autoimmune mouse strains. 
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Figure 2.16. Pancreatic lymph nodes of T1D-susceptible mice reveal enlarged GC  
9-10-week-old female mice were i.p. injected with CVB4 (20 PFU for B6; 105 PFU for NOD and 
SJL) and sacrificed 21 days pi. Spleen and pancreatic lymph nodes were stained by 
immunohistochemistry for PNA to define GC B cells. Scale bars indicate 75µm (original 
magnification x10). pi, post-infection; PFU, plaque forming units, i.p., intraperitoneally; GC, 
germinal centre; LN, lymph node. 
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2.3. DISCUSSION 

 

A large body of research on type I diabetes over the past four decades has 

resulted in its characterization as a complex multifactorial disease that is most 

likely caused by a combination of genetic and environmental factors. However, 

the absence of symptoms prior to overt disease has made it difficult to identify 

definitive environmental triggers. Nevertheless, data from sero-epidemiological 

and genome-wide-association studies strongly support the notion that viral 

infections impose an increased risk of developing autoimmunity in genetically 

susceptible individuals. Based on this premise, animal models of virus-induced 

diabetes have attempted to elucidate pathogenic mechanisms that shape 

exaggerated immune responses to viruses. The present study focuses on 

differences in regards to viral tropism, viral persistence, immune cell infiltration 

and chronic inflammation between mouse strains with different propensities for 

T1D following infection with CVB4-E2. 

 

Viral strains utilized in T1D studies, including picornaviruses (e.g. CVB), 

encephalomyocarditis (EMC) virus, Kilham rat virus (KRV) and lymphocytic 

choriomeningitis virus (LCMV), have been reported to mediate beta cell 

destruction either via direct infection or through initiation of autoimmune 

responses against beta cell antigens (Guberski et al., 1991; Jun and Yoon, 

2003; von Herrath et al., 2002; Yoon et al., 1985; Yoon et al., 1978). However, 

due to its isolation from the pancreas of a diabetic patient and its capacity to 

directly infect beta cells in vitro, the E2 variant of the CVB4 Edwards strain 

(CVB4-E2) has become the most widely studied viral strain in T1D research. 
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Studies on the effect of CVB4 infection on beta cell integrity in vivo have been 

inconclusive, with some suggesting either tropism for the endocrine or 

exocrine tissue (Yap et al., 2003; Yoon et al., 1978). The data presented in this 

chapter support the notion that CVB4 infection in mice exclusively manifests 

within exocrine tissue (VP1 staining, Fig. 2.5), suggesting that destruction of 

pancreatic islets is likely mediated by infiltrating immune cells rather than direct 

virus-mediated cytolysis. As far as CVB4 tropism in humans is concerned, 

pancreatic islets, and in particular pancreatic beta cells seem to be 

predominantly affected, supporting a direct cytopathic effect of CVB4 (Dotta et 

al., 2007; Frisk and Diderholm, 2000). It is hypothesized, that the 

disagreement in cellular tropism between human and mouse possibly reflects 

differences in the expression of surface receptors facilitating viral entry. 

Notably, the immunohistochemical analysis of the previously reported viral 

entry receptors CAR and DAF was inconsistent with CVB4 tropism for the 

exocrine tissue as determined by VP1 staining patterns (Fig. 2.5). A potential 

source of discrepancy may be related to the utilized anti-VP1 antibody, which 

has been reported by some groups to bind non-viral antigen (Hansson et al., 

2013). However, other groups have advised that careful protocol optimization 

ensures immunolabelling of enteroviral capsid protein (Richardson et al., 

2014). In line with the acute tissue damage observed within the exocrine 

tissue, and the capacity of beta to produce insulin as suggested by IHC 

staining, it is believed that CVB4-E2 does not directly target pancreatic islets in 

mice. Unless this viral strain utilizes other unknown mechanisms of entry, 

positive staining of CAR and DAF within the islets of uninfected mice was 

probably a result of non-specific antibody interactions. Similarly, increased 
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‘tissue stickiness’ following CVB4 infection seems to provoke non-specific 

immunolabelling within the exocrine tissue (Fig. 3.5), although virus-mediated 

induction of CAR and DAF cannot be excluded. In agreement with the notion 

that CVB4 infection in mice targets acinar cells within the exocrine pancreas, 

several other groups have reported limited expression of CAR and DAF within 

murine islets (Hindersson et al., 2004; Mena et al., 2000). Overall, the 

discrepancies in cellular tropism between human and mouse CVB4 infections 

represent a limitation for the extrapolation into clinical settings. 

 

In addition to cellular tropism, viral persistence within the pancreatic 

tissue has also been suggested as pathogenic factor threatening beta cell 

integrity. Ongoing viral presence is associated with exacerbated inflammation 

and local tissue injury, which increases the risk of sequestered beta cell 

antigen. However, no viral replication was found in relevant immune (thymus, 

spleen), peritoneal (intestine, liver) or tropism-related (pancreas, heart) organs 

beyond day 14 pi in any of the analysed strains (Fig. 2.2). Also, the marginally 

accelerated viral clearance observed in T1D-resistant B6 mice did not translate 

into reduced inflammation of the pancreas at that time point (Fig. 2.6). Thus, 

viral persistence in form of replicating virus itself does not seem to contribute 

to the development of chronic inflammation seen in both SJL and NOD mice. 

Nevertheless, the persistence of viral antigen per se has not been ruled out 

per se. Antigen depots on FDCs have been shown to be associated with 

CD69+ Tfh cells that survive for extended periods of time following the 

resolution of the germinal centre reaction (Fazilleau et al., 2007). 
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Of note, enteroviral RNA has been found within peripheral blood and 

pancreas samples of recently diagnosed T1D patients (Krogvold et al., 2015; 

Oikarinen et al., 2011; Yin et al., 2002). Thus, whether CVB4 mRNA persists 

within any of the above-mentioned organs, and if so, whether there is a 

qualitative and/or quantitative difference between T1D-resistant and T1D-

susceptible strains, could be addressed in future studies. In that context, a 

study by Jaïdane and colleagues detected CVB4 E2 RNA within various 

organs of Swiss Albino mice up to 70 days after oral inoculation (Jaidane et al., 

2006). However, the detection of viral RNA in humans may simply reflect acute 

infection, and does not provide evidence for a role of viral persistence in the 

development of autoimmune diabetes. So far, only few studies have detected 

viral RNA in tissues from long-term T1D patients, including blood (Schulte et 

al., 2010), and the intestine (Oikarinen et al., 2012). By contrast, a large-scale 

prospective study has linked the presence of enteroviral RNA with an 

increased risk of progression to clinical diabetes, but found no evidence of viral 

RNA in blood or rectal samples at the time of diagnosis (Stene et al., 2010). 

Accordingly, the contribution of viral persistence to disease outcome requires 

further evaluation. 

 

Independent of viral persistence, exaggerated tissue damage inflicted 

upon the exocrine and/or endocrine pancreas during viral infections can initiate 

chronic inflammation and antigen sequestration. In the present study, infection 

with CVB4 triggered comparable levels of pancreatitis in B6, SJL and NOD 

mice during the first 14 days post infection. However, the level of inflammation 

detected by day 28 pi within exocrine tissues was more severe in T1D-prone 
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SJL and NOD mice compared to B6 (Fig. 3.9B), suggesting that the degree of 

chronic inflammation positively correlates with disease progression. In 

addition, autoreactive responses in form of peri-insulitis were observed early 

after infection in NOD mice, indicating this CVB4 strain accelerates the 

development of T1D in these mice under the described conditions. Despite 

considerable tissue injury observed by day 28 pi, B6 mice displayed no signs 

of islet cell damage or autoimmune insulitis (Fig. 2.9A), and completely lacked 

the formation of tertiary lymphoid structures observed in T1D-susceptible mice. 

Therefore, while the risk for antigen sequestration would have been similar 

across all strains, one might speculate that the disposition for establishing 

these organized immune cell accumulations within target organs is associated 

with an increased risk of attracting and/or generating autoreactive cells.  

 

Interestingly, CVB4 infection in SJL mice caused severe destruction of 

the exocrine pancreas but also induced low to moderate insulitis in about 30% 

of the islets. However, within the 4-week observation period, none of the 

CVB4-infected SJL mice developed hyperglycemia or overt diabetes. Previous 

studies on virus-induced T1D in SJL mice have shown that 60-80% of female 

and male animals became hyperglycemic by day 21 following infection with 

EMC virus, and that this was related to direct destruction of pancreatic beta 

cells (Boucher et al., 1975; Jordan and Cohen, 1987; Kang and Yoon, 1993). 

While EMC virus has been shown to induce autoimmune diabetes in several 

experimental animal models, its role in clinical settings appears to be 

insignificant. Notably, the impact of CVB4 infections on T1D development in 

SJL mice has remained largely unexplored. A study by Yap and colleagues 
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found significantly increased glucose concentrations in CVB4-infected male 

SJL mice on day 22, 36 and 56 pi (Yap et al., 2003). However, glucose levels 

were determined in heart blood, which shows an average positive bias of 

+80% compared to commonly measured tail tips (Chan et al., 2012), and mice 

in this study were supplemented with pancreatic enzymes. The authors 

concluded that CVB4-induced hyperglycemia in SJL mice is related to 

exaggerated damage of the exocrine pancreas that prevents adequate islet 

neogenesis, rather than a direct autoimmune attack of the pancreatic beta 

cells (Chan et al., 2012). The work presented here focused on islet 

pathogenesis within the first 4-weeks post infection, and thus cannot draw any 

conclusions in regards to long-term islet neogenesis and/or survival. Similarly, 

differences in gender, pancreatic enzyme supplementation and glucose 

measurement complicate a direct comparison of our results to other studies. 

Notably, however, both SJL and NOD mice showed increased pancreatitis and 

insulitis over diabetes-resistant B6 mice (Fig. 2.9) despite equivalent viral titres 

detected during the peak of infection (day 4). This suggests that increased 

levels of inflammation early after viral infections may be associated with a 

higher T1D risk. Future studies will have to investigate whether SJL mice 

exhibiting islet inflammation develop hyperglycemia over time, and if so, 

whether this is related to above-threshold damage inflicted upon the exocrine 

pancreas. 

 
When investigating the autoimmune destruction of pancreatic islets, it is 

important to separate the direct effect of the virus from de-regulated innate 

and/or adaptive host responses. Comparative flow cytometric analyses 

exposed clear differences in the immune response to CVB4 across the three 
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examined mouse strains, which may have important implications for T1D 

pathogenesis. With respect to innate immunity, the extensive macrophage 

infiltration of the pancreas observed across all strains by day 7 pi (Fig. 2.12A), 

suggests that this population is critical for controlling viral replication and 

monitoring tissue damage, but also opens up the possibility of macrophage-

mediated viral spread and/or tissue damage. In line with the latter, NOD mice 

displayed significantly increased macrophage frequencies at this time point, 

which was paralleled by more severe pancreatitis (Fig. 2.6). Similarly, other 

studies have linked the severity of inflammation to the degree of macrophage 

influx post infection (Fairweather et al., 2006; Fairweather et al., 2003). 

Therefore, while early protection from CVB4 appears to be macrophage-

mediated, their contribution towards chronic inflammation and autoimmunity in 

the context of picornavirus infections should be further addressed.  

 

Examination of immunodeficient B6.RAG1 and NOD.SCID mice further 

emphasized the essential role of the adaptive immunity to CVB4 infection. 

Despite similar viral clearance as their immunocompetent counterparts, both 

B6.RAG1 and NOD.SCID showed 100% mortality by day 21 pi, clearly 

illustrating the requirement of functional B and T cells for the survival of CVB4-

infected mice. While others have reported similar mortality rates in SCID mice 

on a Balb/c background (Nonoyama et al., 1993; Ramsingh et al., 1999), the 

findings presented in this study are in strong disagreement to those of 

Precechtelova et al., who found 100% survival of NOD.SCID mice at this time 

point despite slightly increased viral titre (Precechtelova et al., 2015). This 

disagreement might be related to differences in mouse gender, age of infection 
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and/or strain-dependent ‘leakiness’ (Nonoyama et al., 1993) - resulting in 

different proportions of mature lymphocytes. 

Adaptive immune responses to many noncytopathic viruses are often 

dominated by cytotoxic T lymphocytes that recognize infected cells and 

prevent further viral shedding. By contrast, adaptive responses to cytopathic 

viruses like coxsackievirus have been reported to rather rely on neutralizing 

antibodies that bind to infectious virions within extracellular spaces (Kagi and 

Hengartner, 1996). The current study supports the notion that cytotoxic CD8+ 

T cells play a subordinate role in the adaptive immunity to CVB4, that is in B6, 

SJL and NOD mice. However, this supposition requires further verification by 

functional assays. Adaptive responses in all analysed strains involved both the 

cellular and humoral arm, but demonstrated a clear CD4+ Th1 phenotype with 

predominant production of IgG2a antibodies (Fig. 2.13 and 2.15). Furthermore, 

CVB4 infection in T1D-susceptible mice resulted in either early (SJL) or late 

(NOD) TFH responses, accompanied by the presence of GC-like B cells (Fig. 

2.15).  

 

By three weeks post infection, T1D-resistant B6 mice showed significantly 

reduced frequencies of activated CD4+ T cells and of class-switched IgG2a 

GC-like cells, and had almost completely abrogated the TFH response. SJL 

mice, which showed a strong Th1 phenotype early after infection, displayed 

moderate inflammation by day 21 pi, which may reflect that only a certain 

proportion of these mice develops chronic inflammation to CVB4. Strikingly, 

inflammation in NOD mice was characterized by significantly higher 

proportions of activated CD4+ T cells, TFH cells and GC-like B cells of the 
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IgG2a isotype. Ongoing Th1 and TFH responses have been shown to promote 

the generation of autoimmune T and B cells respectively, both of which are 

important pathogenic elements in human and mouse T1D (Ishigame et al., 

2013; Ludewig et al., 1998; Okazaki et al., 2000; Wilson et al., 1998). For 

instance, blockade of the Th1 signature cytokine IFN-γ is sufficient in 

preventing T1D in NOD mice (Campbell et al., 1991; Debray-Sachs et al., 

1991). Also, T1D patients display increased IFN-γ responses to stimulation 

with islet autoantigens compared to healthy subjects (Petrich de Marquesini et 

al., 2010; Sarikonda et al., 2014). By contrast, the potential involvement of TFH 

cells in T1D development has only recently been appreciated. Memory 

phenotype T cells of T1D patients have been reported to display a strong TFH 

signature (Kenefeck et al., 2015; Xu et al., 2013) and increased numbers of 

TFH cells have been found in T1D patients. Accordingly, TLS detected within 

the exocrine pancreas of SJL and NOD mice are likely to contribute to chronic 

inflammation and autoimmunity by producing highly activated and 

differentiated B lymphocytes of the IgG2 phenotype. 

 

In summary, this chapter represents a comparative study of CVB4 infection in 

different mouse strains and defines pathogenic factors that are associated with 

disease outcome. We found that T1D-propensity was not related to differences 

in CVB4 replication within the target organ. However, independent of the 

genetic background, T1D-prone mice displayed prolonged pancreatic 

inflammation after viral clearance, thereby supporting the notion that 

exaggerated immune responses to virus are indicative of an increased T1D 

risk. Furthermore, inflammation in T1D-susceptible SJL and NOD mice was 
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characterized by an accumulation of Tfh and GC-like B cells that were 

organized within tertiary lymphoid structures. In line with clinical observations, 

these findings suggest a crucial role of Th cell populations and autoantibodies 

in T1D development and may facilitate the advancement of improved 

therapeutics. 
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3. REGULATION OF IMMUNE RESPONSE GENES IN 

PANCREATIC BETA CELLS DURING AUTOIMMUNE AND 

VIRUS-INDUCED INFLAMMATION  

 
 

3.1 INTRODUCTION 

One of the most intriguing enigmas surrounding virus-induced T1D is the 

targeted autoimmune assault on pancreatic beta cells that leaves neighbouring 

alpha and delta cells intact (Dotta et al., 2007; Richardson et al., 2009). Due to 

their multitude of metabolic functions, beta cells rank among the most 

specialized cell types found within the human body. However, their capacity to 

initiate autonomous immune responses to viral infections has long been 

underestimated. The increased levels of type I interferons and other 

proinflammatory cytokines detected within virus-infected pancreatic islets have 

predominantly been accredited to immune cell infiltrates, while beta cells have 

been regarded as innocent bystanders. With the development of next 

generation sequencing technologies and the subsequent analysis of islet 

and/or beta cell transcriptomes, it became evident that beta cells not only 

express the required tools to sense viral RNA in the cytoplasm (i.e. RIG-I and 

MDA5), but they also produce an array of antiviral factors upon infection with 

pancreatrophic viruses (Aida et al., 2011; Ferreira et al., 2014; Marroqui et al., 

2015). Generally, all cells alter their gene expression upon virus infection. This 

change in gene expression and protein translation is thought to focus the cells’ 

energy on cell defence and survival. In this regard, energy consuming 

functions, such as insulin production, can be switched off during virus infection 
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(Eizirik et al., 2012; Shimizu et al., 1980) and thus, the beta cell must have cell 

intrinsic defences that reduce the duration of infection. However, such virus 

defensive programs must be regulated as they can have damaging effects on 

the cell itself as well as on the surrounding tissue. As a result of unbalanced 

antiviral responses, beta cells might directly contribute to ongoing inflammation 

in the pancreas and could thereby propagate their own autoimmune 

destruction. Since this could have important implications for disease pathology 

and therapeutic intervention, it is crucial to gain a better understanding of beta 

cell intrinsic gene signatures and functional processes following viral infection 

in vivo. However, the heterogeneous architecture of the pancreas combined 

with the lack of reliable antibodies to clearly distinguish between individual cell 

populations has considerably impeded beta cell research.  

This chapter defines a robust strategy for the isolation of pure beta cell 

populations that enables the extraction of sufficient amounts of high-quality 

RNA suitable for next-generation sequencing experiments. Implementation of 

this methodology enabled in-depth gene expression profiling studies in 

pancreatic beta cells obtained from T1D-resistant and T1D-prone mice 

following CVB4-infection, and to compare these signatures to those obtained 

from autoimmune NOD mice. Furthermore, analyses of the coding and non-

coding regions facilitated the generation of an atlas of the endogenous 

retrovirus (ERV) beta cell transcriptome during both virus infection and sterile-

autoimmune inflammation. This unique inside-outside analysis of virus 

infection has provided insights into past interactions between our ancestors 

and viruses as well as an offered an intriguing explanation for selection and 

retainment of ERVs in the mammalian genome. 
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3.2 RESULTS 

3.2.1 Optimization of beta cell purification and subsequent 

extraction of high-quality RNA 

The characterization of beta cell specific gene expression patterns in 

physiological and pathological conditions requires the isolation of pure beta 

cells. Although islet cell types can be distinguished via flow cytometry by 

intracellular staining of their respective hormones, this technique requires 

chemical fixation and permeabilization of cells, thus impeding downstream 

extraction of high quality RNA for transcriptome analysis. While the usage of 

transgenic mouse models expressing a reporter gene under the insulin 

promoter overcomes this issue, this kind of genetic manipulation is likely to 

impact the expression of other gene transcripts and is therefore unsuitable for 

the present study.  

In order to obtain pure beta cell populations, different strategies were 

assessed based on fluorescence-activated cell sorting (FACS). One of the 

most common methods of beta cell purification is based on the high content of 

endogenous flavins found within beta cells, mainly flavin adenine dinucleotide 

(FAD), which results in increased levels of autofluorescence compared to other 

pancreatic cell types (Van de Winkle et al., 1982; Vandewinkel and Pipeleers, 

1983). However, the FAD content strongly depends on the metabolic state of 

the tissue and may thus vary across experimental conditions, thereby 

compromising the consistency of purification results (Smelt et al., 2008). 

Alternatively, beta cells could be separated by making use of reliable surface 

markers. Studies on the pancreatic beta cell surface proteome have identified 
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a limited number of unique surface markers that are constitutively expressed 

on pancreatic beta cells independent of developmental stage and metabolic 

condition, and that are therefore suitable to discriminate beta cell from non-

beta cell populations. Two promising candidates are the transmembrane 

protein 27 (Tmem27), which is exclusively expressed on the surface of 

pancreatic beta cells and in kidney ducts (Akpinar et al., 2005; Fukui et al., 

2005; Hald et al., 2012; Zhang et al., 2001), and glucose transporter Glut2 

(Glut1 in humans), which is constitutively expressed by murine beta cells 

within their lateral microvilli (Orci et al., 1989; Pang et al., 1994). In addition to 

Tmem27 and Glut2, the zinc-sensitive fluorescent probe Newport Green was 

included in the analysis. Newport Green staining takes advantage of the high 

concentrations of intracellular zinc stored within the insulin crystals of 

pancreatic beta cells and exhibits peak excitation and emission wavelengths of 

485 and 530 nm, respectively (Lukowiak et al., 2001).  

 

Prior to FACS-based separation, pancreatic islets were isolated and 

subsequently dissociated into single cell suspensions using well-established 

methodologies (see section 6.19). Subsequently, cells were incubated with 

antibodies against Tmem27 or Glut2, or resuspended in PBS containing 

Newport Green. In order to eliminate hematopoietic cells (from possible blood 

contamination or from virus-induced islet infiltration), endothelial cells and 

dead cells from the analysis, samples were further stained for CD45.2, Pecam-

1 and DAPI (4',6-diamidino-2-phenylindole), respectively. Cells were then 

filtered through a 70 µM strainer and subjected to FACS-based cell sorting (BD 

FACSAria III cell sorter). The forward and side scatter plot was used to identify 
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cells (gate P1 Fig. 3.1, top left panel) and to exclude debris. This gate was 

copied to a subsequent plot to select single cells (gate P2) based on forward 

scatter height and area (Fig. 3.1, second panel from top). Subsequently, it was 

gated on live cells (gate P3, DAPI-) and both hematopoietic cells (CD45.2+) 

and endothelial cells (Pecam-1+) were excluded. Finally, cells positive for 

Newport Green (Fig. 3.1 bottom left panel), Glut2 (Fig. 3.1, second panel from 

bottom) or TMEM27 (Fig. 3.1, third panel from bottom), or cells with high 

autofluorescence upon excitation with the 488 nm laser and the 633 nm laser 

(Fig. 3.1, bottom right panel), were sorted into collection tubes. In order to 

maximize sorting efficiency, samples were acquired at low event rates (5000 

events/s) and low concentrations (106 cells/ml). 

 

 

 

	
  
Figure 3.1. Fluorescence activated cell sorting (FACS) strategy of pancreatic beta cells 
Pancreatic islets isolated from 9- to 10-week old female B6 mice were dispersed and analysed 
by flow cytometry. Representative plots illustrate the gating strategy. FSC, forward scatter; 
SSC, side scatter; Glut2, glucose transporter Glut2; Tmem27, transmembrane protein 27; 
DAPI, 4',6-diamidino-2-phenylindole. 
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To assess the beta cell purity for each sorting strategy, RNA was extracted 

from each sample and subjected to quantitative real-time PCR. Each sample 

was tested for the presence of pancreatic beta cells (insulin), exocrine tissue 

(amylase), endothelial tissue (Pecam), alpha cells (glucagon), delta cells 

(somatostatin) and major immune cell subsets (CD19 as a marker for B cells, 

CD3 as a marker for T cells). Furthermore, the pancreatic beta cell line (MIN6) 

was included in the analysis as internal control.  

Importantly, gene expression levels of B cell (CD19) and T cell (CD3) markers 

were below the cut-off of reliable detection for all sorting strategies (Fig. 3.2), 

thus showing that CD45.2 based exclusion of these immune subsets was 

highly effective. As expected, MIN6 cells displayed high expression levels of 

insulin (Fig. 3.2), while non-beta cell transcripts were found to be absent. By 

contrast, Glut2- and Tmem27-based cell sorting not only resulted in poor yields 

(Fig. 3.1), but was also contaminated with glucagon-expressing pancreatic 

alpha cells (Fig. 3.2). This was particularly evident after Glut2-based sorting. 

Moreover, the absolute amount of insulin gene expression was relatively low 

for both antibody-based strategies (Fig. 3.2). By contrast, Newport Green- as 

well as autofluorescence-based strategies displayed a strong beta cell 

enrichment profile (insulin positive) (Fig. 3.2). However, autofluorescence-

based strategies showed higher contamination with glucagon-expressing (high 

AF), amylase-expressing (high AF) and somatostatin-expressing (low AF) cells 

(Fig. 3.2). Samples sorted using Newport Green had lower levels of these 

contaminants, in particular of amylase-expressing exocrine cells (Fig. 3.2), 

which was previously reported to be the most common contaminant of beta 

cell isolates (Fotiadis et al., 2005; Morton et al., 2007; Nielsen et al., 1979). 
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Based on these results, Newport Green was selected as the optimal strategy 

for the isolation of highly pure pancreatic beta cells.   

 
 
 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2. Validation of gene expression profiles of different beta cell gating strategies  
FACS-sorted cells were analysed by quantitative real-time PCR. Gene expression levels of 
selected genes are presented relative to housekeeping gene Rpl19. AF, autofluorescence; 
Glut2, glucose transporter Glut2; Tmem27, transmembrane protein 27; Glu, glucagon; Sst, 
somatostatin; CD19, B-lymphocyte antigen; CD3, cluster of differentiation 3; Rpl19, ribosomal 
protein L19. 
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3.2.2 Beta cell specific transcriptome signatures following virus 

infection and autoimmunity 

 

The causal relationship between viral infections and T1D is yet to be 

established. In view of that, it is critical to determine to what extent pancreatic 

beta cells actively direct local immune responses to virus. This will provide 

important clues regarding their contribution to chronic inflammation and 

autoimmunity in the pancreas. To address this question, the previously 

established Newport Green-based sorting strategy (see section 3.2.1) was 

utilized for the isolation of pancreatic beta cells from non-infected C57BL/6 

(B6), SJL/JArc (SJL), NOD/ShiltJAusb (NOD) and NOD.SCID mice, as well as 

from CVB4-infected B6 and SJL mice (day 4 post infection). As shown in 

Chapter 2, mouse strains were chosen based upon their propensity to develop 

chronic inflammation following CVB4 infection (SJL), resistance to CVB4-

induced chronic inflammation and propensity to develop spontaneous (sterile) 

autoimmune islet inflammation and T1D (NOD mice). All mice were female and 

8-12 weeks-of-age at the time of tissue processing. This age represents a pre-

clinical stage of diabetes in the NOD cohort. RNA sequencing (RNA-seq) was 

performed and the response of pancreatic beta cells to inflammation from 

CVB4 infection (i.e. CVB4-infected versus non-infected B6 and SJL mice) and 

from spontaneous autoimmunity (i.e. NOD versus NOD.SCID mice) analysed. 

Due to the difficulty of obtaining adequate amounts of RNA from highly purified 

beta cells, RNA-seq analyses was performed from 18-25 pooled mice per 

group. Principal component analysis (PCA) of the data demonstrated CVB4-

infection as the major source of variation in gene expression levels amongst all 
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samples (Fig. 3.3A). Furthermore, it also highlighted the dissimilarity between 

immunodeficient NOD.SCID and immunocompetent NOD mice (Fig. 3.3A). 

Importantly, the majority of variation between datasets was accounted for by 

the first principal component (component 1, Fig. 3.3B), further emphasizing the 

clustering of T1D-prone (SJL, NOD) versus T1D-resistant (B6, NOD.SCID) 

mouse strains. Statistical analysis of differentially expressed (DE) genes 

identified 148 overlapping transcripts that were significantly induced after 

CVB4 infection (B6.CVB4 vs. B6, SJL.CVB4 vs. SJL) and in spontaneous 

autoimmunity (NOD vs. NOD.SCID) Fig. 3.4A). In addition, the total number of 

genes significantly activated during CVB4 infection (411 genes in SJL, 320 

genes in B6) was considerably higher than those in the autoimmune model 

(223 in NOD). Notably, the level of gene induction was higher in T1D-prone 

SJL mice compared to T1D-resistant B6, as shown by the top 50 most up-

regulated genes (Fig. 3.4B) 
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Fig. 3.3. Principal component analysis of log normalized FPKM values 
 (A) Principal-component analysis of RNA-seq transcripts from pancreatic beta cells isolated 
from uninfected B6 (B6), SJL (SJL), NOD (NOD) and NOD.SCID (NOD.SCID) mice, and from 
CVB4-infected B6 (B6 inf) and SJL (SJL inf) mice. (B) Variances of components 1 and 2 
account for most of the variation in the data set. Individual datasets are derived from cells 
pooled from 18-25 mice. Comp., component. 
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Figure 3.4. Commonly induced genes upon CVB4 infection and spontaneous 
autoimmunity 
(A) Venn diagram illustrating the number of common and unique up-regulated transcripts in 
pancreatic beta cells in response to CVB4 infection (B6, SJL) and/or spontaneous 
autoimmunity (NOD vs. NOD.SCID) (≥log2-fold change in expression, FDR < 0.05). (B) 
Heatmap of the log10 counts (normalized) of the top 50 genes that are commonly up-regulated 
in response to both CVB4 infection and spontaneous autoimmunity (NOD vs. NOD.SCID)  
(FDR < 0.05). FDR, false-discovery rate. 
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The top-ranking genes commonly induced upon CVB4 infection and 

spontaneous autoimmunity comprised type I IFN-inducible genes (Ccl7, Slfn1, 

Gbp11, Gbp6), IFN gamma-inducible genes (Ifi205, Ccl12, B2m), and genes 

involved in acute-phase responses (Saa3, Fga) (Fig. 3.4B). GSEA (Gene set 

enrichment analysis) based gene ontology analysis of commonly DE genes 

(Subramanian et al., 2005) indicated a clear enrichment of immune response 

processes (Fig. 3.5).   

	
  

	
  
Figure 3.5. Gene ontology (GO) representation of top 10 ranking categories  
Based on their p-value, listed are the top 10 most significant GO categories (subcategory 
biological function) that are commonly induced in response to both CVB4 infection and 
spontaneous autoimmunity. p, p-value. Gene ontology performed using GSEA (Gene Set 
Enrichment Analysis), http://www.broad.mit.edu/gsea/. 
 

KEGG (Kyoto Encyclopedia of Genes and Genomes) pathway enrichment 

analysis (Kanehisa and Goto, 2000; Kanehisa et al., 2016) further illustrated 

the activation of pathways related to innate immune responses (Fig. 3.6A), 

such as phagosome (ID: mmu04145), toll-like receptor signalling (ID: 

mmu04620) and natural killer cell mediated cytotoxicity (ID: mmu04650). 

Interestingly, KEGG analysis also revealed enrichment of genes involved in 

autoimmune disorders, including systemic lupus erythematosus (SLE, ID: 

mmu05322), type I diabetes mellitus (ID: mmu04940) and rheumatoid arthritis 
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(ID: mmu05323). Activation of these pathways was predominantly attributed to 

induction of antigen processing genes (e.g. CD40, CD86, H2-D1, H2-DMa), 

complement cascade genes (e.g. C1q, C2, C3), histone genes (SLE only) 

and/or proinflammatory cytokines and chemokines (Il1b, Il6, Il15, Ccl2, Ccl3, 

Ccl5, TNFa). Remarkably, analysis of overlapping gene expression between 

pre-diabetic NOD mice and CVB4-infected mice revealed a significant 

enrichment of the following viral response pathways: herpes simplex virus (ID: 

mmu05168), measles (ID: mmu05162) and viral myocarditis (ID: mmu05416). 

Indeed, despite the absence of an exogenous virus infection, pre-diabetic NOD 

mice showed significant induction of anti-viral gene transcripts, including 

robust induction of Ifna2 (interferon alpha 2), Ifi44 (interferon-induced protein 

44), Mx1 (interferon-induced GTP-binding protein) and Oas1 (2'-5'-

oligoadenylate synthetase 1) (Fig. 3.6). Moreover, given that CVB4 (like all 

picornaviruses) does not undergo a DNA stage (Holland et al., 1982), the 

enrichment of genes involved in cytosolic DNA sensing (ID: mmu04623, Fig. 

3.6A) is somewhat surprising and suggests the presence of DNA templates 

unrelated to CVB4, possibly from self-DNA released during virus-induced 

tissue damage. 

 

While the majority of significantly altered pathways were activated (n=108), 

only four were found to be significantly suppressed) (Fig. 3.6B). Down-

regulated pathways were related to anabolic metabolic processes, such as 

biosynthesis of amino acids (ID: 01230), or insulin secretion (ID: 04911). 
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Figure 3.6. Significantly changed KEGG pathways indicate antiviral immune responses  
KEGG pathways that are significantly up-regulated (A) and down-regulated (B) in response to 
both CVB4 infection and spontaneous autoimmunity are ranked based on their p-value. Only 
pathways with a minimum of 30 annotated genes were included in the analysis. (C) Log2 fold 
changes of virus response genes are presented relative to mock-infected mice (B6, SJL) and 
to NOD.SCID, respectively. p, p-value. 
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Individual ranking of the top differentially expressed genes activated upon 

CVB4 infection mostly reflected type I IFN signalling (e.g. Slfn1, Slfn4, Phf11b, 

Isg15, Ifit2) and acute phase responses (e.g. Fga, Fgg) for both B6 and SJL 

mice (Table 3.1). Similarly, top up-regulated genes in pre-diabetic NOD mice 

also highlighted the activation of type I IFN (e.g. Cxcl9, Gbp2b, Gbp11) and 

type II IFN associated genes (e.g. Gm4841 (Ifgga3), F830016B08Rik (Ifgga4) 

(Table 3.2). Taken together, the high abundance of IFN-related transcripts 

found both in CVB4-induced and autoimmune inflammation suggests a 

potential link between viral infections and exaggerated inflammation of the 

target tissue leading to autoimmunity. 

 

Table 3.1. The top 10 most differentially expressed genes in response to CVB4 

Gene ID Gene name Log2 FC FDR 

B6 CVB4 vs. B6    
Slfn4 schlafen  4 10.1 9.6E-16 
Slfn1 schlafen  1 9.7 2.2E-07 
Serpina3n serpin peptidase inhibitor A3n 9.2 1.2E-13 
Fga fibrinogen alpha 9.1 1.8E-07 
Saa3 serum amyloid A 3 8.7 1.3E-11 
Irg1 immunoresponsive 1 homolog 8.7 1.2E-08 
Fgg fibrinogen gamma  8.6 1.6E-11 
Isg15 interferon-stimulated gene 15 8.6 7.7E-10 
Ccl12 chemokine (C-C motif) ligand 12 8.5 1.3E-05 
Ccl7 chemokine (C-C motif) ligand 7 8.5 1.7E-10 

SJL CVB4 vs. SJL    
Slfn4 schlafen  4 10.9 1.3E-15 
Lipg lipase, endothelial 10.8 1.4E-10 
Fga fibrinogen alpha 10.5 4.0E-09 
Phf11b PHD finger protein 11B 

 
10.3 4.5E-09 

Fgg fibrinogen gamma  10.1 9.0E-13 
Slfn1 schlafen  1 9.5 1.3E-06 
Ly6c2 lymphocyte antigen 6 complex, locus C2 9.5 8.0E-14 
Ifit2 IFN-induced TPR 2 9.3 1.3E-15 
Oasl1 2'-5' oligoadenylate synthetase-like 1 9.0 2.0E-09 
Serpina3n serpin peptidase inhibitor A3n 9.0 1.4E-13 
FC, fold change; FDR, false-discovery rate. 
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Table 3.2. The top 10 most differentially expressed genes between NOD and NOD.SCID  

Gene ID Gene name Log2 FC FDR 

Gm4841 Interferon-gamma-inducible GTPase Ifgga3 protein 9.8 3.3E-08 
Cxcl10 chemokine (C-X-C motif) ligand 10 9.7 6.7E-12 
Cxcl9 chemokine (C-X-C motif) ligand 9 9.7 1.0E-10 
F830016B08Rik Interferon-gamma-inducible GTPase Ifgga4 protein 9.3 3.6E-08 
Gbp2b guanylate binding protein 2b 8.7 9.5E-07 
Tgtp1 T cell specific GTPase 1 8.5 8.1E-15 
Chil1 chitinase 3 like 1 8.4 3.2E-06 
Ligp1 interferon inducible GTPase 1 8.3 3.8E-15 
H2-M2 histocompatibility 2, M region locus 2 8.3 5.3E-05 
Gbp11 guanylate binding protein 11 8.0 6.1E-07 
FC, fold change; FDR, false-discovery rate. 

 

 

Given that RNA-seq analyses had to be performed with primary beta cells that 

had been pooled from 15-20 mice per group, it was essential to perform 

quantitative real-time PCR (qRT-PCR) validation on pancreatic islet samples 

from individual mice. Therefore, to verify the role of type I interferons and type I 

IFN-inducible genes in response to CVB4 infection, qRT-PCR of selected 

genes (fold change > 3) was performed. As insufficient RNA remained from 

RNA-seq samples, additional RNA was obtained from total pancreas samples 

of CVB4-infected and uninfected B6 mice (n = 3 each). As depicted in Fig. 3.7, 

gene expression levels of H2-K1 (histocompatibility 2, K1), Eif2ak2 (eukaryotic 

translation initiation factor 2 Alpha Kinase 2), Ifna2 (Interferon alpha 2), Ifnb1 

(interferon beta 1), Il6 (interleukin 6) and Irf7 (interferon regulatory factor 7) 

were within 4-fold of RNA-seq values, indicating a robust correlation between 

both techniques. 
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Figure 3.7. Quantitative RT-PCR validation of selected CVB4 response genes  
Differential expression of selected CVB4 response genes was validated by qRT-PCR in total 
pancreas samples from B6 mice (n = 3). Samples were normalized to the housekeeping gene 
Rpl19. Fold changes are presented relative to mock-infected samples as average ± SD of 
three biological replicates. Results of qRT-PCR were within 4-fold of RNA-seq expression 
levels. Rpl19, ribosomal protein L19. 
 
 
 
 
 
 
 

3.2.3 Expression of endogenous retroviruses in response to 

virus-induced and autoimmune and inflammation 

 
Endogenous retroviral (ERV) elements comprise about 8-10% of mammalian 

genomes and have significantly shaped co-evolution between host and 

exogenous viral infections (Amariglio and Rechavi, 1993; Baltimore, 1985; 

McClintock, 1984; Temin, 1985). Through recognition by cytosolic PRRs, RNA 

and cDNA elements of endogenous retroviral origin have been reported to 

provoke innate immune responses that precipitate a general antiviral state 

(Jacob et al., 2002; Stetson et al., 2008). With the exception of germ cells, the 

placenta and pre-implantation embryos, the majority of endogenous retroviral 

genes in adult tissues are transcriptionally silenced through DNA methylation 
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and cellular restriction factors (Lerner et al., 1976; Seifarth et al., 2005). 

However, epigenetic and cellular dysregulation may result in re-activation of 

ERV elements in somatic cells (Maksakova et al., 2008; Rowe and Trono, 

2011), and has been reported in the context of cancer (Chiappinelli et al., 

2015; Roulois et al., 2015) and autoimmunity (Gray et al., 2015; Lee-Kirsch et 

al., 2007b; Namjou et al., 2011; Rice et al., 2012). 

The previous section of this dissertation illustrated an elevated expression of 

viral recognition and anti-viral immune response genes in uninfected NOD 

mice (Fig. 3.6). Furthermore, this T1D-susceptible mouse strain displayed 

activation of the cytosolic DNA sensing pathway in the absence of an 

exogenous virus (Fig. 3.6), suggesting an accumulation of endogenous DNA. 

In addition, several cytosolic nucleic acid sensors, including Mb21d1 (cyclic 

GMP-AMP synthase, also cGas), Ddx58 (DEXD/H-Box Helicase 58, also RIG-

I), Aim2 (absent in melanoma 2) and Zbp1 (DNA-dependent activator of IFN-

regulatory factors) were significantly induced in uninfected NOD mice and in 

CVB4-infected B6 and SJL mice (Fig. 3.8A and B). As illustrated in a detailed 

map of the cytosolic DNA sensing pathway (Fig. 3.8A), molecular targets 

downstream of the receptors listed above were similarly activated (highlighted 

in red) and are likely to contribute to the previously identified type I interferon 

signature (section 3.2.2). Notably, increased expression of classic RNA 

sensors such as Ddx58, Dhx58 or Ifih1 in uninfected NOD mice might reflect 

augmented levels of endogenous DNA, such as DNA from retroviral elements 

or damaged tissues, as these receptors have also been reported to respond to 

DNA ligands (Ablasser et al., 2009; Chiu et al., 2009; Choi et al., 2009). In 

addition to transcriptional silencing of endogenous retroelements, cell-intrinsic 
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checkpoints are in place to limit the exposure of the host immune system to 

self-nucleic acids including ERV elements and cellular debris. In particular, 

endogenous and exogenous retroviral DNA is digested by TREX1 (3-prime 

repair exonuclease 1), the most abundant cytoplasmic exonuclease (Gray et 

al., 2015; Hoss et al., 1999; Lindahl et al., 1969; Yang et al., 2007), and by the 

ribonuclease function of the triphosphohydrolase SAMHD1 (SAM domain and 

HD domain-containing protein 1) (Crow et al., 2006; Laguette et al., 2011; 

Powell et al., 2011). As SAMHD1 binds to both RNA and DNA templates, 

induction of this gene in response to CVB4, a ssRNA virus, was less surprising 

(Fig. 3.8A and B). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER 3 121 
 

	
  

 
 

 
 

 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 

 
 
 
 
 
 

 
 
 

 
 
Figure 3.8. Activation of nucleic acid sensing pathways in uninfected NOD mice 
(A) Illustration of the cytosolic DNA sensing pathway, adapted from the mmu04623 KEGG 
database. Genes that are significantly (p < 0.05) up-regulated in response to both CVB4 
infection (B6, SJL) and spontaneous autoimmunity (NOD) are highlighted in red. Pathway map 
was generated using PathVisio (Kutmon et al., 2015). (B) Log10 fold inductions of indicated 
genes in response CVB4 infection and spontaneous autoimmunity are presented relative to 
mock-infected samples (B6, SJL) and to NOD.SCID, respectively. p, p-value. 
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The induction of Trex1, which specifically excises DNA substrates, was 

somewhat unexpected and is likely to reflect the accumulation of DNA 

templates. Other cellular restriction factors known to suppress replication and 

reverse transcription of endogenous and exogenous retroelements are 

Apobec3 (apolipoprotein B mRNA editing enzyme, catalytic polypeptide 3), 

Trim5α (tripartite motif containing 5) and Hmgb2 (high mobility group box 2) 

(Chiu and Greene, 2008; Esnault et al., 2005; Esnault et al., 2006; 

Hatziioannou et al., 2004; Ueda et al., 2002; Yap et al., 2004), all of which 

showed increased expression levels in CVB4-induced as well as in 

autoimmune inflammation (Fig. 3.8B). Taken together, the analyses of immune 

response genes identified a resonance in the upregulation of nucleic acid 

sensing pathways in both CVB4 infected islets and islets that were exposed to 

autoimmune inflammation. The reason for this commonality remains unknown, 

but likely reflects increased responses to self-nucleic acids during 

inflammation. The source of the nucleic acids may be from apoptotic or 

necrotic islet beta cells or acinar tissue, or may be due to the vastly increased 

transcription of certain genes that occurs during cellular stress. The type of 

nucleic acid recognised under inflammatory conditions includes mutated DNA, 

oxidised DNA or endogenous retroelements (Engelhorn et al., 2006; Gehrke et 

al., 2013; Stetson et al., 2008). Given the reports of accumulation of ERVS in 

Trex-1-/- mice leading to type-1 IFN production and subsequent cell intrinsic 

autoimmunity (Morita et al., 2004), it was hypothesised that increased 

production of endogenous retroviral transcripts may lead to the triggering of 

inflammation due to innate sensing of nucleic acid. Such a mechanism could 
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explain the chronic islet inflammation observed in genetically prone mice (and 

humans) following infection with pancreatrophic virus and would provide a 

bridge between virus induced inflammation and that observed in spontaneous 

autoimmunity. Therefore, the genome-wide transcriptional activity of ERVS in 

CVB4-infected and autoimmune-inflamed beta cells was analysed. 

 

To identify ERV families and/or single ERV that are transcriptionally activated 

in response to CVB4 infection and/or in prediabetic NOD mice in pancreatic 

beta cells, differential expression analysis of retroviral reads mapping to the 

genomic Repbase repository was performed (Bao et al., 2015; Jurka, 1998). In 

line with their predominant presence within the mouse genome, the two oldest 

ERV subfamilies, ERVL-MaLR (mammalian apparent LTR retrotransposons) 

and ERVK (Endogenous Retrovirus Group K) showed the highest transcription 

frequency in both uninfected and CVB4-infected samples (Fig. 3.9A). Overall, 

the relative counts of ERV transcripts were significantly higher in NOD.SCID 

mice compared to pre-diabetic NOD mice (Fig. 3.9B). By contrast, CVB4 

infection was associated with a significantly higher abundance of ERV 

transcripts (Fig. 3.9C). Similarly, the majority of differentially expressed 

individual ERV were re-activated (up-regulated), rather than suppressed, as 

illustrated by volcano plot analysis (Fig. 3.9D).  
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Figure 3.9. Differential expression of endogenous retroviruses 
(A) Heatmap representation of ERV subfamilies presented as normalized counts. (B) Log10 
counts of individual ERV subfamilies comparing NOD.SCID and NOD samples or (C) mock- 
and CVB4-infected B6 and SJL samples (combined); **p < 0.01. (D) Volcano plot 
representation of differentially expressed ERV in response to both CVB4 infection and 
spontaneous autoimmunity. Each square represents are statistically tested ERV member. Log2 
fold changes are presented relative to mock-infected samples (B6, SJL) and to NOD.SCID, 
respectively. (E) Heatmap representation and hierarchical clustering of ERV members that are 
significantly changed (adjusted p < 0.05) in response to CVB4 (B6, SJL) and/or autoimmunity 
(NOD). ERV significantly increased in response to CVB4 (relative to uninfected) and in NOD 
mice (relative to NOD.SCID) are highlighted in red. Data are presented as normalized counts. 
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(F) Differential expression of selected endogenous retroviruses was validated by qRT-PCR in 
total pancreas samples from mock- and CVB4-infected B6 mice (n = 3). Samples were 
normalized to the housekeeping gene Rpl19. Fold changes are presented relative to mock-
infected samples as average ± SD. Results of qRT-PCR were within 2-fold of RNA-seq 
expression levels. p, p-value, Rpl19, ribosomal protein L19. 
 
 
 
Again, activation of individual ERV was predominantly observed after CVB4 

infection of B6 (red) or in SJL mice (yellow), whereas pre-insulitis in NOD mice 

(blue) appeared to have little impact on ERV expression at this stage (Fig. 

3.9D). The heatmap representation of all significantly changed ERV (adjusted 

p-value < 0.05), either due to CVB4-induced inflammation in B6 or SJL, and/or 

during autoimmune inflammation (NOD), shows an over-representation of 

members of the ERVK subfamily, e.g. IAPEY3-int or ERVB2_1-I_MM-int (Fig. 

3.9E). Notably, RLTR45-int, also a member of the ERVK subfamily, was the 

only ERV significantly induced in response to both CVB4-induced and 

autoimmune inflammation (Fig. 3.9E).  

Transcriptional activation of retroviral elements was validated by quantitative 

real-time PCR (qRT-PCR) of selected differentially expressed and unchanged 

ERV across different subfamilies. As for validation of coding genes, RNA was 

obtained from pancreas samples of CVB4-infected and uninfected B6 mice. As 

shown in Fig. 3.9F, expression levels of ERVK members (ERVB7_1-I_MM, 

ETnERV2-int, IAPEz-int), ERVL (MERVL-int) and ERVL-MaLR (MTA_Mm) 

were within 2-fold of RNA-seq values, demonstrating a robust correlation 

between both techniques and indicating reliable detection of low-abundance 

retroviral transcripts by RNA-sequencing. 
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Transcriptional regulation of ERV elements in somatic cells is likely mediated 

in a tissue specific manner and hence may contribute to a tissue-intrinsic risk 

of immune responses to self. It was therefore examined whether CVB4-

induced (re-)activation of ERV elements is specific to pancreatic beta cells and 

whether there is a direct relation between ERV transcription and CVB4 titres. 

Furthermore, to determine whether infection with an exogenous virus 

differentially affects ERV transcription levels in T1D-susceptible compared to 

T1D-resistant mice, CVB4-infected NOD mice were included in this 

experiment. 

On day 4 post CVB4 infection, selected retroelements were highly induced in 

the pancreata of B6, SJL and NOD mice (Fig. 3.10A, left panel), and to a lower 

extent in their livers (Fig. 3.10, left panel). In addition, moderate ERV activation 

was found in the thymus of B6, but not of SJL or NOD mice (Fig. 3.10D, left 

panel). Notably, despite ongoing CVB4 replication in the spleen (see section 

3.2.1), splenic ERV expression levels remained unchanged (Fig. 3.10C, left 

panel), suggesting that ERV transcription in this organ might be controlled by 

different regulatory mechanisms. On day 28 post-infection, frequencies of ERV 

transcripts in the pancreas remained high above control levels in T1D-

susceptible SJL and NOD mice, while T1D-resistant B6 mice displayed 

activation patterns similar to uninfected controls (Fig. 3.10A, right panel). 

Importantly, differences in ERV RNA levels in other analysed tissues, including 

liver (Fig. 3.10B, right panel), spleen (Fig. 3.10C, right panel) and thymus (Fig. 

3.10D, right panel), were not significantly different at this time point.  
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Figure 3.10. Differential tissue expression of ERV transcripts in response to CVB4 
infection 
Selected endogenous retroviruses were measured by qRT-PCR in pancreas (A, n = 5), liver 
(B, n = 1), spleen (C, n = 1) and thymus (D, n = 1) on day 4 (left panel) and on day 28 (right 
panel) following CVB4 infection. Values were normalized to Rpl19 and are expressed as fold 
change ± SEM to uninfected controls. *P<0.05, **P<0.01, ***P<0.001. Statistical significance 
was assessed by 2-way ANOVA using Bonferroni’s multiple comparisons test. Rpl19, 
ribosomal protein L19.  
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Given that chronic induction of ERV elements following viral infections can 

contribute to ongoing tissue inflammation and thus increase the risk of 

discovery by auto-reactive immune cells, it was hypothesized that inhibition of 

ERV accumulation may reduce the incidence of autoimmune diabetes in NOD 

mice. Since DNA sensors appear to show less ligand specificity compared to 

the more stringent RNA sensors (Civril et al., 2013), it appeared that reverse 

transcribed cDNA from endogenous retroviruses is likely to be a more potent 

inducer of innate immune activation. In this scenario, it is important to note that 

somatic tissues are equipped with reverse transcriptase activity through the 

ORF2p (open reading frame 2P) of their LINE1 (long interspersed nuclear 

element 1) that allows an increased production of ERV cDNA (Feng et al., 

1996; Mathias et al., 1991). To inhibit or reduce the abundance of endogenous 

retroviral cDNA, 6-week old (mild insulitis) and 12-week old (acute insulitis) 

NOD mice were treated with a combination of the reverse transcriptase 

inhibitors Truvada (combination of 2 nucleoside reverse transcriptase 

inhibitors) and Viramune (non-nucleoside reverse transcriptase inhibitor). After 

15 weeks of anti-retroviral therapy (ART), mice that had been treated from 12 

weeks of age displayed a considerable delay, but overall no significant 

difference in T1D incidence relative to the control group (Fig. 3.11A). Similarly, 

mice being administered ART from 6 weeks of age showed no improvement in 

disease incidence, resulting in premature termination of the treatment at the 

age of 21 weeks. As expected, 3 weeks into ART, no significant change in 

pancreatic levels of endogenous retroviral RNA was detected (Fig. 3.11B). 

Critically, pancreatic cDNA expression of selected highly abundant ERV 

showed ambiguous results (Fig. 3.11C). While ART considerably reduced 
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MERVL copy numbers and appeared to have induced ERVB7_1-I, it had little 

impact on LTR1IAP, MTA_Mm and MTC. Thus, the influence of ERV cDNA 

accumulation on T1D incidence remains inconclusive and requires further 

experimental investigation.  

Although ART displayed no major impact on spontaneous T1D incidence, it 

showed a small effect in the context of CVB4-induced inflammation. Serum 

taken from B6 mice on day 4 post CVB4 infection showed a trend towards 

increased levels of IFN-β (Fig. 3.11D) and IL-6 (Fig. 3.11E) compared to mice 

that were simultaneously treated with ART, suggesting a potential role of ERV 

accumulation in virus-induced diabetes. 
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Figure 3.11. Effect of ARVT on diabetes incidence and cytokine production 
A) Diabetes incidence curves in NOD mice (n=15) receiving ongoing Truvada 
(tenofovir/emtricitabine) and Viramune (nevirapine) treatment. Drugs were added to drinking 
water containing 0.02% DMSO at 3 x 10-4 M nevirapine,  1.6 × 10-4 M emtricitabine and 1.5 × 
10-4 M tenofovir. Therapy was initiated at 6 weeks or 12 weeks of age. The control group (12-
week old NOD) received water containing 0.02% DMSO only. The effect of ARVT on 
endogenous retroviral RNA (B) and cDNA (C) levels in the pancreas was measured by qRT-
PCR after 3 weeks of treatment. Values were normalized to Rpl19 and are expressed as fold 
change to untreated controls. (D) Effect of Truvada and Viramune treatment on IFNβ and IL6 
(E) serum levels following CVB4 infection. B6 mice (n=5) were i.p. injected with CVB4 (20 
PFU) and treated daily with Truvada + Viramune. Serum was taken on day 0 and 4 post CVB4 
infection and cytokine levels measured by ELISA. ARVT, anti-retroviral therapy; CVB4, 
Coxsackievirus B4; Rpl19, ribosomal protein L19; PFU, plaque-forming units.  
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3.2.4 Regulation of immune response genes by endogenous 

retroviruses  

 

The large-scale invasion of vertebrate genomes by endogenous retroviruses 

has long been suspected to disadvantage the host. However, accumulating 

evidence suggests an important function of ERV for innate immunity against 

viruses and other pathogens (Cohen et al., 2009; Feschotte and Gilbert, 2012; 

Fujino et al., 2014; Stoye, 2012). In fact, co-evolution between virus and host 

in the form of a mutualistic relationship appears to be the chief contributor to 

genetic diversity continuously driven by the pressure of natural selection 

(Doxiadis et al., 2008; Kulski et al., 1997). Unlike stationary protein-coding 

genes, members of the endogenous virome retain the ability to retrotranspose 

throughout the genome and thereby expand and re-shuffle regulatory networks 

in a species- and cell-specific manner (Kunarso et al., 2010; Rebollo et al., 

2012; Schmidt et al., 2012). In doing so, ERV have greatly contributed to the 

pool of transcription factor binding sites and have provided entire promoter and 

enhancer regions to vertebrate and non-vertebrate genomes (Jacques et al., 

2013; Jirtle and Skinner, 2007; McClintock, 1950; Sundaram et al., 2014).  

 

To investigate the potential role of ERV in modulating tissue-specific antiviral 

innate immunity, the relative ERV distribution around genes commonly 

activated in response to CVB4 infection (FC > 2. FDR < 0.05; hereinafter 

referred to as virus response genes) were explored. Under the assumption that 

proximal, rather than distal regulatory elements are the predominant drivers of 

transcriptional activation, a genetic distance analysis was performed. Genetic 
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distance (in bp) was defined as the shortest distance from an ERV to a given 

gene (either to the transcriptional start site or to gene end). Interestingly, the 

median distance of ERV to virus response genes (~ 3kb) was significantly 

shorter compared to the distance to down-regulated genes (~ 15kb, Fig. 3.12). 

This effect appears to be independent of the transcriptional status of ERV, as 

we found similar results in differentially expressed (DE) and non-DE ERV (Fig. 

3.12).  

 

 

Figure 3.12. Genetic distances of ERV to immune response genes  
Violin plot demonstrating the density distribution of genetic distances of differentially and non-
differentially expressed endogenous retroviruses to genes that are either up-regulated 
(highlighted in red) or down-regulated (highlighted in white) in response to coxsackievirus B4 
infection (FDR < 0.05). P-values were calculated using the Mann Whitney test, ****P < 1e-100. 
FDR, false-discovery rate. Violin plots were created using the ggplot2 package (Wickham, 
2009). 
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To gain further insight into the nature of ERV that are proximal to virus 

response genes, the density of these ERV across different classes of 

transcriptional regulatory elements (Fig. 3.13) was measured. Intriguingly, the 

highest density of ERV coincided with distal promoter regions (commonly 

defined as the region 10 kb upstream of the transcription start site) of the top 

up-regulated virus response genes (rank 0-50, Fig. 3.13).  

 

 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 3.13. Co-enrichment of ERV elements in promoter regions of virus response 
genes  
Density plots illustrating the frequency of ERV1 (A), ERVK (B), ERVL (C) and ERVL-MaLR (D) 
within regulatory regions of ranked genes (after CVB4 infection). Genes were ranked 
according to their fold change values in response to CVB4 infection, with down-regulated 
genes scoring highest values. Annotations of regulatory elements were obtained from Ensembl 
(Zerbino et al., 2016). Data visualization was performed using the R ggplot2 package. 
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This observation was most prominent for ERV-K members (Fig. 3.13B), but 

was also evident in ERV1 (Fig. 3.13A), ERVL (Fig. 3.13C) and ERVL-MaLR 

(Fig. 3.13D). In addition, ERV coinciding with enhancer and promoter flanking 

regions of virus response genes occurred at much lower frequencies. By 

contrast, ERV related to genes that remained unchanged or that were down 

regulated after CVB4 infection (medium to high rank) did not intersect with a 

distinct regulatory feature. Instead, these ERV intersected with a multitude of 

regulatory elements outside the defined promoter regions, including enhancer, 

CTCF-binding sites, TF-binding sites, promoter-flanking and open chromatin 

regions (Fig. 3.13).  

The binding of a transcription factor (TF) to its corresponding motif, located 

either upstream (e.g. proximal or distal promoter, enhancer) or downstream 

(e.g. enhancer) of the respective gene unit initiates and/or potentiates gene 

transcription. In order to link the enrichment of ERV in the vicinity of virus 

response genes to a potential effect on gene regulation, virus response genes 

were analysed for common TF binding motifs. Using the genome browser 

PWM module of Enrichr (Kuleshov et al., 2016), a total of 29 significantly 

enriched TF binding motifs (out of 594 hits) were identified. The top-ten motifs 

were ranked based on the combined score and are listed in Table 3.3. Notably, 

motifs identified to be most over-represented in virus response genes, such as 

STTTCRNTTT_V$IRF_Q6_1 (interferon regulatory factor), V$IRF_Q6_2 and 

ICSPB_Q6 (interferon consensus sequence-binding protein) (Table 3.3), are 

associated with the interferon regulatory factor family and share similar 

consensus patterns: STTTCRNTTT (IRF_Q6_1), STTTCANTTY (IRF_Q6_2) 

and RAARTGAAAC (ICSBP_Q6), the latter in reverse direction.  
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Table 3.3 Top 10 TF binding motifs1 in up-regulated virus response genes  

ID TF binding motif P-value Adj P-value Z-score Combined score 

1 STTTCRNTTT_V$IRF_Q6_1 4.7E-10 2.8E-07 -1.76 26.65 

2 V$IRF_Q6_2 1.5E-09 4.4E-07 -1.75 25.58 

3 V$ICSBP_Q6 9.6E-09 1.9E-06 -1.73 22.75 

4 GGGNNTTTCC_V$NFKB_Q6 6.6E-08 5.6E-06 -1.80 21.82 

5 V$CREL_01 4.9E-08 4.8E-06 -1.64 20.12 

6 V$NFKAPPAB65_01 4.6E-08 4.8E-06 -1.64 20.03 

7 RYTTCCTG_V$ETS2_B 3.1E-08 4.6E-06 -1.63 20.02 

8 V$NFKAPPAB_01 1.3E-07 9.3E-06 -1.67 19.36 

9 V$NFKB_Q6 5.7E-07 3.1E-05 -1.70 17.67 

10 V$IRF7_01 5.3E-07 3.1E-05 -1.65 17.14 
1Over-represented motifs in Enrichr showing an adjusted P-value  <  0.05. TF, transcription factor; C, 
cytosine; G, guanine; T, thymine; R, purine; Y, pyrimidine; S, strong; N, any nucleotide. 
 

Transcription factors predicted to interact with IRF (Transfac M00772, see Fig. 

3.14A) and ICSBP (Transfac M0069) include IRF-1, IRF-2, IRF-3, IRF-4, IRF-

5, IRF-6, IRF-7A, IRF-7H, IRF-8, STAT1 and STAT2. Other motifs, including 

V$NFKB_Q6 (NF-kappaB), V$CREL_01 (CRE-like element) or 

$NFKAPPAB_01 are members of the Nuclear factor-κB (NF-κB)/Rel protein 

family and are associated with binding of NF-kappaB1, NF-kappaB2, p100, 

p50, p52 and RelA-p65.  

 

Since the IRF_Q6 binding motif was identified to be the dominant driver of 

virus response genes (Table 3.3), ERV within 5’-UTR and 3’-UTR were 

analysed for intersections with this motif (Tables 4.5 and 4.6). This analysis 

was performed on the top 10 ranking CVB4 response genes (Table 3.4). To 

accommodate analysis of ERV located proximal or distal with respect to the 

gene unit, 5’-UTR and 3’-UTR were defined as the region 10 kb upstream and 
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downstream of a gene respectively, and searched for potential IRF sites using 

Mapper2 (Riva, 2012). 

 

 Table 3.4 Top ranking1 virus response genes activated in both B6 and SJL 

1Genes showing a log2 fold change  > 7.5 and FDR < 0.05 in both B6 and SJL.  

 

Importantly, ERV sequences containing the IRF motif were found in almost all 

analysed 5’-UTRs (except for the 5’-UTR of Fga) as well as in several 3’-UTRs 

of virus response genes. The ERV with the highest Mapper2 identity score are 

presented in Table 3.5 for 5’-UTR and in Table 3.6 for 3’-UTR regions. Pair-

wise alignments of the IRF motif (see Fig. 3.14A) with IRF-containing ERV 

located in the 5’-UTR of the top 5 virus response genes are illustrated in Figure 

3.14B. While ERV with high identity scores (e.g. RodERV21-int, score = 6.6) 

may prove to be biologically relevant, i.e. being recognized by IRF-related TFs, 

others ERV with low identity scores (e.g. MTC, score = 1.8) are less likely to 

have a functional role. Notably, IRF-containing ERV were not associated with a 

particular subfamily, but were members of ERV1 (e.g. RodERV21-int), ERVK 

(e.g. RMER12), ERVL (e.g. LTR55) and also ERVL-MaLR (e.g. MLT1F1).  

ID Gene name Strand Genomic location 

Slfn4 schlafen  4 + 11:83,175,186-83,190,216 

Slfn1 schlafen  1 + 11:83,116,845-83,122,659 

Serpina3n serpin peptidase inhibitor A3n + 12:104,406,708-104,414,329 

Fga fibrinogen alpha + 3:83,026,153-83,033,617 

Fgg fibrinogen gamma  + 3:83,007,724-83,014,717 

Isg15 interferon-stimulated gene 15 - 4:156,199,424-156,200,818 

Ccl12 chemokine (C-C motif) ligand 12 + 11:82,101,845-82,103,399 

Lipg lipase, endothelial - 18:74,939,322-74,961,263 

Ms4a4c membrane-spanning 4-A4C + 19:11,407,661-11,427,246 

Ifit3 IFN-induced TPR protein 3  + 19:34,583,529-34,588,982 
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Table 3.5 Top ranking ERV intersecting IRF in the 5’-UTR of virus response genes 

 

1ERV selected (if multiple hits found) based on the identity score calculated by Mapper2. The identity 
score is a probabilistic measure of the match between the hit and the model. 2Direction of ERV in respect 
to its related virus response gene  
  

 

 
Table 3.6 Top ranking ERV intersecting IRF in the 3’-UTR of virus response genes 

1ERV selected (if multiple hits found) based on the identity score calculated by Mapper2. The identity 
score is a probabilistic measure of the match between the hit and the model. 2Direction of ERV in respect 
to its related virus response gene 
 

Gene ERV Genomic location (ERV) Identity 
Score1 Direction2 

Slfn4 RMER12 11:83,166,920-83,167,255 5.3 trans 

Slfn1 RodERV21-int 11:83,105,844-83,107,365 6.6 cis 

Serpina3n RMER19C 12:104,400,013-104,400,113 5.7 trans 

Fga - - - - 

Fgg LTR55 3:82,998,476-82,998,849 7.3 trans 

Isg15 MLT1F1. 4:156,208,353-156,208,485 4.7 trans 

Ccl12 RMER6A 11:82,092,138-82,092,904 4.2 cis 

Lipg MTC 18:74,968,906-74,969,319 1.8 cis 

Ms4a4c RLTR34B 19:11,403,419-11,403,945 5.3 cis 

Ifit3 ORR1F 19:34,577,599-34,577,846 4.6 trans 

ID ERV Genomic location Identity 
Score1 Direction2 

Slfn4 RMER17C-int 11:83,198,428-83,199,081 6.3 trans 

Slfn1 RLTR51B 11:83,127,528-83,127,849 5.8 cis 

Serpina3n RMER15-int 12:104,421,405-104,421,653 8.7 cis 

Fga - - - - 

Fgg - -  - - 

Isg15 - - - - 

Ccl12 RMER17A2 11:82,105,793-82,106,693 6.4 trans 

Lipg MTD 18:74,932,919-74,933,105 4.8 trans 

Ms4a4c - - - - 

Ifit3 RMER2 19:34,596,528-34,597,060 6.0 cis 
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Fig. 3.14 IRF-containing ERV elements in the vicinity of virus response genes 
(A) TRANSFAC motif (M00772) of IRF_Q6. (B) GSEA (gene set enrichment analysis) 
demonstrating enrichment of IRF_Q6 across ranked genes. Genes were ranked according to 

their fold change values in response to CVB4 infection, with down-regulated genes scoring 

highest values. (C) Alignment of ERV elements upstream of virus response genes with 

IRF_Q6. (D) Alignment of top differentially expressed ERV with IRF_Q6. Alignments were 

generated in Geneious Pro (Kearse et al., 2012). Numbers on top of the alignment indicate 

region within full ERV element. Black boxes indicate sequence homology. 
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Furthermore, the distance between ERV and its respective gene ranged 

between 2.3 and 9.7 kb (data not shown), indicating that these ERV may 

function as transcriptional enhancers, rather than operating as promoter 

elements. This notion is supported by the observation that a considerable 

amount of IRF-containing ERV harbour trans, rather than cis-acting matrices 

(Tables 3.5 and 3.6). 

In addition to acting as cis and trans regulatory DNA elements, ERV may 

modulate transcription in an RNA-dependent manner. More precisely, similar 

to long non-coding RNAs, transcribed ERV may interact with transcription 

factors and/or RNA polymerase and thus impact expression of distal genes. 

Interestingly, the top 3 most significantly up-regulated ERV in response to 

CVB4 (i.e. RLTR45-int, ERVB2_1-I_MM and IAPEY3-int) also harboured the 

IRF_Q6 and other IRF-related motifs (Fig. 3.14C), further supporting the notion 

that ERV elements may modulate immune responses to exogenous virus (e.g. 

CVB4) by actively shaping the expression of the IFN-related gene network. 
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3.3 DISCUSSION 

 
Despite more than a century of intensive T1D research, many key questions 

remain unanswered. While the targeted destruction of pancreatic beta cells is 

the hallmark of type I diabetes, the exact mechanisms leading to beta cell 

autoimmunity remain incompletely understood. Environmental factors are 

strongly suspected to contribute to disease development, yet the specific role 

of the beta cell in the context of immune responses to environmental triggers is 

poorly defined. One of the main obstacles impeding beta cell directed research 

is the accessibility and anatomical structure of the pancreas, as well as the 

lack of beta cell specific surface markers. As a result, a considerable 

proportion of studies use beta cell isolation methods that suffer from poor yield 

and/or purity (Banerjee and Otonkoski, 2009; Delmeire et al., 2003; Eizirik et 

al., 1994; Hadjivassiliou et al., 2000; Smelt et al., 2008; Yang et al., 2011). To 

improve this outcome, the present study has implemented a Newport Green-

based beta cell purification strategy. Compared to autofluorescence- and 

antibody-based strategies, the Newport Green-based approach has 

demonstrated largely improved beta cell purity (Fig. 3.2). As beta cells are 

particularly sensitive to oxidative (e.g. trypsinisation) (Ling et al., 1994; 

Rasilainen et al., 2002) and mechanical stress (e.g. cell sorting), viability is 

severely compromised during the isolation process itself. This is particularly 

the case for isolation after CVB4 infection. In addition, the pancreas shows the 

highest RNase activity within murine tissues (Ehinger, 1965; Krosting, 2012), 

which complicated the extraction of sufficient amounts of high quality RNA. 

Thus, implementation of Newport Green-mediated beta cell isolation was 
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critical to overcome these technical challenges and to obtain sufficient RNA 

quantities to perform genome-wide sequencing. 

 

Previous efforts studying the beta cell transcriptome have largely focussed on 

gene expression levels under basal conditions (Benner et al., 2014; Dorrell et 

al., 2011; Kutlu et al., 2009; Nica et al., 2013). A great number of these 

comprehensive beta cell expression profiles (human, mouse and rat) have 

been incorporated into the T1D database (Burren et al., 2011), which now 

constitutes a valuable source for beta cell research. Importantly, more than 25 

T1D candidate genes (e.g. Ifih1) were found to be expressed in human islets 

(Eizirik et al., 2012), and pancreatic beta cells (Nica et al., 2013). Furthermore, 

a substantial amount of these predominantly immune regulating genes 

demonstrated elevated expression levels upon in vitro stimulation with 

proinflammatory cytokines (Eizirik et al., 2012), supporting an active role of 

pancreatic beta cells in coordinating immune responses to external stimuli.  

 

This chapter presents the first transcriptome analysis of mouse pancreatic beta 

cells following virus infection in vivo. As a result of technical challenges, 

RNAseq was performed on one pooled sample per group. Consequently, the 

presented findings are of limited statistical power and require further validation 

in additional studies. However, in line with antiviral signatures described within 

the introductory section, acute infection with CVB4 provoked the activation of a 

wide range of interferon-stimulated genes (ISGs) and gene families, as well as 

pro-inflammatory chemokines and cytokines in both B6 and SJL mice. 

Furthermore, CVB4 infection was associated with elevated expression of 
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several T1D candidate genes, including Ifih1, Cxcl10, Tnfaip3, TLR7/8 or MHC 

class I members (e.g. H2-Q7, H2-Q8) (Fig. 3.4B and 3.6C), providing an 

important link between virus-induced inflammation and increased T1D 

susceptibility. While the observed production of interferons and pro-

inflammatory cytokines may be crucial for the recruitment of mononuclear cells 

into the pancreas, and thereby for an efficient antiviral defence, a de-regulated 

over-production could result in exaggerated or chronic inflammation that 

increases the risk for attracting autoreactive B and T cells. In addition, it is well 

documented that pro-inflammatory signals can activate beta cell intrinsic pro-

apoptotic signalling, thereby accelerating the loss of total beta cell mass. 

CVB4-infected pancreatic beta cells demonstrated a marked increase in pro-

apoptotic Bcl-2 (data not shown), whereas other pro-apoptotic markers such 

as Bax and Bad were not affected at the time point analysed. However, to 

investigate the impact of CVB4 infection on chronic inflammation and 

apoptosis, transcriptome analysis of pancreatic beta cells long after viral 

clearance (e.g. day 28) is required. In this study, technical challenges in RNA 

extraction during late phases of CVB4 infection (i.e. largely reduced pancreatic 

mass, impaired cannulation accessibility) resulted in insufficient amounts of 

material for RNA-seq library preparation. Notably, as a result of recent 

technical advances, current library protocols permit significantly lower RNA 

input, which will allow us to perform these studies in the future.  

 

The current study has provided valuable insights into gene profiles of virus-

infected and autoimmune-prone mice. Importantly, genes commonly induced 

in response to CVB4 infection and also in uninfected T1D-prone NOD mice 
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demonstrated a strong affiliation with type I IFN signalling, and were 

associated with viral response pathways (Fig. 3.6A). These observations 

reinforce the concept of virus infections as environmental trigger of T1D and 

are in line with the detection of type I IFN gene signatures in pre-clinical 

(Ferreira et al., 2014; Reynier et al., 2010) and clinical T1D patients (Foulis et 

al., 1987; Huang et al., 1995).  

The fact that all nucleated cells are able to express type I interferons (Levy and 

Garcia-Sastre, 2001; Stark et al., 1998) demonstrates the pivotal role of these 

cytokines in the ongoing battle between mammalian hosts and invading 

viruses. Unfavourably, however, overexpression of type I IFN has been linked 

to exaggerated tissue damage and an increased risk of autoimmunity. For 

instance, chronic hepatitis C patients treated with IFN-alpha have 

demonstrated increased T1D incidence rates (Fabris et al., 2003). Similarly, 

overexpression of IFN-alpha in pancreatic beta cells of transgenic NOD mice 

resulted in accelerated T1D induction (Stewart et al., 1993). In addition, 

blockade of IFN-alpha produced by plasmacytoid dendritic cells (pDC) 

significantly delayed disease onset in the same model (Li et al., 2008).  

 

The complex network of IFN-regulated genes described in the present study 

extends previous findings and places further emphasis on the active role of 

pancreatic beta cells in orchestrating immune cell crosstalk in an in vivo 

setting. Moreover, the significant enrichment of virus-response pathways 

together with activated cytosolic DNA sensing in beta cells of uninfected NOD 

mice pointed towards the presence of an endogenous viral trigger (Fig. 3.6). 

This notion was supported by a marked increase of Trex1, Samhd1 and other 
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restriction factors that are classically involved in cytoplasmic recognition of 

retroviral transcripts in both pre-diabetic and CVB4-infected mice. However, 

differential expression analysis revealed a low abundance of ERV RNA in 

uninfected T1D-prone NOD and immune-compromised NOD.SCID mice (Fig. 

3.9A) and exposed RLTR45-int as the only significantly induced ERV in these 

mice (Fig. 3.9D). On the other hand, CVB4 infection activated the expression 

of numerous ERV (Fig. 3.9D and E), demonstrating that infection with an 

exogenous virus can result in activation of endogenous virus in a tissue-

specific manner (Fig. 3.10). Moreover, pancreatic tissue of CVB4-infected 

T1D-prone NOD mice displayed the highest level of ERV induction at the acute 

phase of infection and well after viral clearance (Fig. 3.10), suggesting that 

CVB4 infection might alter existing tissue-specific methylation patterns leading 

to increased ERV expression.  

 

DNA and/or histone methylation patterns of ERV elements in pancreatic beta 

cells have not yet been investigated, neither their epigenomic plasticity in the 

context of autoimmunity. From an evolutionary angle, the function of increased 

ERV expression following infection with an exogenous virus remains unclear. It 

is conceivable that ERV, in both DNA and RNA form, serve as immune 

adjuvants that improve immunity to foreign pathogens. On the other hand, this 

increased immune activation might result in loss of self-tolerance in tissues 

that are susceptible to autoimmunity. While anti-retroviral therapy (ART) 

showed no effect on T1D incidence in NOD mice, this might be due to the 

timing of treatment, or to the general low abundance of ERV transcripts found 

in uninfected NOD mice. In this instance, ART might prove more effective in 
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the context of virus-induced T1D, which is accompanied by considerable ERV 

induction. This notion is supported by the reduction of proinflammatory 

cytokines observed after short-term ART (Fig. 3.10D and E). In order to 

specifically investigate the contribution of ERV transcripts on beta cell 

inflammation and T1D incidence, future CVB4 infectious studies on T1D-

susceptible NOD mice will involve a combination of different ART regimes. 

 

Convincing evidence for the association between ERV accumulation and 

autoimmunity has been obtained from patients harbouring single nucleotide 

mutations (SNP) in cytosolic ERV restriction factors. Patients with SNP in 

either Trex1 or Samdh1 have been linked to autoimmune conditions such as 

AGS (Aicardi-Goutières syndrome), SLE (systemic lupus erythematosus) or 

CHLE (Chilblain lupus erythematosus) (Crow et al., 2006; Lee-Kirsch et al., 

2007a; Lee-Kirsch et al., 2007b; Namjou et al., 2011; Powell et al., 2011). 

Similarly, Trex1-deficient mice display lethal autoimmune cardiomyopathy 

(Morita et al., 2004), a phenotype that depends on the cytosolic detection of 

ERV DNA by cGas (cyclic GMP-AMP synthase) (Gao et al., 2015; Gray et al., 

2015) and that can be rescued by early intervention with ARV drugs (Beck-

Engeser et al., 2011). However, further assessments are required to 

definitively link ERV accumulation following virus infections with increased 

autoimmune events. Ultimately, the observed stimulation of the cytosolic DNA 

sensing pathway during insulitis (NOD) or CVB4 infection (B6 and SJL) could 

also reflect innate activation through beta cell debris. Although self-DNA is 

usually sequestered within the cell nucleus or otherwise disposed of by a 

multitude of cytosolic nucleases, high cell turnover during inflammation or 
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infection may generate enough DNA templates to exceed cellular 

housekeeping capacities and thus to activate sequence-independent DNA 

sensors. In line with this, elevated production of type I interferons, as observed 

during CVB4 infection, have been reported to reduce self-tolerance to DNA 

derived from beta cell debris (Diana et al., 2013).  

 

Accumulating evidence suggests that endogenous retroelements including 

ERV are likely to contribute to host immunity in a beneficial manner. In 

particular, by providing alternative promoter sites, ERV have been shown to 

fine tune host responses at the transcriptional level (Chuong et al., 2016; 

Cohen et al., 2009). The present work strongly supports the proposal that ERV 

modulate anti-viral host responses, however, a possible role for ERV 

transcripts acting as substrates for immune responses cannot be ruled out. 

Distribution analysis of ERV revealed that the average distance from an ERV 

to either the start or end of a CVB4 response gene averaged at about 3kb, as 

opposed to a 15kb distance to down-regulated genes (Fig. 3.12). As 

endogenous retroelements have presumably been inserted randomly into the 

genome (Bannert and Kurth, 2006; Deininger et al., 2003), the closer proximity 

of ERV to virus response genes may implicate a functional advantage for the 

host that led to the preservation of their current position. Furthermore, the 

highest density of ERV was detected in the promoter region of virus response 

genes, which was set as 10 kb upstream of the transcription start site (TSS). 

This value is arbitrary, and ERV could potentially represent distal promoter 

sites (25 kb), or even constitute promoter-acting enhancer elements more than 

250 kb away from the TSS (Vavouri et al., 2006). However, the strong 
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enrichment of ERV within the promoter regions of CVB4-induced genes 

suggested a potential involvement in transcriptional activation, possibly 

through providing TF binding motifs.  

To explore this further, TF binding motifs driving the expression of CVB4-

response genes were identified, with IRF being the top-ranking motif. 

Intriguingly, ERV harbouring the IRF motif were found within 10 kb in nine out 

of the top ten up-regulated virus response genes (Tables 4.5 and 4.6). More 

over, many of these genes were associated with more than one ERV that 

contained an IRF motif (data not shown), and also showed enrichment of ERV 

harbouring other motifs (e.g. STAT5), indicating that transcriptional activation 

of these genes might be modulated by a multitude of ERV elements. In 

addition, increased ERV transcription could modulate the expression level of 

proximal genes through interaction with lncRNA, a mechanism that has been 

observed in human embryonic cells (Lu et al., 2014). Interestingly, this RNA-

based modulation might be driven by the same TF set, as consensus 

sequences of all significantly increased ERV feature the IRF and other motifs. 

However, the different level of homology observed between individual ERV 

and the IRF consensus motif (Fig. 3.14C and D) may reflect that only some are 

of biological relevance, even though TF binding generally allows single base-

pair mismatches (Chekmenev et al., 2005; Quandt et al., 1995). It should also 

be noted that the identified TF binding motifs are the result of computational 

predictions based on the conservation of the mouse genome and need to be 

experimentally validated.  
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Future work will extend the motif analysis across all CVB4-response genes; 

also incorporating other non-LTR repeats that might provide important clues 

for transcriptional regulation. Systemic queries will quantify the contribution of 

single ERV members and/or families to individual TF binding motifs, thereby 

potentially linking transcriptional regulation of gene families/networks to 

particular ERV. Relevant binding motifs within these ERV will be compared to 

activating histone modifications from existing databases. Their functional 

relevance in terms of TF binding will then be tested for individual TF (e.g. 

IRF3) by performing ChIP-seq analysis in CVB4 infected beta cells. Ultimately, 

the significance of ERV-derived motifs as promoter and enhancer elements in 

the context of CVB4 infection will be tested through CRISPR/Cas-mediated 

deletion of selected ERV candidates in B6 mice.  
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4. NUCLEIC ACID RECOGNITION VIA MAVS IS CRITICAL 

FOR ROBUST ADAPTIVE IMMUNITY 

 
 

4.1 INTRODUCTION 

 
Innate immune detection of RNA is an essential component of the host 

response to virus (Jensen and Thomsen, 2012). In vertebrates, two families of 

pattern recognition receptors (PRRs) recognise RNA: Toll-like receptors 

(TLRs) within endosomes and retinoic acid-inducible gene 1 (RIG-I)-like 

receptors (RLRs) within the cytoplasm. The cytoplasmic RIG-I-like receptors, 

including MDA5 (melanoma differentiation-associated gene 5) and RIG-I, rely 

on the mitochondrial adaptor protein MAVS to induce type I interferon (West et 

al., 2011). MAVS is ubiquitously expressed on the outer mitochondrial 

membrane where upon activation it interacts with several molecules, including 

translocases of outer membrane 70 (Tom70), leading to the activation 

interferon regulatory factor (IRF) signalling (Liu et al., 2010). Importantly, 

Tom70 functions as a chaperone-docking receptor for importing cytosolic pre-

proteins import into the mitochondria (Baker et al., 2007; Neupert and 

Herrmann, 2007a). Activation of the RLR-MAVS pathway leads to engagement 

of the TANK binding kinase 1 (TBK1) complex and the inducible IκB kinase 

(IKK-i/IKK ), which phosphorylates and dimerises interferon regulatory factor 

(IRF) 3 and IRF7 (Takeuchi and Akira, 2010). IRF3 and IRF7 then translocate 

into the nucleus and bind to corresponding response elements in order to 

induce the expression of type I interferon (T1-IFN).  
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The implications of nucleic acid sensing and T1-IFN production were firstly 

revealed by Charles Janeway over three decades ago: the “immunologist’s 

dirty little secret” was that foreign antigen alone was insufficient to elicit an 

immune response (Janeway, 1989). Protein antigen had to be delivered in 

conjunction with crude substances, termed “adjuvants”, to generate adaptive 

immunity. Subsequent work from Janeway’s laboratory, and others, 

demonstrated that conserved pathogen-associated molecular patterns 

(PAMPs) elicit excellent adjuvant activity through recognition by PRRs on 

APCs (Medzhitov et al., 1997). When a PRR is engaged to its corresponding 

PAMP, the APC can mature to efficiently present antigen, express high levels 

of co-stimulatory molecules, and secrete cytokines that direct the formation of 

an adaptive immune response. 

 

This section provides evidence that the adaptive immune response to the 

model antigen sheep red blood cells (SRBC) is unexpectedly driven by 

cytosolic recognition of RNA. SRBC induce a robust germinal centre response, 

which was previously thought to be due to the polyvalent nature of SRBC 

antigen and have thus been used for decades to analyse the humoral immune 

response. Here, it is demonstrated that SRBC preparations contain RNA and 

that following engulfment of SRBC, cytosolic recognition of RNA through the 

RLR-MAVS pathway provides an early signal that is also important for 

subsequent amplification of the T1-IFN and TLR pathways. 

 

 

 



CHAPTER 4 151 
 

	
  

4.2 RESULTS 

 

4.2.1 The machtlos mutation in the transmembrane domain of MAVS 

impairs the interaction of MAVS with Tom70 

 
The contribution of cytosolic detection of RNA by the RLR-MAVS pathway to 

adaptive immunity was investigated by utilising a novel mutant mouse strain, 

which was generated by ENU mutagenesis (Nelms and Goodnow, 2001).  This 

strain carries a point mutation, named machtlos, within the transmembrane 

(TM) domain of MAVS (MAVSlos). The TM domain of MAVS is important for the 

localization of MAVS to the outer mitochondrial membrane as well as for T1-

IFN induction (in conjunction with the MAVS CARD domain). The machtlos 

mutation caused a non-conservative amino acid change from leucine to proline 

at position 480 within the transmembrane helix (Fig. 4.1A and Fig. 4.1B). 

Whilst leucine is one of the most helix-stabilizing amino acids, proline is known 

as a "helix breaker" because it disrupts the regularity of the α helical backbone 

conformation (Chou and Fasman, 1978). 

 

MAVS is known to interact with several proteins that influence its function at 

the mitochondrial surface. Protein import into mitochondria is mediated by the 

translocators of the outer and inner mitochondrial membranes (Tom proteins) 

(Baker et al., 2007; Neupert and Herrmann, 2007b; Young et al., 2003). 

Tom70 has previously been shown to interact with MAVS upon RNA virus 

infection when utilizing expression constructs in vitro (Liu et al., 2010). Since 

the TM domain of both MAVS and Tom70 mediates their location to the outer 
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mitochondrial membrane, it was investigated whether the machtlos mutation in 

the TM domain of MAVS affected the interaction of endogenous MAVS with 

Tom70 in vivo. To activate the RLR-MAVS pathway, synthetic viral RNA 

poly(I:C) was injected (i.v.) into MAVSlos and wild type (WT) C57BL/6 controls. 

Immunoprecipitation of MAVS was performed on splenocytes from WT and 

MAVSlos mice 8 hrs after poly(I:C) or control saline administration. Western blot 

analyses for Tom70 showed reduced association of MAVS with Tom70 in 

splenocytes from MAVSlos compared to WT splenocytes (Fig. 4.1C). This 

finding pinpoints amino acid #480 in the transmembrane domain of MAVS as 

critical for the interaction of MAVS with Tom70 in the outer mitochondrial 

membrane. 
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Figure 4.1. Machtlos mutation in MAVS TM domain impedes interaction with Tom70 
(A) Schematic of MAVS domain architecture highlighting the CARD (grey), proline-rich (blue) 
and the transmembrane (TM) domain (red). Multiple sequence alignment of this domain shows 
the conservation of position 480 (leucin, highlighted in bold red), and its surrounding by 
hydrophobic (h) residues within the protein sequence. (B) Representative molecular model of 
the MAVS transmembrane domain. Residue 480L is highlighted in dark green/pink. Illustration 
was generated using PyMOL. (C) WT and MAVSlos mice were i.v. injected with 200 µg 
poly(I:C), and splenocytes were harvested 8 hrs after, followed by immunoprecipitation (IP) 
with anti-MAVS and immunoblot analysis with anti-Tom70. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Conservation:                                 

 

 

          9 955 9  5 9 5 955 99959 9 
Mouse   469  HCASSMPWAKWLG-ATSALLAVFLAVMLYRSRRLAQ 503

Rat   473  PCASSVSWAKWLG-ATSALLAAFLAVMLYRSRHLAQ  507

Chimpanzee   507  PCHRPSPGALWLQVAVTGVLVVTLLVVLYRRR-LH-  540

Human   507  PCHRPSPGALWLQVAVTGVLVVTLLVVLYRRR-LH-  540

Bovine   487  PVVRTMPWASWLGVAMAGALL-VLLASLYRRR-LPQ  520

Pig   490  EEVKTEARAPWVGVAVVGVLLATLLAMLYRRR-LPQ  524

Consensus_aa:                   .hhps.s.A.WL..AhstlLhhhLhhhLYRpR.L..
Consensus_ss:                                      hhh    hhhhhh hhhhhhhhhhhhhhhhhhhh

CARD

10 77

TM

479 496

Proline-Rich

104 167
A

B

L480
L480

C

WT MAVSlos

0 8 0 8
Tom70
MAVS



CHAPTER 4 154 
 

	
  

4.2.2 Reduced phosphorylation of IRF3 and downstream cytokine 

production in MAVSlos mice 

 
The transmembrane domain of MAVS has been reported to be important for 

both signalling and localization of MAVS to the mitochondria. To determine the 

influence of the machtlos mutation on the competence of the MAVS signalling 

pathway, the levels of phosphorylated IRF3 (p-IRF3) in splenocytes following 

poly(I:C) challenge were assessed. Eight hours after poly(I:C) injection, p-IRF3 

was visible as a bright band on Western blots from WT samples (Fig. 4.2A). By 

contrast, MAVSlos splenocytes exhibited reduced IRF3 phosphorylation at the 

same time point (Fig. 4.2A). In support of a defect in signalling through the 

RLR-MAVS pathway, significant decreases in the expression levels of type III 

interferon (Ifnl) (Fig. 4.2B), type I interferon (Ifnb) (Fig. 4.2C) and interleukin 

(IL)-6 (Fig. 4.2D) mRNA 4 hrs after poly(I:C) administration, which is consistent 

with a defect in IRF3 activation were observed. IFN-λ (Fig. 4.2E), IFN-β (Fig. 

4.2F) and IL-6 (Fig 4.2G) proteins were similarly detected in reduced amounts 

in the serum of MAVSlos mice compared with WT mice 4 hrs following injection 

of poly(I:C). 
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Figure 4.2. Reduced IRF3 phosphorylation in MAVSlos mice impairs cytokine production 
(A) WT and MAVSlos mice were i.v. injected with 200 µg poly(I:C), and splenocytes were 
harvested after indicated time-points and incubated with antibodies against p-IRF3, total IRF3 
and β-actin. (B) Real-time PCR analysis of Ifnl mRNA, (C) Il6 mRNA and (D) Ifnb mRNA in 
splenocytes harvested 4 hours after in vivo poly(I:C) stimulation. Data are presented relative to 
RPL19 expression, n=6. (E) Mice were i.v. injected with 200 µg poly(I:C) and serum levels of 
IFN-λ, (F) IFN-β and (G) IL-6 measured 4 hours after by ELISA (n=6). All results are 
representative for at least two independent experiments. P < 0.05; **, P < 0.01; ***, P < 0.001 
(1-way ANOVA). 
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To determine whether MAVSlos cells exhibited a defect in localization to the 

mitochondria, cultures of bone marrow derived macrophages were established 

and cells were transfected with poly(I:C) for 24 hours. WT bone-marrow 

derived macrophages (BMDM) transfected with poly(I:C) exhibited 

colocalization of MAVS to the mitochondria as quantified by Mander’s 

colocalization coefficient using the Imaris colocalization function (Fig. 4.3A and 

B). Similarly, poly(I:C) also induced colocalization of MAVS to mitochondria in 

BMDM from MAVSlos mice  (Fig. 4.3A and B). Finally, oligomerization of 

MAVS, as shown by clustering of fluorescence after activation, was also 

similar in MAVSlos and WT BMDC. Taken together, these findings demonstrate 

that the machtlos mutation did not prevent localization of MAVS to the 

mitochondria, but affected interaction with Tom70, reduced signalling through 

the RLR-MAVS pathway and downstream cytokine production. 
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Figure 4.3. Co-localization of MAVS to mitochondria is unaffected by machtlos mutation  
(A) Confocal images of mouse BMDM transfected for 24 hours with poly(I:C) (10 µg/ml) or 
cultured in media only. BMDM were stained with Mitotracker (red) and anti-MAVS (green). The 
merge panel shows the overlap between Mitotracker and MAVS signal. (Scale bar: 10	
  µm) (B) 
Imaris software was used to analyse co-localization of confocal images: the fraction of MAVS 
co-localized with Mitotracker was calculated by Mander’s colocalization coefficient; n=30, 
averages are presented as mean  ±  SEM, ***P=0.0001, ****P<0.0001. Statistical significance 
was assessed by 2-way ANOVA using Bonferroni’s multiple comparisons test. BMDM, bone 
marrow-derived macrophage. 
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4.2.3 MAVS has a role in T-dependent humoral responses 

 
Recent studies have demonstrated that MAVS has a contributing role in T-

independent immune responses toward NP-Ficoll, with a notable effect on B 

cell antibody production (Zeng et al., 2014). The association of the MAVS 

pathway with autoimmune disease is of great interest, but many autoimmune 

diseases involve adaptive immune responses with a T-dependent contribution. 

Therefore, the impact of MAVS on T-dependent germinal centre (GC) 

responses was tested. To this end, MAVSlos mice were immunised with two 

immunogens separately; the polyvalent antigen sheep red blood cells (SRBC) 

and the hapten NP conjugated to ovalbumin (OVA) in alum.  

 

Analyses of the immune response in the spleen to the SRBC immunogens 

revealed a significant role for the RLR-MAVS pathway in the magnitude of the 

GC reaction. PNA staining of histological sections of spleen demonstrated that 

MAVSlos mice exhibited overall reduced numbers of GCs and a reduced overall 

area of GCs (Fig. 4.4A and Fig. 4.4B). In support of this finding, the 

percentages of both GC B cells (Fig. 4.4C and Fig. 4.4D) and IgG1 antibody 

forming GC B cells (Fig. 4.4E) 7 days after SRBC immunisation were reduced 

in the spleen of MAVSlos compared with WT mice. Analyses of antigen 

presenting cell (APC) populations revealed that the machtlos mutation resulted 

in decreased expression of B7.2 (CD86) on MAVSlos B cells (B220+TCRb-) 

(Fig. 4.4F), macrophages (B220-TCRb-CD11b+F4/80+) (Fig. 4.4G) and 

conventional dendritic cells (DCs, B220-TCRb-CD11b+CD11c+) (Fig. 4.4H), 

indicating reduced activation. The expression levels of CD86 in plasmacytoid 
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DCs (Fig. 4.4I) from MAVSlos and WT mice showed no significant differences 

at this time-point. 

 

 

 

 

 

 

 

 
 
 
 
 
 
 

 
 
 

 
 

 

 
 
 

Figure 4.4. MAVSlos mice display impaired germinal centre formation  
WT and MAVSlos mice were immunised with SRBC, and spleens were collected for analysis 7 
days after. (A) Representative spleen sections were stained with PNA (brown) to detect GC 
(Scale bar: 200 µm). (B) Quantification of PNA+ area fraction is presented as mean 
percentage area with error bars indicating SEM. (C) Representative flow cytometric analysis of 
Fas+ and GL7 expression within the B cell gate (CDB220+TCRb-). (D) Mean percentage ± 
SEM of Fas+Gl7+ cells in each spleen. (E) Mean percentage ± SEM of Fas+IgG1+ cells in 
each spleen. (F-I) CD86 mean fluorescence intensity in B220+ B cells (F), F4/80+CD11b+ 
macrophages (G), B220-CD11chigh dendritic cells (DCs) and B220+CD11c+ plasmacytoid DCs 
(I). P < 0.05; **, P < 0.01; ***, P < 0.001 (unpaired Student’s t test). The data are indicative of 
three individual experiments. GC, germinal centre; MFI, Mean fluorescence intensity; SRBC, 
sheep red blood cells; PNA, Peanut agglutinin. 
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In conjunction with an effect on GC B cells, the percentages of CXCR5hi PD1hi 

FoxP3- Tfh cells were also reduced in MAVSlos mice (Fig. 4.5A and Fig. 4.5B). 

Paradoxically, despite the weaker GC reaction observed in MAVSlos mice, they 

also exhibited a reduction in the percentage of FoxP3+ T follicular regulatory 

(Tfr) cells (Fig. 4.5C). The reduced fraction of Tfr cells was not due to a 

diminished precursor population, since the percentages of Tregs were similar 

in MAVSlos and WT mice (Fig. 4.5D). Furthermore, the MAVS mutation led to 

decreased fractions of activated/memory phenotype T cells, as shown by 

reduced percentages of the total CD44hi CD4+ T cell population (Fig. 4.5E).  

 

The machtlos mutation affected the RLR-MAVS pathway, influencing several 

cell types during the GC reaction. To determine whether any observed defect 

was cell intrinsic, we examined GC reactions that form following SRBC 

immunisation in mixed bone marrow (BM) chimeras consisting of equal ratios 

(50%:50%) of wild-type (WT) BM expressing the congenic marker CD45.1 and 

MAVSlos BM expressing CD45.2. 8-12 weeks after transfer into irradiated 

immunodeficient (Rag) recipient mice and after checking chimerism following 

reconstitution, mice were immunised with SRBC and the relative contribution 

of both WT and MAVSlos lymphocytes to the immune response was 

determined. Flow cytometric analyses of CD4+ T cells 7 days after SRBC 

immunisation indicated a similar contribution from CD45.2 MAVSlos and WT 

BM (Fig. 4.5F). However, CD45.2 Tfh cells carrying the machtlos mutation 

were under-represented within the total Tfh cell population relative to WT Tfh 

cells (Fig. 4.5F). 
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Figure 4.5. MAVSlos mice exhibit cell-intrinsic TFH defect  
(A) Representative flow cytometric analysis of CXCR5 and PD-1 expression on CD4 helper T 
cells (CD19-TCRb+CD4+) from spleen 7 d after SRBC immunisation. (B-E) Mean percentage 
± SEM of (B) Tfh cells (CXCR5+PD-1+Foxp3-), (C) Tfr cells (CXCR5+PD-1+Foxp3+), (D) 
Tregs (Foxp3+) and (E) activated CD4 T cells (CD4+CD44hi) in each spleen 7 d after SRBC 
immunisation. *, P < 0.05; **, P < 0.01 (unpaired Student’s t test) (F-I) BM chimeras from 
50:50% mixed MAVSlos and WT donors immunised with SRBC 8 weeks after reconstitution. 
Spleens were collected for analysis 7 d after immunisation. Shown are percentages of 
CD45.2+ MAVSlos of total Tfh and CD4+ T cells (F), of total Tfr cells and CD4+ T cells (G), of 
total Tregs and CD4+ T cells (H) and of total GC B cells (CD19+Fas+GL7+) and B cells 
(CD19+TCRb-) (I). *, P < 0.05; **, P < 0.01 (paired Student’s t test). Tfh, T follicular helper 
cells; Tfr, T follicular regulatory cells; GC B, germinal centre B cells; SRBC, sheep red blood 
cells. 
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In support of this finding, the percentages of GC B cells, IgG1 containing GC B 

cells and T follicular helper (Tfh) cells detected by flow cytometric analyses of 

the spleen 10 days after immunisation with NP-OVA in alum were equivalent to 

that of WT controls (Fig. 4.6C, Fig. 4.6D and Fig. 4.6E). This finding indicated 

that the contribution of MAVS to the magnitude of the GC reaction and to the 

differentiation of T follicular helper cells was context dependent.  

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
Figure 4.6. Immunisation with NP-OVA evokes potent immune response in MAVSlos mice 
WT and MAVSlos mice were immunised with NP-OVA (100 µg in alum), and spleens were 
collected for analysis 7 days after. (A) Representative spleen sections were stained with PNA 
(brown) to detect GC (Scale bar: 100 µm). (B) Quantification of PNA+ area fraction is 
presented as mean percentage area with error bars indicating SEM. Mean percentage ± SEM 
of Fas+GL7+ GC B cells (C), Fas+IgG1+ GC B cells (D) and CXCR5+PD-1+Foxp3- Tfh cells 
(E) in each spleen. Statistical significance was assessed by unpaired Student’s t test. GC, 
germinal centre; Tfh, T follicular helper T cells; PNA, Peanut agglutinin; NP-OVA, 
nitrophenyl(13)-ovalbumin.  
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Finally, the impact of the machtlos mutation on the immune response to the 

ssRNA virus CVB4 was tested. Similar to stimulation with poly(I:C), MAVSlos 

mice displayed reduced serum levels of IFN-β and IL-6 early after CVB4 

infection compared to WT mice (Fig. 4.7A and Fig. 4.7B). In addition, MAVSlos 

mice exhibited reduced percentages of GC B cells (Fig. 4.7C), Tfh cells (Fig. 

4.7D) and Tfr cells (Fig. 4.7E) compared to WT mice, indicating that the 

machtlos mutation compromised T-dependent immunity to this virus. However, 

no difference was found in relation to viral replication in the pancreas (Fig. 

4.7F) or to overall survival following CVB4 infection (Fig. 4.7G). 
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Figure 4.7. CVB4 infection in MAVSlos mice is associated with a reduced T-dependent B 
cells response 
(A-F) WT and MAVSlos mice were i.p. infected with 20 PFU of CVB4. (A) Serum was collected 
on day 0 and 2 post CVB4 infection and levels of IFN-β (A) and IL6 (B) measured by ELISA 
(n=5). (C-E) Spleens were collected 7 days after CVB4 infection and analysed by flow 
cytometry. Mean percentage ± SEM of (C) GC B cells (Fas+Gl7+CD19+), (D) Tfh cells (CD4+ 
CXCR5+PD-1+Foxp3-) and (E) Tfr cells (CD4+ CXCR5+PD-1+Foxp3+) in each spleen. (F) 
Pancreata were harvested on day 2 (n=4) and 9 (n=6) post infection. Viral titres were 
determined by plaque assay and adjusted for tissue weight. Results are expressed as mean ± 
SEM. *, P < 0.05; **, P < 0.01 (unpaired Student’s t test). (G) Kaplan-Meier survival curve 
showing survival of WT (n = 9) and MAVSlos mice (n = 9) following injection with 105 PFU of 
CVB4. Data shown are representative of two independent experiments. i.p., intraperitoneal; 
CVB4, coxsackievirus B4; PFU, plaque-forming units; GC, germinal centre; Tfh, T follicular 
helper T cells. 
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4.2.4 SRBC contain RNA and are quickly phagocytosed by 

APCs  

 
SRBC are a model polyvalent protein antigen used to examine T-dependent 

immune responses. It was therefore unexpected that cytosolic RNA 

recognition through the MAVS pathway would play a role in the immune 

response to SRBC. However, SRBC preparations are derived from whole 

blood samples, which in addition to SRBCs also contain nucleated 

reticulocytes and a very small fraction of leukocytes. Furthermore, mature red 

blood cells have been shown to constitute the predominant source of plasma 

miRNA (Kabanova et al., 2009; Pritchard et al., 2012). Hence, TRIzol-based 

RNA purification from SRBC was performed and followed by DNase I 

treatment to remove potential DNA contamination. The extracts were run on a 

gel in parallel with the same extracts treated with RNase A, which provided 

clear evidence that the tested SRBC preparations contained RNA (Fig. 4. 8A).  

 

To investigate how SRBC RNA could enter the cytosolic pathway of APCs, we 

labelled 5 x 108 SRBC with CFSE to a 100% labelling efficiency, transferred 

these cells into MAVSlos and WT recipients and analysed the placement of the 

injected cells in the spleen by immunfluorescent staining. Analyses of 

histological sections of the spleen 30 minutes after CFSE+ SRBC transfer 

enabled detection of SRBC inside both CD169+ marginal zone macrophages 

and F4/80+ macrophages, and also indicated SRBC particles localised within 

CD11c+ APCs (Fig. 4.8B). Thus, APCs had consumed SRBC within 30 

minutes of immunisation. 
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Figure 4.8. SRBC contain RNA and are taken up by antigen-presenting cells 
(A) Untreated (2 µg) and RNase A-treated SRBC RNA (2 µg) was run beside on a 0.7% 
agarose gel containing 1x Sybr Gold. (B) Confocal images of spleen sections 30 min after 
immunisation with CFSE-labelled SRBC (green). Left panel: sections were immunostained 
with CD11b (blue) and CD169 (red). Arrow indicates SRBC uptake by MZ macrophage. Middle 
panel: sections were immunostained with CD11b (blue) and F4/80 (red). Arrow indicates 
SRBC uptake by F4/80+ macrophage. Right panel: sections were immunostained with CD4 
(blue) and CD11c (red). Arrow indicates SRBC uptake by CD11c+ dendritic cell. Scale bar 
upper panel: 200 µm; scale bar lower panel: 25 µm. (C) Percentages of CFSE+ cells in 
different spleen populations 3 hrs after immunisation with CFSE-labelled SRBC. (D) 
Percentages of marginal zone macrophages (CD169+CD11b+TCRb-B220-) in the spleen 3 
hrs after immunisation with CFSE-labelled SRBC. *, P < 0.05; **, P < 0.01 (unpaired Student’s 
t test). SRBC, sheep red blood cell; CFSE, carboxyfluorescein succinimidyl ester; MZ, 
marginal zone. 
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Since CFSE-labelled SRBC could be detected inside APCs, flow cytometry 

was utilized to determine whether MAVSlos APCs that engulfed SRBC 

exhibited early phenotypic differences associated with APC function compared 

with WT APCs. In agreement with histological findings, CFSE+ SRBC were 

detected in MZ macrophages, F4/80+ macrophages and conventional DCs, 

but also in plasmacytoid DCs (Fig. 4.8C) three hours after immunisation. 

Although the percentage of MAVSlos MZ macrophages taking up CFSE+ 

SRBC was significantly increased compared to WT (Fig. 4.8C), this is likely 

due to an overall reduction of this population in MAVSlos mice in this 

experiment (Fig. 4.8D). We next compared the expression of CD86 and MHC 

class II on WT and MAVSlos APCs containing CFSE+ SRBC with CD86 and 

MHC class II expression on APCs from the same mice that did not contain 

CFSE+ SRBC. MAVSlos macrophages (Fig. 4.9A and 9B) and marginal zone 

macrophages (Fig. 4.9C) that had engulfed SRBC exhibited decreased 

expression of CD86 relative to WT APCs that had contained SRBC. Marginal 

zone macrophages from MAVSlos mice, in particular, did not upregulate CD86 

(Fig. 4.9C). Similarly, the machtlos mutation reduced the SRBC-induced 

upregulation of CD86 on both conventional dendritic cells (Fig. 4.9D) and 

plasmacytoid dendritic cells at this 3 hr time-point (Fig. 4.9E).  

 

Uptake of SRBC also led to increased expression of MHCII on WT 

macrophages (Fig. 4.9F) and conventional DCs (Fig. 4.9G), but had little effect 

on the expression of MHCII on macrophages and conventional DCs from 

MAVSlos mice (Fig. 4.9F and Fig. 4.9G). These findings demonstrate that the 

machtlos mutation in the TM domain of MAVS inhibits the activation of APCs 
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Figure 4.9. MAVSlos mutation attenuates SRBC-mediated activation of APCs 
(A) Representative flow cytometry plot showing the percentage of CFSE+ macrophages 
(B220-TCRb-CD11b+CD11clowF4/80+Ly6G-) in the spleen 3 hrs after immunisation with 
CFSE-labelled SRBC. (B-E) CD86 mean fluorescence intensity in F4/80+CD11b+ 
macrophages (B), CD169+CD11b+ MZ macrophages (C), B220-CD11chi conventional DCs (D) 
and B220+CD11c+ plasmacytoid DCs (E). (F-H) MHC II mean fluorescence intensity in 
F4/80+CD11b+ macrophages (F), B220-CD11chi conventional DCs (G) and B220+CD11c+ 
plasmacytoid DCs (H). P < 0.05; **, P < 0.01; ***, P < 0.001, ****, P < 0.0001 (2-way ANOVA). 
SRBC, sheep red blood cell; CFSE, carboxyfluorescein succinimidyl ester; MZ, marginal zone, 
DC, dendritic cells. 
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following engulfment of SRBC. To determine whether the effect of MAVS on 

APC activation was cell intrinsic, we generated mature chimeras by 

transferring MAVSlos splenocytes into CD45.1 WT mice and immunised these 

mice 24 hrs later with CFSE-labelled SRBC. A greater (fold) induction of CD86 

was observed on CFSE+ SRBC-containing WT macrophages than on CFSE+ 

SRBC-containing MAVSlos macrophages within the same mice (Fig. 4.10B). By 

contrast, B cells (Fig. 4.10A), conventional DCs (Fig. 4.10C) and plasmacytoid 

DCs (Fig. 4.10D) did not show a clear difference in terms of the fold 

upregulation of CD86 in mature chimeras. 

On the supposition that RNA within intact SRBC entered the cytosolic pathway 

of host cells to boost the immune response to SRBC, it was hypothesized that 

RNA-depleted SRBC would be less immunogenic. We therefore immunised 

mice with either whole SRBC or sonicated/RNase A-treated SRBC. Sonication 

followed by RNase A treatment significantly diminished the immunogenicity of 

SRBC, resulting in reduced percentages of Tfh cells (Fig. 4.10E) and GC B 

cells (Fig. 4.10F) 7 days following immunisation. Taken together, these 

findings demonstrate that SRBC contain RNA and suggests that foreign RNA 

from phagocytosed SRBC could enter the cytosolic RLR-MAVS pathway.  



CHAPTER 4 170 
 

	
  

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4.10. MAVSlos mutation attenuates SRBC-mediated activation of APCs 
(A-D) Mixed chimeras were generated by injecting splenocytes from CD45.2 donor (MAVSlos) 
mice into CD45.1 (WT) recipient mice. After 24 hrs, recipient mice were immunised with 
CFSE-labelled SRBC and spleens collected after 3 hrs for analysis. (A) CD86 mean 
fluorescence intensity in B cells (CD19+TCRb-), in (B) macrophages (B220-TCRb-
CD11b+CD11clowF4/80+Ly6G-), in (C) conventional DCs (B220-TCRb-CD11chi) and in (D) 
plasmacytoid DCs (B220+TCRb-CD11c+) in the spleen. Connected symbols indicate values 
from the same mouse. ***, P < 0.001 (paired Student’s t test). (E-F) WT mice were immunised 
with either intact SRBC (SRBC) or sonicated and RNase A (1 µg/ml) treated SRBC  
(sonSRBC) and spleens were collected for analysis 7 days after. (E) Mean percentage ± SEM 
of Tfh cells (CXCR5+PD-1+Foxp3-) within the CD4+ T cell population and (F) GC B cells 
(Fas+GL7+) within the B cell population. **, P < 0.01; ***, P < 0.001 (paired Student’s t test). 
SRBC, sheep red blood cell; CFSE, carboxyfluorescein succinimidyl ester; DC, dendritic cells. 
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4.2.5 Type-1 Interferon drives IL-6 production and enhances Tfh 

cell differentiation 

 
One of the contributing factors to the effect of the MAVS mutation on the 

activation and differentiation of T follicular subsets may be a reduced 

production of T1-IFN. Previous studies have suggested that T1-IFN has an 

activating effect on T cells, but an inhibitory effect on Tfh cell differentiation in 

the context of STAT3 deficiency (Ray et al., 2014). To examine the influence of 

T1-IFN on the GC reaction, Ifnar1-/- mice were immunised with SRBC and the 

GC reaction, GC B cells and T follicular subsets were examined 7 days later.  

 

The percentage of Tfh cells was decreased in Ifnar1-/- mice relative to their WT 

counterparts (Fig. 4.11A). While T1IFNR deficiency had little effect on Tregs 

(Fig. 4.11D), the Tfr population in Ifnar1-/- displayed lower percentages 

compared to WT 7 days following SRBC immunisation (Fig. 4.11B). The 

percentages of Ifnar1-/- GC B cells were more variable than that of WT GC B 

cells, but were not significantly different (Fig. 4.11E). The importance of the 

expression of the receptor for T1-IFN in Tfh cell differentiation was tested in 

mixed bone marrow chimeras in which 50% of BM derived from CD45.2 Ifnar1-

/- mice and 50% from CD45.1 WT mice. Despite an equal proportion of total 

CD4+ T cells deriving from Ifnar1-/- and WT BM, significantly fewer Tfh cells 

had derived from Ifnar1-/- BM. This result indicated that the effect of T1-IFN on 

Tfh cell differentiation was cell intrinsic (Fig. 4.11F).  
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Figure 4.11. Impaired IFN-I signalling affects follicular T cell populations. 
(A-E) WT and IFNAR-/- mice were immunised with SRBC, and spleens were collected for 
analysis 7 days after. (A) Mean percentage ± SEM of Tfh cells (CXCR5+PD-1+Foxp3-), (B) Tfr 
cells (CXCR5+PD-1+Foxp3+), (C) activated CD4+ T cells (CD4+CD44high), (D) Tregs 
(Foxp3+) and (E) GC B cells (Fas+GL7+) in each spleen 7 d after SRBC immunisation. *, P < 
0.05 (unpaired Student’s t test). (F-G) BM chimeras from 50:50% mixed IFNAR-/- and WT 
donors immunised with SRBC 8 weeks after reconstitution. Spleens were collected for analysis 
7 d after immunisation. Shown are percentages of CD45.2+ MAVSlos of total Tfh and CD4+ T 
cells (G), and of total Tfr cells and CD4+ T cells (H). *, P < 0.05; ****, P < 0.0001 (paired 
Student’s t test). (H) Mice were i.v. injected with 25 ug R848 and serum levels of IL6 were 
measured by ELISA. Tfh, T follicular helper cells; Tfr, T follicular regulatory cells; GC B, 
germinal centre B cells; SRBC, sheep red blood cells; i.v., intravenous. 
 

Similarly, T1-IFN had a lesser, but direct effect on Tfr cells, with a reduced 

fraction of the total Tfr cell population deriving from Ifnar1-/- mice in the majority 

of chimeric mice (Fig. 4.11G). Based on these observations, a reduced T1-IFN 

production from the machtlos mutation could contribute to the decreased GC 

populations in MAVSlos mice. In addition, IL-6 production in response to 

poly(I:C) was markedly reduced in cells that could not respond to T1-IFN (Fig. 

4.11H). It was therefore predicted that a reduced production of IL-6 may be a 

contributing factor to an attenuated GC reaction in both MAVSlos and Ifnar1-/- 
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mice upon SRBC challenge (Fig. 4.4D and Fig. 4.11E). As a result of the 

observed contribution of T1-IFN signalling to the differentiation of Tfh cells, it 

was tested whether boosting T1-IFN could overcome the negative effect of the 

machtlos mutation on the formation of GC populations in MAVSlos mice. To this 

end, a mixture of IFN-­‐α, IFN-β and IFN-λ 3 (s.c.), or control saline, was 

administered to mice 12 hrs, 24 hrs and 36 hrs post SRBC immunisation, and 

the effect of IFN on the GC population in MAVSlos and WT mice analysed on 

day 7. Exogenous IFN significantly increased the percentages of both WT and 

MAVSlos GC B cells (Fig. 4.12A) and IgG1 containing GC B cells (Fig. 4.12B). 

Tfh cells were also boosted by IFN treatment in both WT and MAVSlos mice 

(Fig. 4.12C). However, both with and without IFN treatment, the percentages 

of MAVSlos GC B cells (Fig. 4.12A), IgG1 GC B cells (Fig. 4.12B) and Tfh cells 

(Fig. 4.12C) remained lower that WT GC populations. In contrast to Tfh cells, 

IFN had little effect on the percentages of Tfr cells or Tregs in either SRBC 

immunised MAVSlos or WT mice (Fig. 4.12D and Fig. 4.12E). 
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Figure 4.12. IFN-I treatment boosts T-dependent B cell response to SRBC 
WT and MAVSlos mice were immunised with SRBC and s.c. injected with either PBS or a 
combination of type I interferons (0.1 µg IFN-alpha, 0.3 µg IFN-beta and 0.8 µg IFN-lambda 3) 
12, 24 and 36 hrs after SRBC immunisation (SRBC + IFN); and spleens were collected for 
analysis on day 7.  (A) Mean percentage ± SEM of GC B cells (Fas+GL7+), (B) IgG1+ GC B 
cells, (C) Tfh cells (CXCR5+PD-1+Foxp3-), (D) Tfr cells (CXCR5+PD-1+Foxp3+) and (E) 
Tregs (Foxp3+) in each spleen. ns, not significant; *, P < 0.05; **, P < 0.01; ***, P < 0.001 (2-
way ANOVA). Tfh, T follicular helper cells; Tfr, T follicular regulatory cells; GC B, germinal 
centre B cells; SRBC, sheep red blood cells; s.c., subcutaneous, IFN, interferon. 
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4.2.6 The RLR-MAVS pathway influences activation of TBK1 in 

T follicular populations  

 
Reduced T1-IFN may have contributed to reduced Tfh cell differentiation, but 

did not fully explain the cell intrinsic effect of the machtlos mutation. Since 

phosphorylation of TBK1 is an early event in the RNA-mediated activation of 

the RLR-MAVS pathway and TBK1 interacts with ICOS influencing the 

development of Tfh cells (Pedros et al., 2016), it was determined whether the 

RLR-MAVS pathway influences phosphorylation of TBK1 in CD4+ T cells. 

Eight hours after administration of poly(I:C), the levels of p-TBK1 detected by 

immunostaining and flow cytometry were generally lower in MAVSlos 

lymphocytes (Fig. 4.13A), but particularly in CD4+ T cells from MAVSlos mice 

compared with CD4+ T cells from WT mice (Fig. 4.13B). 

 

Subsequently, the phosphorylation of TBK1 was analysed by flow cytometry in 

both Tfh cell and Tfr cell populations 7 days following immunisation with 

SRBC. Detection of p-TBK1 showed that the machtlos mutation resulted in 

decreased activation of TBK1. In MAVSlos Tfh cells, both the percentages of p-

TBK1 expressing Tfh cells (Fig. 4.13C and Fig. 4.13D) and the level of 

expression of p-TBK1 (Fig. 4.14A) were reduced relative to WT cells. Analyses 

of Tfr cells, in turn, showed that a greater fraction of Tfr cells than Tfh cells 

expressed p-TBK1 in both strains (Fig. 4.13C and Fig. 4.13E). A similar 

decrease in both the mean fluorescence intensity of p-TBK1 (Fig. 4.14B) and 

the percentages of p-TBK1 containing Tfr cells was observed in MAVSlos 

relative to WT Tfr cells 
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Figure 4.13. Machtlos mutation impairs phosphorylation of TBK1 in T cell populations. 
(A-B) WT and MAVSlos mice were i.v. injected with 200 µg poly(I:C), and spleens collected for 
analysis 8 hrs after.  Bars indicate CD86 mean fluorescence intensity  ±  SEM relative to PBS-
injected control mice in (A) total lymphocytes and (B) in CD4+ T cells. **, P < 0.01; ****, P < 
0.0001 (unpaired Student’s t test). (C-H) WT and MAVSlos mice were immunised with SRBC 
and spleens were collected for analysis on day 7. (C) Representative flow cytometry gating 
strategy for p-TBK1 expression in Tfh and Tfr populations in the spleen of WT and MAVSlos 
mice. (D) Mean percentage ± SEM of p-TBK1 expression in Tfh cells (CXCR5+PD-1+Foxp3-), 
(E) Tfr cells (CXCR5+PD-1+Foxp3+), (F) Tregs (Foxp3+), (G) activated CD4+ T cells 
(CD44high) and (H) naïve CD4+ T cells (CD44low) in the spleen. ns, not significant; *, P < 0.05; 
**, P < 0.01; ***, P < 0.001 (unpaired Student’s t test). i.v., intravenous; Tfh, T follicular helper 
cells; Tfr, T follicular regulatory cells; SRBC, sheep red blood cells. 
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(Fig. 4.13C and Fig. 4.13E), and was also found in Tregs (Fig. 4.13F and 

Fig.4.14C). Interestingly, whilst p-TBK1 was most pronounced in WT T 

follicular populations, its expression was not specific to these cells since p-

TBK1 was greater in the total CD44hi activated/memory phenotype CD4+ T 

cell populations (Fig. 4.13G) compared with the naïve CD44lo CD4+ T cell 

populations from both MAVSlos and WT mice (Fig. 4.13H). 

 

 

 

 

 

 

 

 

 

 

Figure 4.14. MAVSlos mutation is associated with decreased p-TBK1 expression in T 
cells 
WT and MAVSlos mice were immunised with SRBC and spleens were collected for analysis on 
day 7. (A) Mean fluorescence intensity ± SEM of p-TBK1 in Tfh cells (CXCR5+PD-1+Foxp3-), 
(B) Tfr cells (CXCR5+PD-1+Foxp3+), (C) Tregs (Foxp3+), (E) activated CD4+ T cells 
(CD44high) and (F) naïve CD4+ T cells (CD44low) in the spleen. ns, not significant; *, P < 0.05; 
**, P < 0.01; ***, P < 0.001; ****, P < 0.0001  (unpaired Student’s t test). Tfh, T follicular helper 
cells; Tfr, T follicular regulatory cells; SRBC, sheep red blood cells. 
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and that this is associated with a reduced production of T1-IFN and IL-6 (see 

Figure 4.2). To test which cells are affected by this defect, IRF3 

phosphorylation was analysed by flow cytometry. At 8 hrs after poly(I:C) 

challenge, T cells and MZ macrophages from MAVSlos mice expressed 

significantly reduced levels of p-IRF3 (Fig. 4.15B and Fig. 4.15C). In addition, 

MAVSlos APCs including MZ macrophages (Fig. 4.15D), F4/80+ macrophages 

(Fig. 4.15E) and conventional DCs (Fig. 4.15F) expressed reduced levels of 

CD86 compared to WT APCs, indicating reduced activation of these 

populations. 

 

 

 

 

 

 

 

 

 

 

Figure 4.15. MAVSlos mutation is associated with decreased p-IRF3 expression in T cells 
WT and MAVSlos mice were i.v. injected with 200 µg poly(I:C), and spleens collected for 
analysis 8 hrs after. (A) Representative flow cytometry plot showing expression of p-IRF3 in 
splenic CD4+ T cells from untreated (grey) WT mice, and from poly(I:C) treated WT (red line) 
and MAVSlos mice (black line). (B) Mean fluorescence intensity ± SEM of p-IRF3 in T cells 
(TCRb+B220-) and (C) MZ macrophages (CD169+CD11b+) in the spleen. (D-F) Mean 
fluorescence intensity ± SEM of CD86 in p-IRF3+ APCs including CD169+CD11b+MZ 
macrophages (D), B220-CD11chi conventional DCs (E) and F4/80+CD11b+ macrophages (F) 
in the spleen. *, P < 0.05; **, P < 0.01; ***, P < 0.001 (unpaired Student’s t test). MZ, marginal 
zone; DC, dendritic cells; FMO, fluorescence minus one control. 
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4.2.7 The immunogenicity of SRBC is dependent upon RLR-

MAVS and TLR pathways  

 

In addition to the RLR-MAVS pathway, RNA is also recognised by TLRs 

contained within endosomes, but the resonance between the RLR-MAVS and 

TLR pathways remains incompletely understood. The RLR-MAVS pathway 

might influence TLR activation indirectly through T1-IFN production, amplifying 

recognition though PRR’s. To this end, the influence of synthetic RNA on the 

mRNA levels of TLR3 and TLR7 as well as TLR4 (not involved in RNA 

recognition) was measured in MAVSlos splenocytes in comparison with WT and 

Ifnar1-/- cells. Poly(I:C) administration resulted in the upregulation of TLR3 

mRNA in WT splenocytes, shown as fold increase over PBS controls (Fig. 

4.16A). By contrast, the poly(I:C)-mediated upregulation of TLR3 mRNA was 

significantly reduced in both MAVSlos and Ifnar1-/- splenocytes, indicating that 

optimal TLR3 expression is dependent on T1-IFN responsiveness (Fig. 4.16A). 

TLR7 mRNA expression, in turn, was compromised by a deficiency in Ifnar1, 

but not by the machtlos mutation (Fig. 4.16B). Notably, supplementation of WT 

mice with IFN-α was associated with increased TLR3 protein expression in B 

cells, conventional and plasmacytoid DCs (Fig. 4.16G), but had little effect on 

the expression of TLR7 protein expression in these cells, confirming the strong 

dependency of optimal TLR3 induction on T1-IFN.  
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Figure 4.16.  Impaired MAVS signalling is associated with reduced expression of TLR3 
(A-F) WT, MAVSlos and IFNAR-/- mice were i.v. injected with 200 µg poly(I:C), and spleens 
collected for quantitative real-time PCR analysis 4 hrs after. Gene expression levels of 
selected genes are presented relative to housekeeping gene Rpl19. *, P < 0.05; **, P < 0.01; 
***, P < 0.001; ****, P < 0.0001; statistical significance was assessed by 1-way ANOVA using 
Bonferroni’s multiple comparisons test. (G-H) WT mice were s.c. injected with either PBS or 
0.1 µg IFN-alpha, and spleens were collected for flow cytometric analysis on day 7 (n=5). 
Mean fluorescence intensity ± SEM of (G) TLR3 and (H) TLR7 in B cells (B220+), conventional 
DCs (B220-CD11chi) and plasmacytoid DCs (B220+CD11c+). **, P < 0.01; statistical 
significance was assessed by 2-way ANOVA using Bonferroni’s multiple comparisons test. 
s.c., subcutaneous, IFN, interferon; cDC, conventional dendritic cells; pDC, plasmacytoid 
dendritic cells. 
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To further examine the effect of the machtlos mutation in MAVS on T1-IFN 

pathways, the expression of interferon stimulated genes was analysed 

following poly(I:C) administration relative to mice deficient in the receptors for 

interferon alpha and beta (Ifnar1-/- mice). While the mRNA expression of IRF3 

was not affected in either MAVSlos or Ifnar1-/- splenocytes (Fig. 4.16E), the 

expression of interferon regulatory factor 1 (IRF1, Fig. 4.16D) showed a partial 

defect in MAVSlos relative to the very low expression observed in Ifnar1-/- 

splenocytes. Expression of IRF7 mRNA was distinctly reduced in Ifnar1-/- 

splenocytes, but was unaffected by the machtlos mutation (Fig. 4.16F). These 

findings indicate that the machtlos mutation induced a partial defect in the 

expression of interferon-stimulated genes.  

 

To determine the relative contribution of RNA recognition through the TLR3 

and RLR-MAVS, we administered poly(I:C) (i.v.) in the presence or absence of 

a TLR3-RNA complex inhibitor and measured secretion of IFN-β and IL-6 in 

the serum. TLR3 inhibition reduced the production of both IFN-β (Fig. 4.17A) 

and IL-6 (Fig. 4.17B) measured in the serum of WT mice 4 hours following 

poly(I:C) administration, indicating that TLR3 partially contributed to the 

response to poly(I:C). For MAVSlos mice, there was a similar trend, but no 

significant difference observed in IFN-β (Fig. 4.17A) or IL-6 (Fig. 4.17B) 

production in the presence or absence of TLR3-RNA complex inhibitor after 

poly(I:C) administration. This finding reflected the much lower response of 

MAVSlos mice to poly(I:C) and suggested that in the absence of a fully 

functioning MAVS, the role of TLR3 was less pronounced. 
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Similar levels of TLR7 mRNA were observed in WT and MAVSlos splenocytes 

after poly(I:C) administration (Fig. 4.16B), reflecting that (for TLRs) poly(I:C) 

acts mostly through TLR3 rather than TLR7. Therefore, we directly tested 

whether the machtlos mutation influenced responsiveness to a TLR7 agonist 

R848. Two hours after administration of the TLR7 agonist (i.v.) IL-6 was 

detected in serum of both WT and MAVSlos mice, but not in PBS treated mice 

(Fig. 4.17C). However, the amounts of IL-6 were significantly greater in WT 

than MAVSlos mice, suggesting that the RLR-MAVS pathway influences 

responsiveness to TLR7 ligand. 

 

The RLR-MAVS pathway had an important role in the expression of TLR 

involved in recognition of RNA, suggesting that MAVS may generate an early 

signal in response to cytosolic recognition of RNA that subsequently amplifies 

TLR pathways. In order to test the contribution of TLR pathways to the 

response to SRBC, WT and MAVSlos mice immunised with SRBC were treated 

with either TLR3-RNA complex inhibitor or TLR3-RNA complex inhibitor 

together with Myd88 inhibitor, and the effect on GC populations by 

immunostaining and flow cytometry was measured. Consistent with findings 

shown in Figure 5, Tfh cells were significantly reduced in MAVSlos mice relative 

to WT mice on day 7 post SRBC immunisation (Fig. 4.17D). Notably, TLR3 

inhibition reduced the percentages of WT Tfh cells, however, the combination 

of both inhibitors caused a more significant reduction in Tfh frequencies in WT 

mice (Fig. 4.17D). By contrast, neither TLR3 nor TLR3 plus Myd88 inhibitor 

significantly reduced the already low percentages of MAVSlos Tfh cells (Fig 

17D). Similarly, TLR3 inhibition and combined TLR3 and Myd88 inhibition 
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significantly reduced the percentages of Tfr cells in WT mice (Fig. 4.17E), but 

had little effect on MAVSlos Tfr cells (Fig. 4.17E). A (non-significant) reduction 

of GC B cells was observed in WT mice with TLR3 inhibition and when TLR3 

inhibition was combined with Myd88 inhibition (Fig. 4.17F). In contrast to WT 

GC B cells, MAVSlos GC B cells were not reduced following TLR3 inhibition 

(Fig. 4.17F). In addition, for both WT and MAVSlos GC populations, the 

administration of TLR3 combined with Myd88 inhibitor had no significant effect 

relative to SRBC immunisation only (Fig. 4.17F). Taken together, these 

findings reveal that recognition of foreign RNA is central to the immune 

response to SRBC and suggest that the RLR-MAVS pathway is an early signal 

that precedes the upregulation of TLR signalling, required for optimal humoral 

immunity to SRBC. 
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Figure 4.17. Adaptive immunity to SRBC requires MAVS-dependent TLR activation  
(A-B) WT and MAVSlos mice were i.p. injected with PBS or 1 mg of TLR3/dsRNA complex 
inhibitor in PBS one hour before i.v. administration of 200 ug poly(I:C). Serum levels of IFN-β 
(A) and IL6 (B) were measured by ELISA. (C) WT and MAVSlos mice were i.p. injected with 
PBS or 25 ug R848 compound one hour before i.v. administration of 200 µg poly(I:C). Serum 
levels of IL6 were measured by ELISA. (D-F) WT and MAVSlos mice were immunised with 
SRBC and intraperitoneally administered PBS or 700 µg of TLR3/dsRNA complex inhibitor or 
700 µg of TLR3/dsRNA complex inhibitor and 70 µg MyD88 inhibitor peptide 1 hour before and 
1 hour after SRBC injection; control mice were given inhibitors only (Inh). Spleens were 
collected for analysis on day 7. Mean percentage ± SEM of (D) Tfh cells (CXCR5+PD-
1+Foxp3-), (E) Tfr cells (CXCR5+PD-1+Foxp3+) and (F) GC B cells (Fas+Gl7+CD19+) in each 
spleen 7 d after SRBC immunisation. *, P < 0.05; **, P < 0.01; ***, P < 0.001; ****, P < 0.0001; 
statistical significance was assessed by 2-way ANOVA using Bonferroni’s multiple 
comparisons test. SRBC, sheep red blood cells; GC, germinal centre; i.p., intraperitoneal; i.v., 
intravenous; Tfh, T follicular helper cells; Tfr, T follicular regulatory cells. 
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4.3 DISCUSSION 

 
Due to their potent immunogenic properties, SRBC have been used for over 

half a century to study the immune response to protein antigen. In fact, 

experimental inoculation of SRBC into mammals predates the discovery of 

antibody production by B cells (Ehrich and Harris, 1942; Fagraeus, 1948). 

SRBC induce a robust GC reaction in mice, and as such, provide a model T-

dependent antigen to analyse the humoral immune response under various 

genetic and metabolic host conditions. The ability of SRBC to provoke an 

immune response has been attributed to the foreign, polyvalent nature of 

SRBC antigen. Importantly, this study provides evidence that the 

immunogenicity of SRBC is connected to the cytosolic sensing of RNA through 

the RLR-MAVS pathway and that the transmembrane region (TM) of MAVS is 

crucially involved in this process.  

 

The mitochondrial adaptor protein MAVS is best known for transducing 

antiviral signalling through its physical interaction with cytosolic RLRs that 

become activated following binding of RNA. The central role of the MAVS 

signalling complex in the immune response to viral nucleic acids is best 

exemplified by the number of viruses that have developed ways of evading the 

immune system by degrading or suppressing MAVS (e.g. hepatitis C virus, 

coxsackievirus, enterovirus 71) (Baril et al., 2009; Mukherjee et al., 2011; 

Wang et al., 2013). Notably, much of what is known about the function of the 

MAVS signalling pathway has been gained from studies using ectopic 
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overexpression of tagged MAVS and MAVS binding partners in cell lines (Hou 

et al., 2011; Liu et al., 2010; Seth et al., 2005; Subramanian et al., 2013; West 

et al., 2011). In order to probe the influence of the MAVS TM domain on the 

function of endogenous MAVS in vivo, we have utilized a mouse model that 

harbours a damaging SNP in the TM domain of MAVS. Our findings 

demonstrate that the MAVS TM domain is critical for the interaction with 

Tom70, which, like MAVS, is located within the outer mitochondrial membrane 

(Fig. 4.1C). In agreement with our finding, a previous study has shown an 

interaction of MAVS and Tom70 in vitro in Sendai virus-infected cells, and 

demonstrated that ectopic expression or silencing of Tom70, respectively, 

enhanced or impaired IRF3-mediated gene expression and IFN-β production 

(Liu et al., 2010). Similarly, MAVSlos mice displayed impaired activation of both 

TBK1 and IRF3, which subsequently resulted in reduced production of IFN-β 

and IL-6, highlighting the central role of the MAVS C-terminal TM domain for 

T1-IFN signalling. Although here we provide evidence for the critical site in the 

MAVS TM domain, it remains unclear how the machtlos mutation affects the 

interaction with Tom70 and other components of the MAVS signalling complex 

at the molecular level. While structural data would certainly shed light on this 

question, a crystal structure that includes the MAVS TM domain is yet to be 

reported. 3D modelling of the TM region of MAVS using the HADDOCK 

software (v2.2) revealed a possible helical structure for the TM domain of 

MAVS. The effect of the machtlos mutation was inconclusive though, with 

models for proper and improper (destabilized) α-helix formations having similar 

likelihoods (data not shown). However, given the helix-breaking properties of 

the introduced proline, a disruption of the MAVS TM structure caused by the 
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non-conservative amino acid change (i.e. leucine to proline) is likely to be 

accountable for the defective binding to Tom70 and the reduced activation of 

both TBK1 and IRF3. In addition, an earlier report using MAVS constructs in 

vitro demonstrated that the MAVS TM domain is also responsible for its 

mitochondrial localization (Seth et al., 2005). Interestingly, we did not detect a 

defect in the ability of MAVSlos to localize to the mitochondria (Fig. 4.3), nor did 

we observe an appreciable effect on MAVS oligomerization as indicated by 

clustered fluorescence (Fig. 4.3). 

 

Given that MAVS is critical in the context of cytosolic RNA-sensing, the impact 

of the machtlos mutation on the immunogenicity of SRBC was unexpected. 

Notably, early studies using solubilized, complement-lysed or sonicated SRBC 

indicated that an intact SRBC structure was required for effective immune 

stimulation, B cell activation and optimal antibody responses (Hatten and 

Dunton, 1978; Nagase et al., 1982). However, the reason for this requirement 

remained unknown. By demonstrating the importance of cytosolic RNA for 

generating optimal humoral immunity, our findings provide the final piece in the 

SRBC puzzle. Based on the fact that mature red blood cells are anucleated, it 

has been a long-held view that erythrocytes have no significant RNA content. 

Indeed, reticulocytes show a progressive reduction in RNA content as they 

mature (Burka, 1969; Grasso et al., 1963; Koury et al., 2005). However, our 

purifications yielded SRBC RNA with a considerable size distribution (Fig. 

4.8A), which is consistent with previous reports of RNA extracted from human 

RBC (Kabanova et al., 2009; Sangokoya et al., 2010). Moreover, the relatively 

small quantities of RNA detected in human erythrocytes comprise different 
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types of RNA, including tRNA (Kabanova et al., 2009), miRNA (Chen et al., 

2008; Hamilton, 2010; Rathjen et al., 2006; Sangokoya et al., 2010; Yu et al., 

2010) and several hY (human cytoplasmic) RNAs (O'Brien and Harley, 1990). 

Therefore, our results suggest that reduced T-dependent B cell response 

observed in SRBC-immunised mice harbouring the machtlos mutation 

originates from impaired signalling of SRBC RNA.   

 

Labelling SRBC with CFSE provided further insights into the mechanism by 

which SRBC RNA elicits this adjuvant effect. Three hours following i.v. 

injection, CFSE-labelled SRBC had travelled to the spleen and amassed in the 

red pulp near the marginal zone, where SRBC were observed inside 

macrophages and dendritic cells (Fig. 4.8B). Notably, the engulfment of cells is 

controlled by the surface expression of CD47, which provides an 

antiphagocytic “don’t eat me” signal. Binding of CD47 to the immune inhibitory 

receptor SIRP-α (signal regulatory protein α) prevents the uptake of target 

cells expressing CD47 (Ishikawa-Sekigami et al., 2006; Oldenborg et al., 2000; 

Yi et al., 2015). A recent study has shown that Cd47-/- mouse RBC initiated an 

immune response following phagocytosis by mouse DCs, illustrating the 

immune system’s deficiency in distinguishing self and foreign material (Yi et 

al., 2015). In the case of SRBC, it was reported that sheep CD47 on these 

cells failed to bind mouse SIRP-α, providing an explanation for the uptake of 

SRBC by murine APCs (Yi et al., 2015).  

 

Once SRBC had been engulfed, APCs exhibited signs of activation and 

maturation, with increased levels of CD86 and MHCII observed on both 
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macrophages and dendritic cells that contained SRBC relative to the same 

populations that did not contain SRBC (Fig. 4.9). Importantly, the machtlos 

mutation compromised the activation and maturation of aforementioned APCs. 

This finding indicated that the RLR-MAVS pathway positively regulates the 

maturation and antigen presenting capacity of APC populations following 

SRBC immunisation. The overall reduced APC function in MAVSlos mice may 

have contributed to the reduced populations of both Tfh cells and Tfr cells.  In 

addition to the cell intrinsic MAVS effects, reduced APC function may also 

partly explain why MAVSlos Tfh cell and IgG1+ GC B cell frequencies remained 

low despite a reduced Tfr cell population. As SRBC provide both a source of 

protein antigen and, as shown in our experiments, RNA adjuvant, the ability of 

SRBC to generate GC reactions was compromised in MAVSlos mice. Similarly, 

CVB4 infection provoked reduced frequencies of GC B cells and follicular 

helper T cell subsets in mice harbouring the machtlos mutation. Although viral 

replication rates and overall survival was comparable between WT and 

MAVSlos mice, this is likely to be attributable to the host-manipulating evasion 

strategies of this virus (Chau et al., 2007; Mukherjee et al., 2011). Importantly, 

WT mice and MAVSlos mice responded equivalently to immunisation with NP-

OVA in alum, indicating that machtlos did not impair the antibody response to 

protein antigen per se. These findings demonstrate the importance of MAVS 

signalling for the RNA adjuvant-enhanced antibody responses to protein 

antigens. 

 

In contrast to both T follicular cell subsets (Tfh cells and Tfr cells), the 

decrease in GC B cell frequency in MAVSlos mice was found to be due to cell 
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extrinsic factors. One possible extrinsic factor is the presence of cytokines 

such as T1-IFN and IL-6, both of which were reduced in MAVSlos mice in 

response to poly(I:C) (Fig. 4.2). IL-6 production was also poor in mice that 

lacked the receptor for T1-IFN (Fig. 4.11H), indicating a positive feedback loop 

between both cytokines. Furthermore, the impaired activation and maturation 

of APCs could also have affected GC B cell frequencies in a cell extrinsic 

manner. On the other hand, responsiveness to T1-IFN promoted the 

expansion/differentiation of both Tfh cells and Tfr cells in a cell intrinsic manner 

(Fig. 4.11). This is in strong agreement with previous studies reporting that 

nucleic acid triggered T1-IFN responses are critical for APC maturation and 

subsequent T cell activation and differentiation (Baranek et al., 2012; Longhi et 

al., 2009). Administration of T1-IFN during SRBC immunisation was able to 

boost the percentages of GC B cells and Tfh cells to an equivalent extent in 

both WT and MAVSlos mice (Fig. 4.12). However, exogenous T1-IFN could not 

fully recover the GC defect in MAVSlos mice, suggesting that endogenous T1-

IFN is present at low concentrations during SRBC immunisation. 

 

In an effort to identify other aspects of the MAVS signalling complex that may 

have affected cell intrinsic differentiation of follicular T cell subsets, we focused 

on the activation of both TBK1 and IRF3. Notably, the phosphorylation of TBK1 

was relatively restricted to T cell populations, where we observed p-TBK1 in 

activated/memory phenotype CD4+CD44hi T cells but not in naïve CD4+ T 

cells, suggesting that TBK1 phosphorylation was a result of cellular activation 

(Fig. 4.13).	
   In addition, the percentages of MAVSlos Tfh cells containing p-

TBK1 were considerably reduced compared to those in WT Tfh cells, 



CHAPTER 4 191 
 

	
  

indicating that the MAVS TM region is critical for the robust activation of TBK1 

in these cells following SRBC immunisation. Furthermore, our findings 

demonstrated that both total Tregs and Tfr cells activate TBK1 in response to 

SRBC immunisation. Indeed, the Tfr population contained the highest 

frequency of p-TBK1+ cells within this setting, however, the machtlos mutation 

also led to a consistent reduction in the percentages of T regulatory cells that 

had activated TBK1.  

 

Consistent with a defect in the MAVS signalling complex, the activation of IRF3 

was also reduced in T cells from MAVSlos mice (Fig. 4.15). However, in 

contrast to p-TBK1, poly(I:C) challenge provoked the phosphorylation of IRF3 

more broadly and within both T cell and APC populations. Given that SRBC 

immunisations may result in low production of T1-IFN, the impaired 

phosphorylation of IRF3 could potentially contribute to the T cell intrinsic defect 

observed in MAVSlos mice. Consistent with our findings, a recent study has 

identified that the interaction of TBK1 with ICOS is an important factor in Tfh 

cell differentiation and demonstrated that shRNA knockdown of TBK1 reduced 

Tfh cell frequencies by approximately 50% following LCMV infection (Pedros et 

al., 2016). However, the mechanisms leading to the activation of TBK1 

following SRBC immunisation and DNA virus infection are likely to differ and 

remain to be fully elucidated. Taken together, our findings demonstrate that the 

TM domain of MAVS is important for the activation of TBK1 in both Tfh cells 

and Tfr cells during the GC response to SRBC. 
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Finally, the administration of TLR3- and/or MyD88-inhibitor in the context of 

SRBC immunisations provided valuable insights into the contribution of TLR 

signalling for the immunogenicity of SRBC. Combined inhibition of MyD88 and 

TLR3 reduced the GC output in WT mice, as indicated by reduced 

percentages of Tfh cells, Tfr cells and IgG1+ GC B cells (Fig. 4.17). By 

contrast, combined TLR inhibition had little effect on the GC reaction in 

MAVSlos mice, suggesting that MAVS provides an early signal following SRBC 

immunisation that precedes the involvement of TLRs (Fig. 4.17). In support of 

this notion, MAVSlos splenocytes exhibited reduced activation of TLR3 

following i.v. injection of poly(I:C) (Fig. 4.17). In a recent study, the immune 

response to Cd47-/- mouse RBC was shown to be associated with the 

activation and maturation of DCs (Yi et al., 2015). Consistent with our 

hypothesis that signalling through the RLR-MAVS and not the TLR pathway 

mediates the response to SRBC, this early effect on APC activation was not 

inhibited in Myd88-/-Trif-/- mice that lack TLR signalling (Yi et al., 2015).  

 

Overall, our data highlight the importance of nucleic acid sensing for optimal 

adaptive immunity. Based on this premise, different nucleic acid templates 

may be used to provide a desired adjuvant effect in the design of ‘tailored’ next 

generation vaccines. By contrast, our findings may also extend our current 

understanding of risk factors in autoimmunity. As exemplified with the machtlos 

mutation, individuals carrying a loss-of-function or reduced-function allele that 

negatively affects RLR-MAVS signalling may be protected from virus-induced 

autoimmunity, whilst still clearing the virus. By extension, gain-of-function 

mutations are likely to confer adverse host effects. Indeed, genome wide 
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association (GWA) studies have revealed a link between autoimmune 

diseases and an entire network of genes within the RLR-MAVS pathway. In 

particular, mutations that led to increased expression of MDA5 were shown to 

augment the risk for SLE and T1D (Downes et al., 2010; Nejentsev et al., 

2009; Rice et al., 2014; Robinson et al., 2011), supporting the notion that 

chronic activation of nucleic acid sensing pathways can contribute to a number 

of severe autoimmune diseases (reviewed in (Banchereau and Pascual, 2006; 

Todd, 2014)). 
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5. GENERAL DISCUSSION AND PERSPECTIVE 

 

5.1. Antiviral immunity at the expense of autoimmunity? 

Although the concept of self-destruction was originally rejected over a hundred 

years ago (“Horror Autotoxicus”, Ehrlich, 1901), more than 80 autoimmune 

diseases have been identified. For many of these diseases, including T1D, 

symptom-based treatment strategies form the basis of therapeutic intervention. 

Understanding the events that initiate and advance autoimmunity is critical to 

design optimal strategies that will predict, delay, avoid or even cure 

autoimmune diseases. With respect to T1D, the strongest evidence for an 

environmental trigger points towards enterovirus infections as potential 

causative agents in disease pathogenesis. Based on this premise, the present 

study has utilized the diabetogenic coxsackievirus B4 strain to further elucidate 

the impact of enterovirus infections on self-destructive mechanisms leading to 

T1D onset. 

 

Using the CVB4 model, we found similar kinetics of viral clearance in both 

T1D-resistant B6 and T1D-susceptible SJL and NOD mice, suggesting that 

viral persistence in the form of replicating virus did not contribute to ongoing 

inflammation in T1D-susceptible mice. Similarly, it has been reported that islets 

from T1D patients’ isolated weeks after disease onset contain only very small 

quantities of viral RNA, indicating nearly absent viral replication during a 

persistent infection (Krogvold et al., 2015). Furthermore, studies on the T1D-

protective CVB3 serotype found that frequently occurring spontaneous 
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deletions of the viral genome can lead to increased persistence of viral RNA in 

the pancreas and heart of CVB3-inoculated mice. Interestingly, these deletions 

also compromise viral replication, often resulting in the failure to detect viral 

protein in the aforementioned organs (Chapman and Kim, 2008; Tracy et al., 

2015). This finding is in agreement with the absent CVB4 replication we 

observed in T1D-susceptible SJL and NOD mice (Fig. 2.2A). Further studies 

are required to determine which cell populations are affected by persistence of 

viral RNA and to evaluate the potential of this mechanism in propagating 

chronic inflammation. However, given that our studies and others have 

demonstrated a strong discrepancy in cellular tropism of CVB4 between 

human and mouse tissue (Dotta et al., 2007; Frisk and Diderholm, 2000; Yap 

et al., 2003), this evaluation would be most informative in a clinical setting.  

 

Despite dissimilarities to human disease, T1D studies in mice have been a 

valuable tool for investigating the virus-mediated impact on tissue damage. 

The level of inflammation detected after CVB4 clearance was considerably 

elevated in T1D-susceptible strains compared to inflammation in T1D-resistant 

B6 mice. This is true for both insulitis and pancreatitis (Fig. 2.9) and reinforces 

the idea that de-regulated and prolonged immune responses to virus – rather 

than the virus itself – are associated with an elevated T1D risk. In addition, 

beta cell integrity in NOD mice was compromised early after CVB4 infection 

(i.e. peri-insulitis), suggesting that infections with pancreatropic viruses in 

individuals with established islet inflammation may accelerate autoimmune 

events (Fig. 2.6). Notably, the pancreatic innate immune cell infiltrate during 

acute infection was dominated by activated (Ly6hi) macrophages, particularly in 
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T1D-susceptible NOD mice (Fig. 2.12A). Although macrophages are 

unquestionably indispensable for limiting viral replication, other studies have 

demonstrated that an unbalanced production of proinflammatory signals (e.g. 

IL-1b, IL-6, TNF-α) by either pancreatic islets or infiltrating macrophages 

significantly promotes the development of T1D, partially through activation of 

autoreactive CD4+ T cells (Calderon et al., 2006; Jun et al., 1999; Martin et al., 

2008). Although this may only be one piece of the rather complex T1D puzzle, 

targeting macrophages by inducing an immunosuppressive phenotype could 

be an efficient strategy to delay disease progression in T1D patients.  

 

Similar attention in regards to immunotherapy should be directed at the 

adaptive arm of the antiviral immune response. Our studies on immune-

deficient B6.RAG and NOD.SCID mice have further confirmed the importance 

of functional lymphocytes for successful viral clearance and overall survival. 

However, the increased infiltration of T and B effector subsets in the pancreas 

of T1D-susceptible mice indicates that anti-viral immunity might come with a 

trade-off in the context of autoimmune susceptibility. Following viral clearance, 

pancreas infiltrates of T1D-prone SJL and NOD mice demonstrated higher 

proportions of activated/memory phenotype CD4+ T cells, GC-like B cells and 

Tfh cells compared to CVB4-infected B6 or age-matched uninfected NOD 

mice, and displayed de novo formation of tertiary lymphoid structures within 

the pancreas (Fig. 2.8, Fig. 2.13 and Fig. 2.15). Therefore, virus-mediated 

autoimmune destruction of beta cells in T1D-prone strains may be linked to 

increased production of highly differentiated, possibly autoreactive lymphocyte 

clones early after infection. In line with this, Th1 and Tfh phenotypes have 
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been described in other studies of autoimmune diabetes in mice and humans 

(Ferreira et al., 2015; Han et al., 2011; Katz et al., 1995; Kenefeck et al., 2015; 

Rabinovitch et al., 1995), with recent data suggesting a transitional period that 

features pathological implications for both Th1 and Tfh-like cells (Lee et al., 

2012; Nakayamada et al., 2011).  

 

Notably, SNPs linked to T1D and other autoimmune diseases have commonly 

been found in CD4+ T cell restricting MHC II genes (Noble and Erlich, 2012; 

Wang et al., 2015), and in and CD4+ T cell super enhancers (Farh et al., 2015; 

Vahedi et al., 2015), supporting the idea that CD4+ T effector compartments 

might be driving the autoimmune destruction of beta cells following virus 

infections. Moreover, the presence of autoantibodies commonly found in T1D 

patients’ pinpoints a pivotal role of Th cells in T1D development (Kukko et al., 

2005; Maziarz et al., 2015). Viral persistence and the subsequent ongoing 

production of type I IFN promotes Tfh differentiation as shown in our study 

(Fig. 4.12) and could therefore contribute to an increased T1D risk. While 

accumulating evidence emphasizes the importance of Tfh cells for anti-viral 

immunity (Bentebibel et al., 2013; Locci et al., 2013), their adverse implications 

in T1D and other autoimmune diseases (Scherm et al., 2016; Ueno, 2016) 

appear to be, yet again, an evolutionary trade-off. Importantly, this pathogenic 

mechanism is not confined to T1D – virus infections associated with other 

autoimmune disorders such as Sjögren's syndrome or multiple sclerosis might 

be partially driven by a virus-perpetuated Tfh phenotype (Belbasis et al., 2015; 

Igoe and Scofield, 2013). Similarly, all environmental factors able to trigger 

excessive differentiation of Tfh and other effector cells may be capable of 
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promoting autoimmune disease in genetically predisposed individuals. Finally, 

our studies have demonstrated that pancreatic beta cells have the capacity to 

upregulate an entire network of genes related to proinflammatory cytokines 

and T1-IFN, indicating an active involvement in antiviral defence and in the 

attraction of effector populations, at least during acute infection (Fig. 3.4). 

Thus, beta cell specific genetic variations associated with increased antiviral 

signalling could confer an elevated T1D risk. In line with that, our future efforts 

will aim to dissect the specific contribution of beta cells to chronic inflammation 

after viral clearance in T1D-susceptible mouse models.  

 

Consistent with our hypothesis, recent immune intervention studies in T1D 

patients have aimed to block autoreactive effector lymphocytes to prevent their 

localization to the pancreas. However, due to disease heterogeneity, depletion 

resistance and a limited therapeutic time window, treatment of T1D patients 

with anti-CD3 (otelixizumab or teplizumab) (Herold et al., 2009; Keymeulen et 

al., 2010), CTLA4-Ig fusion protein (abatacept, blockade of co-stimulation) 

(Bluestone et al., 2006; Orban et al., 2011), anti-thymocyte globulin (ATG) 

(Gitelman et al., 2013), anti-CD20 (rituximab) (Xu et al., 2013) or anti-CD2 

(alefacept) (Rigby et al., 2015) has only demonstrated mild or temporary 

improvement of beta cell function, and could not match the remission rate 

achieved with stem cell therapy (Couri et al., 2009; Simmons et al., 2016; 

Snarski et al., 2011). Current immunomodulatory strategies are shifting 

towards a combination of already available drugs, targeting proinflammatory 

cytokines (e.g. anti-TNF-a, anti-IL-1) and autoreactive effector populations 

(e.g. anti-CD3, anti-IL21), whilst aiming to induce tolerance to beta cells 
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through islet antigens (e.g. proinsulin) (Atkinson et al., 2015; Simmons et al., 

2016). Given the complexity of autoimmune diabetes, this approach might 

allow the identification of improved therapeutic regimen tailored to individual 

patients.  

 

In regards to disease prevention, large-scale prospective cohort studies are 

currently underway to evaluate the causality of T1D in relation to specific virus 

infections (e.g. CVB1, CVB4, CVB5, echovirus) and to identify more reliable 

and sensitive tests to detect ongoing viral infections (Group, 2008; Lonnrot et 

al., 2015). Notably, a recent report assessing the efficacy of CVB1-targeted 

vaccines has demonstrated a neutralizing immune response that prevented 

the onset of T1D in NOD mice (Larsson et al., 2015). In parallel, efforts are 

being made to commence clinical trials evaluating the efficacy of attenuated 

coxsackievirus vaccines in the near future (Drescher et al., 2015; Hyoty and 

Knip, 2014).  

 

5.2. The virus within – friend or foe? 

Endogenous retroviruses (ERVs) have retained viral characteristics and thus 

constitute a link between genetic and viral factors that may shape the 

susceptibility to autoimmune disease. Increased endogenous retrovirus activity 

has been implicated in autoimmune disease, mainly in the context of retroviral 

protein (Banki et al., 1992; Beck-Engeser et al., 2015; Freimanis et al., 2010; 

Laska et al., 2012; Mellors and Mellors, 1978; Moles et al., 2005). By contrast, 

the concept of aberrant expression of endogenous retroviral RNA and/or cDNA 

as autoimmune triggers has received less attention. This is somewhat 
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surprising, given that the majority of mammalian ERVs have lost their ability to 

generate viral proteins, yet retaining reverse-transcriptase activity. Other 

studies have shown increased ERV RNA expression in response to stimulation 

with cytokines or microbiota (Katsumata et al., 1999; Young et al., 2014). Our 

findings contribute to this field by demonstrating an elevated expression of 

ERV RNA following infection with a diabetogenic virus. Importantly, we found 

that mice prone to chronic inflammation had increased ERV RNA expression 

within the autoimmune target tissue even after viral clearance, supporting a 

potential role of ERVs as substrates for (auto-) immune recognition.  

 

The pathogenic implications of aberrant ERV expression dependent and 

independent of exogenous stimuli certainly motivate further experimental 

investigation. For instance, simultaneous treatment of virus-infected T1D-

prone mice with anti-retroviral drugs could shed further light on the contribution 

of ERV expression to islet infiltration and T1D risk. Similarly, tissue-specific 

ERV expression signatures may propagate local inflammation following 

infections with different viruses (e.g. herpes simplex virus, hepatitis C virus, 

Epstein-Barr virus) that may also be involved in the development of other 

autoimmune conditions. 

 

In addition to their potential role as autoimmune substrates, ERV sequences 

could potentially advance immune dysregulation by modulating gene 

transcription. This may be mediated through binding to regulatory regions 

(cis/trans effect) of immune-related genes or through neutralization of gene-

associated lncRNAs. Although this mechanism remains incompletely 
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understood, ERV regulation of immune genes has been observed for both 

exogenous (e.g. HIV) and endogenous retroviruses (Lu et al., 2014; Nagy et 

al., 2006). Our studies have identified a set of CVB4-inducible ERVs within 

inflamed pancreatic beta cells. Blockade of these ERVs via RNA interference 

will decipher the impact of each endogenous retroviral RNA on the expression 

of individual immune genes and on overall inflammation. Again, identifying 

ERV candidates that are induced by virus infections or by other stress-inducing 

environmental factors can provide important clues for disease pathogenesis.  

 

Several studies have aimed to investigate the link between autoimmunity and 

retroviral DNA by means of antiretroviral therapy (ART). Pre-clinical studies 

using different combinations of ART have been able to prevent inflammation-

mediated autoimmune disease in mice (Beck-Engeser et al., 2011; Sharon et 

al., 2015). However, early-stage clinical trials using a single reverse-

transcriptase (RT) inhibitor found no effect in patients with Sjögren's syndrome 

(SS) (Gescuk et al., 2005; Mavragani et al., 2016). By contrast, a recent study, 

also on SS patients, has reinforced the notion that increased expression of 

retroelements is linked to an elevated autoimmune risk (Mavragani et al., 

2016). Collectively, the pre-clinical and clinical studies mentioned above 

described a potential correlation, yet, they ultimately failed to establish the 

causal relationship between retroviral activity and autoimmunity. For instance, 

none of these studies have ruled out the possibility that dysregulated immune 

responses to self nucleic acids might have triggered disease. Further studies 

testing the efficacy of a combination of RT-inhibitors in AGS (Aicardi-Goutières 

syndrome) patients are currently ongoing and will hopefully clarify if and how 
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the accumulation of endogenous retroelements promotes autoimmune disease 

(NCT02363452; 1U01HD082806-01). 

 

Despite the accusations of autoimmune misconduct, there are good grounds to 

consider the genomic preservation of ERVs as evolutionarily advantageous. 

Our work has demonstrated that regulatory regions of virus response genes, in 

particular distal promoter sites, are enriched for ERVs (Fig. 3.13). Moreover, 

these ERVs were shown to harbour a multitude of TF binding motifs, including 

IRFs (Table 3.5 and 3.6), ISGF-3, Stat1 or Stat5 (data not shown). This 

suggests that ERVs are physiologically involved in the transcriptional activation 

of associated immune response genes, and would justify their genomic 

retention. By extension, the fact that the vast majority of risk-associated SNPs 

identified by GWA studies is located within regulatory regions outside of the 

exome, illustrates the strong impact of gene expression levels, rather than 

altered protein structure, on disease (Ernst et al., 2011; Hindorff et al., 2009; 

Tak and Farnham, 2015). ERVs, which constitute a large proportion of 

mammalian genomes, have provided alternative promoters and enhancer 

elements (Chuong et al., 2016; Cohen et al., 2009; Gowda et al., 1988), and 

have therefore significantly shaped immunity to foreign pathogens. Over the 

course of evolution, ERV mutations and insertions will continue to advance 

phenotypic traits, thus improving the overall survival outcome for the host. 

Ideally, the interplay between virus and host is directed towards reaching an 

equilibrium, in which immune defences against foreign pathogens are perfectly 

fine-tuned, dismissing autoimmune reactions altogether. 
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5.3. Making nucleic acid sensing great again 

As discussed above, an aberrant expression or persistence of exogenous 

and/or endogenous viral nucleic acids together with a genetic predisposition 

could significantly augment the risk of immune reactions to self. On a 

molecular level, this is initiated through conserved pattern recognition 

receptors (PRRs), and propagated through the adaptor proteins MAVS (RNA 

ligands) or STING (DNA ligands). Similarly, modifications of the RNA-MAVS 

axis, as shown by our work, or the DNA-STING axis can impact the quality of 

adaptive immunity, even in a non-viral setting (Li et al., 2013; White et al., 

2014). This central position of nucleic acid sensing pathways in physiological 

and pathological conditions makes them attractive targets for drug 

development.  

 

Not surprisingly, a multitude of agonists and antagonists of these pathways are 

currently being evaluated in ongoing clinical trials. Antagonists, which operate 

by targeting nucleic acid sensors (i.e. oligonucleotide antagonists), their 

downstream effector molecules (e.g. TBK1 antagonists), or by neutralizing T1-

IFN signalling (e.g. IFNAR1 antibody, IFN-α antibody), are now being 

considered for the treatment of various autoimmune and autoinflammatory 

disorders (Lamphier et al., 2014; Lauwerys et al., 2013; Reilly et al., 2013) 

(NCT01777256, NCT01622348, NCT01899729. By contrast, the therapeutic 

potential of agonists of nucleic acid sensing is based on their immune-

enhancing properties that allow for improved adaptive responses. As a result, 

clinical trials are currently investigating the prophylactic and therapeutic 
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potential of nucleic acid sensing agonists as adjuvants for infectious disease 

and cancer indications, and as immunomodulatory agents for the treatment of 

allergies (e.g. NCT01984892, NCT01591473, NCT01607372, NCT02166047, 

NCT00960752). Ultimately, deciphering the contribution of discrete nucleic 

acid sensing pathways in the context of complex inflammatory and 

autoimmune diseases will allow the development of immunotherapies tailored 

to specific medical needs. 
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6. MATERIALS AND METHODS 

 

6.1. Standard buffer solutions 

 

Buffers/Solution Components Supplier 

ELISA coating buffer (pH 9.4) 2.9 g/L NaHCO3 
1.6 g/L Na2CO3,  

Merck 
Merck 

ELISA buffer 
1x PBS Gibco 
0.1% Tween 20 ICN Biomedicals 

Red blood cell lysis buffer 

8.26g NH4Cl Merck 
1g KHCO3 Merck 
0.037g EDTA Gibco 
1L dH20  

FACS buffer 

0.02% NaN3 Amersham 
0.5% BSA Gibco 
2mM EDTA Gibco 
1x PBS Gibco 

MACS buffer 
0.5% BSA Gibco 
2mM EDTA Gibco 
1x PBS Gibco 

Cell culture medium I (lymphocytes) 

10% Foetal calf serum (FCS)  Gibco 
50 U/ml penicillin G sodium Gibco 
50µg/ml streptomycin sulphate Gibco 
2mM L-glutamine Gibco 
1x RPMI 1640 Gibco 

Cell culture medium II  

10% Foetal calf serum (FCS) Gibco 
2mM L-Glutamine   Gibco 
50U/ml Penicillin  Gibco 
50µg/ml Streptomycin  Gibco 
50µM 2-mercapto-ethanol (2ME) Sigma-Aldrich 
1x DMEM Gibco 

Avertin 
25g 2-2-2 Tribromoethanol Sigma-Aldrich 
25ml 2-methyl-2-butanol Sigma-Aldrich 

Lymphocyte isolation buffer 
1x RPMI 1640 Gibco 
10% BCS Gibco 

Carnoys reagent 
75% Methanol BDH Prolabo 
25% Glacial acetic acid Thermo Fisher 

Antibody dilution buffer 
0.5% Triton X-100 Sigma-Aldrich 
1% BSA Gibco 
1x PBS Gibco 

Blocking buffer 
1% BSA Gibco 
3% Goat serum Sigma-Aldrich 
1x PBS Gibco 

Carboxyfluorescein succinimidyl ester (CFSE) buffer 
0.1% Foetal calf serum (FCS) Gibco 
5µM CFSE eBioscience 
1x PBS Gibco 

Isotonic Percoll solution 
16.9ml Percoll Amersham 
1.9ml 10x PBS Gibco 
31.2ml 1x PBS Gibco 

DNA isolation buffer 

670mM Tris pH8.8 Gibco 
166mM (NH4)2SO4 Amersham 
65mM MgCl2 Amersham 
10% 2-mercapto-ethanol (2ME) Gibco 
5% Triton X-100 Sigma-Aldrich 
100µg/ml Proteinase K Promega 

Islet isolation media 

Medium 199 (M199) Sigma-Aldrich 
10% heat-inactivated bovine calf serum 
(BCS) HyClone 

4.61mM NaHCO3 Sigma-Aldrich 

NP-40 cell lysis buffer 
50mM Tris-HCL pH 8.0 Sigma-Aldrich 
150mM NaCl Thermo Fisher 
1% NP-40 Thermo Fisher  

!
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6.2. Mice 

The MAVSSNP mouse strain used in this study was generated by ENU 

mutagenesis at the Australian Phenomics Facility on a C57BL/6 background. 

Thy1.1+ and IFNAR-/- were bred in house on the C57BL/6 background. µMT 

mice were kindly provided by Prof. Robert Brink (Garvan Institute, Sydney). 

C57BL/6 (B6), NOD/ShiltJAusb (NOD) and Ly5.1 congenic mice were 

purchased from Australian BioResources in Moss Vale, Australia. NOD.Scid, 

SJL/JArc (SJL) and B6.Rag1 mice (N10 background) were purchased from the 

Animal Resource Centre in Perth, Australia. All mice undergoing study were 

age- and gender-matched and between 7- and 14-weeks old. 

 

 

6.3. Flow cytometry 

Various tissues (spleen, thymus or lymph nodes) were collected and 

immediately put into lymphocyte isolation buffer. Tissues were homogenised 

using 70µm cell strainers. For isolation of lymphocytes from the pancreas, 

mice were perfused with 1x PBS (30 ml/mouse) and the pancreas extracted. 

The pancreas was cut into smaller pieces and digested for 13 minutes in 

0.25mg/ml Liberase-Enzyme Blend-RI (Roche) in plain RPMI, before 

homogenized through a 70 µm cell strainer. Red blood cells (RBC) were 

removed by incubating the cells in 1 ml 1x RBC lysis buffer for 2 minutes on 

ice, before washing cells twice in lymphocyte isolation buffer. Single cell 

suspensions were adjusted to a concentration of 2 x 107 cells/ml in ice cold 

FACS buffer and stained in 50-100 µl of 96-well U-bottom microtitre plates at 

concentrations shown in Table 2.2.  
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Table 2.2 Antibodies/reagents used for flow cytometry and 

immunohistochemistry 

 

 

 

Antibody Clone Label Company Dilution
B220 RA3-6B2 PerCP-Cy5.5 BD Biosciences 1:300

FITC 1:200
PE 1:300
FITC 1:200
APC 1:300

CD122 5HX Biotin eBioscience 1:200
CD169 3D6.112 APC BD Biosciences 1:200
CD19 ID3 PB eBioscience 1:200
CD25 PC61 APC eBioscience 1:200
CD3 500A2 PB Biolegend 1:200

PE 1:400
PB 1:300
BV605 1:200

CD43 S7 Biotin eBioscience 1:100
APC 1:300
eFluor780 1:300
PerCP-Cy5.5 1:200
Pe-Cy7 1:200

CD45.2 104 APC-eFluor780 Biolegend 1:200
CD68 FA-11 Biotin Biolegend 1:100

FITC 1:200
Pe-Cy7 1:400

CD86 GL-1 BV650 Biolegend 1:200
CXCR4 2B11 Biotin BD Biosciences 1:100
CXCR5 2G8 Biotin BD Biosciences 1:100
F4/80 BM8 AF647 Biolegend 1:200
Fas Jo2 FITC BD Biosciences 1:200
Foxp3 FJK-16a eFluor450 eBioscience 1:100
GL7 GL7 PE BD Biosciences 1:300
Glut2 205115 Purified (rat) R&D Systems 1:200

Thermo Fisher
Scientific
Thermo Fisher
Scientific

IgG1 A85.1 Biotin BD Biosciences 1:100
IgG2 R19-15 Biotin BD Biosciences
Insulin Polyclonal Purified Cell Signaling 1:100
Ly6C AL-21 PE eBioscience 1:100
Ly6G 1A8 PB eBioscience 1:200
MHCII M5/114.15.2 PE eBioscience 1:400

FITC 1:200
PE 1:300
APC 1:300
FITC 1:100
PE 1:200

Pecam-1 390 PE eBioscience 1:200
pIRF3 D6O1M PE Cell Signaling 1:50
pTBK1 D52C2 PE Cell Signaling 1:50

PerCP-C5.5 1:400
Pe-Cy7 1:400
APC 1:400
PB 1:300
FITC 1:300
APC 1:300

TLR3 11F8 PE Biolegend 1:50
TLR7 A94B10 APC Biolegend 1:50
Tmem27 Polyclonal Purified (rabbit) ProteinTech 1:100

Streptavidin - eBioscience

TCRb 57-597 eBioscience

NK1.1 PK136 eBioscience

PD-1 J43 eBioscience

Goat Anti-Rabbit IgG 
H&L Polyclonal AF647 1:300

Goat Anti-Rat IgG H&L Polyclonal AF488 1:300

CD45.1 A20 eBioscience

CD8 53-6.7 eBioscience

CD4 RM4-5 BD Biosciences

CD44 IM7 BD Biosciences

CD11b M1/70 eBioscience

CD11c N418 eBioscience
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In order to block non-specific binding of immunoglobulin to Fc receptors, cells 

were pre-treated with anti-mouse CD16/32 (clone 2.4G2, BD Pharmingen) for 

10 min. Cells were acquired with a Canto cytometer (BD Biosciences, CA) and 

analysed using the FlowJo software (TreeStar, CA). 

 

6.4. Intracellular staining 

Surface molecules were detected as stated above. Intracellular molecules 

were detected using the Cytofix/Cytoperm™ kit from BD Biosciences 

according to the manufacturer’s instructions. The nuclear transcription factor 

Foxp3 was detected using the Intracellular Fixation and Permeabilization 

Buffer Set from eBioscience. Cytokines were detected directly ex-vivo or after 

4 hours in-vitro stimulation with phorbol myristate acetate (PMA 5 ng/ml, 

BIOMOL USA), ionomycin (1 µg/ml, Invitrogen) and Golgi-Stop (1:1000, BD 

Biosciences) at 37°C. 

 

 

6.5. Isolation and sorting of pancreatic beta cells 

Mice were euthanized with carbon dioxide (CO2), before a midline incision was 

introduced to expose internal organs. Each mouse was given 3 ml of 0.25 

mg/ml Liberase-Enzyme Blend RI (Roche) in serum-free islet isolation media 

via the bile duct perfusion using a 30-gauge needle. Pancreata were digested 

for 13 min in a 37°C water bath. The tubes were immediately put on ice and 

topped up with 30 ml of ice-cold islet isolation media to stop the reaction. 
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Tubes were shaken for 30 s to dislodge the acinar tissue from the islets of 

Langerhans, centrifuged at 311 x g for 3 minutes at 4°C and the supernatant 

discarded. This washing step was repeated 2 times and pellets were 

resuspended in 50ml islet isolation media and passed through a 380-micron 

sieve (Newark Wire Cloth Company). Tubes were centrifuged at 311 x g for 3 

minutes at 4°C after which the supernatant was discarded and the tubes 

inverted allowing for the media to drain. Pellets were resuspended in 10 ml of 

Ficoll-Plaque Plus (Amersham) and vortexed at low speed for 10 s. An 

additional 10ml of Ficoll was added to each tube and carefully overlaid with 10 

ml of serum-free islet isolation media. Tubes were centrifuges at 1730 x g for 

23 minutes at 4°C without rotor acceleration and deceleration. Islets were 

collected from the interphase between media and Ficoll and transferred into a 

new tube containing islet isolation media. Tubes were centrifuges at 311 x g 

for 3 minutes at 4°C, the supernatant discarded and islets pooled in a 10cm 

petri dish. Islets were handpicked using a 1 ml pipette and transferred to a new 

15 ml tube containing 10 ml islet isolation media. The tubes were rested on ice 

for 3 minutes and the top 6 ml aspirated. This self-sedimentation process was 

repeated 4 times. Tubes were centrifuges at 311 x g for 3 minutes at 4°C, the 

supernatant discarded and the pellets resuspended in 2ml of preheated 0.05% 

Trypsin-EDTA (Gibco) and incubated for 8 minutes at 37°C. After the reaction 

was stopped using ice-cold islet isolation media, pellets were centrifuged 311 x 

g for 5 minutes at 4°C at and resuspended in 1x PBS. 
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6.6. CFSE labelling of SRBC 

SRBC were washed twice in ice-cold 1x PBS and resuspended at 107 cells/ml 

in CFSE buffer containing 5 µM CFSE. Cells were incubated at 37°C for 10 

minutes and then washed 2x in ice-cold lymphocyte isolation buffer before 

used for in vivo injection.  

 

6.7. Immunisations 

8- to 10-week-old mice were i.v. injected with 2 x 108 sheep red blood cells 

(SRBC, IMVS Australia), or i.p. injected with 100 µg of nitrophenyl (13)-

ovalbumin (NP13-OVA) in alum, or i.p. injected with 100 µg of NP-AECM-Ficoll 

and spleen analysed on various time points. For monitoring SRBC uptake by 

splenocytes, 5 x 108 SRBC were labelled with CFSE (eBioscience) according 

to the manufacturer’s instructions and injected intravenously immediately.  

For TLR blocking experiments, the TLR3/dsRNA complex inhibitor 

(Calbiochem) and/or MyD88 inhibitor peptide (Novus Biologicals) were 

dissolved in DMSO and diluted in 1x PBS. Mice were intraperitoneally 

administered 700 µg of TLR3/dsRNA complex inhibitor and 70 µg MyD88 

inhibitor peptide 1 hour before and 1 hour after SRBC injection. 

Treatment of mice with type I IFN comprised s.c. administration of IFN-alpha A 

(0.1 µg/mouse, PBL Assay Science), IFN-beta (0.3 µg/mouse, R&D Systems) 

and IFN-lambda 3 (0.8 µg/mouse, R&D Systems) in 1x PBS 12 hrs, 24 hrs and 

36 hours after SRBC immunisation. 
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6.8. Poly(I:C) and Resiquimod injections 

Poly(I:C) (200 µg of high-molecular weight polyinosinic-polycytidylic acid 

(HMW poly(I:C), Invivogen) was injected intravenously in 200 µl 1x PBS. 

Resiquimod (R848, 25 µg, Invivogen) was injected intraperitoneally, also in 

200 µl 1x PBS Control mice were injected with 200µl 1x PBS only. After 

various time points, mice were euthanized with CO2 and serum levels of 

Interleukin 6 (IL-6) Interferon-β (IFN-β) measured by ELISA. For some 

experiments, mice were intraperitoneally injected with 1 mg TLR3/dsRNA 

complex inhibitor (Calbiochem, in DMSO) 1 hour before i.v. administration of 

200 µg poly(I:C). 

 

6.9. Treatment with reverse transcriptase inhibitors 

6- and 12-week old NOD mice were given drinking water (changed daily), 

containing either 0.02% DMSO (control group) or 3 x 10-4 M nevirapine, 1.6 x 

10-4 M entricitabine and 1.5 x 10-4 M tenofovir. Mice were monitored for 

changes in weight and blood glucose on a weekly basis. 

 

6.10. Irradiation 

Cohorts of mice were sublethally irradiated by a 137Cs source for which 

Thy1.1+ mice received 2 doses of 450 Rads 4 hours apart, while B6.Rag1 mice 

received one dose of 600 Rads. Mice were reconstituted with 107 bone marrow 

cells isolated under sterile conditions from the femurs and tibias of the 

respective donor mice. For mixed bone marrow chimeras, cell ratios of donor 

populations were checked by flow cytometry beforehand. After irradiation, mice 
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were given antibiotic water containing Bactrim (sulfamethoxazole and 

trimethoprim, Provet, Australia) for 10 days. Mice underwent immunisation 

studies 8-10 weeks post-reconstitution. 

 

6.11. Polymerase chain reactions (PCR) for genotyping 

2mm of mouse tail was send from the Australian BioResources (ABR) housing 

facility and incubated overnight at 65°C in DNA isolation buffer containing 1.13 

µl Proteinase K (100 µg/ml, Promega). All primers used for genotyping are 

listed in Table 2.3. PCR was performed using 0.5 µl DNA digest, 0.24 µM 

forward and reverse primers, 50 µM of each dNTP (Promega, USA), 0.625 U 

Taq polymerase (Promega) and 1X Green Go Taq Reaction Buffer (Promega) 

in a 25 µl reaction volume. PCR products were visualized by electrophoresis 

on a 1.5% agarose (Sigma) gel containing 1X SYBR® Safe DNA Gel Stain 

(Thermo Fisher Scientific). The majority of PCRs for genotyping were carried 

out by Joanna Warren (Garvan Institute, Sydney, Australia). 

  

Table 2.3 Primer sequences for genotyping 

Primer	
   Sequence	
  5’	
  to	
  3’	
   An	
  Temp	
  

Thy1.1	
  F	
   GTGCTCTCAGGCACCCTC	
   58	
  

Thy1.1	
  R	
   CCGCCACACTTGACCAGT	
   58	
  

IFNRWT	
  F	
   CTTGGGTGGAGAGGCTATTC	
   54	
  

IFNRWT	
  R	
   AGGTGAGAT	
  GACAGGAGATC	
   52	
  

IFNRKO	
  F	
   AAGATGTGCTGTTCCCTTCCTCTGCTCTGA	
   65	
  

IFNRKO	
  R	
   ATTATTAAAAGAAAAGACGAGGCGAAGTGG	
  	
   57	
  

MAVS_WT_F	
   GCCCTGGGCTAAGTGGCT	
   54	
  

MAVS_SNP_F	
   GCCCTGGGCTAAGTGGCC	
   52	
  

MAVS_COM_R	
   GCCAAGAGTGCACTGGTGGCCC	
  	
   65	
  

MAVS_HRM_F	
   CAATGCCCTGGGCTAAGTGG	
  	
  	
   57	
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6.12. RNA isolation and real-time polymerase chain reaction 

Total RNA was isolated using TRIzol (Invitrogen) or the RNeasy 

mini/miRNeasy midi kit (Qiagen) according to the manufacturer’s instructions. 

Total RNA from FACS-sorted beta cells was isolated using the miRNeasy midi 

kit (Qiagen). For visualisation of SRBC RNA, 2 µg of total RNA was visualized 

by electrophoresis on a 0.7% agarose (Sigma) gel containing 1X SYBR® Gold 

RNA Gel Stain (Thermo Fisher Scientific).  

For quantitative real-time PCR (qRT-PCR), 200ng RNA was treated with 

DNase I (Qiagen) for 30 min at 37°C, before cDNA was synthesized using the 

Superscript III first-strand synthesis system with oligo(dT) primers for coding 

and random primers for non-coding transcripts. Non-coding (endogenous 

retrovirus transcripts) were confirmed using the RepeatMasker software 

(Institute for Systems Biology). All primers were designed using the Roche 

UPL Primer Design Program and are shown in table 2.4 for non-coding and 

table 2.5 for coding transcripts. Quantitative RT-PCR of cDNA was performed 

at least in duplicates on the LightCycler 480 (Roche) with a pre-amplification 

incubation of 95°C for 10 minutes, followed by 45 cycles of 95°C for 10 sec 

and 55°C for 30 sec (single acquisition). Relative gene expression values were 

determined based on the level of the housekeeping gene RPL19 and 

calculated using the relative gene quantification tool from the LightCycler® 480 

software (v1.5, Roche). 
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Table 2.4 Quantitative RT-PCR primer sequences – non-coding transcripts 

Primer Sequence UPL probe/ 
amplicon length (nt) 

RTE1_Sar - fwd gatccagccttactggactacc 
103/93 

RTE1_Sar - rev tgaatcgtaagtaaccaagtcatc 
B1F1 - fwd aggatccagccttactggact 

103/89 
B1F1 - rev ccatcttttgcgctctaacc 
EtnERV2 - fwd gccaaatggtattgtgctagg 

7/73 
EtnERV2 - rev tatagcctcaggtgccagga 
MERVL-LTR - fwd aagagccaagacctgctgag 

41/112 
MERVL-LTR - rev cgtttctgcaattggttacg 
RLTR1IAP - fwd gcatgtgccaaggtatcttatg 

13/92 
RLTR1IAP - rev acgtgtcactccttgattgct 
ERVB7_1 - fwd gcctgaaacctgcttgct 

4/74 
ERVB7_1  - rev tcctcaggttccagcagtg 
IAPEZI - fwd tgtgccaagggtatcttatgact 

13/95 
IAPEZI - rev tcggacgtatcactccttga 
MTA_Mm - fwd cctgggtgacccttacacat 

5/74 
MTA_Mm - rev gctgtgttccagatatagccaaa 
MTC - fwd gccagtaagcagcactcctc 

16/69 
MTC - rev actcaagcagggcaggaac 

 
 

Table 2.5 Quantitative RT-PCR primer sequences – coding transcripts (part I) 

Primer Sequence UPL probe/ 
amplicon length (nt) 

Mouse glucagon - fwd tacacctgttcgcagctcag 
5/89 Mouse glucagon - rev ttgcaccagcattataagcaa 

Mouse somatostatin - fwd cccagactccgtcagtttct 
53/118 

Mouse somatostatin - rev gggcatcattctctgtctgg 
Mouse H-2K-s - fwd gcggagaatccgagatatga 

15/85 
Mouse H-2K-s - rev tggcgttctgtgtgttcc 
Mouse H-2Kb - fwd atacctgaagaacgggaacg 

107/131 
Mouse H-2Kb - rev tgatgtcagcagggtagaagc 
Mouse H-2Kd - fwd agcccctcaccctgagat 

63/60 
Mouse H-2Kd - rev ctgtgttagtcttggtggatgaa 

 
 
 
 
Table 2.5 Quantitative RT-PCR primer sequences – coding transcripts (part I) 
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Primer Sequence UPL probe/ 
amplicon length (nt) 

Mouse IL1-beta - fwd agttgacggaccccaaaag 
38/75 

Mouse IL1-beta - rev agctggatgctctcatcagg 
Mouse IFN-lambda - fwd tgggccagcctcttcata 

33/72 
Mouse IFN-lambda - rev ctgtggcctgaagctgtgta 
Mouse IRF1 - fwd gcaccactgatctgtataacctaca 

10/75 
Mouse IRF1 - rev cctcatcctcgtctgttgc 
Mouse TLR3 - fwd gatacagggattgcacccata 

26/77 
Mouse TLR3 - rev tcccccaaaggagtacattaga 
Mouse TLR4 - fwd ggactctgatcatggcactg 

2/101 
Mouse TLR4 - rev ctgatccatgcattggtaggt 
Mouse TLR7 - fwd tgatcctggcctatctctgac 

25/95 
Mouse TLR7 - rev cgtgtccacatcgaaaacac 
Mouse TLR9 - fwd gagaatcctccatctcccaac 

79/94 
Mouse TLR9 - rev ccagagtctcagccagcac 
Mouse RPL19 - fwd ccacaagctctttcctttcg 

46/114 
Mouse RPL19 - rev ggatccaaccagaccttcttt 
Mouse IRF3 - fwd atggctgactttggcatctt 

29/76 
Mouse IRF3 - rev cgtccggcttatccttcc 
Mouse IL6 - fwd gctaccaaactggatataatcagga 

28642 
Mouse IL6 - rev ccaggtagctatggtactccagaa 
Mouse IRF7 - fwd agcgtgagggtgtgtcct 

56/76 
Mouse IRF7 - rev tcttcgtagagactgttggtgct 
Mouse MAVS - fwd cctcacagctagtgaccaggat 

96/77 
Mouse MAVS - rev agagtccccagagtgtgtcc 
CVB4 - fwd cccggaccgagtatcaataa 

41/60 
CVB4 - rev ccgggtaacgaacggttt 
Mouse IFN-beta - fwd cacagccctctccatcaacta 

78/63 
Mouse IFN-beta - rev catttccgaatgttcgtcct 
Mouse ISG15 - fwd agtcgacccagtctctgactct 

71/143 
Mouse ISG15 - rev ccccagcatcttcaccttta 
Mouse CXCL10 - fwd gctgccgtcattttctgc 

3/111 
Mouse CXCL10 - rev tctcactggcccgtcatc 
Mouse insulin - fwd ttcagaccttggcgttgg 

29/61 
Mouse insulin - rev gtgcagcactgatccacaat 
Mouse amylase - fwd aagtaaatgttggcagtgatggt 

73/88 
Mouse amylase - rev tttgagtcagcatggattgc 
Mouse CD3 - fwd gatgcggtggaacactttct 

98/61 
Mouse CD3 - rev gcaagtgccaacagctagg 
Mouse CD19 - fwd tcctctccctgtctccttcc 

16/97 
Mouse CD19 - rev cacaacattgcctccctctt 

 

6.13. Coxsackievirus infection 
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The Coxsackievirus B4 E2 (CVB4 E2) strain was kindly provided by Prof. Malin 

Flodström Tullberg (Karolinska Institutet, Solna, Sweden). All mouse strains 

were initially tested for the maximum tolerated dose (MTD) of CVB4. As a 

result, both NOD and SJL were injected with 105 PFU CVB4, while B6 mice 

received 20 PFU of CVB4. Respective doses were administered in 200 µl 

saline via i.p. injection. Mice were monitored daily and organs extracted 

between day 1 and day 28 post-infection. Recovery gel food was given for 14 

days post infection and blood glucose levels were measured using Freestyle 

Lite Blood Glucose Test Strips (Abbott, Australia).  To determine the severity 

of pancreatitis throughout the course of infection, serum amylase activity was 

determined using the Amylase Activity Assay Kit (Sigma-Aldrich, St. Louis, 

USA) according to the manufacturer’s instructions. 

 

6.14. Virus quantification 

Plaque assay was performed in order to determine the viral titre of different 

tissues after CVB4 infection. On the day before the assay, 0.6 x 106 HeLa cells 

per well were seeded in 2 ml complete medium (RPMI with 10% FCS, 2mM L-

Glut, 100 U/ml Penicillin, 100 µg/ml Streptomycin and 100 µg/ml Normocin) in 

6-well plates and incubated at 37°C.  

Infectious samples were collected in plain RPMI, homogenized in a dounce 

tissue grinder and passed through a 22 µm filter, before preparing tenfold 

serial dilutions. HeLa cells were ensured to have at least 90% confluency. 

After HeLa cells were washed with 1x PBS, 400 µl of infectious homogenate 

was added to each well and incubated for 60min at 37°C under gentle rotation. 

Infectious media was removed and 3 ml of agar mix (2x 1.8% agar, 2x MEM 
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containing 10% FCS) was added to each well before incubating 37°C. Three 

days later, cells were fixed with Carnoys reagent for 60min and subsequently 

stained with 0.5% Crystal Violet for 60 s. Finally, wells were extensively rinsed 

with H2O and plaques counted. 

 

6.15. Immunohistochemistry & Immunofluorescence 

For immunofluorescence (IF), tissue samples were put into OCT (Tissue Tek, 

Australia) and stored at -80°C for a minimum of 24 hrs. 6 µm sections from 

various tissues (spleen, gut, lymph nodes) were cut using a cryostat (Leica, 

Germany) and fixed for 8 minutes in ice-cold acetone. Sections were then left 

to dry at room temperature (RT) for at least 30 min before rehydration in 1x 

PBS for 10 minutes. Afterwards, sections were incubated in blocking buffer for 

1 hr to reduce non-specific background. Unless stated otherwise, primary 

antibodies were incubated overnight (ON), while secondary (fluorochrome-

labelled) antibodies were incubated at RT for 2 hrs. All antibodies were 

incubated in antibody dilution buffer and are listed in table 2.2. Sections were 

washed 3 x 5 min in 1x PBS containing 0.1% Tween 20 and mounted with 

mounting agent (Fluoromount-G, SouthernBiotech).  

For immunohistochemistry (IHC), tissue sections were fixed in 10% formalin 

for at least 24 hrs and taken to St Vincent’s pathology department (Sydney, 

Australia) for paraffin embedding. 5 µm sections were cut by the Garvan 

Institute Histology facility. Sections were deparaffinised, rehydrated through 

washing in ethanol gradient and antigen retrieval performed (3 x 5 min in 

antigen retrieval buffer, DAKO, S1699) where applicable. Sections were 

incubated for 10 min with 0.3% H2O2 to block endogenous peroxidase activity, 
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followed by blocking buffer for 1 hour. Rabbit primary antibodies were 

incubated for 2 hours at RT and detected using the EnVision Detection System 

DAB/Rabbit (DAKO, Denmark). 

Sections were analysed using a Leica DM 4000 light microscope, a Leica DM 

5500 fluorescent microscope or Leica DMI 6000 confocal microscope (Leica 

Microsystems, Germany). Images were processed using the Leica acquisition 

and analysis software ImageJ (National Institute of Health, USA), Adobe 

Photoshop CS5 (v12, San Jose, CA) and ImarisColoc (Bitplane, Zurich, 

Switzerland).  

For co-localization analysis, images of BMDM were analysed using the Coloc 

module of Imaris 8.3 (Bitplane). The Mander’s coefficient was used as an 

indicator of the fraction of the co-localized signal over the total signal (Manders 

et al., 1993). 

For GC quantification, spleen sections were stained with biotin-conjugated 

PNA followed by visualization with HRP-linked streptavidin and diamino 

benzidine (DAB). The sections were lightly counterstained with hematoxylin. 

Sections were analysed using a Leica DM 4000 light microscope, and ImageJ 

analysis software was used to quantitate the percentage of each image 

fraction that was positive for PNA staining. 

 

6.16. Pancreatitis and insulitis scoring 

All histopathological evaluation was performed by light microscopy. The 

severity of pancreatitis was determined by blinded scoring of the degree of 

cellular infiltration as described by Kanno et al. (Kanno et al., 1992): 0, none; 

1, mild; 2, moderate; 3, moderate and diffuse or severe but focal; 4, severe 
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and diffuse. The severity insulitis was determined by blinded scoring of the 

degree of cellular infiltration as described by Marino et al. (Marino et al., 2014): 

grade 0, no insulitis; grade 1, periinsulitis; grade 2, insulitis involving <25% 

islet; grade 3, insulitis involving > 25% islet; grade 4, insulitis involving >75% 

and/or complete islet infiltration. At least 12 non-consecutive sections per 

animal were scored for both insulitis and pancreatitis. 

 

6.17. Enzyme linked immunosorbent assay (ELISA) 

ELISA was performed to measure (secreted) cytokines and/or 

immunoglobulins in either cell culture supernatant or in serum samples. In 

order to prepare serum, blood is allowed to clot at RT for 15-30 min, and clots 

are removed after centrifugation at 1000 x g.  

For the detection of serum immunoglobulin (Ig), plates were coated overnight 

with anti-mouse Ig(H+L, 2 µg/ml, Southern Biotech), NP4-BSA or NP23-BSA 

(Biosearch Technologies) in ELISA coating buffer. Plates were blocked with 

1% BSA (Gibco) diluted in 1x PBS for 2 hours at 37°C. Plates were washed 3x 

with PBS-T and serum samples were incubated for 2 hours at 37°C at 1:100 in 

ELISA buffer along with 5-10 2-fold serial dilutions. After washing the plates, 

analytes were incubated with Alkaline phosphatase (AP) conjugated to anti-

mouse IgG1, IgG3 or IgM (all 1:2000, BD Biosciences) for 2 hours at 37°C. 

Appropriate isotype standards were purchased from Southern Biotech and 

used at a top concentration of 1 µg/ml. Bound alkaline phosphatase was 

detected with 4-Nitrophenyl phosphate (pNPP) disodium salt hexahydrate 

(Sigma) at 1 mg/ml and the reaction stopped with 2M sodium hydroxide 

solution. The titres of NP-specific IgG1 and IgM were calculated as binary 
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logarithm of the last dilution factor for which the optical density (OD) was 3 

times higher than the background.  

IFN-γ was detected using the Murine IFN-Y Standard ELISA Development Kit 

(Peprotech) according to the manufacturer’s instructions except that the 

capture antibody concentration was increased to 2 µg/ml. For the detection of 

cytokines, plates were coated overnight with 1 µg/ml IL6 (clone: MP5-20F3, 

BD Biosciences) or 4 µg/ml IFN-beta (clone: Poly5192, R&D Systems) in 

ELISA coating buffer. Plates were blocked with 1% BSA (Gibco) diluted in 1x 

PBS for 2 hours at RT. Serum or cell culture supernatant was incubated 

overnight in ELISA buffer. IL6 standard (BD Biosciences) and IFN-beta 

standard (R&D Systems) were used at a top concentration of 25.6 ng/ml. 

Analytes were detected using biotin-conjugated anti-mouse IFN-beta (clone: 

MIB-5E9.1, R&D Systems) and IL6 (clone: MP5-32C11, BD Biosciences) in 

ELISA buffer at 1:500 for 4 hours at RT. Biotin-labelled antibodies were 

detected with a streptavidin-horseradish peroxidase (SA-HRP) conjugate (BD 

Biosciences) at 1:1000 for 30 minutes at RT in ELISA buffer. Finally, 3,3’,5,5’-

Tetramethylbenzidine (TMB) substrate (BD Biosciences) was used to detect 

HRP activity and the reaction stopped with 1M hydrochloric acid. 

 

6.18. Isolation and culture of bone marrow-derived macrophages 

Bone marrow cells were isolated under sterile conditions from the femurs and 

tibias of B6 and MAVSlos mice. After 3 washes, cells were seeded at 

106cells/ml in complete cell culture medium II and supplemented with 

recombinant M-CSF (20 ng/ml, Peprotech) for macrophage (MP) 

differentiation. Cells were incubated at 37°C with 10% CO2. Media was 
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replaced after 3 days of culture and adherent cells collected on day 6 for 

replating. Macrophages were harvested on day 7 by trypsinisation and cell 

purity was confirmed to be 90-95% as assessed by flow cytometric analysis 

(CD11b+CD11clowF4/80+B220-TCRb-). 

 

6.19. Transient transfection 

Unless otherwise indicated, transient transfection was performed at 70-80% 

confluency using Lipofectamine 2000 (Thermo Fisher Scientific). One the day 

before the transfection, cells were cultured in 24-well plates in complete growth 

medium without antibiotics. For the transfection, 0.5 µg of (plasmid) DNA and 

2µl of Lipofectamine 2000 were separately diluted in 50µl of Opti-MEM, well-

mixed and incubated for 15 minutes at RT. DNA-Lipofectamine complexes 

were then added to each well. Cells and/or supernatants were harvested at 

indicated time points. 

 

6.20. SDS-PAGE and Western Blotting 

SDS-PAGE was performed on cell lysates from pancreas, spleen or bone 

marrow-derived macrophages directly ex vivo or after in vitro stimulation. Cells 

were washed twice in ice-cold 1x PBS and lysed in RIPA buffer (Sigma-

Aldrich) containing protease and phosphatase inhibitors (Sigma-Aldrich) under 

gentle rotation for 45 minutes at 4°C. Lysates were centrifuged at 8,000 x  g for 

10 minutes at 4°C, supernatant collected and protein concentration determined 

using the Protein Assay Dye Reagent Concentrate (Bio-Rad) according to the 

manufacturer’s instruction. Lysate proteins (20-100 µg) were diluted with 1X 

NuPAGE® LDS Sample Buffer (Thermo Fisher Scientific) and 1X NuPAGE® 
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Sample Reducing Agent (Thermo Fisher Scientific) and denaturated at 70°C 

for 10 minutes. Protein samples were separated by SDS polyacrylamide-gel 

electrophoresis in 1x NuPAGE MOPS SDS Running Buffer (Thermo Fisher 

Scientific) using a NuPAGE Novex 4-12% Bis-Tris Protein gel (Thermo Fisher 

Scientific). Proteins were then transferred in 1x NuPAGE® Transfer Buffer 

(Thermo Fisher Scientific) to a 0.2 µm pore size nitrocellulose blotting 

membrane (Thermo Fisher Scientific). Following transfer, membranes were 

blocked with 5% BSA in 1x TBS and probed overnight with either mouse (anti-

beta-actin) or rabbit primary antibodies in 5% BSA in 1x TBS. Antibody binding 

was detected using goat anti-rabbit IgG HRP (0.1 µg/ml, Thermo Fisher 

Scientific) or anti-mouse IgG HRP  (0.04 µg/ml, Thermo Fisher Scientific) in 

5% BSA in 1x TBS. Membranes were developed in Pierce™ ECL Western 

Blotting Substrate (Thermo Fisher Scientific) for 1 minute and immediately 

exposed to X-Ray sensitive film (Fuji).  

 

6.21. Immunoprecipitation (IP) assay 

Cell lysates were washed twice in ice-cold 1x PBS and lysed under gentle 

rotation in NP-40 buffer containing protease and phosphatase inhibitors 

(Sigma-Aldrich) for 45 minutes at 4°C. After quantification, lysates were 

incubated with Protein A beads for 45 minutes at 4°C for pre-clearing. Lysates 

were incubated with MAVS antibody (2 µg/100 µg protein lysate; Abcam, 

ab31334) for 2-4 hours at 4°C and Protein A beads O/N. Finally, 

immunoprecipitates were loaded onto a SDS gel and analysed by Western blot 

using a Tom70 antibody (0.4 µg/ml, Santa Cruz, sc26495). 
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6.22. Ribosomal RNA depletion and library preparation for sequencing  

RNA integrity was tested before and after depletion of ribosomal RNA (rRNA) 

using the Bioanalyzer2100 (Agilent, Santa Clara, CA). Samples with RNA 

integrity numbers (RIN) below 6 were excluded from analysis. Following rRNA 

depletion, samples were incubated with DNase I (Qiagen) at 37°C for 30 

minutes according to the manufacturer’s instructions. Indexed sequencing 

libraries were constructed using an Agilent Stranded RNA-seq kit (Agilent, 

Santa Clara, CA) and sequenced at 16 cycles (paired-end read), on an 

Illumina HiSeq 2000 platform. 

 

6.23. RNA-sequencing data processing and analyses  

FastQ files from sequencing libraries were first assessed for sequencing library 

quality using FASTQC v0.11 (Patel and Jain, 2012). Raw reads were 

subsequently mapped to the mouse transcriptome (Gencode release M9, 

GRCm38.p4), to the mouse genome (mm10 assembly), with STAR aligner 

v.2.4.1d, allowing for multimapping reads (Dobin et al., 2013). The reads were 

counted over gene models with RSEM, v.1.2.18. Counts were normalized to 

the transcript length and to the effective number of reads in a library (RPKM) 

using R package DESeq with options: method='blind', sharingMode="fit-only"  

(Anders and Huber, 2010). Repeat counts were calculated by finding overlaps 

of STAR-mapped reads and repeat regions extracted with ENSEMBL API from 

ENSEMBL version 84. Only repeat categories with at least 50 reads in at least 

two samples were considered for further analysis. Differentially expressed 

RefSeq transcripts and repeat elements were defined with DESeq with 

FDR<0.01. In order to find commonly differentially expressed genes in 
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“inflamed” vs. “non-inflamed” samples, EdgeR was used with a model matrix 

~type + treatment, modelling out the cell type variance and including only the 

“treatment”. Pathway analysis on those genes was performed with R package 

KEGGREST (Tenenbaum, 2016). Heatmap results were visualised with R 

package pheatmap, while the charts were made with package ggplot2 

(Wickham, 2009). 

 

6.24. Sequence alignment of MAVS 

Transmembrane domain sequences of MAVS homologues were retrieved from 

the UniProt knowledgebase (UniProt, 2015). Multiple sequence alignment was 

done using PROMALS3D Server Structure analysis of the attained model (Pei 

et al., 2008). Figure editing was performed in IBS (Illustrator of Biological 

Sequences (IBS) (Liu et al., 2015). 

 

6.25. Statistical analyses 

Where applicable, data are displayed as mean ± SEM (* P < 0.05, ** P < 0.01, 

*** P < 0.001, **** P < 0.0001). Statistical analyses included one-way and two-

way ANOVA with Bonferroni post hoc test for multiple comparisons, and paired 

and unpaired Student’s t-tests in datasets containing only two groups. 

Diabetes incidence was displayed using Kaplan-Meier plots and compared by 

the Mantel-Cox log-rank test. Data were analysed using the Prism software 

(GraphPad). 
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