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#### Abstract

Resilience has increasingly become a crucial subject to evaluate the function of various real-world systems from ecology, social sciences, and medicine to engineering, critical infrastructure, and the built environment - as our planet and its constituent systems are undergoing a rising trend of perturbations, uncertainty, and change due to natural, human and technological causes. The absence of resilience measures within systems causes the systems not only to deviate from their intended functions under perturbations but also allows the systems themselves to become inefficient and obsolete in the face of the rapidly changing requirements with considerable social, environmental, and economic consequences.

Despite its ubiquitous use and practical significance, the term resilience is often poorly and inconsistently used in various disciplines, hindering its universal understanding and application. There is a broad acknowledgment in the literature of a lack of consensus on whether resilience is an inherent system characteristic or a management process. Hence, this thesis adopts a holistic approach giving resilience a system interpretation and argues that much of the resilience literature covers the existing ground in that existing engineering systems stability ideas are being reinvented. The approach used here follows modern control systems theory as the comparison framework, where each system, irrespective of its disciplinary association, is represented in terms of inputs, state, and outputs. Modern control systems theory is adopted because of its cohesiveness and universality. The resilience system interpretation framework defines resilience as adaptive systems and adaptation, where the system has the ability to respond to perturbations and changes through passive and active feedback mechanisms-returning the system state or system form to a starting position or transitioning to another suitable state or form.

Various case examples, from plain lumped mass and simple pendulum dynamic systems to, traffic flow and building structure dynamic systems, are utilized to illustrate the resilience system interpretation framework proposed in the thesis. The thesis provides a conceptual cross-disciplinary system framework that offers the potential for a greater understanding of resilience and the elimination of overlap in the literature, particularly as it relates to terminology. In addition, using state-space approaches it quantitively as


well as qualitatively evaluates the resilience of cross-disciplinary case systems by utilizing the system's inherent characteristics and management processes. The thesis will be of interest to both academics and practitioners involved in resilience analysis, measurement, and design across various engineering disciplines and by extension any other discipline to enable proactive responses to perturbations while actively adapting to change.
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## CHAPTER 1. INTRODUCTION

### 1.1 Motivation

Resilience has increasingly become a prevalent term in the 21st century's scientific and policy discourses as the world undergoes a future where perturbation and change are the new normal, and the concepts of volatility, uncertainty, complexity, and ambiguity (VUCA) are becoming part of our surroundings [1,2]. Resilience addresses this novel and complex understanding of the world by seeking to circumvent traditional equilibriabased approaches and concentrate instead on the adaptation and transformation of existing systems [3]. Considered to be a shift left, resilience takes a proactive approach rather than a reactive response to ensure that systems recover and adapt against both natural and man-made perturbations as well as change. Such perturbations can be triggered and intensified by stress factors and change drivers such as global economic competition, demographic shifts, rapid urbanization, the rise of technology, and the increased level of interconnectedness, climate change, and resource scarcity [4-7]. The increased level of interconnectedness contributes to cascade failures in a perturbed system. Natural or environmental risks have become the most prevalent among the economic, geopolitical, societal, and technological categories [1]; as natural perturbations have increased significantly by $80 \%$ since 1950 . This increase includes climate change-related events that can severely incapacitate physical infrastructure, endanger both people's safety and environmental conservation, cause economic losses, and therefore impede sustainable development processes $[8,9]$.

Despite its practical significance and its ubiquitous use in the literature, researchers and policymakers have mainly approached the concept of resilience randomly without a systematic and holistic foundation. This has been evident in various policy documents such as the UNISDR Sendai Framework 2015-30 for disaster risk reduction and resilient infrastructure, the new urban agenda 2030 for sustainable and resilient cities, and within the built environment, where resilience regularly serves vague institutional objectives but lacks a systematic and instrumentalized interpretation [10,11]. The randomness of the resilience concept is majorly because of the vast verbal modelling found within the literature to describe resilience and its constituent elements without a systematic foundation [see Table 2.5]. This has led to a poor, even skewed, and
conflicting understanding of the term resilience, an insipid implementation in practice, and difficulty with its interpretation and integration into relevant standards and regulations. Cerè et al. (2017) argue that the pale implementation of resilience in the context of the built environment has led to resilience becoming just another buzzword after sustainability.

### 1.2 Aims and Scope

Given that modern stability has covered similar territory within the context of dynamic systems, this thesis utilizes the control system theory framework, which links stability and its relevant control actions with resilience. The central goal of this study is - using the control system theory to universally apply the proposed resilience system interpretation framework defined as adaptability and adaptive systems to a variety of systems across disciplines. The framework is then divided into two main components of the system state and form return abilities which are enabled by the system passive and active feedback structures respectively. This approach gives resilience a system interpretation that will be applicable across various engineering disciplines and by extension any other discipline. The thesis makes use of various real-world and theoretical systems models in the form of case examples to support different areas of the study. Models from the selected case examples follow a control systems convention where each system is presented in the form of inputs (controls), states, and outputs (responses) and is shaped by the interaction of inputs and outputs across the system boundary (external environment) through a system state that is not always measurable and observable [13]. The main focus of the study is on the system state vector and its deviation from the equilibrium [initial state] as a result of perturbations, its return to equilibrium, and/or steering [controlling] it into a particular trajectory under change. This thesis aims to give resilience a system and unified interpretation, to understand the interrelationships between its various components and their interaction with the environment. Resilience analysis and design methods can then be more consistent, which will pave the way for resilience implementation in practice as well as its integration in the relevant standards and regulations. Various case examples, from plain lumped mass and simple pendulum dynamic systems to traffic flow and building structure dynamic systems, are utilized to illustrate the resilience system interpretation framework proposed in the thesis.

### 1.3 Significance

This thesis proposes a resilience system interpretation framework that applies to every system irrespective of its disciplinary association. The concept is supported by case examples from various disciplines, including simple electrical/mechanical systems, traffic flow systems, and building structure systems. The framework also offers the potential for a greater understanding of resilience and the elimination of overlap in the literature, particularly related to terminology. The study utilizes a modern control systems approach with the potential and tools to analyse, measure, and design resilience and its constituent elements across various disciplines. The framework is considered comprehensive and systematic as it encompasses resilience both as an inherent system property and as a management process using passive and active feedback structures respectively. It also has the ability to accommodate non-engineering disciplines in that a resilience problem can be defined in system terms. The thesis will be of benefit to academics, practitioners, and policymakers working across disciplines, particularly construction and the built environment, giving a unified and universal understanding of resilience and thus helping the development of new tools and methods for incorporating resilience into relevant standards.

### 1.4 Outline and Organization

This thesis is composed of six chapters (Figure 1.1). Following this introductory chapter, Chapter 2 presents a review of state-of-the-art of resilience, structured around the seminal conceptual works on resilience using the modern controls systems theory framework. The review reveals that resilience can be thought of in terms of adaptive systems and adaptation, where the system has the ability to respond to perturbations and changes through both passive and active feedback mechanisms. These feedback mechanisms can return the system state or system form to a starting position or transition to another suitable state or form. The review introduces the resilience system interpretation framework, which gives resilience and its elements strict and holistic definitions in terms of passive and active control mechanisms under the modern control systems theory framework. Chapter 2 also introduces general terminology of systems and the control system theory framework such as systems, sub-systems, and sub-system interaction; system state vector, inputs, and outputs; state equations, and their standard forms; continuous and discreet time models; linear and nonlinear models; deterministic
and stochastic models; system model constraints, objective function, and three basic types of engineering problem solving configurations.

Chapter 3 is a pivotal part of the thesis, introducing stability concepts such as equilibrium, local and global stabilities, asymptotic and finite stabilities, Lyapunov stability, etc., from the control systems theory framework and then placing stability into two broad categories: dynamic and structural stability. Stability is then linked with resilience thinking, divided under its system state and form return abilities in response to perturbation and change. The return abilities are supported by the illustrations of lumped mass and simple pendulum systems - two simple linear and nonlinear dynamic systems.

In Chapter 4, the resilience system interpretation framework is applied to sample traffic flow systems exposed to perturbation and change. Both components of the system framework are demonstrated through theoretical simulation scenarios on the modified viscous Burgers' equation and the LWR-Greenshields model equipped with an adaptive Extremum seeking control, respectively.

The resilience system interpretation framework to sample building structure systems exposed to perturbation and change is explored in Chapter 5. A sample simulation scenario is conducted for a sample 3-story Steel Moment Resisting Frame (SMRF) office building, along with change integration concepts in a closed-loop control setting of synthesis treatment.

The summary, conclusions, limitations, and future work are presented in Chapter 6.
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## CHAPTER 2. RESILIENCE AND SYSTEMS - A REVIEW

### 2.1 Link to Thesis

In Chapter 2, I presented a critical review of the resilience literature across various disciplines since its re -emergence as an ecological concept in 1973. The review confirmed that most of the resilience literature across disciplines is inconsistent, majorly based on verbal modelling and lacks a systematic foundation. The chapter introduced the resilience system interpretation framework which utilizes controls systems theory as a comparison framework and define resilience as adaptation and adaptive systems where the system exposed to perturbations and change has the ability to return to its initial or other suitable state or form respectively. The framework is subsequently applied to four different case examples studied in Chapters 3-5.
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### 2.2 Abstract

This paper presents, from a systems orientation, a review of the resilience literature since its emergence as an ecological concept in academic parlance in 1973. It argues that much of the resilience literature covers existing ground in that existing engineering systems stability ideas are being reinvented. The review follows modern control systems theory as the comparison framework, where each system, irrespective of its disciplinary association, is represented in terms of inputs, state, and outputs. Modern control systems theory is adopted because of its cohesiveness and universality. The review reveals that resilience can be thought of in terms of adaptive systems and adaptation, where the system has the ability to respond to perturbations and changes through passive and active feedback mechanisms-returning the system state or system form to a starting position or transitioning to another suitable state or form. This systematic and cross-disciplinary review offers the potential for a greater understanding of resilience and the elimination of overlap in the literature, particularly related to terminology.

Keywords: resilience; resilience definitions; engineering resilience; socio-ecological resilience; resilience engineering; system thinking; adaptive control systems; state-space approach

### 2.3 Introduction

Resilience is a growing area of interest and study, but it has a variety of origins and apparent inconsistencies across disciplines. This paper first reviews the existing resilience literature and attempts a categorization and integration across various disciplines, including the seminal work of Holling [1]-as a starting point of resilience in academic parlance and subsequent developments on this. The paper then discusses this in the context of Civil Engineering Systems viewpoints and, in particular, adaptive control systems thinking, as an attempt to unify much of the literature.

The data collection and analysis process for this review was carried out during the COVID-19 pandemic between January 2020 and June 2022. Because of the desk-study nature of the review papers, the pandemic impact on the study was minimal. The data used in the review were obtained through a comprehensive bibliographic search based on the keywords: resilience, resilience elements, resilience capacities, resilience capabilities, resilience features, resilience defining measures, resilience definition, general resilience, specified resilience, resilience engineering, engineering resilience, ecological resilience, and social-ecological resilience; in various combinations in the publication title, abstract, and keywords. Multidisciplinary search databases used included Scopus, Web of Science, Dimensions, and Google Scholar. Within these databases, a total of 3701 documents published between November 1973 to June 2022 were located. These included articles, conference papers, book chapters, reviews, books, editorials, conference reviews, notes, erratum, letters, and short surveys. Authors of seminal papers on resilience conceptual foundation and its constituent elements included C. S. Holling, B. Walker, S. Carpenter, C. Folke, L. Gunderson, N. Adger, J. Anderies, R. Biggs, M. Bruneau, D. Salt, E. Hollnagel, and E. D. Vugrin (A summary of the papers is given in Sections 2.5 .2 and 2.5.4).

Publications that mesh systems thinking with resilience include those of Hsu and Stallins [2], Pham [3], Ge et al. [4], Tian and Dai [5], Andersson et al. [6], Taranu et al. [7], Froese et al. [8], Cámara et al. [9], Carmichael [10], Goerigk and Hamacher [11], Jowitt and Milke [12], and Porse and Lund [13]. However, these do not present a
complete systems picture or attempt to unify the various schools of thought on resilience. This paper is directly toward that gap by unifying various conceptual understandings of the term resilience across disciplines by utilizing the control systems terminology as well as bringing resilience under a single umbrella that accommodates both resilience as a an inherent system property and as management process.

Over recent years, a number of reviews covering aspects of resilience in different disciplines have been conducted. These include, with reference to the respective discipline mentioned: psychology [14-17], urban planning [18], built environment [19], critical infrastructure [20], water [21,22], transportation [23], energy [24,25], community [26], society [27], ecology [28], social-ecological systems [29,30], organization [31], resilience engineering [32,33], resilience quantification and measurement [30,34,35], and system approaches toward resilience [36]. Yet, there is a lack of any comprehensive, cross-disciplinary conceptual treatment of resilience or treatments that address conflicts in terminology and treatments across disciplines. However, a varied disciplinary treatment of the resilience might be helpful for boosting inter-disciplinary discussions, it hurdles the resilience universal interpretation that is consistent with its conceptual integrity and is required for its analysis, design, measurement, and integration into the relevant standards. This paper attempts an integration of these different viewpoints advanced by exploring commonalities and using system thinking, in particular through a modern control systems theory framework, using ideas associated with inputs/controls, state, and outputs. By doing this, the paper fills a knowledge gap and represents an original contribution to the field of resilience. The paper will be of interest to people attempting a systematic understanding of resilience and its conceptual unification for a cross-disciplinary operationalization, as well as people generally interested in resilience and systematic thinking.

The paper is structured as follows. The following section presents the state of the art on the roots of resilience and its evolution over time. Section 2.5 looks at a range of variants and extensions of resilience across disciplines, including terminology and resilience conceptual analysis. Section 2.6 defines general terminology on control system theory and system state-space representation. Subsequently, Section 2.7 presents resilience as an alternative to adaptation in system terms. The conclusions and future research directions follow.

### 2.4 Resilience - Roots and Evolution

The word resilience originates from the Latin word 'resiliere', which translates as 'bounce back'. The first usage of the term was possibly made by the physicist Thomas Young in 1807 to describe elastic deformation in the context of material sciences [37,38]. As a natural environment concept within the sustainability science research [39], the term is said to have first appeared in the work of Holling [1], where resilience is interpreted as 'the persistence of relationships within a system and is a measure of the ability of those systems to absorb changes of state variables, driving variables, and parameters, and still persist' [1](p.17)[39]. Subsequent multidisciplinary development and evolution of the concept of resilience, however, remains fragmented [31,40]. Anderies et al. [41] argue that the reason the term resilience can be ambiguous is because of its broad usage in serving different discipline-specific goals and, as such, makes resilience more of a way of thinking rather than a fixed concept. Accordingly, discussion of resilience can create confusion [42] and there is a lack of consensus on what constitutes resilience.

Carpenter et al. [43] argue that for every resilience scenario, a guiding question must be the qualification 'of what, to what'. Systems thinking can help in this regard. The first question, 'of what', has relevance to system definition, system boundaries, system external environment, and the interaction between the system and the external environment. Here 'environment' is distinguished from its usage with reference to the natural or green environment. The second question, 'to what', has relevance to system inputs, outputs, and behavior but is expressed as change. All the definitions provided for resilience in the literature include some aspect of dealing with change, whether it is resistance to change, adaption to change, or recovering from change [44].

At a global level, thinking is directed towards an ever-changing world due to a growing set of major changes such as global economic competition, demographic shifts, rapid urbanization, the rise of technology, increased level of interconnectedness and complexity, climate, resource scarcity, and global pandemics [45-49]. Change is a major driver behind the growth in resilience interest and the evolution in resilience thinking while managing change presents its own challenges in all disciplines. Figure 2.1 shows a growing trend in publications on resilience; a total of more than 42,000 publications have surfaced between November 1973 and June 2022 covering 27
different disciplines, with social sciences, medicine, engineering, environmental sciences, and psychology at the top of the list, while veterinary and dentistry are at the bottom of the list. Multidisciplinary research only comprises about $1 \%$ of the total number of publications (Figure 2.2). The start date chosen is 1973, the year of the Holling seminal paper. The resilience literature, published between November 1973 and June 2022, is scattered among 159 different journals/sources (Table 2.1), with some authors quite prolific (Table 2.2). Some publications attract citations more than others (Table 2.3), but it is generally acknowledged that number of publications and number of citations are not correlated with the originality in the publications or the advancement of knowledge presented in the publications-quantity is not a good measure of quality.


Figure 2.1. Number of publications with resilience in their titles-November 1973 to June 2022. Data source: Scopus [50].


Figure 2.2. Number of publications with resilience in their titles-November 1973 to June 2022. Data source: Scopus [50].

Table 2.1. Resilience journals/sources listing (highest to lowest) as per publications count-November 1973 to June 2022. Data source: Scopus [50].

| Journal/Source | Publications <br> Count |
| :--- | :---: |
| Sustainability Switzerland | 539 |
| Ecology and Society | 297 |
| Plos One | 289 |
| International Journal of Disaster Risk Reduction | 288 |
| Lecture Notes in Computer Science (including subseries Lecture | 278 |
| Notes in Artificial Intelligence and Lecture Notes in Bioinformatics) | 277 |
| International Journal of Environmental Research and Public Health | 208 |
| Frontiers in Psychology | 181 |
| Iop Conference Series: Earth and Environmental Science | 147 |
| Reliability Engineering and System Safety | 138 |
| Natural Hazards | 6959 |
| The rest of the 149 journals (including undefined journals) |  |
| publishing fewer than a total of 135 publications per source |  |

Table 2.2. Resilience authors listing (highest to lowest) as per publications countNovember 1973 to June 2022. Data source: Scopus [50].

| Author | Main Area(s) of Expertise | Publications Count |
| :--- | :--- | :--- |
| Ungar, M. | Social Works | 116 |
| Pietrzak, R.H. | Clinical Psychology | 90 |
| Linkov, I. | Risk and Decision Science | 85 |
| Cimellaro, G.P. | Earthquake Engineering | 78 |
| Southwick, S.M. | Psychiatry | 69 |
| Masten, A.S. | Competence, Risk and Resilience | 59 |
| Shaw, R. | Disaster risk and Climate Change | 58 |
| Allen, C.R. | Ecological and Social-ecological Resilience | 53 |
| Bonanno, G.A. | Psychology and Resilience | 51 |


| Theron, L. | Educational Psychology | 50 |
| :--- | :--- | :--- |
| Folke, C. | Social-ecological systems, Sustainability and <br> Global Change | 46 |
| Others | Various disciplines | $<46$ |

Table 2.3. Listing of publications with resilience in their titles by citation countNovember 1973 to June 2022. Data source: Scopus and Google Scholar [50,51].

| Author(s) | Publication Title | Citations Count |
| :---: | :---: | :---: |
| Holling [1] | Resilience and Stability of Ecological Systems | 19,670 |
| Luthar et al. [52] | The Construct of Resilience: A Critical Evaluation and Guidelines for Future Work | 4284 |
| Connor and Davidson [53] | Development of a New Resilience Scale: The Connor-Davidson Resilience Scale (CD-RISC) | 4043 |
| Folke [54] | Resilience: The Emergence of a Perspective for Social-Ecological Systems Analyses | 3952 |
| Masten [55] | Ordinary Magic: Resilience Processes in Development | 3817 |
| Walker et al. [42] | Resilience, Adaptability and Transformability in Social-Ecological Systems | 3652 |
| Bonanno [56] | Loss, Trauma, and Human Resilience: Have We Underestimated the Human Capacity to Thrive after Extremely Aversive Events? | 3483 |
| Rutter [57] | Psychosocial Resilience and Protective Mechanisms | 2806 |
| Lozupone et al. [58] | Diversity, Stability and Resilience of the Human Gut Microbiota | 2724 |
| Hughes et al. [59] | Climate Change, Human Impacts, and the Resilience of Coral Reefs | 2648 |
| Bruneau et al. [60] | A Framework to Quantitatively Assess and Enhance the Seismic Resilience of Communities | 2401 |
| Norris et al. [61] | Community Resilience as a Metaphor, Theory, Set of Capacities, and Strategy for Disaster Readiness | 2378 |
| Others |  | <2370 |

Within existing publications, change or change implication might be described under different names, including disruption, disturbance, perturbation, stressor, accident, and disaster. Based on their root causes, disasters are commonly grouped under natural disasters (earthquakes, floods, ...), human/man-made disasters (technological or human error-related, deliberate terrorist or cyber-attacks, ...) and complex disasters (famine, ...) [62]. Disasters, of course, can lead to damaged physical infrastructure and a damaged natural environment and they can endanger people's safety [63,64]. Figure 2.3 shows a generally increasing trend in the number of disasters from 1900 onwards, and particularly 1950 onwards, with many climate change-related. Falling under the broad
category of natural disasters, global pandemics-particularly the current COVID-19 pandemic-have caused major disruptions to various systems, from mental health [6567] and healthcare to supply chain [68], global trade [69], and economic systems [70], with cascading impacts across the scales.


Figure 2.3. World disasters count for natural and technological categories from 1900. Data source: EM-DAT [62]The complex disasters category would not be visible on the scale of Figure 2.3 because the numbers are very small.

### 2.5 Resilience Variants and Extensions

This section looks at a range of variants and extensions of resilience and related ideas, including management, adaptability, and transformability.

### 2.5.1 Socio-Ecological and Engineering Resilience

The work of Holling [1,71] with respect to ecological resilience and engineering resilience has attracted much attention. The extension, socio-ecological resilience, and engineering resilience are seen as overarching.

Socio-ecological and engineering resilience use ideas also found in the systems optimization literature, and in particular in the calculus of extrema and nonlinear programming related to local and global optima and starting points for searches, while engineering resilience also borrows from the systems stability literature. Engineering resilience:
... concentrates on stability near an equilibrium steady state, where resistance to disturbance and speed of return to the equilibrium are used to measure [resilience] ... [71](p.33)

Socio-ecological resilience:
... emphasizes conditions far from any equilibrium steady state, where instabilities can flip a system into another regime of behavior-that is, to another stability domain. In this case, the measurement of resilience is the magnitude of disturbance that can be absorbed before the system changes its structure ... [71](p.33)
... the capacity of a system to absorb disturbance and reorganize while undergoing change so as to still retain essentially the same function, structure, identity, and feedbacks ... [42](p.1)

Engineering resilience is seen to be more narrowly defined. The different units of measurement for resilience expressed in these definitions are majorly verbal modelling and not satisfying. Terminology, generally, is something that is holding back the development of a unified resilience framework.

Resilience as described here can be visualized, as with global and local minima in systems optimization, in terms of a landscape with a single valley (engineering resilience) or multiple valleys (socio-ecological resilience), and movement between states, equivalently locations on the topography. The multiple valleys are domains of attraction [72]. Some publications describe a ball moving over the topography, where the ball location corresponds to the system state [42]. Social resilience is seen as a natural extension of ecological resilience, where social systems involving humans exhibit equivalently shaped topographies with multiple domains of attraction [73-76]. Terms introduced such as latitude, resistance, precariousness, and panarchy [42], in attempting to understand resilience, would generally not be able to be determined or would be very difficult to determine for actual systems.

The terms 'specified resilience' and 'general resilience' can be found in the literature. The former is close to the concept of resistance and focuses on maintaining a certain
level of system behavior for a known and likely set of perturbations, while the latter refers to wider system-level features such as the capacity for learning and adaptation; and coping with perturbations in all forms [77-79]. For a range of perturbations described as narrow and predictable for engineering resilience, and broad and unpredictable for socio-ecological resilience [1,71], specified resilience and general resilience might be considered alternative terms for engineering resilience and socioecological resilience, respectively.

### 2.5.2 Introduced Terminology

Resilience is a fruitful source of new terminology, introduced as part of verbal modelling and in an attempt to explain all the variants possible. For example: socioecological resilience $[42,80]$-resistance, latitude, panarchy, precariousness, adaptability, and transformability; resilience of engineered and infrastructure systems [81,82]-absorptive capacity, restorative capacity, and adaptive capacity; seismic resilience of communities [60]—robustness, redundancy, resourcefulness, and rapidity; engineering resilience [71]-resistance, rate of return to equilibrium, and single domain of attraction; general resilience [83]-response diversity, modular, thinking, planning and managing across scales, exposure to disturbances, quick response, guiding not steering, and transformable; ecological resilience (quantitative) [84]-alternative regimes, scale, thresholds, and adaptive capacity; general resilience [85]-diversity, modularity, openness, nestedness, trust, monitoring, feedbacks, reserves, and leadership; ecological resilience [86]-diversity, modularity, openness, cross-scale interactions, slow variables, reserves, polycentric governance, social capital, adaptability, tight feedbacks, and innovations; ecological resilience [87]-diversity and redundancy, connectivity, slow variables and feedbacks, complex adaptive systems, learning and experimentation, polycentric governance, and inclusive participation; and ecological resilience [1,71]-system identity, functional diversity, multiple domains of attraction and nonlinearity, spatial and temporal heterogeneity, cross-scale interactions, critical thresholds, qualitative behavior, redundant regulations, broad and unpredictable perturbations, adaptive feedbacks, and transformation (extinction).

Of interest among the above terms from a systems viewpoint are the notions of adaptation, learning, and feedback, though there is not a consensus in the resilience literature on tight definitions for these terms.

Although different terminology is used to describe perturbations throughout the resilience literature, perturbations are related to where the system boundary is drawn. Perturbations are external/exogenous to the system and reflect the system-environment interaction. Perturbations are also referred to as accidents and stressors [61] and when a serious disruption/disturbance occurs to a system, it is called a disaster [88].

Perturbations are sometimes inappropriately referred to as changes. Change may come about through system parameter changes or through system structure changes [28,77,89,90].

### 2.5.3 Resilience-Inherent or Managed

Resilience may be obtained through the inherent system characteristics or through management. The former might be thought of as preset or internal control, while the latter might be thought of as controls applied external to the system, along with modifying the system itself.

Terminology such as 'absorb changes of state variables and driving variables' [1] (p. 17), elastic resilience [91], self-organization [92], static resilience [93], system internal resistance [94], and built-in adaptability [95,96] are some of the terms used in the literature to describe resilience through the inherent system characteristics. Similarly, 'absorb changes of parameters' [1] (p. 17), ductile resilience [91], and dynamic resilience [97] are some of the terms used for resilience through management.

However, some researchers [78,98] acknowledge a conceptual tension between resilience being inherent or managed; both of the two notions can obtain resilience [30,99,100]-though in different forms and combinations depending on the system type (Figure 2.4). For the engineering resilience category, as the system dynamics are known and the perturbations are of a limited and known range, the resilience focus is on the perturbed system state rate of return to the equilibrium which is mostly achieved through the inherent system characteristics and any anticipated degradation in the system structure is countered by the management of a fixed and known nature. A vital consideration for engineering resilience must be a careful examination of the relationship between the inherent system characteristics versus the system state rate of return to equilibrium and seeking an optimum solution. An over-passive system might work as a double-edged sword and negatively affect the system state rate of return to the
equilibrium, as well as creating unwanted rigidity and inertia along with any associated additional lifecycle costs [94,101].


Figure 2.4. Resilience interpretation in terms of adaptation: a big picture.

For socio-ecological resilience, because the system dynamics are not well known and the perturbations are also not well known and wide-ranging, the resilience focus shifts toward management that is not fixed but rather of a broader and adaptive nature [102,103]. With an increasing trend of complexity and uncertainty involved in infrastructure systems, there is a growing tendency for engineering/specified resilience to trend toward general/socio-ecological resilience in the resilience literature $[30,104]$ (Figure 2.4).

### 2.5.4 Resilience Engineering-Designing Resilience

Resilience engineering appears to have a stronger academic rather than industry focus [105]. It initially appeared in a resilience engineering symposium held in Söderköping, Sweden, on 25-29 October 2004 [106,107]. A distinction is made with engineering resilience. Resilience engineering focuses on addressing risks, improving safety, and operational management in complex socio-technical and human services delivery
systems such as infrastructure-through mainly system organization [108-110]. Hollnagel defines resilience engineering as:
... the intrinsic ability of a system to adjust its functioning prior to, during, or following changes and disturbances, so that it can sustain required operations under both expected and unexpected conditions... [111] (p.36).

Some of the terminology as part of the verbal modelling available in the literature for characterizing resilience engineering are: cross-disciplinary [112]-anticipate, respond, learn, and monitor. Organizational domain [107]—avoid, withstand, adapt, and recover. Organizational domain [113]-awareness, preparedness, learning, flexibility, management commitment, and reporting culture. Most of the terminology used here is not consistent with system terms.

Cimellaro [114] and Cimellaro et al. [115] introduce the concept of resilience-based design (RBD)—an extended version of performance-based design (PBD), which is a holistic framework to define and measure resilience at various scales. Similarly, Forcellini proposes a resilience-based (RB) methodology that underpins resilience's holistic and dynamic nature and the relevant perturbations. He demonstrates the RB methodology application to two sample systems of civil infrastructure [116] and health system infrastructure [117] exposed to climate change (temperature as the dynamic environmental variable) and the COVID-19 pandemic crisis, respectively. Both RBD and RB methodology are closely related concepts to resilience engineering.

Resilience engineering might be considered as an approach to design in resilience for a dynamic system, looking at the trade-offs between obtaining resilience through the inherent system characteristics and resilience through management centred on certain objective functions such as system-required functionality and behaviour.

### 2.5.5 Resilience and Sustainability-Related or Distinct Concepts

The concept of resilience and its relationship with sustainability has received enormous attention from academia, industry, government, and other stakeholders over the past decade [118]. Despite the two concepts' contextual differences and their independent theoretical evolutions, sustainability-in the context of sustainable developmentdefined as 'meeting the needs of the present without compromising the ability of future
generations to meet their own needs' [119] (p. 12), with a triple bottom line of social, environmental, and economic pillars, shares a vast number of similarities with resilience. While scholars may hold a different opinion on the notion of resilience as a component of sustainability or vice versa, there is an overwhelming consensus among researchers that the two concepts are mutually complementary and need a holistic and systematic treatment [120].

### 2.6 Systems Terminology

This section introduces much of the necessary terminology of dynamic systems, with a particular emphasis on modern control systems (Table 2.4), which is subsequently utilized in Section 2.7 to describe resilience in terms of adaptive systems and adaptation. The terminology is also used to regroup most of the inconsistent verbal modelling in the resilience literature around the system terms.

Table 2.4. Control systems terminology.

| Terminology | Definitions |
| :---: | :---: |
| System | An assemblage of functionally related components forming a unity whole to fulfill a certain purpose [121124]. A system can be described by the fundamental variables of state, input, and output. |
| - Subsystem | Components or layers of a system that collectively affect its behaviour [121]. |
| - Environment | That which is not part of a system is referred to as the environment and is separated from the system itself by its boundary, which is normally chosen as per the intent of the study [122]. |
| - State ( $\mathrm{x}(\mathrm{t})$ ) | A descriptor of the system's internal behaviour and the minimum number of variables (equal to the order of the system) - known as the state variables (also referred to as states) $\left(\mathrm{x}_{\mathrm{i}}(\mathrm{t}), \mathrm{i}=1, \ldots, \mathrm{n}\right)$ that can completely represent the system and its behaviour to a certain set of inputs $\left(u_{j}(t), i=1, \ldots, m\right)$. The system state variables are not always directly measurable and observable. The state variables collectively constitute the state vector $\left[\mathrm{x}_{\mathrm{i}}(\mathrm{t})\right]^{\mathrm{T}}$ in the form of a unique point within the state space (also known as phase space) (Figure 2.5), where its evolution/trace over time is called the state trajectory and its graphical representation is labelled as the phase portrait [125,126]. |
| - Input | The external forces acting upon the system are introduced in the form of inputs which are classified under two categories - those that are influenced by the engineer (referred to as controls) and those that cannot be influenced by the engineer [122]. |
| - Output | Contrary to the system state, system output indicates the system's external behaviour, such as performance or |

response, and is normally a measure of direct interest to the engineer and is directly measurable and observable [122].

- Perturbation

A fundamental variable of the system which is related to the uncertainty in the system environment [90].
State-space models are formed by the interaction of the system's fundamental variables (i.e., input, state, and output) and are generally given by the dual state and output equations. The coefficients used in the state equations to link the system fundamental variables are
State-space models

- Linear models referred to as the system parameters [122]. State-space models are at the core of time-domain or state-space approaches-also known as the modern control theory and overcomes the apparent limitations of classical control theory (input-output transformations) by including the system state $[125,127]$.
Linear models follow the supervision principle of linearity [128]. Equations (2.1) and (2.2) are continuous linear state-space equations for the system state and output, respectively.
$\dot{x}(\mathrm{t})=\mathrm{Ax}(\mathrm{t})+\mathrm{Bu}(\mathrm{t})$
$y(t)=C x(t)+D u(t)$
A - is the system, state, or dynamic matrix of ( $n \times n$ ) dimension, B - is the input or control matrix of ( $\mathrm{n} \times \mathrm{m}$ ) dimension, C - is the output matrix of $(\mathrm{p} \times \mathrm{n})$ dimension, and D-is the direct transfer or feedforward matrix of ( $p \times$ m ) dimension, which is normally the zero or null matrix (Figure 2.6).
Nonlinear models lack superposition properties but are a more accurate representation of most real-world problems despite their complexity. A general state equation model for a nonlinear time-variant system can be expressed as the dual of state (Equation (2.3)) and output (Equation (2.4)) equations where fi and gj are scalar arguments of the state $\left(\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{T}\right)$, input $\left(\left[u_{1}, u_{2}, \ldots, u_{m}\right]^{T}\right)$, and time ( $t$ ) vectors (for the time-invariant case, the term $t$ is absent in
- Nonlinear models
- Time-variant and timeinvariant models
- Continuous and discrete models
the model) $[129,130]$ (Figure 2.7).

$$
\begin{align*}
& \dot{x}(t)=f[x(t), u(t), t)]=\left[\begin{array}{c}
\left.f_{1}(x(t), u(t), t)\right) \\
\left.f_{2}(x(t), u(t), t)\right) \\
\vdots \\
\left.f_{n}(x(t), u(t), t)\right)
\end{array}\right]  \tag{2.3}\\
& \dot{y}(t)=g[x(t), u(t), t)]=\left[\begin{array}{c}
\left.g_{1}(x(t), u(t), t)\right) \\
\left.g_{2}(x(t), u(t), t)\right) \\
\vdots \\
\left.g_{p}(x(t), u(t), t)\right)
\end{array}\right] \tag{2.4}
\end{align*}
$$

If dynamic system parameters remain static and are not changed by the passage of time (only fundamental variables change), the system is called time-invariant; otherwise, the system is referred to as a time-variant system (e.g., adaptive systems) [122,125].
For continuous in time (or space) models, the system fundamental variables are defined for all points of the independent variable(s) and described by differential equations, while for discrete in time (or space), the system
fundamental variables are only defined at fixed points of the independent variable(s), and the models are described by difference equations. Continuous systems can be readily converted to discrete systems through the use of a proper discretization process, but the reverse is not feasible [122,125].
State-space approaches apply both to deterministic and probabilistic (stochastic) dynamical systems where the

- Deterministic and probabilistic models
Stability
- Dynamic stability
- Structural stability latter includes element(s) of randomness while the former does not. Whenever possible, deterministic state equations models are preferred over probabilistic ones for the sake of their simplicity, as well being less rigorous [122,125]. The stability of dynamic systems may fall under the two broad categories of dynamic stability and structural stability.
Dynamic stability of a system is determined by matrix A (including the Jacobian matrix for nonlinear systems) in Equation (2.1) and is a measure of the tendency of a system's state to return to its equilibrium (original state) or another suitable system state after being perturbed (in the absence of active feedback).
Dynamic stability is equivalent to the system return rate (and/or settling time for a time-varying dominant eigenvalue) to the equilibrium which is measured by the dominant eigenvalue horizontal distance (real part) from the imaginary axis in the complex plane. A dominant eigenvalue/pole is related to the slow-moving state of the system and is closest located to the imaginary axis, which corresponds to the slowest and dominant decay/return rate to the equilibrium [131].
Structural stability is indicative of keeping the system's original form or another suitable system form (e.g., preventing bifurcations) after being perturbed by the changes within the system structure [132,133].
The control action is used for the controllability of the system state vector and is broadly categorized under the open-loop and closed-loop control actions.
For linear systems, the control action (Equation (2.6)) entails both the control law- using matrix H (Equation (2.5)) and control matrix B (Equation (2.6)). $u(t)=-H x(t)$
$\dot{x}(\mathrm{t})=\mathrm{Ax}(\mathrm{t})+\mathrm{B}(\mathrm{Hx}(\mathrm{t}))=(\mathrm{A}-\mathrm{BH}) \mathrm{x}(\mathrm{t})$
Control action or system feedback For nonlinear systems (Equation (2.3)), commonly, a local control action is introduced through the system linearization process around an operating state (original state) and, subsequently, a linear control action is used (Equation (2.6)). For global behaviour of the nonlinear systems, control actions such as Control Lyapunov Functions (CLF) (full state-based control) (Figure 2.7) and Model Predictive Control (MPC) (output-based control) are used [134,135].
Also known as feedforward control or passive control,
- Open-loop control where the control action is independent of the system state/output and is selected upfront [10].

|  | Also known as active feedback and is selected based on <br> the monitoring of the system state/output and its <br> subsequent comparison with a target <br> (reference/equilibrium/steady-state) with the help of a <br> control law or objective function [10] (Figure 2.8). Closed- <br> loop control falls under three broad categories of optimal, <br> robust, and adaptive controls. |
| :--- | :--- |
| $-\quad$ Closed-loop control | A control method to ensure state/output/system <br> optimization around a reference point/path [136]. |
| $-\quad$ Robust control | The control law does not change over time for a certain <br> range of the system form's changes (a certain range of <br> parameter uncertainties of the model) and is designed to <br> optimize stability within a particular domain [136,137]. |
| $-\quad$ Adaptive control | The control law does change over time for the system <br> form's changes (parameter uncertainties of the model) and <br> is designed to optimize stability for a certain criterion <br> [138]. |
| Three main engineering problem- <br> solving categories | The majority of real-world engineering problems fall <br> under three fundamental system configurations: analysis, <br> synthesis, and investigation [122]. |
| - Analysis | Finding outputs from input and system model [122]. |
| - Synthesis | Finding inputs from output and system model [122]. <br> Obtaining a system model by using inputs and outputs <br> [122]. |
| - Investigation |  |

### 2.7 Resilience-Systems Adaptation

For dynamic systems, modern control systems theory possesses suitable terminology to reconnect resilience with its conceptual basis. It provides the necessary system tools that can help resilience in its analysis, measurement, and design across disciplines.

To explain resilience in terms of systems thinking, a distinction needs to be made as to whether (i) the system itself has changed in response to some event, or whether (ii) it is only the system's state which has changed in response to some event (Figure 2.4). Both (i) and (ii) can be thought of in the same way. Both lead to interpreting resilience in terms of adaptation, where the system has the ability to change itself or its state according to defined objective functions [139].

Resilience can be thought of in terms of adaptation involving feedback-whereby (i) the system returns to its original form (or another suitable system form), and/or (ii), the system state returns to its original state (or another suitable system state). The return to the original system's form (or state) is achieved by applying controls post the change or the controls are preset prior to the change. What are referred to as management- and
system-inherent characteristics in Section 2.5.3 are both controls-active feedback and passive feedback, respectively.

In (i), the feedback involves the system makeup. The feedback controls are the management actions applied within the system. The system changes and has to be able to return to its original form. In (ii), the feedback does not alter the system (Figure 2.5).



Figure 2.5. Changes to the system state and form: a graphical illustration of the resilience for a single dimensional system.

For the engineering resilience category, the systems are simple linear systems of a continuous or discrete nature (including locally linearized nonlinear systems)(Figure 2.6), with a focus on the (ii) system state rate of return to its original state or another suitable state (e.g., maximum constant performance). This in turn is achieved through the passive feedback present within the system and measured by system tools such as dynamic stability, represented by the dynamics (i.e., dominant eigenvalue) of matrix A for linear systems and the Jacobian matrix $\mathbf{J}$ for nonlinear systems (Equations (2.1) and (2.3)). Changes to the system form -if there are any (i)—lie only within a small and known range (within a single domain of attraction in the vicinity of the original state) and are countered by the system's active feedback after the perturbation event has occurred. The active feedback is achieved in the form of a closed-loop control action where the control law (Matrix H in Equation 2.5) does not change, and therefore it may fall below the optimal or robust control categories (Figures 2.5 and 2.6).


Figure 2.6. Block diagram illustration of a linear system state equations model with full-state feedback: an illustration for engineering resilience.

For the socio-ecological resilience category, the systems are nonlinear and of a continuous, discrete, deterministic, or probabilistic nature with potential time evolution/variance (Figure 2.7), and therefore the focus shifts from (ii) towards (i). In other words, the system-return to its original form or another suitable form-becomes crucial as the changes in the system structure become large and of unknown nature. These changes are countered by the system's active feedback after the perturbation event has taken place. The active feedback here is achieved in the form of a closed-loop control action where control law (Matrix H in Equation 2.5) changes based on certain criteria (i.e., codes and regulations) and therefore tools from adaptive control systems become better suited. Additionally, system tools such as structural stability-which determines maximum changes in the system form such as fold bifurcations from which it is difficult or impossible for the system to return and which lead to system transformation-and controllability are other equivalent system concepts in terms of passive control for socio-ecological resilience (Figures 2.5 and 2.7).


Figure 2.7. Block diagram illustration of a nonlinear system state equations model with full-state feedback: an illustration for socio-ecological resilience.

Modern control systems possess the tools that can readily accommodate system configurations under which the resilience problems fall. Resilience through passive feedback falls under analysis treatment, while resilience through active feedback treatment falls under synthesis (some aspects of investigation included) treatment. Techniques from dynamic systems optimization such as dynamic programming can solve the resilience problem in terms of adaptation that allow both the system state and form to return to their original or another suitable state and form, respectively.

Additionally, modern control systems possess an established set of terminology to describe both system external perturbations and structural changes. External perturbations for a system can be broadly categorized under the system state variable initial condition ( $\mathrm{x}_{0}$ ), which is normally a result of a direct management action, while input disturbances (u) generally act as a temporary stimulus, for example, earthquake shocks and flood flows. The system structural changes can be considered as parameters or the model's uncertainty that affect the system form (Figure 2.8).


Figure 2.8. System active feedback along with its constituent elements: an illustration of resilience.

Modern control systems possess the necessary tools to systematically define resilience cost. These include both the loss of service during the system's perturbed state and the cost of restoration efforts. System functioning loss or performance loss found in some of the resilience quantification literature [140] is a vague term that could be equivalent to the system output loss (representing a part-not the entire state of the system). It is an incomplete measure of resilience cost, which often misses the active feedback efforts. A combination of two quantities-given by the system state vector $\left[\mathrm{x}_{\mathrm{i}}(\mathrm{t})\right]^{\mathrm{T}}$ and control
vector $\left[\mathrm{u}_{\mathrm{i}}(\mathrm{t})\right]^{\mathrm{T}}$ with different weighting factors-in the form of an objective function is a more sensible candidate for resilience cost.

Modern control systems have both the tools and terminology to resolve most of the existing conceptual tension around resilience thinking. Examples of these tensions are desirability of resilience versus non-desirability, perturbation versus changes, a single domain of attraction versus multiple domains of attraction, and whether resilience is inherited or managed.

Most of the present inconsistency in the terminology around the resilience concept in the literature, which is dominated by verbal modelling, can be resolved by system thinking. Table 2.5 lists equivalent system terms for most of the resilience constituent elements available in the literature and therefore provides resilience with a unified and cross-disciplinary set of terminology. This will alleviate the current conceptual tensions around resilience and pave the way toward resilience operationalization and integration into the relevant standards.

Table 2.5. System terminology for resilience verbal modelling in the literature.
Resilience Terminology $\quad \underset{\text { Equivalent Modern Control Systems ([State- }}{\text { Space) Terminology }}$

- System(s) [1]
- System quality [60]
- The capacity of a system [141]
- The ability of a system $[142,143]$
- System performance [140] System output $[y(t)] \quad$ General system
- System functioning [140] constituent
- Desired services or functionality [144] System original state $\left[\mathrm{x}_{\mathrm{e}}(\mathrm{t})\right]$ or components
- Function [93] another suitable state $\left[\mathrm{x}_{\mathrm{s}}(\mathrm{t})\right]$ Terminology
- System identity or structure [145] Structural stability
- System behavior [31] System state trajectory
- Resilience cost index [93] System state deviation around an
- Resilience cost [44]
objective function (synthesis
treatment)
- Latitude [42]
- Diversity [145]

System state vector

- Rapidity [60]
- Resistance [42]
- Absorptive capacity $[81,82]$
- Responsiveness [146]
dimensions/ranges on the phase-
space/state-space
- Being modular [83]
- Cross-scale interactions [1]
- Spatial and temporal heterogeneity [1] Subsystem's interaction
- Panarchy [42]
- Managing connectivity [87]
- Openness and modularity [85]
- Nestedness [85]
- Scale [84]
- Robustness [60]
- Multiple domains of attraction [1] Nonlinear state-space models
- Precariousness [42]
- Managing slow variables [87]

Complexity

- Critical thresholds [84]

Bifurcations

- Alternative regimes [84]
- Functional diversity [1]
- Redundancy [60] Preset control
- Reserves $[85,86]$
- Rapidity [60]
- Restorative capacity $[81,82]$

System state-return to its original

- Timely recovery [146] or another suitable state
- Respond quickly [83]
- Redundant regulations [1]
- Response diversity [147]
- Resourcefulness [60]
- Feedbacks, tightness of feedbacks, polycentric governance [86]

Robust closed-loop control

- Avoid, withstand [107]
- Anticipate, respond [112]
- Awareness, preparedness [113]
- Adaptive feedbacks [1]
- Adapt [107]
- Social capital [86]
- Adaptability [86]
- Learning, experimentation [87]
- Learn and monitor [112]

Adaptive closed-loop control
Active feedback

- Adaptive capacity 84]
- Learning, flexibility, reporting culture [113]
- Exposure to disturbances (as a way of experimentation) [83]
- Guiding not steering [83]
- Transformation [1]
- Irreversible critical thresholds $[42,78]$
- Innovations [86]
- Leadership [85] Time-variant state-space models
- Inclusive participation [87]
- Management commitment [113]


### 2.8 Conclusions and Future Research Directions

While the conceptual foundation of resilience does not differ greatly from Holling's seminal proposition, the evolution in terminology across disciplines is predominantly inconsistent and random. This reduces the conceptual integrity and originalism of
resilience, creates confusion and unnecessary complexity, and impedes the operationalization of resilience. This is largely due to the fact that the resilience literature has reinvented existing ideas about engineering systems stability-mostly with random verbal modelling that has evolved in isolation-bringing little benefit from the well-established field of modern control systems and relevant system engineering disciplines. There is a diluted use of the term resilience as a synonym to the term robustness (see [148-150]), with the narrow use of the term stability in the resilience context (see [1]) a testament to this confusion.

By reconnecting the resilience literature-which largely remains conceptual-to corresponding ideas in systems will help resilience not only maintain its conceptual integrity but benefit from the rich and well-established tools therein for its design and analysis purposes. Particularly in today's age of big data and automation, the concepts and tools of modern control systems theory will help in the operationalization of resilience thinking in complex socio-technical/ecological systems such as the construction and critical infrastructure sector. This will also pave the way for a more systematic exploration of interrelationships and trade-offs among some of the concepts interpreting resilience as system adaptation. As future research directions, these systematic explorations can include notions of passive feedback, active feedback, system state speed of return to the original state or another suitable state, system structural stability, and other relevant concepts in the context of complex adaptive systems. Application of the proposed resilience systematic framework to the real-world adaptive dynamic systems-from simple second-order mechanical systems to more complex systems such as traffic flow and building infrastructure that are exposed to perturbation and change-are presently being developed by the authors. However, higher dimensionality and global treatment of real-world complex nonlinear systems might hinder the application of the proposed framework, though system tools such as dynamic mode decomposition (DMD) can alleviate the imposed computational rigor.
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## CHAPTER 3. STABILITY AND RESILIENCE—A SYSTEMATIC APPROACH

### 3.1 Link to Thesis

In Chapter 3, I presented a critical review of the modern stability concepts and their classification into two major categories of dynamic and structural stability. Stability is then linked with resilience thinking using the resilience system interpretation framework which was introduced in Chapter 2. The framework is subsequently applied to lumped mass and simple pendulum systems - two simple linear and nonlinear dynamic systems to illustrate the system state and form return abilities in response to perturbations and change.
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### 3.2 Abstract

Stability and resilience are two crucial concepts to the proper functioning and understanding of the behaviour of both natural and man-made systems exposed to perturbations and change. However, although the two have covered a similar territory within dynamic systems, the terminology and applications differ significantly. This paper presents a critical analysis of the two concepts by first collating the wealth of modern stability concept literature within dynamics systems and then linking it to resilience thinking, defined as adaptation where the system has the ability to respond perturbations and change through passive and active feedback structures. A lumped mass and simple pendulum, two simple linear and nonlinear dynamic systems following a state-space approach from modern control systems theory, are used to support the analysis and application. The research findings reveal that the two overarching categories of engineering resilience and socio-ecological resilience (extended ecological resilience) are in fact a reinvention of a closed-loop system dynamic stability with different types of active feedback mechanisms. Additionally, structural stability describes some vital aspects of social-ecological resilience such as critical thresholds
where, under change, a system loses the ability to return to the starting form or move to another suitable form through active feedback mechanisms or direct management actions.

Keywords: modern stability concept; dynamic stability; structural stability; passive control; active control; engineering resilience; socio-ecological resilience; state-space approach; modern control systems theory

### 3.3 Introduction

Stability and resilience are two crucial concepts to the proper functioning and understanding of the behavior of both natural and man-made systems exposed to perturbations and change. However, although they cover a similar territory within dynamic systems, the terminology and applications differ significantly. The concept of stability, initially referred to as classical stability and significantly influenced by celestial mechanics, was first employed in 1749 by the Swiss mathematician Leonhard Euler in the context engineering mechanics-statics to describe the equilibrium of columns as rigid bodies under critical buckling load [1-3]. In 1892, the Russian mathematician Aleksandr Mikhailovich Lyapunov produced the seminal PhD thesis: A general task about the stability of motion introducing the classical stability strand through a precise mathematical formulation. This is considered to be the beginning of the modern stability concept, which has profoundly contributed to the development of modern control systems theory. Since then, the stability concept has evolved greatly, with applications to many other disciplines including economics, numerical analysis, quantum mechanics, nuclear physics, and control systems theory through a unified, consistent, and systematic approach and terminology [1]. A general definition for modern stability might either fall under a system's resistance to change (structural stability) or a system's state tendency to return to its initial state in response to a perturbation (dynamic stability) [4].

In addition, there is another strand of the stability concept, first introduced by Odum [5] as an ecological stability concept in the context of ecology and relevant sciences, which has benefited less from systematic and empirical work and its conceptual integrity remains fragmented with no consensus on its definition [6]. Grimm and Wissel [7] give an exhaustive review of the ecological stability terminology and conclude that ecological stability within a certain ecological context can be fully or partially described
by six properties of constancy, resilience (in a narrow sense of returning to the equilibrium after a temporary disturbance), persistence, resistance, elasticity and the domain of attraction. These, on their own, are vague and conflicting notions.

On the other hand, the word resilience originates from the Latin word 'resiliere', which translates as 'bounce back'. This term was first used in 1807 by the English physicist Thomas Young to explain elastic deformation within the context of material sciences [8,9]. As an ecological concept resilience first appeared in academic parlance with Holling and was subsequently divided into two categories: ecological resilience and engineering resilience $[10,11]$. The former, which is wider in scope, is defined by the dynamics far from any equilibrium steady-state and is measured by the magnitude of perturbation (change) bearable by a system before it flips to another stability domain (flipping to an irreversible or hard to reverse stability domain). The new system structure is achieved through changes in the variables and processes that govern the system. The latter, engineering resilience, is more limited in scope and is defined by the dynamics close to an equilibrium steady-state. Engineering resilience is measured by the resistance to perturbation, and the speed of return to an equilibrium steady-state after a disruption event takes place [11]. Although there has been substantial evolution to the concept of resilience over the past five decades and its extension to applications beyond ecological systems, it is still mostly approached randomly and has benefited less from systematic research [12].

In contrast to the historical precedence and academic prevalence of the term stability (the classical stability strand, currently branded as the modern stability concept) it covers a similar sphere to the term resilience. Although there is a well-established and systematic body of knowledge regarding stability, this has not been applied to resilience thinking, which largely remains scattered and is less ubiquitous compared to stability. Figure 3.1 shows the publications concerned with stability, with engineering and related sciences on the top of the list. The journals with the most publications are the Proceedings of The IEEE Conference on Decision and Control and IEEE Transactions on Automatic Control, while ecological-related disciplines remain at a considerably lower level. On the contrary, publications related to resilience (Figure 3.2) are dominant in the social sciences journals, with the greatest number of articles appearing in Sustainability Switzerland and Ecology and Society [13].


Figure 3.1. Publication counts listing stability in their titles. Data source: [13].


Figure 3.2. Publication counts listing resilience in their titles. Data source: [13].

Some researchers have tried to apply the concept of ecological stability to resilience thinking, where both concepts often lack a unified and systematic conceptual foundation. Figure 3.3 lists the publication counts of articles that mention both the word "stability" and "resilience" in their titles; here, the environmental and social science domains are the dominant disciplines and Ecological Indicators is the top journal [13]. Van Meerbeek et al. [14] conducted a systematic review of stability versus resilience in the ecological context and argue that ecological stability is the overarching concept while resilience along with recovery, tolerance, and latitude are the constituent concepts. This view is also shared in other similar theoretical studies, either in full
[15,16] or in part [17]. However, the main issue in these studies is the narrow and diluted treatment of resilience, equating it only with a system's fixed rate of return to equilibrium without considering the fact that resilience can be achieved through both the inherent system characteristics and management that can be thought of as adaptation. Additionally, the treatment of stability in these studies mostly omits the modern strand of stability and tend to concentrate on the ecological strand of stability, where there is no consensus on its definition. On the other hand, some researchers who have tried to apply the modern strand of stability to the resilience thinking have either covered a subclass of stability $[10,18]$ or have considered resilience in a diluted and incomplete fashion [18].


Figure 3.3. Publication counts listing both stability and resilience in their titles. Data source: [13].

This paper attempts to apply the modern strand of the stability concept, with its established and systematic terminology from modern control systems theory to resilience thinking in the form of adaptation [19]. Such a methodology will provide a much needed and original contribution to the body of the knowledge. The study is structured as follows. Section 3.4 introduces the methodological framework and case examples for supporting the arguments put forward in the subsequent sections. Section 3.5 provides a state-of-the-art review of concepts of stability in dynamic systems from a control systems theory perspective. In Section 3.6 stability is categorized into two broad divisions of dynamic and structural stabilities. A comprehensive conceptual framework
is introduced in Section 3.7 that connects the concepts of modern stability and their application to resilience thinking, supported by illustrations of two simple linear or nonlinear dynamic systems. Lastly, Section 3.8 presents a summary and discussion.

### 3.4 Methodology and Analysis Tools

This paper utilizes a state-space approach from the modern control systems theory where every system has inputs (controls), states, and outputs (responses). Such an approach is shaped by the interaction of inputs and outputs across the system boundary (external environment) through a system state that is not directly measurable and observable. The inputs are those that could potentially be influenced by the system operators (excluding disturbance) while the outputs and states represent the system performance [20]. To support and consolidate stability classification and its application to resilience thinking throughout the paper, two simple linear and nonlinear dynamic systems, a lumped mass (a single degree of freedom structure subjected to a lateral loading) and simple pendulum, are utilized (Table 3.1; Figure 3.4).

Table 3.1. Dynamic system case examples for stability and resilience thinking.

| System | System Model | System <br> States, <br> Input, and <br> Output |
| :--- | :---: | :--- | | System Parameters and |
| :---: |
| Equilibrium States |$\quad$ Source




Figure 3.4. Two linear and nonlinear dynamic systems utilized in the study: (a) single degree of freedom structure subjected to a later loading. Source: adapted from Carmichael [21]. (b) A schematic diagram of a simple pendulum.

### 3.5 A Review of Stability Concept Terminology

This section introduces the main concepts and tools available under the realm of the modern stability concepts within the context of control systems theory. Table 3.2 introduces each of these well-established major concepts in system terms.

Table 3.2. Modern stability concepts terminology.

| Stability Concept | Definition |
| :--- | :--- |
|  | A system is an assemblage of functionally related components <br> forming a unity whole to achieve a certain purpose [20,24-26]. A <br> system is described by the overarching fundamental variables of state <br> (x), input $(u)$, and output (y). Equations $(3.13-3.16)$ describe the <br> linear time invariant and nonlinear time variant continuous systems, <br> where A is the system state or dynamic matrix, B is the input or <br> control matrix, C is the output matrix, and D is the direct transfer or <br> feedforward matrix. fi and gj are scalar arguments of the state, <br> input, and time $(t)$ vectors [27,28]. |
| System | $\dot{x}(t)=A x(t)+B u(t)$ <br> $y(t)=C x(t)+D u(t)$ |
| $\dot{x}(t)=f[x(t), u(t), t)]=\left[\begin{array}{l}\left.f_{1}(x(t), u(t), t)\right) \\ \left.f_{2}(x(t), u(t), t)\right) \\ \vdots \\ \left.f_{n}(x(t), u(t), t)\right)\end{array}\right]$ |  |


|  | $\dot{y}(\mathrm{t})=\mathrm{g}[\mathrm{x}(\mathrm{t}), \mathrm{u}(\mathrm{t}), \mathrm{t})]=\left[\begin{array}{c}\mathrm{g}_{1}(\mathrm{x}(\mathrm{t}), \mathrm{u}(\mathrm{t}), \mathrm{t}) \text { ) } \\ \mathrm{g}_{2}(\mathrm{x}(\mathrm{t}), \mathrm{u}(\mathrm{t}), \mathrm{t}) \\ \vdots \\ g_{p}(\mathrm{x}(\mathrm{t}), \mathrm{u}(\mathrm{t}), \mathrm{t})\end{array}\right]$ |
| :---: | :---: |
| Perturbations and change | Perturbations and changes cause a system state or a system form to deviate from its initial state or initial form [29,30]. |
| Equilibrium | Equilibrium is a system state value at the system state space where the system lies at rest (with zero rate of change). It has either a stable or unstable region around it [31]. |
| - Stable equilibrium | Equilibrium is said to be dynamically stable (attractor) when a system state perturbed by a bounded external perturbation from its equilibrium state remains bounded, including a return to the equilibrium [32]. It can also be dynamically stable when the system state matrix/Jacobian eigenvalues/poles lie within the left half-plane (LHP) [33]. |
| - Unstable equilibrium | Equilibrium is said to be dynamically unstable (repellor) when a system state perturbed by a bounded external perturbation from its equilibrium state remains unbounded [32], or when the system state matrix/Jacobian eigenvalues/poles lie within the right half-plane (RHP) [33]. |
| Local stability | Common in nonlinear systems where the system domain of attraction covers only a certain area in the phase space. If the system state is perturbed within the boundary of this domain of attraction, it will asymptotically return to the equilibrium state [34]. |
| Global stability | Common in linear systems. Here, the system domain of attraction covers its entire phase space. If the system state is perturbed, it will converge asymptotically to the equilibrium state [34]. |
| Lyapunov stability | Also known as internal stability, it is applied to autonomous systems. A system is stable about an equilibrium state in the sense of Lyapunov, if all initial values of states starting near the equilibrium state, stay near the equilibrium state [27,35]. Lyapunov analysis includes the approaches. |
| - Lyapunov first (indirect) method | Better suited for smaller perturbations, it is based on the linearization of a nonlinear system around an equilibrium state and subsequently finding its eigenvalues, which need to be equal to or more than zero for the system to be stable $[27,35]$. |
| - Lyapunov second (direct) method | Provides invaluable insights into the qualitative behaviour of nonlinear systems, including their domains of attraction, thresholds, and global stability. The method is directly applied to nonlinear systems without going through any linearization process. In this approach, using a Lyapunov function, if the total energy of a system is continuously dissipating/decreasing along its state trajectory, it will eventually reach a stable equilibrium state where it will remain at rest. However, both stable in the sense of Lyapunov, and asymptotically stable are mathematically stable systems; from an engineering perspective, they are not desirable as the time taken for the system state to return to the equilibrium state is infinite $[27,32]$. |
| Asymptotic stability | If a system is perturbed from its equilibrium state and it ultimately returns to the equilibrium state, is called asymptotically stable. More precisely, a system is asymptotically stable if it is stable in the sense of Lyapunov and there exists a positive constant for which the system state deviations converge to zero as time goes to infinity [32]. |


|  | If a Lyapunov stable system returns to the equilibrium state with an <br> exponential rate of decay, it is termed exponentially stable. From <br> exponential stability, the time required for the perturbed system to <br> return to the equilibrium state can be readily calculated and therefore <br> this is the most desirable property in engineering systems [32,36]. |
| :--- | :--- |
|  | As a special case of asymptotic stability, a monotonically stable <br> system is one in which the perturbed state returns to the stable <br> equilibrium state monotonically (through a monotonic decay of <br> perturbations) [37]. Monotonic here translates into a constant <br> decreasing trend of perturbations over the entire domain of <br> application. The energy function for a more visual representation of <br> this trend would be a uniform decrease in perturbations without any <br> oscillations (no imaginary part of the system state/Jacobian matrix <br> eigenvalues). It is the absence of oscillations that renders monotonic <br> stability a distinctive case of asymptotic stability. |
| Monotonic stability |  |

### 3.6 Stability Concepts Classification

It should first be mentioned that any system referred to in this paper is an open-loop system without zero control action (unless stated otherwise) where the flow of information is one way, contrary to the closed-loop control where the flow of information is circular (Figure 3.5). Given the perturbation event type, modern stability concepts can be divided into two broad categories: dynamic stability, related to
perturbations in the form of either (i) system state initial values other than equilibrium or (ii) temporary input disturbance after it is discontinued, and structural stability, which is related to changes in the system in the form of (i) parameter uncertainty that affects system matrix A (Jacobian J) or (ii) parameter uncertainty that moves the equilibrium state including control action. Perturbation type (i) are usually the result of a direct management action, while perturbation type (ii) vary based on the system type and act through the system input port (e.g., the seismic ground acceleration in case example (1) or acceleration in case example (2)). Examples of the changes in the system form (type i) are usually the degradation/obsolescence in the system structure, which are generally countered by active control action (change type ii; case examples 1 and 2).


Figure 3.5. Flow of information for: (a) open-loop and (b) closed-loop representation of a dynamic system. Source: adapted from Carmichael [44].

### 3.6.1 Dynamic Stability

Dynamic or dynamical stability entails all those conditions where the time component cannot be ignored and some sort of dynamic process is involved in the system, either through the input (i.e., temporary input disturbance right after it is discontinued), or the system state including the output value (i.e., state initial value other than equilibrium) [45,46]. Therefore, dynamic stability is essentially the internal stability of the system and is a measure of the tendency for the system to return (smooth and monotonic or oscillatory) to its equilibrium (initial/original state) value overt time (finite, infinite, or never) after being perturbed (in the absence of any control action) [46]. The tendency to return to equilibrium is an identical concept to the system passive control/dissipation/damping, which is further explored in Section 3.7. In control systems terms (generally for linear and linearized systems), dynamic stability is equivalent to the rate of return of the system's state (and/or settling time for a time-varying system) to equilibrium, which is measured by the dominant eigenvalue horizontal distance (real
part) from the imaginary axis in the complex plane on a root locus diagram. A dominant eigenvalue is related to the slow-moving state of the system and is located closest to the imaginary axis which corresponds to the slowest and dominant decay/return rate to the equilibrium [47]. Depending on the nature of the system's dominant eigenvalue and its linearity, various types of dynamic stability, explained in Section 3.5, exist and are outlined in Table 3.3 and Figure 3.6. Tools such as the root locus diagram for linear systems and Lyapunov functions, are generally used for nonlinear systems, where no finite rate of return time to the equilibrium state can be extracted and are an important means for assessing dynamic stability.

Table 3.3. Classification of dynamic stability concepts with a focus on the system performance.

| Dynamic Stability Concept | Dominant Eigenvalue $\begin{gathered}\text { Settling } \\ \text { Time }\end{gathered}$ | System State/Output Behaviour/Performance |
| :---: | :---: | :---: |
| Linear systems, single equilibrium and global stability <br> Perturbations: state initial value and input temporary disturbance after it is discontinued |  |  |
| Asymptotic stability <br> (BIBO and BIBS are also guaranteed) | Negative real part with zero or non-zero imaginary parts Infinite | Oscillatory or monotonic |
| Exponential-finite-time stability with monotonic behaviour | Negative real part with zero Finite imaginary parts | Monotonic |
| Exponential-finite-time stability with oscillatory behaviour | Negative real part with nonzero imaginary parts | Oscillatory |
| Marginal stabilitystability in the sense of Lyapunov | Only imaginary parts $\quad \begin{aligned} & \text { Never/not } \\ & \text { guaranteed }\end{aligned}$ | Limit circles/hovering around the equilibrium |
| Mainly nonlinear systems (particularly time-varying), multiple equilibriums and local stabilities Perturbation: state initial value and input temporary disturbance after it is disconnected |  |  |
| Lyapunov stability (first method), linearization | Negative real part with zero or non-zero imaginary parts Infinite | Oscillatory or monotonic (local) |
| Lyapunov stability (second method) | There has to be a Lyapunov function that is positive definite (global asymptotic stability) or positive semiInfinite definite (local asymptotic stability) | Monotonic (global) or oscillatory (local) |

Remark: BIBO and BIBS can be considered a part of the dynamic stability for the period immediately after the temporary input disturbance is discontinued. If a permanent input in the sense of an active control is considered, then it becomes a closed-loop dynamic stability (Figure 3.5)


Figure 3.6. Linkages between dynamic stability, structural stability, and active control action-a unified and big picture.

### 3.6.2 Structural Stability

Structural stability indicates that a system model is stable for all model uncertainties until reaching a critical threshold (stability radius, defined as the minimum destabilizing effect of combined system changes/model uncertainty), which leads to instability [48]. Loosely speaking, the former definition of structural stability (Section 3.5), where parameter changes can cause emergence or disappearance of new equilibrium domains is well-positioned in the context of complex dynamic systems. The latter definition of structural stability is related to changes in the shape of the domain(s) around the existing equilibrium state(s) or simply changes to the dynamics within a single domain
of equilibrium. Borrowing terminology from the resilience scenario, the two subject definitions for structural stability can be labeled under general structural stability and specified structural stability, which subsequently determine hard and soft thresholds (unstable points along the system state trajectory) for a dynamic system (Figure 3.6).

Specified structural stability, also referred to as persistence and endurance [49], inertia [50], constancy [51], robustness and resistance [52], is normally used as a measure of the system's functional persistence under uncertainty parameters (inverse of sensitivity) and is generally related to the dynamics within a domain of equilibrium [53-55].

To avoid confusion and to treat stability systematically and with precision, mentioning a sub-class or adjective prior to the word 'stability', such as dynamic stability and structural stability, or their low tier sub-classes is a critical consideration.

### 3.7 Application of Stability to Resilience Thinking

Anderies et al. [56] argue that specified resilience (resilience to a known type of perturbation) is equivalent to robustness and the robust control analysis used by Csete and Doyle [57] in the context of biological systems with parameter uncertainties through the application of feedbacks. However, most of the available literature fails to provide a unified, comprehensive, and systematic treatment of the broad stability concepts in terms of perturbation, changes, dynamic and structural stabilities, and relevant control actions versus the two prevailing categories of engineering resilience and socio-ecological resilience, as well as the means to obtain resilience.

Resilience here is defined as adaptation proposed in the authors' earlier work [19] where the system has the ability to respond to perturbations and change through passive and active feedback structures; the system state or system form is returned to a starting position or transitions to another suitable state or form. Simulations from the lumped mass and simple pendulum linear and nonlinear dynamic systems are used to support the modern stability ideas to resilience thinking in the form of adaptation. This is further discussed under two main features of the system state and form return abilities through passive and active feedback mechanisms. The two overarching categories of resilience, engineering resilience, and socio-ecological resilience, are distinguished in the analysis process; the range of perturbations and change in engineering resilience is narrow and
predictable (normally within a single domain of attraction), while socio-ecological resilience is broader and unpredictable.

### 3.7.1 Resilience as the Ability of the System to Return to Initial State

The ability of a dynamic system to respond to perturbations and return the system state to a starting position or another suitable state is a local, or within a domain of attraction, phenomenon that is mostly used in the engineering resilience category. Here, constancy, or a target system performance, usually in the form of a system equilibrium/steady state or output as part of it, is the main objective. Such an objective for engineering resilience is precisely translated in the form of a faster system state return rate as well as larger system resistance to input disturbance, which translates into smaller system state deviations from its equilibrium. Both of these elements can be achieved by various subclasses of dynamic stability where system has the ability to return to its equilibrium state including the quality and form of the state return trajectory. The dissipative measures built within the system, also referred to as resistance to perturbation and robustness, determine the extent of the deviation from the system equilibrium state under input disturbances. These can be instantaneous, such as impulse/pulse input disturbances (e.g., shocks and impact loading) or permanent, such as step/press input disturbances (e.g., stressors such as climate change), which subsequently change the system form and move its equilibrium state.

The rate of return of the system to equilibrium state or the settling time is determined by the system's dominant eigenvalue or dynamic stability and the system resistance to perturbation is determined by the passive feedback/control that is built into the system. Tools such as the root locus diagram for linear systems (Figure 3.7) and Lyapunov functions, generally used for nonlinear systems where no finite rate of return time to equilibrium state can be extracted (Figures 3.8 and 3.9), are important methods for determining the system state rate of return to equilibrium or, alternatively, the settling time. Based on the nature of the system's dominant eigenvalue and its linearity, various sub-classes of dynamic stability and its applicability level to engineering resilience are summarized in Table 3.4.

Table 3.4. Dynamic stability application to engineering resilience with a focus on the system performance.

| Stability | Settling Time | Engineering Resilience <br> Application Ranking |
| :---: | :---: | :---: |

Linear systems, single equilibrium, and global stability
Perturbations: state initial value and input temporary disturbance after it is discontinued

| Asymptotic stability | Infinite | Least favourable |
| :--- | :--- | :--- |
| (BIBO and BIBS are also guaranteed) |  |  |


| Exponential—finite-time stability with <br> monotonic behaviour | Finite | Highly favourable |
| :--- | :--- | :--- |
| Exponential-finite-time stability with <br> oscillatory behaviour | Finite | Favourable |
| Marginal stability—stability in the sense <br> of Lyapunov | Never/not <br> guaranteed | Not favourable |

Mainly nonlinear systems (particularly time-varying), multiple equilibriums and local stabilities

Perturbation: state initial value and input temporary disturbance after it is disconnected

| Lyapunov stability (first method, <br> linearization) | Infinite | Least favourable |
| :--- | :--- | :--- |
| Nonlinear systems (particularly time-varying), multiple equilibriums and local stabilities |  |  |
| Perturbation/change: system changes/parameter uncertainty |  |  |



Figure 3.7. Root locus diagram of the lumped mass dynamic system (Case example 1) for four different arrangements of dominant eigenvalue/pole based on the system's internal resistance/damping.


Figure 3.8. Lyapunov function (V), indicative of global asymptotic stability for the lumped mass dynamic system (Case example 1) along with the system phase portraits under $[2,1.5]$ state initial value.


Figure 3.9. Lyapunov function (V) indicative of local asymptotic stability for the simple pendulum system (Case example 2 ) along with the system phase portraits under [ $-1.5 \mathrm{rad}, 4]$ state initial values.

As indicated in Table 3.5 and Figure 3.10, two identical systems might have different amounts of passive control (damping) but as long as their dominant eigenvalues' real parts are equal, the resulting settling times will be equal irrespective of their behavior (monotonic or oscillatory).

Table 3.5. System dominant eigenvalue's real part as a direct indication of the system settling time (Case example 1).

|  |  |  | The <br> Dominant <br> Stability | System Matrix <br> $($ Matrix $\boldsymbol{A})$ | $\left(\boldsymbol{E}_{\mathbf{1}}\right)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |

## monotonic

stability



Figure 3.10. System equal dominant eigenvalues rendering equal settling times for a unit impulse in the form of a temporary input disturbance (Case example 1).

In the context of linear systems and a single domain of attraction, within a certain vicinity of the stable equilibrium, both passive control and rate of return to equilibrium increase until an optimum amount of resistance is reached (e.g., critical damping for second-order linear systems). Any further increase in passive control will negatively affect the settling time. Thus, engineering resilience is directly proportional to dynamic stability (within an open-loop setting with zero active control action) for a certain interval of passive control (e.g., critical damping) only. Beyond the interval of passive control, any added amount of passive control might curtail the system's ability for innovation or might lock the system into domains with unproductive conditions such as
economic recessions. The relationship between passive feedback and settling time, the two elements of engineering resilience, is demonstrated for two simple linear and nonlinear dynamic systems in Table 3.6 and Figures 3.11 and 3.12.

Table 3.6. Dynamic stability as a measure of engineering resilience for impulse input disturbance $(\delta(\mathrm{t})$ ) (Case examples 1 and 2 ).

|  | Case Example 1 |  | Case Example 2 |  |
| :--- | :---: | :---: | :---: | :---: |
| System | Dynamic <br> Stability <br> (Settling Time) | Resistance to <br> Perturbation <br> as Indicator of <br> Passive <br> Control (c) | Dynamic <br> Stability <br> (Settling Time) | Resistance to <br> Perturbation as <br> Indicator of Passive <br> Control (c) |
| Marginal stable <br> system <br> (not damped $\zeta=0)$ | Never | 0 | Never | 0 |
| Exponential stable <br> system <br> (underdamped $\zeta=$ <br> $0.1)$ | 20 s | 0.4 | 17 s | 63 |
| Exponential <br> monotonic stable <br> system (critically <br> damped $\zeta=1)$ | 3.5 s | 1 | 3 s | 626 |
| Exponential <br> monotonic stable <br> system (overdamped <br> $\zeta=2)$ | 8 s | 2 | 7 s | 1253 |



Figure 3.11. System phase portrait under unit impulse input disturbance and $[0,0]$ initial conditions (Case example 1).


Figure 3.12. System state response under impulse input disturbance and $[0,0]$ initial conditions (Case example 1).

A good measure for engineering resilience can be considered as the volume of the system's 3-dimenstional state portrait, where the two horizontal axes indicate the system state deviations under input disturbance (passive control indicator) while the vertical axis indicates the system settling time (system state rate of return to equilibrium). This combines both of the engineering resilience elements and the smaller the volume the larger the resilience becomes (Figure 3.13). For an equal value of settling time, monotonic exponential stability renders a slightly higher value of engineering resilience than that of oscillatory exponential stability given the slightly higher area of the system state trajectory around equilibrium of the former compared to the latter (Figure 3.10).


Figure 3.13. System phase portrait (domain of attraction) 3D representation as an indicator of engineering resilience. The vertical axis indicates settling time for a unit impulse input and $[0,0]$ initial conditions (Case example 1).

However, for linear systems the dynamic stability remains constant within the domain of attraction. In the context of nonlinear systems, the dynamic stability critically decreases (lengthy settling times) in the vicinity of unstable equilibrium (instability threshold), which results in smaller values of engineering resilience. Figure 3.14 depicts
how the system state response critically slows down near the unstable equilibrium threshold ( $x_{1}=6.264$ or $x_{2}=3.14 \mathrm{Rad}$ ) as does the resistance to perturbation.


Figure 3.14. System state response indicative of the critical slowing down near an unstable equilibrium threshold (Case example 2 with [ $0,6.264$ ] initial conditions).

The ability of the system to return to its equilibrium state ceases once the passive feedback of the system reaches zero (open-loop system with zero active control) or, alternatively, when the system eigenvalues are on the imaginary axis of the complex plane. By crossing the zero limit ( $\mathrm{c}=0$ ), which can referred to as a soft threshold, the system stable equilibrium state $[0,0]$ turns into an unstable one (Figure 3.15).


Figure 3.15. An approximate 3D representation of the equilibrium domain changes due to the system passive control levels. Dominant eigenvalue/pole real part indicate the rate of return to the equilibrium (Case example 1).

### 3.7.2 Resilience as System's Form Return Ability

The ability of a dynamic system to respond to change by returning the system to a starting position or another suitable form can be a local or global phenomenon and is mostly discussed in the socio-ecological resilience category, where maintaining the system identity and/or avoiding critical thresholds are the main objectives. Critical thresholds in the system form can be divided into soft and hard thresholds, where the former is easy, and the latter is hard or impossible to reverse. The reversibility of the system form is a management action under the resilience scenario. It is thoroughly covered by the active feedback/control action under the modern stability concept, which also means that the active feedback action changes the system form and subsequently alters the system's passive control measures that define open-loop dynamic stability (Figure 3.5). Since changes to the system form under the engineering resilience definition are limited and known (generally within a domain of attraction), the control law for the closed-loop system does not change and is labeled as a robust (active) control. For socio-ecological resilience on the other hand, which has a wide and
unknown range of system changes, the control law is not constant and therefore is categorized as adaptive (active) control (Figure 3.5). Additionally, there is input disturbance of either an instantaneous (impulse input) or permanent (step input) nature that can flip the system state into another stability domain; this, along with the system's passive control, are the two main elements that are crucial for measuring socioecological resilience.

In the context of linear systems and a single domain of attraction and global dynamic stability (Case example 1), there is no limit on the input disturbance that leads to instability. Although the system is theoretically a globally stable system, performance/specification requirements can be imposed to limit the system domain of equilibrium to a certain boundary, e.g., maximum story drift/displacement in Case example 1 , which practically renders local stability. Therefore, socio-ecological resilience tilts toward engineering resilience, which is mostly about the passive control built into the system (Table 3.7). In the context of nonlinear systems with multiple domains of attraction, e.g., Case example 2, or more complex nonlinear systems with hard thresholds described by fold bifurcations, a higher value of input disturbance that can flip the system into another stability domain along with a higher amount of passive control measures indicate a high level of socio-ecological resilience (Table 3.7 and
Figure 3.16).

Table 3.7. Dynamic stability as a measure of engineering resilience for impulse input disturbance ( $\delta(\mathrm{t})$ ) (Case examples 1 and 2 ).

## Engineering Resilience/Socio-Ecological Resilience (Case Example 1) <br> Socio-Ecological Resilience

(Case Example 2)

|  |  |  |  | Maximum |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| System |  | Resistance | Input | Maximum |  |
| Resistance (R) | Input |  |  |  |  |
|  | Disturbance |  |  |  |  |

Marginal stable
$\begin{array}{llllll}\text { system—not } & \text { Never } & 0 & \text { Infinite } & 0 & 9.81\end{array}$ damped $\zeta=0$

Exponential stable systemunderdamped $\zeta=$ 0.1

Exponential monotonic stable system-critically damped $\zeta=1$
$\begin{array}{lllll}3.5 \mathrm{~s} & 1 & \text { Infinite } & 626 & 9.81\end{array}$
0.4

Infinite

Exponential monotonic stable system8 s 2

Infinite
1253
9.81


Figure 3.16. Phase portrait indicative of the system's soft thresholds disturbed by initial conditions (Case example 2).

Contrary to the simple nonlinear systems (Case example 2—Figure 3.17), for complex nonlinear dynamic systems the relationship between parameters affecting the system matrix A (or Jacobian) (dynamic stability and passive control) and those moving the equilibrium states (e.g., input or active control action) is an area for further exploration; since the subject parameters are often entangled and/or of a double-edged sword nature,
there is increased complexity in the trade-offs between engineering resilience vs. socioecological resilience.


Figure 3.17. Permanent input (step input) acting as a parameter (input perturbation) that moves the system equilibrium state and affects resilience (Case example 2).

Bifurcation diagrams are useful tools from nonlinear dynamics and structural stability that can be utilized for nonlinear dynamic systems with single parameter changes and can help define hard and soft thresholds for socio-ecological resilience. For a single parameter system, changes can assess how far a critical threshold is located from the current equilibrium state, as well as to indicate whether a threshold that has been crossed is reversible (Figure 3.18) or irreversible (Figure 3.19), which corresponds to a soft and hard loss of resilience, respectively [58]. A hard loss of resilience is known as hysteresis (path dependence or path memory) or fold bifurcation in complex nonlinear systems and it shows that the system trajectory not only depends on the parameter value but also depends on which side the parameter value is approached (e.g., parameter R in the spruce budworm model-Figure 3.19). This occurs where there are the multiple domains of attraction [27].


Figure 3.18. A modified bifurcation diagram (Case example 2).


Figure 3.19. Spruce Budworm model S-shaped bifurcation for parameter ( R ) indicating a hard loss of resilience.

When system resilience under passive control is not satisfactory, active control action (given that the system is controllable) is required to alter the system form by shifting the system eigenvalues to a desired location and adjusting the system behavior accordingly (Figure 3.20). For instance, the subject linear system given in Case example 1 is fully controllable, but its current behavior is oscillatory and not satisfactory. A full state active feedback tool can be used to bring the underdamped oscillatory state behavior to a critical damped monotonic behavior (or, in alternative scenarios, to speed up the system settling time or stabilize the system in the case of instability). This will mean shifting the system poles from the underdamped case $\left(\lambda_{1}=-0.2000+1.9900 \mathrm{i}, \lambda_{2}=\right.$ $-0.2000-1.9900$ i) to a critically damped one ( $\lambda_{1}=\lambda_{2}=-2.000$ ). The reference scale (r) is set to zero (zero input/equilibrium state) and instead, the disturbance input is introduced in the form of the initial condition of [20 0] (Figure 3.20). The control action bears a cost, which needs to be assessed versus the performance improvement it brings about.


Figure 3.20. System state response with and without full state feedback (closed-loop control) for a zero reference/set point (equilibrium state) and [20 0] initial condition (Case example 1).

### 3.8 Discussion and Conclusions

Both dynamic and structural stabilities are principally dependent on the system parameters where the former is about the rate of return to equilibrium and the latter is about the current equilibrium distance from a fold bifurcation point, which means staying in the same domain of equilibrium. Engineering resilience, which focuses on maintaining the system performance under limited and known types of perturbations, is therefore partially covered by the open-loop dynamic stability with zero active control. Dynamic stability without active control action can be seen as a static return rate to equilibrium through the utilization of the passive control system after the perturbation stimulus is removed. Moreover, if the system return behavior and return rate are not satisfactory, the control action is the only means of rectifying the unsatisfactory situation. On the other hand, socio-ecological resilience, which focuses on maintaining the system identity and avoiding critical thresholds, is partially covered by structural stability (distance to soft or hard thresholds) by keeping a static distance from equilibrium. Here, control action is needed to adjust that distance as per the perturbation value and type, which are often unknown and with large variability, and requires a closed-loop dynamic stability with adaptive control as an alternative for socioecological resilience. Additionally, control systems tools, such as state controllability, are potential directions for developing tools that can systematically describe the reversibility of equilibrium states in complex dynamic systems and the trade-offs between dynamic and structural stabilities. This study reveals that the two major categories of engineering resilience and extended ecological resilience are intrinsically the reinvention of a closed-loop system dynamic stability with different types of active feedback structures. Moreover, structural stability describes key aspects of socialecological resilience-including critical thresholds where, under change, a system loses the ability to return to the starting form or move to another suitable form through active feedback mechanisms or direct management actions.

### 3.9 References

1 Leine, R.I. The Historical Development of Classical Stability Concepts: Lagrange, Poisson and Lyapunov Stability. Nonlinear Dynamics 2010, 59, 173-182.

2 Hahn, W. Generalities. Die Grundlehren der mathematischen Wissenschaften. In Stability of Motion; Hahn, W., Ed.; Springer: Berlin, Heidelberg, 1967; pp. 1-8, ISBN 978-3-642-50085-5.

3 Timoshenko, S.P.; Gere, J.M. Theory of Elastic Stability, 2nd ed.; Engineering societies monographs; McGraw-Hill: New York, NY, USA, 1961; ISBN 0-486-47207-8.

4 Newell, K.M.; Corcos, D.M. Variability and Motor Control; Human Kinetics Publishers: Champaign, IL, USA, 1993; ISBN 0-87322-424-8.

5 Odum, E.P. Fundamentals of Ecology; W.B. Saunders Company: Philadelphia, PA, USA, 1953.

6 Justus, J. Complexity, Diversity, and Stability. In A Companion to the Philosophy of Biology; John Wiley \& Sons, Ltd.: Chichester, West Sussex, UK, 2007; pp. 321-350, ISBN 978-0-470-69659-0.

7 Grimm, V.; Wissel, C. Babel, or the Ecological Stability Discussions: An Inventory and Analysis of Terminology and a Guide for Avoiding Confusion. Oecologia 1997, 109, 323-334. https://doi.org/10.1007/s004420050090.

8 Yunes, M.A.M. Psicologia Positiva e Resiliência: O Foco No Indivíduo e Na Família. Psicol. Em Estudo 2003, 8, 75-84.

9 Sudmeier-Rieux, K. Resilience-an Emerging Paradigm of Danger or of Hope? Disaster Prev. Manag. 2014, 23, 67-80. https://doi.org/10.1108/DPM-12-20120143.

10 Holling, C.S. Resilience and Stability of Ecological Systems. Annu. Rev. Ecol. Syst. 1973, 4, 1-23. https://doi.org/10.1146/annurev.es.04.110173.000245.

11 Holling, C.S. Engineering Resilience versus Ecological Resilience. In Engineering within Ecological Constraints; Academy Press: Washington, DC, USA, 1996; p. 13.

12 Bhamra, R.; Dani, S.; Burnard, K. Resilience: The Concept, a Literature Review and Future Directions. Int. J. Prod. Res. 2011, 49, 5375-5393.
https://doi.org/10.1080/00207543.2011.563826.
13 Scopus. Scopus Database Search on Resilience vs. Stability Literature. 2022 Available online: https://www.scopus.com/search/form.uri?display=basic (accessed on 8 August 2022).

14 Van Meerbeek, K.; Jucker, T.; Svenning, J.-C. Unifying the Concepts of Stability and Resilience in Ecology. J. Ecol. 2021, 109, 3114-3132.

15 Odum, E.P. Ecology and Our Endangered Life-Support Systems, 2nd ed.; Sinauer Associates: Sunderland, MA, USA, 1989; ISBN 0-87893-635-1.

16 Seybold, C.A.; Herrick, J.E.; Brejda, J.J. Soil Resilience: A Fundamental Component of Soil Quality. Soil Sci. 1999, 164, 224-234.

17 Arnoldi, J.-F.; Loreau, M.; Haegeman, B. Resilience, Reactivity and Variability: A Mathematical Comparison of Ecological Stability Measures. J. Theor. Biol. 2016, 389, 47-59. https://doi.org/10.1016/j.jtbi.2015.10.012.

18 Dai, L.; Korolev, K.S.; Gore, J. Relation between Stability and Resilience Determines the Performance of Early Warning Signals under Different Environmental Drivers. Proc. Natl. Acad. Sci. USA 2015, 112, 10056-10061.

19 Mayar, K.; Carmichael, D.G.; Shen, X. Resilience and Systems-A Review. Sustainability 2022, 14, 8327. https://doi.org/10.3390/su14148327.

20 Carmichael, D.G. The Conceptual Power of Control Systems Theory in Engineering Practice. Civ. Eng. Environ. Syst. 2013, 30, 231-242. https://doi.org/10.1080/10286608.2013.865021.

21 Carmichael, D.G. Structural Modelling and Optimization: A General Methodology for Engineering and Control; Ellis Horwood: Chichester, West Sussex, UK, 1981; ISBN 0-470-27114-0.

22 De Oliveira, M.C. Fundamentals of Linear Control; Cambridge University Press: Cambridge, UK, 2017; ISBN 1-107-18752-4.

23 Zayas, V.A.; Low, S.S.; Mahin, S.A. A Simple Pendulum Technique for Achieving Seismic Isolation. Earthq. Spectra 1990, 6, 317-333.

24 Dandy, G.; Walker, D.; Daniell, T.; Warner, R.; Foley, B. Planning and Design of Engineering Systems, 2nd ed.; CRC Press: London, UK, 2017; ISBN 1-138-03192-5.

25 Kossiakoff, A.; Sweet, W.N. Systems Engineering: Principles and Practices, 2nd ed.; Wiley-Interscience: Hoboken, NJ, USA, 2011; ISBN 0-471-23443-5.

26 Blanchard, B.S.; Fabrycky, W.J.; Fabrycky, W.J. Systems Engineering and Analysis; Prentice Hall: Englewood Cliffs, NJ, USA 1990; Volume 4.

27 Khalil, H.K.; Grizzle, J.W. Nonlinear Systems; Prentice Hall: Upper Saddle River, NJ, USA, 2002; Volume 3. Control Systems, 3rd ed.; McGraw-Hill Professional: New York, NY, USA, 1997.

Beisner, B.E.; Haydon, D.T.; Cuddington, K. Alternative Stable States in Ecology. Front. Ecol. Environ. 2003, 1, 376-382. https://doi.org/10.1890/15409295(2003)001[0376:ASSIE]2.0.CO;2.

40 Bhat, S.P.; Bernstein, D.S. Finite-Time Stability of Continuous Autonomous Systems. SIAM J. Control Optim. 2000, 38, 751-766.
https://doi.org/10.1137/S0363012997321358.
41 Amato, F.; De Tommasi, G.; Pironti, A. Finite-Time Stability: An Input-Output Approach; John Wiley \& Sons: Croydon, UK, 2018; ISBN 1-119-14052-8.

42 Sontag, E.D. Input to State Stability: Basic Concepts and Results. In Nonlinear and Optimal Control Theory: Lectures given at the C.I.M.E. Summer School held in Cetraro, Italy 19-29 June 2004; Agrachev, A.A., Morse, A.S., Sontag, E.D., Sussmann, H.J., Utkin, V.I., Nistri, P., Stefani, G., Eds.; Lecture Notes in Mathematics; Springer: Berlin, Heidelberg, 2008; pp. 163-220, ISBN 978-3-540-77653-6.
Meyer, K. A Mathematical Review of Resilience in Ecology. Nat. Resour. Model. 2016, 29, 339-352. https://doi.org/10.1111/nrm. 12097.

1 Chesi, G. Domain of Attraction: Analysis and Control via SOS Programming; Lecture Notes in Control and Information Sciences; Springer-Verlag: London, UK, 2011; ISBN 978-0-85729-958-1.

2 Ahmed, N.U. Dynamic Systems and Control with Applications; World Scientific Publishing Company: Singapore, 2006; ISBN 981-310-682-4.

Levine, W.S. The Control Handbook, 2nd ed.; CRC Press: Boca Raton, FL, USA, 2010.

Cull, P. Global Stability of Population Models. Bull. Math. Biol. 1981, 43, 47-58. https://doi.org/10.1016/S0092-8240(81)80005-5.

Hinrichsen, D. Mathematical Systems Theory I: Modelling, State Space Analysis, Stability and Robustness; Texts in Applied Mathematics, 48; Springer: Berlin, Heidelberg, 2005; ISBN 978-3-540-26410-1.

Chen, G. Stability of Nonlinear Systems. Encycl. RF Microw. Eng. 2004, 6, 4881-4896.

Kapitaniak, T.; Thylwe, K.-E. Monotonic Stability. Chaos Solitons Fractals 1996, 7, 1411-1415. https://doi.org/10.1016/0960-0779(96)00010-0.

Dorato, P. An Overview of Finite-Time Stability. In Current Trends in Nonlinear Systems and Control: In Honor of Petar Kokotović and Turi Nicosia; Menini, L., Zaccarian, L., Abdallah, C.T., Eds.; Systems and Control: Foundations \& Applications; Birkhäuser: Boston, MA, USA, 2006; pp. 185-194, ISBN 978-0-8176-4470-3.

Hong, Y.; Wang, J.; Xi, Z. Stabilization of Uncertain Chained Form Systems within Finite Settling Time. IEEE Trans. Autom. Control 2005, 50, 1379-1384. https://doi.org/10.1109/TAC.2005.854620.

7763-6.
Dorf, R.C. Modern Control Systems; Pearson Prentice Hall: Upper Saddle River, NJ, USA, 2005.

44 Carmichael, D.G. Incorporating Resilience through Adaptability and Flexibility. Civ. Eng. Environ. Syst. 2015, 32, 31-43.
https://doi.org/10.1080/10286608.2015.1016921.
45 Mascolo, I. Recent Developments in the Dynamic Stability of Elastic Structures. Front. Appl. Math. Stat. 2019, 5, 51. https://doi.org/10.3389/fams.2019.00051.

46 Batabyal, A.A.; Beladi, H. The Stability of Stochastic Systems: The Case of Persistence and Resilience. Math. Comput. Model. 1999, 30, 27-34. https://doi.org/10.1016/S0895-7177(99)00162-4.

47 Vu, H.V.; Esfandiari, R.S. Dynamic Systems: Modelling and Analysis; McGrawHill Science, Engineering \& Mathematics: New York, NY, USA, 1997; ISBN 0-07-021673-8.

48 Bingham, J.T.; Ting, L.H. Stability Radius as a Method for Comparing the Dynamics of Neuromechanical Systems. IEEE Trans. Neural Syst. Rehabil. Eng. 2013, 21, 840-848.

49 Margalef, R. Diversity and Stability: A Practical Proposal and a Model of Interdependence. Brookhaven Symp. Biol. 1969, 22, 25-37.

50 Murdoch, W.W. Population Regulation and Population Inertia. Ecology 1970, 51, 497-502. https://doi.org/10.2307/1935385.

51 Orians, G.H. Diversity, Stability and Maturity in Natural Ecosystems. In Unifying Concepts in Ecology: Report of the Plenary Sessions of the First International Congress of Ecology, The Hague, The Netherlands, 8-14 September 1974; van Dobben, W.H., Lowe-McConnell, R.H., Eds.; Springer Netherlands: Dordrecht, The Netherlands, 1975; pp. 139-150, ISBN 978-94-010-1954-5.

52 Connell, J.H.; Sousa, W.P. On the Evidence Needed to Judge Ecological Stability or Persistence. Am. Nat. 1983, 121, 789-824.

53 Anderies, J.M. Embedding Built Environments in Social-Ecological Systems: Resilience-Based Design Principles. Build. Res. Inf. 2013, 42, 1-13. https://doi.org/10.1080/09613218.2013.857455.

54 Jen, E. Stable or Robust? What's the Difference? Complexity 2003, 8, 12-18, doi:10.1002/cplx. 10077.

55 Kouvaritakis, B.; Owens, D.H.; Grimble, M.J. Sensitivity and Robustness in Control Systems Theory and Design. In Proceedings of the IEE Proceedings DControl Theory and Applications; IET, 1982; Volume 129, pp. 213-214.

56 Anderies, J.M.; Folke, C.; Walker, B.; Ostrom, E. Aligning Key Concepts for Global Change Policy: Robustness, Resilience, and Sustainability. Ecol. Soc. 2013, 18, 1-21.

57 Csete, M.E.; Doyle, J.C. Reverse Engineering of Biological Complexity. Science 2002, 295, 1664-1669.

58 Ludwig, D.; Walker, B.; Holling, C.S. Sustainability, Stability, and Resilience. Conserv. Ecol. 1997, 1, 1-21.

## CHAPTER 4. RESILIENCE AND SYSTEMS - A TRAFFIC FLOW CASE EXAMPLE

### 4.1 Link to Thesis

In Chapter 4, I presented the application of the resilience system interpretation framework - introduced in Chapter 2, to two sample traffic flow dynamic systems. Both components of the framework - the system state and form return abilities in response to perturbations and change were demonstrated through practical simulation scenarios on the modified viscous Burgers' equation and the LWR-Greenshields model equipped with an adaptive Extremum seeking control, respectively.
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### 4.2 Abstract

Resilience has increasingly become a crucial topic to the function of various real-world systems as our planet undergoes a rising trend of uncertainty and change due to natural, human and technological causes. Despite its ubiquitous use, the term resilience is poorly and often inconsistently used in various disciplines, hindering its universal understanding and application. This study applies the resilience system interpretation framework, which defines resilience irrespective of its disciplinary association, in the form of adaptation and adaptive systems, to two traffic flow systems. The system framework defines resilience as the ability of the system state and form to return to their initial or other suitable state or form through passive and active feedback structures. Both components of the system framework are demonstrated through practical simulation scenarios on the modified viscous Burgers' equation and the LWRGreenshields model equipped with an adaptive Extremum seeking control, respectively. This novel and systematic understanding of resilience will advance resilience analysis, design, and measurement processes in various real-world systems in a unified fashion and subsequently pave the way for resilience operationalization and its integration into industry standards.

Keywords: traffic flow; extremum seeking control; dynamic stability; passive control; active control; resilience; system thinking; modern control systems theory.

### 4.3 Introduction and Background

This paper applies the resilience system interpretation framework to a traffic flow system that is subjected to perturbations and change. The system framework employed defines resilience in the form of adaptation and adaptive systems, where the system has the ability to respond to perturbations and change through passive and active feedback structures [1]. The modified viscous Burgers' equation and the Lighthill-WhithamRichards (LWR) - Greenshields model, coupled with an adaptive Extremum seeking control (ESC), for two macroscopic traffic-flow systems are used in a state-space representation; the system response to perturbation and change is first simulated, and then its resilience characteristics are analyzed.

Over the years, numerous studies have been conducted with a focus on traffic flow systems management and their response to disruptive events and congestions using systems and modern control systems approaches. Some of those system approaches use the transportation system's physical features [2,3] while others use the system's traffic flow characteristics [4-6] in defining their systems' resilience frameworks. Among those, adaptive control mechanisms, such as machine learning in traffic signals control at ramps and intersections [7-11], model reference adaptive control in car following [12] and real-time traffic management [13], model predictive control in urban traffic management [14-18], extremum seeking control in traffic congestion and lane-changing management [19,20], adaptive fuzzy control in traffic flow ramp metering and signal optimization [21-24], as well as other fixed control schemes such as optimal control [20,21] and linear quadratic control [22,23], have been widely applied. However, the majority of the literature fails to establish systematic linkages among the passive and active feedback structures utilized by the system to obtain resilience - described in terms of adaptability with system state and form return abilities. The resilience system interpretation framework introduced by Mayar et al. [1] defines resilience as adaptability and adaptive systems where the system under perturbations and change has the ability to return to a starting or other suitable state or form through the system passive and active feedback mechanisms respectively. The framework was first applied to two simple linear and nonlinear dynamic systems [25] and this study extends the
resilience system interpretation framework application to a traffic flow system and therefore making an original contribution to the field.

The study is structured as follows: Section 4.4 provides an introduction to the methodological framework for the two macroscopic traffic flow systems and their constituent elements including perturbations and change. Section 4.5 analyzes the resilience system interpretation under the two broad categories; system state and form and their abilities to return to their initial or other suitable states and forms. Lastly, Section 4.6 presents a summary and discussion.

### 4.4 Methodology and Analysis Tools

The methodological framework utilized in the study is a state-space approach from modern control systems theory where the system fundamental variables are the system input (control and disturbance), state (system internal behavior), and output (system external performance or response) (Figure 4.1), which accommodates both the system's passive and active feedback features.


Figure 4.1. Traffic flow system single-level system representation.

The term system here is defined as a set of interacting or interrelated components (or subsystems) isolated from the external environment by its boundary, which is freely chosen by the observer to better serve the purpose of the target study [26]. A transportation system model is generally comprised of three main components: (1) travel demand and user behavior (demand models), (2) transportation services and their functioning (supply or performance models), and (3) interaction of the two (assignment models) [27]. In this study, the selected transportation models are limited to the traffic flow models that fall under the supply or performance component. Several constraints have been imposed for the sake of simplicity such as a single section or link of a road
instead of a road network, as well as an initial fixed amount of demand flow and a pretrip path choice.

In a system methodology, particularly a state-space approach, the first crucial step is to define the system, which entails determining the system boundary, its fundamental variables, and the relevant constituting subsystems. A system can be described both in a single-level (Figure 4.1) or a multi-level (subsystem) of details (Figure 4.2). The subsystems for a traffic flow system can be arranged in the form of four hierarchical interacting layers of structure, member, element, and material, as introduced by Carmichael [28] in the context of structural analysis (system multi-level representation). The behavior of each subsystem is defined in terms of a constituent relationship (similar to a stress-strain equation), while their interaction is defined by equilibrium (similar to a force-stress equation) and compatibility relationships (similar to a strain-displacement equation) [28,29]. The traffic flow system's constituent layers consist of single vehicle movement, microscopic traffic flow, mesoscopic traffic flow, and macroscopic traffic flow layers (Figure 4.2). The fundamental variables of each subsystem are functions of time and space (both independent variables). For the single vehicle movement or material layer, the system model is described by the kinematic equations of the motion, which can be rewritten in the form of ordinary differential equations. The system state is subsequently defined by a dual-tuple of $(\mathrm{v}(\mathrm{t})$-velocity and $\mathrm{a}(\mathrm{t})$-acceleration), output $(\mathrm{v}(\mathrm{t}))$ and the control variable as the vehicle jerk ( j ) and/or the force ( F ) exerted on the gas pedal. The microscopic traffic flow or element layer describes the interaction of adjacent vehicles in a traffic stream with each other and with the road infrastructure [30,31]. The subsystem models are defined by the ordinary differential equations and the system state is determined by a dual-tuple of $(\Delta x(t)$, the following vehicle's relative position and $\Delta \mathrm{v}(\mathrm{t})$, the following vehicle's relative velocity with regard to the leading vehicle), output $[\Delta \mathrm{x}(\mathrm{t})]$ and the following vehicle's acceleration as the control variable [ $\mathrm{a}(\mathrm{t})]$. The mesoscopic traffic flow or member layer, acts as a middle ground and connection between the microscopic and macroscopic models by combining the individual vehicles' velocities through probability distribution functions on a microscopic level with flow and density from a macroscopic level [31-33]. The macroscopic traffic flow or structure level considers traffic as a continuum of fluid flow, assuming the law of conservation of flow, which means that no vehicle can (dis)appear within a certain stretch of road. The analogy between traffic flow and fluid flow is based
on the fair resemblance of heavy traffic flow to a fluid stream - considering a macroscopic traffic flow as a one-dimensional compressible fluid [34]. The subsystem models for a macroscopic traffic flow are defined by partial differential equations and the system is determined by a dual-tuple of the ( $\mathrm{q}(\mathrm{x}, \mathrm{t})$-flow and $\rho(\mathrm{x}, \mathrm{t})$ - density), output (downstream flow) and the control variable as the upstream flow and/or free flow velocity ( $\mathrm{v}_{\mathrm{f}}$ ) (Figure 4.2). In this study, the traffic flow system behavior is investigated on the aggregate and structure level, and a single-level system representation is adopted accordingly (Figure 4.1).


Figure 4.2. Traffic flow system boundary and hierarchical multi-level representation.

The analysis examples selected for this study consist of the modified viscous Burgers' Equation, which is a non-equilibrium macroscopic flow model that has the inherent ability to handle perturbations within the flow, and the Lighthill-Whitham-Richards (LWR)-Greenshields model, an equilibrium model with no inherent ability to handle perturbations and change unless an active feedback structure is incorporated within the system. The perturbation event for the modified viscous Burgers' equation is introduced in the form of a modified unit pulse function that indicates an abrupt temporary drop in the traffic flow or, alternatively, an abrupt temporary increase in the traffic density, which is a common indication of disruptions such as bottlenecks, traffic accidents and stoplights (Figure 4.3). The analysis tools utilized in these studies are
theoretical numerical simulations carried out on perturbation events data generated by their respective functions demonstrating real-life traffic scenarios such as bottlenecks and traffic accident sites.


Figure 4.3. Schematic illustration of a two-lane highway link traffic density with a bottleneck in the middle of the link.

### 4.4.1 Modified Viscous Burgers' Equation

Contrary to the equilibrium models (LWR model in Section 4.4.2), non-equilibrium macroscopic traffic flow models, also known as higher-order relations can better describe real-world traffic scenarios by accommodating perturbed traffic flows. One of the well-known non-equilibrium models is the general viscous Burgers' Equation from fluid mechanics, that is the result of adding a smooth dispersion term ( $\mathrm{D} \partial_{\mathrm{x}}{ }^{2} \rho$ ) to the conservation equation (LWR model) (Equation 4.1). If the characteristic slope $q^{\prime}(\rho)$ is replaced with an equivalent density term $(\rho)$ the resulting equation is called the general viscous Burgers' Equation (Equation 4.2).

$$
\begin{align*}
& \partial_{\mathrm{t}} \rho+\mathrm{q}^{\prime}(\rho) \partial_{\mathrm{x}} \rho=\mathrm{D} \partial_{\mathrm{x}}^{2} \rho  \tag{4.1}\\
& \partial_{\mathrm{t}} \rho+\rho \partial_{\mathrm{x}} \rho=\mathrm{D} \partial_{\mathrm{x}}^{2} \rho \tag{4.2}
\end{align*}
$$

In order to make the general viscous Burgers' equation model precisely suited to describe a real-world traffic flow phenomenon, the $q^{\prime}(\rho)$ term is replaced by the traffic Greenshields constituent equation (Equation 4.3) and, as a result, a modified viscous Burgers' equation emerges (Equation 4.4).

$$
\begin{align*}
& \partial_{\mathrm{t}} \rho+\left[\mathrm{v}_{\mathrm{f}}\left(1-\frac{2 \rho}{\rho_{\mathrm{jam}}}\right)\right] \partial_{\mathrm{x}} \rho=\mathrm{D} \partial_{\mathrm{x}}^{2} \rho  \tag{4.3}\\
& \partial_{\mathrm{t}} \rho+\mathrm{v}_{\mathrm{f}} \partial_{\mathrm{x}} \rho-2 \mathrm{v}_{\mathrm{f}} \frac{\rho}{\rho_{\mathrm{jam}}} \partial_{\mathrm{x}} \rho=\mathrm{D} \partial_{\mathrm{x}}^{2} \rho \tag{4.4}
\end{align*}
$$

In Equations (4.1-4.4); $\rho$ and q are the distributed traffic flow parameters of density and flow, $\mathrm{v}_{\mathrm{f}}$ is the free flow velocity, $\rho_{\mathrm{jam}}$ is the jam density, $\mathrm{D}=\frac{\mu}{\rho}$ is the kinematic viscosity and $\mu$ is the viscosity of the fluid.

### 4.4.2 Lighthill-Whitham-Richards (LWR) Model and Extremum Seeking Control

Equilibrium models, also known as the first-order relations, can only describe unperturbed traffic flow and are based on the law of conversation of flow from fluid dynamics [35]. A famous example of this category is the Lighthill-Whitham-Richards (LWR) model that connects the distributed traffic flow parameters of flow $q(x, t)$, density $\rho(x, t)$ and speed $v(x, t)$ using a Partial Differential Equation (PDE) (Equation 4.5) coupled with a fundamental equation (Equation 4.6). The traffic dynamics are restricted to an equilibrium state curve, also known as a constituent equation (speed-density relation), which has a linear form in the case of the Greenshields model (Equations 4.7) with a parabolic phase space for the two state variables of flow and density (Figure 4.4).

$$
\begin{align*}
& \frac{\partial \rho}{\partial t}+\frac{\partial q}{\partial x}=0  \tag{4.5}\\
& q=\rho v  \tag{4.6}\\
& \quad v=v_{f}\left(1-\frac{\rho}{\rho_{j a m}}\right) \tag{4.7}
\end{align*}
$$

In Equations (4.6-4.7), v is the space speed, which indicates the slope of the flowdensity curve (Figure 4.4) at each point of the curve ( $\mathrm{v}=\Delta \mathrm{q} / \Delta \rho$ ). The scalar conservation law (Equation 4.5) in its alternative form (Equation 4.8), after plugging in the constituent equation (4.7), takes on a quasilinear hyperbolic form (Equation 4.9).

$$
\begin{align*}
& \rho_{\mathrm{t}}+[\mathrm{q}(\rho)]_{\mathrm{x}}=0 \quad \text { or alternativly } \rho_{\mathrm{t}}+\mathrm{q}^{\prime}(\rho) \rho_{\mathrm{x}}  \tag{4.8}\\
& \rho_{\mathrm{t}}+\mathrm{v}_{\mathrm{f}}\left(1-\frac{2 \rho}{\rho_{\mathrm{jam}}}\right) \rho_{\mathrm{x}}=0 \tag{4.9}
\end{align*}
$$

Provided that the density $(\rho)$ is one of the overall two state variables. The LWR model given by (Equation 4.8) represents a state space equation where $q^{\prime}(\rho)$ is, in fact, the system state matrix A (Equation 4.10) of the system state-space with only one element
and therefore it has one eigenvalue equal to the element itself (Equation 4.11). $q^{\prime}(\rho)$ is also called the characteristic slope. A characteristic is a straight line intersecting the x axis at a point equal to the initial value of the density and the density along the characteristic line stays constant and equal to its initial value.

$$
\begin{align*}
& A=q^{\prime}(\rho)=v_{f}\left(1-\frac{2 \rho}{\rho_{\mathrm{jam}}}\right)  \tag{4.10}\\
& \lambda=q^{\prime}(\rho)=\mathrm{v}_{\mathrm{f}}\left(1-\frac{2 \rho}{\rho_{\mathrm{jam}}}\right) \tag{4.11}
\end{align*}
$$

The stability condition for an equilibrium state in the sense of asymptotic stability: the real part of the eigenvalue should be negative or zero [in a general Lyapunov stability sense] is given by equation (4.12). The stability condition in equation (4.12) reveals that for the traffic density to be stable and return to its usual state (state A - located anywhere between D and C in Figure 4.4), it should be bounded to the ( $\frac{\rho_{\mathrm{jam}}}{2}$ ) upper limit (Point C). Any values for density (state variable) in the congestion (C-B) region is not recoverable from disruption unless an external intervention (active feedback) is implemented.

$$
\begin{equation*}
\lambda=\mathrm{v}_{\mathrm{f}}\left(1-\frac{2 \rho}{\rho_{\mathrm{jam}}}\right) \leq 0 \quad \text { or } \quad \rho \quad \leq \frac{\rho_{\mathrm{jam}}}{2} \tag{4.12}
\end{equation*}
$$



Figure 4.4. Schematic Flow-density curve (phase space) for the Greenshields model: $\mathrm{q}=100 \rho-\frac{100}{156} \rho^{2}$.

Figure 4.4 describes the changes to traffic flow in the LWR and Greenshields equilibrium model; portions of the plot shown with a black solid line indicate free flow/non-congested flow/stable flow conditions ( $\lambda \leq 0$ ) while the portions shown with a black dotted line indicate congested flow/forced flow conditions. The point where free-flow conditions transition to congested flow conditions is the maximum point of the flow-density curve (condition C). At point C, the values of flow, density, and speed variables are critical $\left(\mathrm{q}_{\mathrm{cr}}, \rho_{\mathrm{cr}}, \mathrm{v}_{\mathrm{cr}}\right)$ and are considered to be the optimum values for traffic flow, indicating a saturated traffic flow state, after which the system state enters the congested traffic flow zone (curve portion shown with a black dotted line). $\rho_{\mathrm{cr}}$ is also called the maximum density under free flow zone (curve portion shown as a solid black line) and is the limit for unforced recovery.

There are three major distinctive conditions/points (A, C and D) on the flow-density curve and its associated density-speed, and speed flow diagrams. Point D is where both the traffic flow and density are very low (close to zero) and therefore vehicles travel at the highest speed limit, referred to as the free flow speed $\left(\mathrm{v}_{\mathrm{f}}\right)$ without any interaction between two adjacent vehicles. Moving up toward point $C$ the flow and density increase and the speed gradually decreases until point C is reached, which is the transition point between free flow and congested flow conditions. Moving down from point C toward point B results in a gradual decrease in both flow and speed values as the system state enters a congested flow region (adjacent leader and flower vehicles interact with each other). This decrease in flow and speed in turn results in a gradual increase in density until point B is reached, where both the flow and speed values become very low (zero) and result in the maximum density in a congested region (jam density). Any sudden increase in traffic density forces the system into the congested area (Point C to B) and creates shock waves (perturbation) that are mathematically represented by the model characteristic slope (Equation 4.11).

Adaptive extremum seeking control (ESC), also known as an advance form of perturb and observe control, is an adaptive model-free active control structure that responds to changes in the system (underlying unknown dynamics) through input regulations for maximizing an objective function (a suitable form) [36]. ESC with a static objective function based on the Greenshields constituent equation, is applied here to regulate the perturbed traffic flow system by adjusting the system's unknown dynamics (assumed to
be following the LWR-Greenshields model) to conform to the perturbed state of the system in the bottleneck (Figure 4.5).


Figure 4.5. A simplified schematic illustration of an adaptive extremum seeking controller.

### 4.5 Resilience as System Interpretation

This Section numerically demonstrates the application of the resilience system interpretation framework to the two simple traffic flow systems. First under perturbation, the ability of the system state to return to its initial or other suitable state through its passive feedback mechanism is simulated on a modified viscous Burgers' equation, subsequently, under change, the ability of the system form to return to its initial or other suitable form through its active feedback structure is simulated on the assumed LWR-Greenshields-based data coupled with an adaptive extremum seeking control.

### 4.5.1 Resilience as System State Return Ability

In order to envisage the system state's ability to return to its initial state or other suitable state, a simulation scenario is explored that entails normal vehicular traffic flow moving from node X toward node Y along a two-lane, one-way road section (Link XY of length L=20 km) (Figure 4.3). Link XY has a maximum capacity (critical or optimum flow) of $\mathrm{q}_{\text {max }}=3900 \mathrm{veh} / \mathrm{hr} / \mathrm{lane}$, jam density of $\rho_{\mathrm{jam}}=156 \mathrm{veh} / \mathrm{km} / \mathrm{lane}$, critical or optimum density of $\rho_{\mathrm{cr}}=78 \mathrm{veh} / \mathrm{km} /$ lane, a free flow speed of $\mathrm{v}_{\mathrm{f}}=100 \mathrm{~km}$. The traffic moves in a normal free flow condition at position A located on the left hand side of the Greenshields flow-density curve (Figure 4.4) with a flow value of $\mathrm{q}_{\mathrm{A}}=$ $3397 \mathrm{veh} / \mathrm{hr} /$ lane and a density value of $\rho_{\mathrm{A}}=50 \mathrm{veh} / \mathrm{km} / \mathrm{lane}$. A perturbation in the form of a bottleneck/stoplight/accident point is introduced by a modified unit pulse
function that indicates an abrupt temporary increase in the traffic density between 8-12 km from the normal $\rho_{\mathrm{A}}=50 \mathrm{veh} / \mathrm{km} /$ lane to the jam density $\rho_{\mathrm{A}}=156 \mathrm{veh} / \mathrm{km} /$ lane (Figure 4.6). The simulation is run at 1000 discrete points along a 10 -hour time scale and subsequently the system state return time to its initial or other suitable state, which is a resilience indicator, is investigated under various values of the kinematic viscosity ( D ). The values of D which represent the built-in diffusion/dissipation level within the system are selected between 1 and zero that are consistent with the fluid dynamics principles. High positive values of D indicate faster dissipation of perturbation/discontinuity in the flow while a zero value indicates no room for the diffusion of a perturbation event


Figure 4.6. Graphical description of the perturbation density described by a modified unit pulse function around the link mid-point.

To simulate the modified viscous Burgers' equation with its distributed system state vector of (flow $\mathrm{q}(\mathrm{x}, \mathrm{t})$ and density $\rho(\mathrm{x}, \mathrm{t})$ ), a series of Fourier Transform (FT) and Fast Fourier Transform (FFT) operations with some of their inverses are utilized to convert the modified viscous Burgers' equation from its partial differential equation (PDE) form (Equation 4.4) into a nonlinear ordinary differential equation (ODE) form (Equation 4.13), which is then simulated in the MATLAB environment. The detailed mathematical rigor for FT and FFT operations is omitted for the sake of simplicity.

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dt}} \rho=-\mathrm{v}_{\mathrm{f}} \mathrm{~d} \rho+2 \mathrm{v}_{\mathrm{f}} \frac{\rho}{\rho_{\mathrm{jam}}} \rho \mathrm{~d} \rho+\mathrm{D} \cdot \mathrm{~d} \rho^{2} \tag{4.13}
\end{equation*}
$$

Resilience as the ability of the system state to return to its initial or other suitable state [in the sense of elastic or specified resilience] is quantified by the system state rate of return to equilibrium or the settling time, which is in turn determined by the system dominant eigenvalue or dynamic stability. The system state return ability is rooted in its resistance to perturbation, which is defined by the passive feedback features built into the system. For the subject traffic flow system of the modified viscous Burgers' equation, the ability of the system to resist perturbation is equivalent to the kinematic viscosity (D) in the flow which illustrates how compressible the traffic flow is, and a higher kinematic viscosity (D) value translates into a faster state return rate to equilibrium - resulting in higher resilience and vice versa. For the road physical infrastructure, the kinematic viscosity translates into designing a redundancy margin in the road link geometric components, such as an additional number of lanes and increased lane width, that could accommodate the predicted additional amount of traffic density caused by the perturbation (bottleneck) without any external intervention (active feedback).

For a kinematic viscosity rate of ( $\mathrm{D}=1$ ), Figure (4.7) illustrates a perturbed system state (density) spatial and temporal return to a suitable state (optimum density $\rho_{\mathrm{jam}}=78$ ) in approximately 3 units of time. The perturbed system's entire state vector trajectory is demonstrated by the system state phase and the system state vector time response (Figure 4.8).


Figure 4.7. Perturbed system state (density) returns to the optimum suitable state of $\rho_{A}=78$ with a 3D (a) and its 2D surface projection (b) graphical illustration for $\mathrm{D}=1.0$.


Figure 4.8. Perturbed system state vector time response (a) and the system space phase (b) indicating the system state vector return to the optimum state ( $\rho_{A}=78, q_{A}=3900$ ) for $\mathrm{D}=1$. The density visibility is limited on the scale of Figure 4.8a because of its relatively smaller numbers. For full visibility of the same density distribution see Figure 4.7b.

For a kinematic viscosity rate of $(\mathrm{D}=0.51)$, Figure (4.9) illustrates a perturbed system state's (density) spatial and temporal return to a suitable state (optimum density $\rho_{\mathrm{jam}}=$ 78) in approximately 5 units of time. The perturbed system's entire state vector trajectory is demonstrated by the system state phase and the system state vector time response (Figure 4.10). As the values of kinematic viscosity (D) get close to zero, the system starts to lose its ability to handle discontinuity and shockwaves - this abnormality and lack of stability in the flow are visible in the system state variable/output unbounded behavior - going above its theoretical maximum capacity (Figure 4.10).


Figure 4.9. Perturbed system state (density) returns to the optimum suitable state of $\rho_{A}=78$ with a 3D (a) and its 2D surface projection (b) graphical illustration for $\mathrm{D}=0.51$.


Figure 4.10. Perturbed system state vector time response (a) and the system space phase (b) indicating the system state vector return to the optimum state ( $\rho_{A}=78$, $q_{A}=3900$ ) for $D=0.51$. The density visibility is limited on the scale of Figure 4.10a because of its relatively smaller numbers. For full visibility of the same density distribution see Figure 4.9b.

For a kinematic viscosity rate of $(\mathrm{D}=0)$, the modified viscous Burgers' equation turns into a modified non-viscous Burgers' equation or a modified LWR model, which has no passive feedback mechanism for handling perturbation. For positive non-zero kinematic viscosity ( $\mathrm{D}>0$ ), the reason behind the perturbed system state's return to the optimum state (position C on the Greenshields flow-density curve) instead of the initial state (position A- on the Greenshields flow-density curve) is consistent with the traffic flow shockwaves analysis based on the vehicles distance-time diagrams conducted by May [37] where, as a result of a spotlight along a road stretch, various shockwaves such as frontal stationery, backward forming, backward recovery and forward moving shockwaves are generated. Similar waves are visible in the simulations conducted for drafting the perturbed system state time evolution (Figures 4.7-4.10).

### 4.5.2 Resilience as System Form Return Ability

To demonstrate the ability of the system form to return to its initial form or other suitable form, a simple simulation scenario is explored which entails normal vehicular
traffic flow moving from node X toward node Y along a two-lane, one-way road section (Link XY of length $\mathrm{L}=12 \mathrm{~km}$ ) (Figure 4.11). The first Section of the Link XY until the point $\mathrm{M}(\mathrm{XM})$ is assumed to be following the LWR- Greenshields constituent equation with a maximum capacity of $\mathrm{q}_{\max }=3900 \mathrm{veh} / \mathrm{hr} /$ lane, jam density of $\rho_{\mathrm{jam}}=$ $156 \mathrm{veh} / \mathrm{km} /$ lane, critical or optimum density of $\rho_{\mathrm{cr}}=78 \mathrm{veh} / \mathrm{km} / \mathrm{lane}$, a free flow speed of $\mathrm{v}_{\mathrm{f}}=100 \mathrm{~km}$ and traffic flow in a normal free flow condition (Figure $4.4-$ position $A$; flow of $q_{A}=3397 \mathrm{veh} / \mathrm{hr} /$ lane and density of $\rho_{A}=50 \mathrm{veh} / \mathrm{km} /$ lane $)$. At point M, the start of the second Section of the Link XY (MY), a bottleneck (perturbation) reduces the link width to a single lane with a maximum flow of $\mathrm{q}_{\max }=$ $1950 \mathrm{veh} / \mathrm{hr} /$ lane, jam density of $\rho_{\mathrm{jam}}=78 \mathrm{veh} / \mathrm{km} /$ lane, critical or optimum density of $\rho_{\text {cr }}=39 \mathrm{veh} / \mathrm{km} /$ lane, and a free flow speed of $\mathrm{v}_{\mathrm{f}}=100 \mathrm{~km}$; the traffic is assumed to be still following the Greenshields constituent equation (Figure 4.11).


Figure 4.11. Schematic illustration of a two-lane highway link's traffic density with a bottleneck and diversion link.

When the free-flowing traffic in the first section of the Link XY (flow $\mathrm{q}_{\mathrm{A}}=$ $3397 \mathrm{veh} / \mathrm{hr} /$ lane and density $\rho_{\mathrm{A}}=50 \mathrm{veh} / \mathrm{km} /$ lane) is more than the critical flow and density of the second section of the Link XY (flow $\mathrm{q}_{\mathrm{cr}}=1950 \mathrm{veh} / \mathrm{hr} /$ lane and density $\rho_{\text {cr }}=39 \mathrm{veh} / \mathrm{km} /$ lane) (Figure 4.12), the traffic in the second section of the link will go into a congested state and form and will not return to its initial or other suitable state and form unless an external intervention in the form of an active feedback/control is implemented.


Figure 4.12. Graphical description of the perturbation density for the second section (MY) of the link de-scribed by a normal traffic flow at the 1st section of the link (XM).

In order to keep the traffic flow in the second section of the link XY at its optimum flow conditions ( $\mathrm{q}_{\mathrm{cr}}=1950 \mathrm{veh} / \mathrm{hr} /$ lane and $\rho_{\mathrm{cr}}=39 \mathrm{veh} / \mathrm{km} /$ lane $)$, an active feedback in the form of adaptive extremum seeking control is implemented (Figure 4.13). The controlled upstream traffic density at the left-side of point M (upstream which is calculated as the upstream flow divided by the variable speed limit) is considered as the input and the optimum flow at the downstream or right-side of the point M (downstream) is considered as the output to the objective function. The objective function adopted here is the Greenshields constituent equation (Equation 4.14), which has a different form (jam density is reduced at the downstream) to the constituent equation (Equation 4.15) followed by the traffic on the first section of the link XY.


Figure 4.13. Schematic illustration of the extremum seeking control at point M of the link XY.

$$
\begin{align*}
& J=q=100 u-\frac{100}{76} u^{2} ; \rho=u  \tag{4.14}\\
& J=q=100 u-\frac{100}{158} u^{2} \quad ; \rho=u \tag{4.15}
\end{align*}
$$

A simulation scenario is run for 20 seconds and subsequently, the upstream density, or control action (input), and the downstream optimum flow, the output (also the system state variable) are plotted against time. The system resilience here is described by the ability of the system to return to its initial or other suitable form where, in the subject case, the system returns to a new suitable form governed by the second section constituent equation (Equation 4.14) and its optimal traffic state ( $\mathrm{q}_{\mathrm{cr}}=1950 \mathrm{veh} / \mathrm{hr} /$ lane and $\rho_{\text {cr }}=39 \mathrm{veh} / \mathrm{km} /$ lane) in about 10 seconds. The additional traffic density (û or $\hat{\rho}$ ), which is indicated on the negative side of the density axis, is in fact the redirected density to a diversion link located at point $M$ (Figure 4.14). Adjusting the active control (ESC) parameters will subsequently alter its state return abilities in the form of different system settling times. Additionally, the increased robustness and stability of the system feedback/controller mechanism translates into enhanced resilience of the system in the form of resilience. For the physical road infrastructure, this active feedback/control mechanism will translate into road signal regulators such as ramp metering and variable speed limit signs.


Figure 4.14. Control action (u, the upstream density) and the output (q, the downstream optimum flow) time evolution at point M on the link XY.

### 4.6 Discussion and Conclusions

This study demonstrates that the resilience system interpretation framework can be applicable to any system, irrespective of its disciplinary association, when defined in terms of control systems rather than by the often abused and conflicting utilization of the term 'system(s)' prevalent in literature. However, this study adopts a single-level system representation for the analysis; the modern control systems approach has the ability to accommodate a more vigorous and detailed multi-level system representation and its subsystem interactions. The two models utilized in this study are simple macroscopic traffic flow systems with homogenous traffic conditions. Whereas for mixed or heterogeneous traffic with variable vehicles, based on the site conditions, a suitable index should be applied to adjust the macroscopic traffic flow system state variables. In absence of the adaptive control measure, traffic in diverging sectionssimilar to Figure 4.11 might have a resembling or non-resembling behavior to that in Section 4.5.2, given the network layout and the driver's route choice behavior which is beyond the scope of this study.

As the complexity and uncertainty involved in real-the world systems increases, it is not always possible to develop system models based on first principles and the laws of physics. Recent advances in resilience-based designs [38,39], data science and computer-assisted numerical analysis techniques, particularly big data with easier and cheaper access, have made data-based modelling (grey and black box modelling) convenient and relevant. Thus, the adaptive control systems have become increasingly crucial to the resilience design and analysis process compared to the passive control asbuilt structures. For more complex traffic flow and transportation systems, additional system variables are introduced to the system state vector, which is selected as per the designed objective. By utilizing system tools such as dynamic mode decomposition (DMD), higher dimension systems can be approximated as lower dimension simple systems. The non-uniqueness of the system state vector is a major strength in the spacemodels and modern control system techniques.

In this study, resilience as the ability of the system form to return to its initial or other suitable form is demonstrated by an adaptive extremum seeking control with a static objective function. It has been demonstrated that more realistic dynamic objective functions along with spatial domain variables (through time lagging) can be handled by incorporating the ESC scheme (see also Yu et al.[19]). Other alternative adaptive control schemes include model predictive control (MPC) and model reference adaptive control (MRAC). MPC has the added value of handling constraints (e.g., critical thresholds for the system resilience) and can accommodate a global treatment of the system compared to the local, single domain of attraction, treatment rendered by the ESC scheme. Model reference adaptive control (MRAC) is a more efficient tool for systems with only a single parameter uncertainty, which is more of a robust control scheme compared to the adaptive control.
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# CHAPTER 5. RESILIENCE AND SYSTEMS - A BUILDING STRUCTURE CASE EXAMPLE 

### 5.1 Link to Thesis

In Chapter 5, I presented the application of the resilience system interpretation framework - introduced in Chapter 2, to sample theoretical and practical building structure systems. The system state and form return abilities in response to perturbations and change were demonstrated through practical simulation scenarios on a sample 3-story steel moment resisting frame (SMRF) office building along with the change integration measures in a closed-loop control setting.
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### 5.2 Abstract

The resilience of building structures - as plain technical/physical/engineering systems or complex socio-technical systems exposed to perturbations and change, has become increasingly important as natural disasters are on the rise and the world is changing rapidly. Existing resilience frameworks are focused mainly on the building systems' response to perturbation events and their functional recovery, while change appears to be left out. This study applies the resilience system interpretation framework, which defines resilience in a cross-disciplinary environment as adaptation and adaptive systems, to analyse actual and conceptual building structure systems. The system framework, using modern control systems theory, defines resilience as the ability of the system state and form to return to their initial or other suitable state or form through passive and active feedback mechanisms. This novel understanding of resilience accommodates a holistic and systematic integration of both perturbation and change in various building structures' portfolios. The framework will also provide a practical roadmap for resilience design in building structures that effectively responds to perturbation while dynamically adapting to change in order to avoid obsolescence as well as to increase the building's useful life.

Keywords: Resilience, building structures, perturbation, change, modern control systems theory

### 5.3 Introduction and Background

The resilience of building structures, viewed either as plain technical/physical/engineering systems or complex socio-technical systems [1] exposed to perturbations and change, has become increasingly important as disasters are on the rise and the world undergoes rapid change. Perturbations related to extreme weather and infectious diseases top the global risks for likelihood and impact on The Global Risks Report 2021, respectively [2]. Natural disasters, primarily extreme weatherrelated perturbations, inflict a huge cost on world economies with an estimated average loss of 38 billion dollars per year for the Australian economy alone [3,4]. The global megatrends of change in natural, social, and technological arenas such as climate change, globalization, urbanization, and digitalization, bring new challenges to the built environment, particularly how building structures are planned, designed, delivered, and operated. To ensure that the built environment and building structures systems remain relevant in an environment that is characterized by uncertainty and change, adaptation in the system performance and useful life becomes critical [5].

The built environment and the construction sector account for one-fifth of the annual global CO 2 emissions and half of all materials going into the economy [6]. The buildings portfolio, the largest part of the built environment, is critical to sustaining essential community functions such as housing, education, health, business, government, and other lifeline and critical infrastructure sectors such as water, transportation, energy, manufacturing, food, and agriculture [7]. Considering the increasing trend of uncertainty, the integration of adaptive features into the building structures' systems becomes critical to avoid obsolescence, enhance their ecological footprint, and ultimately contribute to global sustainability $[5,8,9]$.

Despite the exponential growth in resilience literature, particularly disaster resilience over the course of the last two decades [10], the literature on the resilience of building structures remains chiefly constrained to structural recovery under perturbations, ensuring only the minimum life-safety requirements specified by the relevant codes [11]. The perturbation events in these studies include natural hazards such as earthquakes [12,13], floods [14,15], hurricanes [16,17], and fires [18,19], as well as
man-made perturbation events such as terrorism [20,21], and military action [22,23]. However, over the course of recent years, several studies have used increasingly realistic and inclusive approaches, such as Performance-Based Seismic Design (PBSD) and relevant tools such as the Federal Emergency Management Agency (FEMA) P-58 [24] and the Resilience-based Earthquake Design Initiative (REDi) [25] methodologies to measure buildings structures' resilience. However, system dynamic functionality/behaviour objectives and change appear to have been left out of the resilience scenarios. This underpins the lack of a unified and systematic treatment that addresses both perturbation and change under one umbrella. This study applies the resilience system interpretation framework [26] to a building structure system. The framework advances a unified and cross-disciplinary resilience system interpretation that defines resilience in terms of adaptation and adaptive systems, where resilience can be obtained through both passive and active feedback structures demonstrated in the system state and form return abilities. The framework was previously applied to simple linear and nonlinear dynamic systems of lumped mass and simple pendulum [27], as well as sample traffic flow system [Chapter 4]. This study is an extension of the resilience system interpretation framework to include a further complex dynamic system of building structures, therefore making an original contribution to the field.

The study is structured as follows: Section 5.4 introduces the control system methodological framework for different system state definitions, including perturbations and change, and is demonstrated by sample building structures categories. Section 5.5 analyses the resilience system interpretation under two broad categories: the system state and form, and their abilities to return to their initial or another suitable state and form, respectively. A simulation scenario is conducted for a sample 3-story Steel Moment Resisting Frame (SMRF) office building along with change integration measures in a closed-loop control setting. Lastly, Section 5.6 presents the discussion and conclusions.

### 5.4 Methodology and Analysis Tools

The methodology used in this study is a state-space approach from modern control systems theory with the fundamental variables of input (control and disturbance), state (system internal behaviour), and output (system external performance and response). This representation systematically accommodates both the system's passive and active
feedback structures and their interaction. The system approach has the conceptual power that can holistically accommodate every system in terms of inputs, state, and outputs in a single or multi-level representation and allows the system designer to draw the system boundaries as per the intent of the study. For a building structure system, this representation allows drawing the system boundary around a single domain of physical/technical/engineering, social, organizational, or economic aspects of a building structure or a combination of two or more of them. It also accommodates the study of building structures on various levels from individual building structures to the neighbourhood and city level under single or multiple events of perturbation, such as earthquakes, floods, hurricanes, and fires, including the change processes.

The conceptual, as well as the practical power of the control systems theory approach, allows the system designer to define the system state as either simply the building structural design features under a single event of perturbation with a perfect system model developed from first principles, or as a rather complex socio-technical system state under both perturbation and change with imperfect or even black box and datadriven models. Figure 5.1 illustrates the elastic design of a building structure under seismic or vertical nodal loading from materials to element, member, and structure level, and their subsystem interactions with the ability to adjust the system controls on various levels to maintain the desired system behaviour under perturbation events. The use of active tuned mass dampers (ATMD) in high-rise buildings exposed to seismic and wind perturbation events $[28,29]$ is an example of the element and structural level active feedback structures that manage the system's response within the required limits.


Figure 5.1. Multi-level representation of the structural design of a building subjected to nodal loading ( $I$ - the moment of inertia and $r$-radius of curvature). Source: Adapted from [30].

Figure 5.2 graphically describes a single-level system representation for a sample hospital building exposed to seismic perturbation and technological changes. Table 5.1 lists the potential system inputs, states, and outputs for various building structures portfolios and grouped based on the Australian National Construction Code (NCC) classification [31] under both perturbation and change.


Figure 5.2. Hospital building single-level representation under a perturbation event of an earthquake and technological change.

Table 5.1. System representation of various building structures exposed to perturbation and change

| Building System Use Classification (NCC) | Input \| Perturbation | State | Output |
| :---: | :---: | :---: | :---: |
| Residential buildings (Class 1-4) |  | Occupancy level, Damage level, Meeting current living standards | Occupancy level |
| Commercial buildings (Class 5 and 6) | Possible inputs: <br> Improving the building's structural strength against the perturbation event as well as changing the building's internal layout, external footprint, and number of stories through movability/convertibility/ upgradability/scalability/ shrink-ability/expandability and/or destructibility | Customer service capacity, Damage level, Meeting current customer service standards | Customer service capacity |
| Educational buildings (Class 9) |  | Student service capacity, Damage level, Meeting current educational standards | Student service capacity |
| Healthcare buildings (Class 9) |  | Patient service capacity, Damage level, Meeting current health standards | Patient service capacity |
| Warehouse and car park buildings (Class 7) | Earthquake and/or changing sociotechnical/economic conditions. | Storage capacity, Damage level, Meeting current storage standards | Storage capacity |
| Industrial and nonhospitable buildings (Class 8 and 10) |  | Production capacity, Damage level, Meeting current manufacturing standards | Production capacity |

Both actual and conceptual building systems models are used in this study for simulation and analysis purposes. The building structure used in the study for simulation purposes only is a sample 3-story Steel Moment Resisting Frame (SMRF) office building located in Berkeley California. The building is selected for its simplicity and convenience as most of the building structural dynamics aspects are pre-defined within the Performance Assessment Calculation Tool (PACT) environment. It is adapted from the Federal Emergency Management Agency (FEMA) manual [32] with a typical floor area of 2,112 square meters and a height of 4.5 meters for the first and 3.8 meters for the subsequent stories. The structural analysis tool used in this study is the PACT developed by FEMA. PACT uses building performance models consisting of the building's geometric and geographical information, earthquake hazard, specification of the building's structural and non-structural elements including their fragility and
consequences functions for various Performance Groups (PGs) as well as information on the building occupancy categories. The building performance model outcome in the PACT environment utilized in this study is a probabilistic, intensity-based nonlinear analysis with a total of 8 increasing intensities of the Maximum Considered Earthquake (MCE) in each round of realization [32]. Detailed mathematics and structural dynamics aspects of various performance groups and relevant performance measures such as components and damage states, loss parameters, fragility and consequences functions of various PG's are in accordance with the FIMA requirements and not incorporated in this research [refer to $[24,32$ ] for a de-tailed account of such measures for the selected building structure] as this study is majorly concentrated on the system state and form return abilities [demonstrated here by the system functionality].

### 5.5 Resilience as System Interpretation

This Section numerically, as well as conceptually, demonstrates the application of the resilience system interpretation framework to a building structure system. First, under perturbation, the ability of the system state to return to its initial or other suitable state through its passive feedback mechanism is simulated on the sample 3-story Steel Moment Resisting Frame (SMRF) office building under a certain seismic intensity. The structural strengths are introduced by codes, such as minimum safety requirements or maintaining a certain function under the perturbations of various magnitudes, and the availability of previously envisaged disasters response resources on-site in the form of redundancy. Subsequently, under change, the ability of the system form to return to its initial or other suitable form through its active feedback structure is simulated by adjusting the repair and reconstruction activities sequencing, including pre-repair redundant activities as a tool to achieve the fastest initial or another suitable functional recovery, such as converting a commercial building to a residential building or viceversa. Additionally in a closed-loop adaptive systems environment, change measures are incorporated in the form of a synthesis configuration, as introduced by Carmichael [33].

### 5.5.1 Resilience as System State Return Ability

Resilience as the ability of the system state to return to its initial or other suitable state is determined by the system state rate of return to equilibrium [for linear systems] or the settling time [for nonlinear systems], which is determined by the system's dominant
eigenvalue or dynamic stability. The system state return ability is embedded in its resistance to perturbation, which is determined by the passive feedback features built into the system. The system state here is defined as a one-dimensional state vector in terms of functionality [occupancy level]; this is related to the building's structural strength [including its non-structural elements] and maintaining the minimum life safety requirements specified by the relevant building codes against a perturbation event. A more comprehensive state can be developed as a multi-dimensional state vector by incorporating the system damage level and meeting the current living standards [a change feature, which is normally static for the passive feedback scenario] in addition to the occupancy level. For a building structure, the ability of the system to resist perturbation is equivalent to over-designing and increasing the safety factor [redundancy margin] against the perturbation event, which can subsequently be translated into an increased level of residual functionality or residual strength immediately after the perturbation event has occurred. An over-design of the building here is not necessarily meant as an increase in the size of the structural elements but rather the selection of innovative and robust structural systems with an integrated system of non-structural elements and other relevant functionality features. It also includes pre-set recovery measures available on site as well as other passive control features that avoid propagation of the functionality drop or failure across various levels of the system through modularity and incorporating cascade failure prevention features. The level of residual functionality, along with pre-set recovery measures on-site [part of larger redundancy category] and their pre-set sequence, determine the settling time [recovery time] for the building structure; this is the main indicator of engineering resilience. Figure 5.3 indicates a functional recovery time of 14 days under a seismic intensity of 2 with a pre-set continuous sequence of repair activities for the sample SMRF office building. Over-designing of the building elements and enhanced integration of the non-structural elements within the building's structural system increases the building structure's residual functionality, offsetting the building recovery time and, as a result, increasing the engineering resilience.


Figure 5.3. Functional recovery time for a 3-story SMRF office building under a seismic intensity of 2 developed in PACT (utilizing fragilities of various Performance Groups (PGs).

Due to the inherent uncertainty in both the building structure system models and the magnitudes and types of perturbation events, it is not desirable to rely on only passive measures that are presetly incorporated in the system architecture, irrespective of future changes, for a static recovery time to a fixed functionality [state]. An active feedback mechanism in the system architecture should be incorporated not only to accommodate for the system functionality's [state] return to the initial functionality [initial state] but also to accommodate the change in the system form when the initial state becomes undesirable in the current domain with a need to cross to an alternative domain of attraction.

### 5.5.2 Resilience as System Form Return Ability

For building structures, any change in the system form generally means degradation in the system state's ability to return to its initial state [becoming less functional] or the addition or removal of another state variable to the system state vector [transformation]. Changes in the system form and its ability to return to the initial form or another suitable form are accommodated by fixed or adaptive active feedback structures built into the system. Such feedback structures follow fixed or adaptive regulations on various levels to avoid obsolescence of the building structure itself and increase its useful life. Therefore, it's critical to understand how any such change's architecture is designed into the system on various levels and outline the stakeholders that can influence that architecture. The design of building structures as part of larger infrastructure system groups falls under the synthesis treatment, which is a closed-loop control with the three main elements of the system model, objective function, and constraints [33]. The synthesis configuration is powerful in that it can accommodate working with imperfect models, including black box models with the ability to choose a static or dynamic objective function as per the system designer's choice as well as catering to the limitations in the system controls, state, and outputs architecture. The non-uniqueness of the system state and, subsequently, the system control values is an added value in the modern control system theory approach. It allows the system designer to choose the system state in a synthesis configuration. This can be as simple as a single-dimensional state of nodal displacements in the structural design system (Figure 5.1) with the objective of minimizing the building story drifts/displacements and/or vibrations during a seismic perturbation event through the application of counteracting forces by the active tuned mass dampers (ATMD); an active feedback structure built into the structural system at the element level [34] (Figure 5.4). For a more comprehensive building structure system, that incorporates the social dimension along its technical/structural component, the system state could be a three-dimensional vector of [occupancy level, damage/displacement level, meeting current living standards]. Here, the objective function might be to match current commercial rental prices [which includes socio-economic factors] through actively adapting the building system to the change.


Figure 5.4. Closed-loop control architecture of a simple ATMD to control story drifts at the element level of the building structural system.

In order to systematically accommodate for the change in the system form and subsequently its return abilities, the closed-loop control system's architecture should be incorporated into the system design upfront or even into existing systems, where the feasibility is not necessarily guaranteed. The closed-loop architecture can be thought of as a synthesis configuration, irrespective of the system domain, be it physical or social, organizational, economic, or a combination of these. However, the literature predominantly employs two distinctive terms: engineering adaptability $[35,36]$ and managerial adaptability [37,38]. To handle change in the design and management of building structure systems, the closed-loop architecture caters to both those notions and brings them under the single umbrella of a system closed-loop architecture. Depending on the system domain, engineering adaptability can be also thought of as managerial when the systems are soft, such as in organizational and economic domains, while in simple electrical and mechanical systems, managerial adaptability can be similarly thought of as engineering adaptability. In a closed-loop feedback setting, engineering adaptability is mostly concerned with the feedback architecture [mostly physical] incorporated into the system while managerial adaptability is majorly concerned with the feedback laws. i.e., objective functions in terms of the relevant laws and regulations.

Existing literature fails to provide consensus on a universal and systematic approach to address change within the built environment. Primarily verbal modelling under often conflicting definitions of adaptability and flexibility introduces overlapping concepts such as extendibility and scalability [39], reusability and recyclability [40], convertibility and upgradability[41], and transformability [42,43] to address certain
elements of change in the built environment. Some of these concepts, such as open buildings, transformable buildings, modularity, and adaptive zoning/rezoning and regulations with apparent overlaps, are more dominant than others and can be brought under a closed-loop feedback architecture within the synthesis configuration to systematically address change in the building structure systems.

### 5.5.2.1 Open Buildings

The term Open Building was first coined by Age Van Randen at TU Delft Netherlands in the mid-1980s. The concept was based on the Dutch architect and professor John Habraken and is a support and infill concept for residential buildings proposed in his seminal 1961 book: Supports: An Alternative to Mass Housing [44,45]. The concept of open buildings, pioneered in the Netherlands and Japan, bypasses the functional rigidity in traditional architectural design of building structure systems and replaces it with a life-cycle design through adaptation in social and technological changes of the building structures. The open building concept offers a novel multi-layer control mechanism by the relevant stakeholders across the building architectural design spectrum, where the two main layers of base building or support and infill or fit-out are controlled by the building owner/investor and the building users respectively. Other studies also include Furnishing, Fixtures, and Equipment (FF\&E) in addition to the base building and interior construction in the multi-layer control mechanism structure of open buildings [46]. Base building in a multi-family residential building is the part of the building that directly affects all inhabitants and includes the building structural system and envelope, shared spaces, main ingress and egress, and primary mechanical, electrical and plumbing systems. Infill or fit-out for a residential building indicates that individual building users can control and change the habitable space within the base building without any changes to the base building itself [47].

### 5.5.2.2 Transformable Buildings

Conventional buildings with a static functional objective have increasingly become vacant, in need of minor or major refurbishments, totally obsolete, and even demolished [48] since they cannot accommodate the rapidly changing and dynamic objectives caused by social and technological changes; they do not have the necessary change architecture within their respective systems. Adopting ideas from open buildings [49], the notion of transformable buildings was introduced as a dynamic design strategy, also
known as the Hendrickx-Vanwalleghem strategy [50,51]. The design strategy for transformable buildings indicates the building structure system's capacity to effectively alter itself or its constituent systems to accommodate changing requirements. The capacity to transform is, in turn, accommodated by the "generative form and dimensioning systems" and "disassembly" capacities; these require exchangeable and demountable system components both in the building envelope and the infill. The Hendrickx-Vanwalleghem strategy introduces adaptive capacities into the building design for the materials, elements, construction kits, and system levels [50]. One of the measures that distinguishes transformable buildings from open buildings is the level of adaptation in the building design; transformable buildings can include kinetic envelopes in addition to the building infills [43].

### 5.5.2.3 Modularity and Standardization

Concepts such as open buildings and transformable buildings can be thought of as the ends of system adaptation to change, while modularity and standardization are among the means that make the system change architecture feasible, irrespective of the system domain, whether physical or non-physical in nature. The first known instance of modular construction is attributed to the English carpenter, John Manning, who made a completely modular and prefabricated house for his son who was relocating to Australia [52]. In modular construction, the building structure is made of standardized parts known as modules. These are normally manufactured in the factory environment and can be independently modified, or replaced with other modules [53]. Modularity and standardization are not limited to the building components, but also encompass the building materials and the entire structure level as well [54]. There is a growing consensus that modularity and standardization improve quality [55], performance [56], and safety [57] as well as reduce the costs [58] and ecological footprint [59]; others list a lack of flexibility as the downside of modularity and standardization [60]. While acknowledging that geometric complexity and the uniqueness of design is an inherent challenge in modular building structure [60], optimizing modularity and standardization on various levels, including materials, elements, members, and structure as well as the interaction of the various subsystems through simple connections, can contribute to the enhanced adaptability of the building structures to change.

### 5.5.2.4 Adaptive Regulations and Zoning Requirements

There is often a rigidity and lack of sufficient adaptability in building codes and regulations at various levels, as well as a lack of incentives on the part of regulators [61] to systematically accommodate for the change process adapted within the building structures systems by the designers or owners. As with the change-architecture built within the system itself, the building codes and regulations also require a multi-scale and holistic mechanism to adapt to change. This includes regulations at the lower levels, such as allowing modest changes in the building's functional use by the building users. This was piloted by the Japanese construction regulations for skeleton-infill systems [62]; these higher-level regulations include adaptive zoning and rezoning at the neighbourhood and buildings portfolio levels. However, the current building codes establish minimum essential standards for health, safety, amenity, and sustainability [63]; resilience indicators, particularly change [including performance-based building codes] are not sufficiently incorporated. The Regulatory Impact Statements (RISs) used by the regulators in assessing cost-benefit implications for new and changed code requirements $[64,65]$ have to be more holistic and systematic by including all stakeholders in the system design. Additional dimensions of sustainability and resilience indicators to the document for various perturbations and change categories should be included. Furthermore, there is a need for synchronization of such documents by the regulators and those within the industry, such as the Adaptive Reuse Potential (ARP) model [66] for assessing the potential of the existing buildings for an altered functional use.

### 5.5.2.5 Synthesis Treatment - An Overarching Umbrella to Change Management

A synthesis treatment can systemically bring existing adaptation to change-related concepts under one umbrella, accommodate for the limitations in the adaptation process, and provide an opportunity to reconcile perturbation and change. Open buildings primarily cover the convertibility and reusability of the building structures in terms of smaller functional changes in the same class of buildings. Transformable buildings can be grouped under partially transformable buildings and building transformation categories. The former has the potential for minor adaptations, including ideas of upgradability/scalability/extendibility within the same or a closely related class of buildings, crossing a soft threshold from which reversal is a reasonably feasible option.

The latter accommodates major changes that are not reversible or are hard to reverse, which includes changing the building class to a different [not closely related] building or another infrastructure class, using the system's change-architecture, or through a sustainable demolition process. The transformation of a 5.6 km long obsolete railway into the Queensway Linear Park in Queens, New York, is a good example of built infrastructure transformation [67]. While the system's change architecture discussed here is mostly designed for long-term or permanent use, temporary change potential, particularly within the building's functional use under the minor adaptation class, cannot be ignored. Turning sports halls and community centres into temporary health facilities during the COVID-19 pandemic is a good example of this category.

Modularity and standardization are the tools to achieve the goals of the system adaptation to change as defined in the system's form return abilities. On the other hand, adaptive regulations and adaptive zoning/rezoning requirements are the adaptive feedback laws and constraints that need to conform and be incorporated into the system's change-architecture to make the system treatment of change a holistic process. Using a systems approach, the change-architecture built into the system can be thought of as the same, irrespective of the system domain association. However, for organizational/social or soft systems, the change-architecture might look simpler and more convenient when incorporated into the system upfront, or later in the system life cycle; changing the organizational/social dynamics in some systems is as difficult as in technical/physical systems. Table 5.2 incorporates existing concepts of adaptations to change in building structure, using the synthesis treatment for the residential buildings class.

Table 5.2. Synthesis treatment for handling change in the sample residential building structures systems class.

## Change architecture incorporated within the system model

Open Buildings:

- Modularity in the infill and partition systems;
- Flexibility in infill and partition connections;

Example: Improving floor space layout within the same residential

Objective

Keeping a certain Limited change potential- being occupancy level along within a smaller and known with meeting current radius of the initial/optimum living standards.

## Constraints

 state value:- Only building floor plan layout changes within the same building class.
building class of multi-family building.
- Having adaptable organizational regulations in place that allows building users to make the required changes.

Transformable buildings with keeping the identity or partially transforming buildings:

- Modularity in the infill and partition systems;
- Flexibility in infill and partition connections;
- Larger size/stronger foundations, larger size/stronger perimeter columns;
- Innovating structural systems;
- Highly displacement tolerant façade systems.

Example: Changes to the floor space layout along with potential envelope changes and going from a residential building class to an office building class or vice-versa.

Transformable buildings with loss of Keeping a certain identity or building transformation:

- Modularity in the infill and partition systems;
- Adaptability in infill and partition connections;
- Prefabricated slab systems
- Modularity and adaptability in building structural systems;
- Ease of disassembly and reusability in both building infill and support components.

Example: Major envelope and infill changes - such as transitioning from a residential building class to an industrial building class.
occupancy level along with the ability to change to another completely different category of building system state standards or even to another infrastructure system with or without a sustainable demolition option.

Keeping a certain Crossing a soft threshold: A occupancy level along major change with a reasonable with the ability to change to another closely related category of building system state standards reversibility option - crossing to another domain of attraction:

- Building floor plan layout changes along
with the building class change.
- Having adaptive zoning/rezoning requirements in place allowing the building owners to make the required changes.

Crossing a hard threshold: A major change with a hard or impossible reversibility option crossing to another domain of attraction:

- Major support and infill changes that are equivalent to the loss of identity with or without sustainable demolition option.

Direct management action for change in the site and zoning requirements in compliance with the building owner's requirements.

These concepts fall under the change-architecture and regulations. Open buildings cover the convertibility/reusability and small functional changes in the area normally within the same class of buildings. Transformable buildings often have more space for change through either minor adaptation, including upgradability/scalability/extendibility within the same class of buildings or major adaptations and transformations, even converting to a different building class, which means a different domain of attraction through crossing a soft threshold. However, major changes that are not reversible, such as going from one building class to a different class of building or another built infrastructure through sustainable demolition can be called transformation. Modularity and standardization are the tools that help to achieve the end use of adaptation to change process - defined in the return ability of the system's form. Adaptive zoning is the adaptive feedback laws that are in conformity with the change and make the system handling of change a holistic process.

### 5.5.2.6 An Example of the Return Ability of the System Form

A synthesis treatment can be used to optimize the building's structure repair activities sequence after a seismic perturbation has taken place to obtain a target level of state [functional] recovery time as an objective function. The length of the repair activities, their sequence and the work method, along with the relevant resources and constraints on site will determine the system state recovery path shape [system form return abilities]; this, in turn, changes the system settling/repair time [state return abilities]. Figure 5.5 illustrates the system state [one dimension state of building function] recovery time of 6.7 days under a seismic intensity of 2 with a parallel sequence of repair activities for the sample SMRF office building. This change in settling time is accommodated by the change in the system form and is almost half of the settling time under a continuous, pre-set sequence of activities shown in Figure 5.3.


Figure 5.5. Functional recovery time for a 3-story SMRF office building after a seismic intensity of 2 as developed in PACT -with parallel sequencing of the repair activities.

By selecting a further comprehensive system state [such as the ones in Table 5.1], a broader change process can be incorporated into the system change architecture. For instance, for a commercial/office building class, "meeting the current service standards" will be the dynamic component of the system state vector in the objective function. Additionally, system administrators and regulators will need to implement dynamic policies and adaptive regulations that are consistent with the system change-architecture in order to make the system adapt to change both systematically and holistically. The shape of the system recovery paths mainly depends on the repair activities sequence, work method, and the availability of the required resources on site. Three main types of linear, exponential [68], and trigonometric [69] functional recovery path shapes are selected in cases of (i) no resource-specific information being available, (ii) a higher
early inflow of resources followed by a slower rate at the end, and (iii) a lack of resources respectively. In addition to the sequence of the building structure's main repair activities, pre-repair or impeding factors, such as inspections, permits, financing, and mobilizations, are critical to the recovery time and recovery path shape [70] (Figure 5.6).


Figure 5.6. Shapes of functional recovery curves. Source: Adapted from [71] with an addition from [72].

### 5.6 Discussions and Conclusion

This study demonstrates that the resilience system interpretation framework, in terms of adaptation and adaptive systems, can apply to any system including building structure systems regardless of their domain association. Utilizing the conceptual power of modern control systems theory and defining the appropriate system state, output, and controls, as well as the incorporation of clear passive and active feedback mechanisms into the systems will systematically advance the application and measurement of a
unified and universal resilience interpretation within the built environment sector. This study used a closed-loop system approach that brings both perturbations and changes under a synthesis configuration such as dynamic programming and optimization that are applicable to both simple one-dimensional or more complex multi-dimensional statespace systems. The state-space approach can accommodate the time-varying nature of both perturbations and change by developing time series and data-driven models in complex building infrastructure projects using project life-cycle approaches. This allows a more holistic evaluation of resilience in building structure projects, contrary to the current, short-sighted single-phased approaches that focus on certain perturbations.

Despite advances in data-driven modelling techniques and the availability of big data, the prevalent discrete nature and time lag of the relevant data and models pose a major challenge in construction projects; these partly depend on the limitation of information flow in real-time and full automation of the construction processes. Additionally, the literature on building structures that are adaptable to change is limited, often fragmented, and isolated from the resilience concept. One of the notable concerns argued within the literature related to the implementation of change management concepts, such as open buildings, transformable buildings, modularity, and adaptive regulations, is their financial feasibility. However, this is not sufficiently backed up due to the limitations in the relevant financial data and the added benefits provided by these concepts in terms of reduced ecological footprint and reduced life cycle costs [49]. Moreover, adaptation to change contributes to a sustainable built environment [73] and circular economy [74]. The main barriers to achieving resilience in the built environment, particularly building structures, through design and the incorporation of foundational active feedback structures within the respective systems for handling change, are convincing the stakeholders of the long-term advantages. There is a lack of leadership, which yet again calls for a holistic and systematic approach to the definition of resilience, design, and valuations in the built environment.

### 5.7 References

1. Ottens, M.; Franssen, M.; Kroes, P.; Poel, I. Modelling Infrastructures as Socio-Technical Systems. IJCIS 2006, 2, 133-145, doi:10.1504/IJCIS.2006.009433.
2. McLennan, M. The Global Risks Report 2021 16th Edition.; World Economic Forum Cologny, Switzerland, 2021.
3. Ronnenberg, R.; O’Sullivan, P.; Hartzer, B. Building Resilience to Natural Disasters in Our States and Territories; 2017;
4. Economics, D.A. Special Report: Update to the Economic Costs of Natural Disasters in Australia. Retrieved Syd. NSW Httpaustralianbusinessroundtable Com AuassetsdocumentsSpecial 20report 3A 20Update 20to 20the 20economic 20costs 20of 20natural Aust. 20report 20Update 20to 20the 20economic 20costs 20of 20natural 20disasters 20in 20Australia Pdf 2021.
5. Wilkinson, S.J.; James, K.; Reed, R. Using Building Adaptation to Deliver Sustainability in Australia. Struct. Surv. 2009, 27, 46-61, doi:10.1108/02630800910941683.
6. Acharya, D.; Boyd, R.; Finch, O. From Principles to Practices: First Steps towards a Circular Built Environment. ARUP Ellen MacArthur Found. 2018.
7. Lin, P.; Wang, N. A Probabilistic Framework for Post-Disaster Functionality Recovery of Community Building Portfolios. 2019.
8. Gann, D.M.; Barlow, J. Flexibility in Building Use: The Technical Feasibility of Converting Redundant Offices into Flats. Constr. Manag. Econ. 1996, 14, 55-66.
9. Chester, M.V.; Allenby, B. Toward Adaptive Infrastructure: Flexibility and Agility in a Non-Stationarity Age. Sustain. Resilient Infrastruct. 2019, 4, 173191.
10. Singh, R.R.; Bruneau, M.; Stavridis, A.; Sett, K. Resilience Deficit Index for Quantification of Resilience. Resilient Cities Struct. 2022, 1, 1-9, doi:10.1016/j.rens.2022.06.001.
11. Molina Hutt, C.; Hulsey, A.M.; Kakoty, P.; Deierlein, G.G.; Eksir Monfared, A.; Wen-Yi, Y.; Hooper, J.D. Toward Functional Recovery Performance in the Seismic Design of Modern Tall Buildings. Earthq. Spectra 2022, 38, 283-309, doi:10.1177/87552930211033620.
12. Biondini, F.; Camnasio, E.; Titi, A. Seismic Resilience of Concrete Structures under Corrosion. Earthq. Eng. Struct. Dyn. 2015, 44, 2445-2466.
13. Anwar, G.A.; Dong, Y. Seismic Resilience of Retrofitted RC Buildings. Earthq. Eng. Eng. Vib. 2020, 19, 561-571, doi:10.1007/s11803-020-0580-z.
14. Naumann, T.; Nikolowski, J.; Golz, S.; Schinke, R. Resilience and Resistance of Buildings and Built Structures to Flood Impacts - Approaches to Analysis and Evaluation. In German Annual of Spatial Research and Policy 2010: Urban Regional Resilience: How Do Cities and Regions Deal with Change?; Müller, B., Ed.; German Annual of Spatial Research and Policy; Springer: Berlin, Heidelberg, 2011; pp. 89-100 ISBN 978-3-642-12785-4.
15. Sen, M.K.; Dutta, S.; Kabir, G.; Pujari, N.N.; Laskar, S.A. An Integrated Approach for Modelling and Quantifying Housing Infrastructure Resilience against Flood Hazard. J. Clean. Prod. 2021, 288, 125526, doi:10.1016/j.jclepro.2020.125526.
16. Tokgoz, B.E.; Gheorghe, A.V. Resilience Quantification and Its Application to a Residential Building Subject to Hurricane Winds. Int. J. Disaster Risk Sci. 2013, 4, 105-114.
17. Abdelhady, A.U.; Spence, S.M.; McCormick, J. A Framework for the Probabilistic Quantification of the Resilience of Communities to Hurricane Winds. J. Wind Eng. Ind. Aerodyn. 2020, 206, 104376.
18. Gerasimidis, S.; Khorasani, N.E.; Garlock, M.; Pantidis, P.; Glassman, J. Resilience of Tall Steel Moment Resisting Frame Buildings with Multi-Hazard Post-Event Fire. J. Constr. Steel Res. 2017, 139, 202-219.
19. Fischer, E.C.; Varma, A.H. Fire Resilience of Composite Beams with Simple Connections: Parametric Studies and Design. J. Constr. Steel Res. 2017, 128, 119-135.
20. Coaffee, J.; Bosher, L. Integrating Counter-Terrorist Resilience into Sustainability. Proc. Inst. Civ. Eng. - Urban Des. Plan. 2008, 161, 75-83, doi:10.1680/udap.2008.161.2.75.
21. Pasman, H.; Kirillov, I. Resilience of Cities to Terrorist and Other Threats: Learning from 9/11 and Further Research Issues; Springer Science \& Business Media, 2008; ISBN 1-4020-8489-7.
22. Lori, G.; Morison, C.; Larcher, M.; Belis, J. Sustainable Facade Design for Glazed Buildings in a Blast Resilient Urban Environment. Glass Struct. Eng. 2019, 4, 145-173.
23. Cormie, D.; Mays, G.; Smith, P. Basic Guidelines for Enhancing Blast Resilience. In Blast Effects on Buildings; ICE Publishing, 2019; pp. 11-29.
24. Cremen, G.; Baker, J.W. A Methodology for Evaluating Component-Level Loss Predictions of the FEMA P-58 Seismic Performance Assessment Procedure. Earthq. Spectra 2019, 35, 193-210.
25. Almufti, I.; Willford, M. The Resilience-Based Earthquake Design Initiative (REDiTM) Rating System. Arup Co 2013.
26. Mayar, K.; Carmichael, D.G.; Shen, X. Resilience and Systems-A Review. Sustainability 2022, 14, 8327, doi:10.3390/su14148327.
27. Mayar, K.; Carmichael, D.G.; Shen, X. Stability and Resilience-A Systematic Approach. Buildings 2022, 12, 1242.
28. Sladek, J.R.; Klingner, R.E. Effect of Tuned-Mass Dampers on Seismic Response. J. Struct. Eng. 1983, 109, 2004-2009.
29. Elias, S.; Matsagar, V. Optimum Tuned Mass Damper for Wind and Earthquake Response Control of High-Rise Building. In Advances in structural engineering; Springer, 2015; pp. 1475-1487.
30. Carmichael, D.G. Structural Modelling and Optimization: A General Methodology for Engineering and Control; Ellis Horwood: Chichester, West Sussex,UK, 1981; ISBN 0-470-27114-0.
31. Board, A.B.C. Understanding the NCC Building Classifications. Retrieved On 2017, 28, 2018.
32. FEMA, F.E.M.A. Seismic Performance Assessment of Buildings Volume 1Methodology. FEMA P-58-1 2018.
33. Carmichael, D.G. The Conceptual Power of Control Systems Theory in Engineering Practice. Civ. Eng. Environ. Syst. 2013, 30, 231-242, doi:10.1080/10286608.2013.865021.
34. Yao, J.T.P. Concept of Structural Control. J. Struct. Div. 1972, 98, 1567-1574, doi:10.1061/JSDEAG.0003280.
35. Arge, K. Adaptable Office Buildings: Theory and Practice. Facilities 2005.
36. Carmichael, D.G. Infrastructure Investment: An Engineering Perspective; CRC Press, 2014; ISBN 978-1-4665-7670-4.
37. Sánchez-Silva, M.; Calderón-Guevara, W. Flexibility and Adaptability within the Context of Decision-Making in Infrastructure Management. Struct. Infrastruct. Eng. 2022, 18, 950-966, doi:10.1080/15732479.2022.2038642.
38. Sánchez-Silva, M. Design of Flexible and Adaptable Infrastructure Systems. Infrastruct. Asset Manag. 2021, 8, 36-48, doi:10.1680/jinam.20.00019.
39. Schmidt III, R.; Eguchi, T.; Austin, S.; Gibb, A. What Is the Meaning of Adaptability in the Building Industry. Open Sustain. Build. 2010, 233-242.
40. Manewa, A.; Siriwardena, M.; Ross, A.; Madanayake, U. Adaptable Buildings for Sustainable Built Environment. Built Environ. Proj. Asset Manag. 2016.
41. Moffatt, S.; Russell, P. Assessing the Adaptability of Buildings. IEA Annex 2001, 31.
42. Durmisevic, E. Transformable Building Structures: Design for Dissassembly as a Way to Introduce Sustainable Engineering to Building Design \& Construction. 2006.
43. Matheou, M.; Couvelas, A.; Phocas, M.C. Transformable Building Envelope Design in Architectural Education. Procedia Manuf. 2020, 44, 116-123.
44. Kendall, S.H.; Teicher, J. Residential Open Building; Spon Press, 2010; ISBN 0-203-05676-0.
45. Habraken, N.J. Supports: An Alternative to Mass Housing; Routledge, 2021; ISBN 1-00-002579-9.
46. Kendall, S. Open Building: An Approach to Sustainable Architecture. J. Urban Technol. 1999, 6, 1-16.
47. Habraken, N.J. The Structure of the Ordinary: Form and Control in the Built Environment; MIT press, 2000; ISBN 0-262-58195-7.
48. Schwehr, P.; Plagaro Cowee, N. Resonance Based Design Method for Preventive Architecture Learning from Evolutionary Principles and Their Key Success Factors. In Proceedings of the Proc. of the Joint Conf. of CIB W104 and W110 on Architecture in the Fourth Dimension. Boston: International Council for Research and Innovation in Building Construction; 2011.
49. Galle, W.; De Troyer, F.; De Temmerman, N. The Strengths, Weaknesses, Opportunities and Threats of Open and Transformable Building Related to Its Financial Feasibility. In Proceedings of the Proceedings of The Future of Open Building Conference; ETH Zürich, 2015.
50. Debacker, W.; Henrotay, C.; De Wilde, W.P.; Hendrickx, H. The HENDRICKX-VANWALLEGHEM Design Strategy. WIT Trans. Built Environ. 2006, 85.
51. Galle, W.; De Temmerman, N. Multiple Design Approaches to Transformable Building: Case Studies. In Proceedings of the Proc. of the 3rd Int. Conf. Central Europe toward Sustainable Building; 2013.
52. Smith, R.E. History of Prefabrication: A Cultural Survey. In Proceedings of the Third International Congress on Construction History, Brandenburg University of Technology Cottbus, Germany, 20th-24th May 2009; 2009; p. 1.
53. Lawson, M.; Ogden, R.; Goodier, C.I. Design in Modular Construction; CRC Press Boca Raton, FL, 2014; Vol. 476; ISBN 0-415-55450-0.
54. Geldermans, R.J. Design for Change and Circularity-Accommodating Circular Material \& Product Flows in Construction. Energy Procedia 2016, 96, 301311.
55. Jones, P.; Hudson, J. Standardization and the Costs of Assessing Quality. Eur. J. Polit. Econ. 1996, 12, 355-361.
56. Pasquire, C.L.; Gibb, A.G.F. Considerations for Assessing the Benefits of Standardisation and Pre-Assembly in Construction (the Findings of a Pilot Study). In Proceedings of the report to CIBSE Seminar on Standardisation in the Design and Construction of Building Services Installations; 1999; Vol. 26.
57. Viardot, E.; Sherif, M.H.; Chen, J. Managing Innovation with Standardization: An Introduction to Recent Trends and New Challenges. Technovation 2016, 100, 1-3.
58. Graham, P. Design for Adaptability-an Introduction to the Principles and Basic Strategies. Environ. Des. Guide 2005, 1-9.
59. Askar, R.; Bragança, L.; Gervásio, H. Adaptability of Buildings: A Critical Review on the Concept Evolution. Appl. Sci. 2021, 11, 4483, doi:10.3390/app11104483.
60. Liapi, K. Transformable Structures: Design Features and Preliminary Investigation. J. Archit. Eng. 2001, 7, 13-17, doi:10.1061/(ASCE)10760431(2001)7:1(13).
61. Bullen, P.; Love, P. A New Future for the Past: A Model for Adaptive Reuse Decision-making. Built Environ. Proj. Asset Manag. 2011, 1, 32-44, doi:10.1108/20441241111143768.
62. Juan, Y.; Cheng, Y.-C. Improving Building Longevity, Adaptability, and Sustainability: Examination of Multi-Unit Residential Building Regulations in Taiwan. Civ. Eng. J. 2018, 4, 394-401, doi:10.28991/cej-030999.
63. Armstrong, A.; Wright, C.; Ashe, B.; Nielsen, H. Enabling Innovation in Building Sustainability: Australia's National Construction Code. Procedia Eng. 2017, 180, 320-330.
64. Harrison, M. Assessing the Impact of Regulatory Impact Assessments. Agenda J. Policy Anal. Reform 2009, 41-49.
65. Board, A.B.C. Regulatory Impact Statement. Propos. Formul. Disabil. Stand. Access Premises Amend Access Provis. Build. Code Aust. RIS2004 Canberra ABCB 2004.
66. Langston, C.; Wong, F.K.; Hui, E.C.; Shen, L.-Y. Strategic Assessment of Building Adaptive Reuse Opportunities in Hong Kong. Build. Environ. 2008, 43, 1709-1718.
67. Ignaccolo, C.; Giuffrida, N.; Torrisi, V. The Queensway of New York City. A Proposal for Sustainable Mobility in Queens. In Town and Infrastructure Planning for Safety and Urban Quality; CRC Press, 2018; pp. 69-76 ISBN 1-351-17336-7.
68. Kafali, C.; Grigoriu, M. Rehabilitation Decision Analysis. In Proceedings of the ICOSSAR'05: Proceedings of the Ninth International Conference on Structural Safety and Reliability; IOS Press Amsterdam, The Netherlands, 2005.
69. Chang, S.E.; Shinozuka, M. Measuring Improvements in the Disaster Resilience of Communities. Earthq. Spectra 2004, 20, 739-755, doi:10.1193/1.1775796.
70. Almufti, I.; Willford, M. REDiTM Rating System: Resilience-Based Earthquake Design Initiative for the next Generation of Buildings. Arup Co 2013.
71. Cimellaro, G.P.; Reinhorn, A.M.; Bruneau, M. Framework for Analytical Quantification of Disaster Resilience. Eng. Struct. 2010, 32, 3639-3649, doi:10.1016/j.engstruct.2010.08.008.
72. Cook, D.T.; Liel, A.B.; Haselton, C.B.; Koliou, M. A Framework for Operationalizing the Assessment of Post-Earthquake Functional Recovery of Buildings. Earthq. Spectra 2022, 38, 1972-2007, doi:10.1177/87552930221081538.
73. Manewa, A.; Siriwardena, M.; Ross, A.; Madanayake, U. Adaptable Buildings for Sustainable Built Environment. Built Environ. Proj. Asset Manag. 2016, 6, doi:10.1108/BEPAM-10-2014-0053.
74. Sanchez, B.; Haas, C. A Novel Selective Disassembly Sequence Planning Method for Adaptive Reuse of Buildings. J. Clean. Prod. 2018, 183, 998-1010, doi:10.1016/j.jclepro.2018.02.201.

## CHAPTER 6. SUMMARY AND CONCLUSIONS

### 6.1 Overview

Resilience has increasingly become a crucial topic for the functioning of various realworld systems as our planet undergoes a rising trend of uncertainty and change due to natural, human and technological causes. Despite its ubiquitous use, the term resilience is poorly and often inconsistently used across various disciplines, hindering its universal understanding and application. This thesis presents a resilience system interpretation framework, which defines resilience irrespective of its disciplinary association, in the form of adaptation and adaptive systems and applies it to various dynamic systems.

This thesis achieves the research aim - contributing to the advancement of the literature by giving resilience a system interpretation. This not only maintains the resilience conceptual integrity as initially introduced in the Holling's [1] seminal work "Resilience and Stability of Ecological Systems" but also addresses impeding factors, such as abuse of the terminology and bending the relevant concepts to serve discipline-specific purposes, which has significantly weakened the resilience conceptual foundation over the years. The thesis also addresses the tension among researchers over whether resilience is an inherent system characteristic or a management process. Through the resilience system interpretation framework, resilience can be obtained through both passive and active feedback mechanisms in the form of adaptation and adaptive systems. Chapter 3 presents a critical analysis of the stability concepts by first collating the wealth of modern stability concept literature within dynamics systems and then linking it to resilience thinking, in the form of adaptation. A lumped mass and simple pendulum systems, two simple linear and nonlinear dynamic systems following a statespace approach from modern control systems theory, are used to support the analysis and applications. Chapters 4 and 5 apply the resilience system interpretation framework to traffic flow and building structure systems, respectively. The thesis demonstrates that, by using the conceptual and practical power of the modern control systems theory framework, resilience can be thought of in terms of adaptive systems and adaptation, where the system has the ability to respond to perturbations and changes through passive and active feedback mechanisms. This allows the system state or system form to return to a starting position or transition to another suitable state or form. Both the
engineering and extended-ecological resilience measures are simulated on various simple and complex engineering systems.

### 6.2 Findings

This thesis proposes a cross-disciplinary resilience system interpretation framework, which is applicable to the real-world systems for resilience analysis, measurement, and design purposes. The thesis first discusses the conceptual evolution of resilience since its emergence as an ecological concept in 1973 across various domains and clarifies the notion of resilience in that: (i) Much of the literature about resilience covers existing ground where the existing engineering systems stability ideas are being reinvented. The two overarching categories of engineering resilience and socio-ecological resilience (extended ecological resilience) are in fact a reinvention of a closed-loop system dynamic stability with different types of active feedback mechanisms. Additionally, structural stability describes some vital aspects of social-ecological resilience such as critical thresholds where, under change, a system loses the ability to return to its starting form or to move to another suitable form through active feedback mechanisms or direct management actions. (ii) Using the control systems theory approach, where each system, irrespective of its disciplinary association, is represented in terms of inputs, state, and outputs, it was shown that resilience can be thought of in terms of adaptive systems and adaptation. (iii) The resilience system interpretation framework has the ability to respond to perturbations and changes through passive and active feedback mechanisms, returning the system state or system form to a starting position or transitioning to another suitable state or form. (iv) This systematic and crossdisciplinary interpretation of resilience presents the potential for a greater understanding of resilience and eliminates the overlap in the literature, particularly related to terminology.

In addition, using a state-space approach, the resilience system interpretation framework, with its two main components of the system's ability to return to its initial state and form through passive and active feedback mechanisms, was quantitively applied to 4 case examples. The thesis demonstrated that (i) The framework can be equally and universally applied to various engineering disciplines and, by extension, to any other disciplines described in system terms. The framework was applied to two simple mechanical systems, the lumped mass, and simple pendulum which are two-
dimensional linear and nonlinear dynamic systems (Chapter 3) as well as to traffic flow (Chapter 4) and building structure (Chapter 5) dynamic systems. (ii) The trade-offs between incorporating passive and active feedback structures into a system require a comprehensive knowledge of the relevant system, the perturbations, and the change process surrounding the system throughout its lifecycle. For instance, for simple engineering systems (Chapter 3) with known perturbations and a limited range of change, the passive and active feedback mechanisms are of a constant and robust nature. For more complex systems (Chapters 4 and 5) with unknown perturbations and a wide range of change, the focus shifts from passive feedback to active feedback with an adaptive nature. (iii) For the case examples considered, it was shown - irrespective of the system disciplinary association, designing the passive and active feedback mechanism upfront or designing the necessary foundation for its future implementation, is critical to system resilience in the face of fast-changing requirements. (iv) As indicated in Chapter 5, contrary to the common attitude that designing passive and active feedback mechanisms within the system are not financially viable, they do in fact reduce the system's ecological footprint and life cycle costs, subsequently enhancing sustainability.

Lastly, the thesis demonstrated that the resilience system interpretation framework has the potential to bring much of the verbal modelling under a unified, holistic, and systematic foundation. Concepts such as resilience, adaptability, and flexibility generally overlap and lack precise conceptual foundations and a quantitative base. The resilience interpretation framework paves the way for resilience operationalization and integration into relevant standards.

### 6.3 Limitations

This thesis has successfully applied the resilience system interpretation framework to four case examples and has accordingly demonstrated the system state and form return abilities both quantitatively and qualitatively. A number of assumptions were made throughout this thesis and some of the limitations include:
(i) The case examples studied are low-dimensional (two and three state variables) dynamics systems; however, the state-space approach similarly accommodates and treats high-dimensional dynamics systems as well. Some researchers have expressed concerns about the applicability of control
systems concepts beyond simple dynamic systems. However, with the recent advances in big data and computational techniques, tools such as dynamic mode decomposition possesses the ability to convert highdimensional state vectors into compact low-dimensional ones of dominant modes, which can closely imitate the original system behaviour. Additionally, with the increased complexity of real-world systems, it is almost impossible to capture every aspect of the actual system by any relevant model, where missing dynamics within the model can be compensated for by selecting the appropriate active adaptive feedback structure based on extremising a certain objective function.
(ii) Limitations in real-time continuous data collection is another constraint in most real-world complex systems, particularly the built environment and critical infrastructure. However, the system approach introduced in this thesis can also manually handle data collected at discreet time intervals. By using the relevant control systems tools, the time-lag between recording the data and applying the control actions can be compenetrated for.
(iii) A significant challenge in the implementation of the resilience system interpretation framework in real-world complex systems such as builtenvironment might be to create inclusive collaboration and leadership among stakeholders who acknowledge the inter-disciplinary, multi-disciplinary and cross-disciplinary nature of those systems and act holistically across the levels.

### 6.4 Future Research Directions

Future research can be conducted to address the research limitations and to extend the resilience system interpretation framework to other real-world complex systems beyond the engineering domain. Some of the potential directions include (i) The resilience system interpretation framework can be applied to systems in other domains such as social science, economics, and organizational theory. The terminology and framework introduced in Chapters 2 and 3 will not change but the system characteristics and the surrounding environment will. (ii) Studies could also be conducted to systemically determine objective functions that not only optimize meeting the system user's needs but also the expectations of the regulating authorities. (iii) Further complex and multi-
dimensional dynamic systems could be investigated through data-driven modelling and trade-offs between passive and active feedback architecture explored, particularly in physical infrastructure systems. (iv) Life-cycle cost analysis of incorporating changehandling architecture within infrastructure systems to provide concrete evidence-based justifications could be addressed to convince stakeholders of the financial viability of these practices. (v) Studies on the effect of multiple perturbations on the systems in the form of a perturbation vector acting through the system input port could also be conducted. Additionally, research on the descriptive and mostly verbal modelling of the resilience features presented in global policy documents such as the Sendai Framework for Disaster Risk Reduction, the Sustainable Development Goals (SDGs), and the UN Climate Change Conference (COP21) could be redefined using the resilience system interpretation framework.
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