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Abstract

This thesis uses two ocean/sea-ice/ice-shelf models to advance our understanding

of physical processes in Antarctic ice shelf cavities and over the surrounding con-

tinental shelf, and to project how these environments may change in the future. A

new circumpolar Antarctic configuration of the MetROMS model (ROMS: Regional

Ocean Modelling System coupled to CICE: Community Ice CodE) is developed, and

is compared to the Finite Element Sea-ice/ice-shelf Ocean Model (FESOM). Future

projections of ice shelf basal melt rates through the 21st century are also produced

using FESOM.

Both models exhibit reasonable agreement with available observations, but share

many of the same biases, such as an underestimation of ice shelf melt rates in the

Amundsen and Bellingshausen Seas, insufficient summer sea ice cover, and weak-

ening transport of the Antarctic Circumpolar Current. The major limitations on

model performance appear to be (i) excessive smoothing of the topography in FE-

SOM, which is necessary to ensure numerical stability; (ii) spurious diapycnal mixing

inherent in the terrain-following coordinates of MetROMS; and (iii) potential biases

in the atmospheric reanalysis used to force the models.

The development process of the new MetROMS configuration is chronicled, and

particular attention is given to a mechanism of numerical error that was found to be

producing excessive sea ice. In particular, oscillatory ocean tracer advection schemes

cause spurious supercooling and consequently sea ice formation, leading to a range of

dynamic and thermodynamic impacts which degrade the simulation. Careful choice

of advection schemes, increased parameterised diffusion, or the application of flux

limiters can avoid this problem.

Future projections with FESOM, under four 21st-century atmospheric forcing scen-

arios, all exhibit increased ice shelf basal melting in every sector of Antarctica. Total

ice shelf basal mass loss from the continent increases by between 41% and 129%.

The main mechanism of melting is an increased presence of warm Circumpolar Deep

Water, which is better preserved on the continental shelf due to reduced convection,

primarily from weakened sea ice formation. Other projections include freshening of

xi



High Salinity Shelf Water, weakening of the Antarctic Circumpolar Current, and a

reduction in winter sea ice extent.
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Chapter 1

Introduction

1.1 The role of ice shelves

Sea level rise is perhaps one of the most troubling repercussions of modern climate

change. Just a few metres of global sea level rise could inundate many of the world’s

major coastal cities and entire island nations, possibly forcing their abandonment.

While mass loss from the Antarctic Ice Sheet (AIS) currently makes up a relat-

ively small fraction of observed sea level rise (Church et al., 2013), we can expect

this contribution to continue to increase. Part of the evidence for this comes from

paleoclimate warming events, which show that sea level rise was dominated by ice

sheet mass loss (Deconto and Pollard , 2016; Dutton et al., 2015). This situation is

concerning because the AIS has enormous sea level rise potential: if the entire ice

sheet disintegrated, global sea level would rise by 58 m (Fretwell et al., 2013).

Ice shelves exist on the edges of the AIS, and are fed by glaciers flowing out from

the interior of Antarctica. Rather than resting on bedrock, ice shelves extend out

from the continent to float on the ocean surface. For this reason, removing an

ice shelf through melting or calving does not directly contribute to sea level rise.

However, ice shelves hold back the rest of the ice sheet, slowing down its flow in

what is known as the buttressing effect. Removing an ice shelf can cause the source

glaciers to accelerate, which contributes to the negative mass balance of Antarctica

(Rignot et al., 2011; Zwally and Giovinetto, 2011) and ultimately global sea level

rise. Indeed, glaciers on the Antarctic Peninsula thinned and accelerated following

the collapse of the Larsen B Ice Shelf in 2002 (Rignot et al., 2004; Scambos et al.,

2004).

Through the buttressing effect, ice shelves play a vital role in stabilising the AIS.

Unfortunately, ice shelves are also the parts of the AIS that are most at risk, because
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they are the only parts of the ice sheet in contact with the ocean. A warming ocean

is more effective than a warming atmosphere at melting Antarctic ice, due to its

high heat capacity as well as its warmer temperatures in this region. Additionally,

a warming ocean is threatening because over 40% of the AIS (by area) rests on

bedrock that is below sea level (Fretwell et al., 2013) (Figure 1.1). This provides

the potential for seawater to melt its way beneath these regions of the ice sheet,

unpinning ice from the bedrock and melting it from the bottom up.

Figure 1.1: Elevation of bedrock (m) underlying AIS and the surrounding ocean.
Regions below sea level (negative elevation) are shades of blue. Reproduced from
Figure 1a of Deconto and Pollard (2016).

The effects of climate change on ice shelf basal melting are already becoming ap-

parent. Satellite observations by Paolo et al. (2015) indicate that ice shelf volume

loss is accelerating (Figure 1.2), driven by a combination of increased basal melting

and increased strain rates from faster-flowing glaciers. Pritchard et al. (2012) find

evidence of thinning for 20 of 54 Antarctic ice shelves, and attribute this thinning

to basal melting. Given these changes, and their implications for AIS stability, it

is clear that a better understanding of processes on the Antarctic continental shelf

and beneath ice shelves is vital to constrain estimates of future sea level rise.
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Figure 1.2: Ice shelf volume loss from 1994 to 2012, reproduced from Figure 1 of
Paolo et al. (2015). Red and blue shading on the ice shelves shows the regional rates
of thickness change in m/decade. Red and blue circles show the percentage change in
thickness over the 18-year period, integrated over individual ice shelves. Red circles
indicate ice loss, blue circles indicate ice gain, and the area of each circle is scaled by
the magnitude of the change. The timeseries in the bottom left shows total volume
change in km3 for all West Antarctic (red) and East Antarctic (blue) ice shelves, with
the polynomial fits overlaid. The polynomial fit for all ice shelves is also shown in
black.

1.2 Cavity and continental shelf processes

An ice shelf cavity (Figure 1.3) is a region of the ocean between an ice shelf and

the seafloor, bounded laterally by the ice shelf front (where the outflowing glacier

calves into icebergs) and the grounding line (where the ice sheet detaches from the

bedrock). Some of the water masses and circulation patterns in ice shelf cavities are

influenced by sea ice processes. The residual seawater from sea ice formation, salin-

ized through brine rejection and with temperature near the surface freezing point,

is known as High Salinity Shelf Water (HSSW) or Low Salinity Shelf Water (LSSW)

depending on the magnitude of the brine rejection. It sinks due to its density, and

may circulate into an ice shelf cavity. Since the freezing point of seawater decreases

with depth, sinking HSSW or LSSW becomes warmer than the in-situ freezing point,

and will cause melting if it comes into contact with the ice shelf base. The resulting
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meltwater is called Ice Shelf Water (ISW), with temperature near the in-situ freezing

point. As it is largely fresh, ISW rises in a plume along the sloping ice shelf base.

As it rises it may become supercooled and form frazil ice, which accretes on the ice

shelf base and forms marine ice.

This circulation pattern - HSSW or LSSW causing melting and ISW refreezing -

is known as the ice pump (Lewis and Perkin, 1986), and was also termed “Mode

1 melting” by Jacobs et al. (1992). It is driven by the pressure dependence of the

freezing temperature of seawater, and redistributes ice from deep water to shallower

water. If there was no glacial flow from the continent, the ice shelf base would

eventually become completely horizontal. In reality, the non-zero flow of the source

glacier allows the ice shelf to maintain its sloped base.

Figure 1.3: Illustration of some of the processes described in this section. High
Salinity Shelf Water (HSSW) forms as the result of sea ice production, then sinks
and travels into an ice shelf cavity (yellow arrows). When HSSW comes into contact
with the ice shelf base, it causes melting. The result is Ice Shelf Water (ISW), which
rises along the ice shelf base (blue arrows) and then supercools, forming frazil and
ultimately marine ice. Circumpolar Deep Water (CDW) is also shown offshore, and
its relative warmth is indicated by red shading.

The absence of sea ice can also cause ice shelf melting, as it exposes the ocean surface

to solar heating. This fresh, sun-warmed surface layer is called Antarctic Surface

Water (AASW), and it may subduct into ice shelf cavities and/or laterally melt the

ice shelf front, a process known as “Mode 3 melting” (Jacobs et al., 1992).

Finally, intrusions of warm Circumpolar Deep Water (CDW, > 0◦C) into ice shelf

cavities can drive intense basal melting, termed “Mode 2 melting” by Jacobs et al.

(1992). CDW is formed as deep water in the North Atlantic, travels southward, and

upwells to intermediate depths in the Southern Ocean. Transport of CDW onto the

continental shelf is the result of multiple processes, including eddies (Stewart and

Thompson, 2015), tidal mixing (Wang et al., 2013), and barotropic Kelvin waves
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(Spence et al., 2017). Direct intrusions of CDW are also possible in some regions,

depending on bathymetry. For example, a series of troughs across the continental

shelf break of the Amundsen Sea provides channels for CDW to regularly access

ice shelf cavities in the region (Assmann et al., 2003; Thoma et al., 2008). Since

CDW gains its properties from North Atlantic surface waters and takes 500-1000

years to reach the Southern Ocean (Sallée et al., 2013a), warming of CDW due to

climate change is not expected in the near future. However, wind-driven changes in

the water mass structure of the Southern Ocean could lead to shoaling of the CDW

temperature maximum, bringing it closer to the continental shelf (Spence et al.,

2014). These changes have already been observed in the Amundsen and Belling-

shausen Seas (Schmidtko et al., 2014). Furthermore, weakened sea ice formation

and the associated reduced convection could favour more direct transport of CDW

onto the continental shelf (Timmermann and Hellmer , 2013).

Processes on the Antarctic continental shelf have important consequences for the

ventilation of oceans worldwide by deep water masses. Dense Shelf Water (DSW) is

salinized by a combination of sea ice formation (HSSW) and marine ice formation

(refreezing ISW) (Ohshima et al., 2013). This water mass is exported from the

continental shelf and ultimately forms Antarctic Bottom Water (AABW), which

travels into the abyssal plains of every ocean basin (Kusahara and Hasumi , 2014).

1.3 Ice-shelf/ocean/sea-ice modelling

Antarctica is perhaps the very definition of “remote”, and conditions there are ex-

treme, posing major challenges for the manual collection of observations (Rintoul

et al., 2010). Semi-automated observing networks, such as Argo floats (Roemmich

et al., 2009), have historically been unable to withstand the crushing force of sea

ice. Modern Argo floats are more resilient, but the number of measurements be-

neath sea ice is still limited. Some measurements are also collected by tagged seals

which dive beneath sea ice (Roquet et al., 2013). This dataset is promising, but

is not yet seasonally or spatially comprehensive, and does not extend beneath ice

shelves. Remote sensing techniques can provide some information, such as sea ice

concentration (Fetterrer et al., 2017) or inferred ice shelf basal melt rates (Rignot

et al., 2013), but their scope is still limited. Key processes such as sub-ice shelf

circulation, DSW export, and CDW intrusions remain almost entirely unmonitored.

For these reasons, numerical modelling has a critical role to play in improving our un-

derstanding of the Antarctic continental shelf and ice shelf cavities. Models provide

information which complements observations at a fraction of the cost, and their
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output can be used to guide priorities for future observations. Furthermore, mod-

els have the ability to project future changes in the system, and to estimate its

sensitivity to a changing climate.

Numerical modelling of ocean/ice-shelf interaction traces back to the 1980s, with

the two-dimensional model of Hellmer and Olbers (1989). Their pioneering work

was later refined by Holland and Jenkins (1999) into what is known as the “three-

equation parameterisation” of the heat flux, salt flux, and in-situ freezing point at

a given ice-shelf/ocean interface. In the years since, this parameterisation has been

adapted into numerous three-dimensional ocean models, both regional and global,

and with both interactive and prescribed sea ice (Dinniman et al., 2016).

These models typically assume a static ice shelf geometry. Rates of melting and

refreezing at the ice shelf base are calculated, but not actually applied to the ice draft.

Instead, it is assumed that any changes in ice thickness from melting and refreezing

are exactly offset by glacial dynamics and surface accumulation. The alternative

is to couple with an ice sheet model, a particularly challenging task given the very

different timescales involved in ocean and ice sheet processes, and the potential for

spurious grounding line instabilities. Ice-sheet/ocean coupling is an emerging field,

and active model development is underway at numerous institutions (Asay-Davis

et al., 2016). So far, the only published ice-sheet/ocean models involve regional

(Timmermann and Goeller , 2017) or idealised (e.g., De Rydt and Gudmundsson,

2016; Jordan et al., 2017) configurations.

1.4 Aims of thesis

This thesis makes use of two ocean/sea-ice models, both including static ice shelves,

and forced with a prescribed atmospheric state. MetROMS consists of the regional

ocean model ROMS (Regional Ocean Modelling System) (Shchepetkin and McWilli-

ams , 2005) coupled to the sea ice model CICE (Community Ice CodE) (Hunke et al.,

2015), for which a circumpolar Antarctic configuration has been newly developed as

part of this thesis. FESOM (Finite Element Sea-ice/ice-shelf Ocean Model) (Wang

et al., 2014; Danilov et al., 2015; Timmermann et al., 2012) is a global ocean/sea-ice

model with an unstructured mesh allowing spatially varying resolution.

The aims of this thesis are threefold:

1. To develop a new circumpolar Antarctic configuration of ROMS

including interactive sea ice. Previous ice-shelf/ocean simulations with

ROMS did not include sea ice, and instead represented its effects with pre-
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scribed surface fluxes of heat, salt, and momentum (Galton-Fenzi et al., 2012;

Cougnon et al., 2013; Gwyther et al., 2014). These configurations also featured

much smaller regional domains, encompassing several ice shelves at most. Al-

ternatively, the configuration of Dinniman et al. (2015) has a circumpolar

Antarctic domain with ice shelves and includes the sea ice model of Budgell

(2005). However, given the numerous advantages of CICE, including a more

sophisticated representation of sea ice processes, a larger user base, and the

ability to run on separate processors to ROMS, it was decided that pursuing

a parallel effort to Dinniman et al. was warranted.

2. To conduct a comprehensive intercomparison of MetROMS and FE-

SOM on a realistic circumpolar Antarctic domain. Model intercom-

parison projects (MIPs) provide valuable opportunities to benchmark models,

identify areas of relative strengths and weaknesses, and guide future develop-

ment. In the ice-shelf/ocean modelling community, intercomparison has so far

been limited to idealised domains without interactive sea ice (Hunter , 2006;

Asay-Davis et al., 2016). An intercomparison project which systematically

examines every region of the Antarctic continental shelf is therefore of great

value to the community.

3. To produce future projections of ice shelf melt rates using carefully

selected and bias-corrected CMIP5 atmospheric forcing. As articu-

lated in Section 1.1, a major motivation behind ice-shelf/ocean modelling is to

better predict future sea level rise. Projections of 21st-century changes in ice

shelf melt rates and sub-ice shelf processes are an essential step towards this

goal. However, the only published projections to date were forced with uncor-

rected output from CMIP3 (Coupled Model Intercomparison Project phase 3)

models, and focused on the southern Weddell Sea (Hellmer et al., 2012; Tim-

mermann and Hellmer , 2013; Hellmer et al., 2017; Timmermann and Goeller ,

2017). This thesis aims to produce new simulations using the most recent

generation of CMIP projections, accounting for mean-state CMIP biases, and

examining the entire Antarctic continental shelf.

The remainder of this thesis is organised as follows:

• Chapter 2 presents an intercomparison of ice shelf, ocean, and sea ice interac-

tions in MetROMS and FESOM. Here the two models are described and their

architectures and design choices are compared. The period 1992-2016 is simu-

lated by MetROMS and by two configurations of FESOM which differ only in

resolution. Sub-ice shelf processes in eight regions of the Antarctic coastline

are compared between these three simulations, as well as water mass properties
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on the continental shelf, sea ice conditions, and large-scale Southern Ocean cir-

culation and drift. The model output is evaluated against observations where

they are available. This chapter has been published in Geoscientific Model

Development (Naughten et al., 2018).

• Chapter 3 chronicles the development pathway MetROMS took to reach its

final configuration in Chapter 2, and the challenges faced along the way. This

is presented as a series of case studies, describing model defects and biases

and how they were diagnosed and overcome. Sensitivity studies are performed

which recreate the original problems and isolate their effects. One case study

is also presented for FESOM. Issues which persist in MetROMS are analysed,

and options for future development are discussed.

• Chapter 4 expands on one of the case studies mentioned in Chapter 3: namely,

the undesirable effects of oscillatory ocean tracer advection schemes on coupled

sea ice models. When oscillatory advection errors cause the near-surface ocean

temperature to drop below the freezing point, sea ice forms. The dynamic and

thermodynamic impacts of this spurious sea ice are analysed in MetROMS

simulations. The susceptibility of different advection schemes to this problem

is assessed, and flux limiters are introduced to remove dispersive error from

one advection scheme. This chapter has been published in Ocean Modelling

(Naughten et al., 2017).

• Chapter 5 applies the high-resolution FESOM configuration from Chapter

2 to the question of future ice shelf melt rates. A suite of four 21st-century

atmospheric forcing scenarios is created, by selecting the CMIP5 models in best

agreement with historical atmospheric reanalyses over the Southern Ocean,

and linearly bias-correcting their output for two different RCP (Representative

Concentration Pathway) scenarios. The products are used to force FESOM

simulations, and the resulting projections of ice shelf melt rates, water mass

properties, Southern Ocean circulation, and sea ice formation and melt are

analysed. A parallel control simulation with repeated historical forcing is also

presented to assess model drift. This chapter has been accepted at Journal of

Climate.

• Finally, Chapter 6 summarises the results of this thesis and presents ideas for

future work.

Note that Chapters 2, 4, and 5 are designed to be standalone manuscripts suitable for

publication, and have been only slightly modified from their published or accepted

state, as detailed in the chapter preambles. Some repetition is therefore inherent in

the motivation and model description sections. All references have been consolidated
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in a single bibliography at the end of this thesis.
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Chapter 2

Intercomparison of Antarctic ice

shelf, ocean, and sea ice

interactions simulated by

MetROMS-iceshelf and FESOM

1.4

Preamble

This chapter is based on the paper “Intercomparison of Antarctic ice-shelf, ocean,

and sea-ice interactions simulated by MetROMS-iceshelf and FESOM 1.4” by Kaitlin

A. Naughten, Katrin J. Meissner, Benjamin K. Galton-Fenzi, Matthew H. England,

Ralph Timmermann, Hartmut H. Hellmer, Tore Hattermann, and Jens B. Debern-

ard, which was published in Geoscientific Model Development in April 2018. I

have secured copyright permission to reproduce the publication within this thesis.

Compared to the published paper, the version reproduced here has several minor

additions and clarifications, including the addition of Figure 2.2 and Section 2.4.1.5.

None of these changes affect the main conclusions of the study. Cross-references to

other thesis chapters have also been added.

Despite the extensive author list, I completed the majority of the work for this

publication: installing and configuring the models, designing and running simula-

tions, analysing results, and writing the paper. My supervisors Katrin Meissner,

Ben Galton-Fenzi, and Matthew England gave me advice throughout the process.

Ben Galton-Fenzi also provided the ROMS ice shelf code. Ralph Timmermann
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and Hartmut Hellmer provided the FESOM code, and Ralph Timmermann also

answered questions about the design of FESOM. Tore Hattermann and Jens De-

bernard provided the MetROMS coupling code. All co-authors provided comments

on the manuscript.

Abstract

An increasing number of Southern Ocean models now include Antarctic ice shelf

cavities, and simulate thermodynamics at the ice-shelf/ocean interface. This adds

another level of complexity to Southern Ocean simulations, as ice shelves interact

directly with the ocean and indirectly with sea ice. Here we present the first model

intercomparison and evaluation of present-day ocean/sea-ice/ice-shelf interactions,

as simulated by two models: a circumpolar Antarctic configuration of MetROMS

(ROMS: Regional Ocean Modelling System coupled to CICE: Community Ice CodE)

and the global model FESOM (Finite Element Sea-ice/ice-shelf Ocean Model), where

the latter is run at two different levels of horizontal resolution. From a circumpolar

Antarctic perspective, we compare and evaluate simulated ice shelf basal melting

and sub-ice shelf circulation, as well as sea ice properties and Southern Ocean wa-

ter mass characteristics as they influence the sub-ice shelf processes. Despite their

differing numerical methods, the two models produce broadly similar results, and

share similar biases in many cases. Both models reproduce many key features of

observations, but struggle to reproduce others, such as the high melt rates observed

in the small warm-cavity ice shelves of the Amundsen and Bellingshausen Seas. Sev-

eral differences in model design show a particular influence on the simulations. For

example, FESOM’s greater topographic smoothing can alter the geometry of some

ice shelf cavities enough to affect their melt rates; this improves at higher resolution,

since less smoothing is required. In the interior Southern Ocean, the vertical co-

ordinate system affects the degree of water mass erosion due to spurious diapycnal

mixing, with MetROMS’ terrain-following coordinate leading to more erosion than

FESOM’s z-coordinate. Finally, increased horizontal resolution in FESOM leads

to higher basal melt rates for small ice shelves, through a combination of stronger

circulation and small-scale intrusions of warm water from offshore.

2.1 Introduction

The Antarctic Ice Sheet (AIS) has significant potential to drive sea level rise as

climate change continues (Deconto and Pollard , 2016; Golledge et al., 2015; Rignot
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et al., 2014; Mengel and Levermann, 2014). Paleo records indicate that the AIS was

a major contributor to sea level change in past climate events (Cook et al., 2013;

Miller et al., 2012; Raymo and Mitrovica, 2012; Dutton et al., 2015; O’Leary et al.,

2013), and the mass balance of the modern-day AIS is already negative (Rignot

et al., 2011; Zwally and Giovinetto, 2011; Shepherd et al., 2012). The ocean is an

important driver of AIS retreat (Golledge et al., 2017; Joughin and Alley , 2011), as

40% of the ice sheet by area is grounded below sea level (Fretwell et al., 2013). This

geometry provides the potential for the ocean to melt large regions of the AIS from

below. For example, the Amundsen sector of West Antarctica has bedrock geometry

favourable for a marine ice sheet instability, and unstable retreat may have already

begun (Rignot et al., 2014).

The ocean directly interacts with the AIS through ice shelves, which are the floating

extensions of the land-based ice sheet. The properties of ice shelf cavities, the

pockets of ocean between ice shelves and the seafloor, determine the basal melt

rates of each ice shelf which ultimately affect the mass balance of the AIS through

dynamical processes (Dupont and Alley , 2005). The seawater in ice shelf cavities

can be sourced from several different water masses, which affect its temperature

and salinity. Many of these source water masses are influenced by sea ice processes

(Jacobs et al., 1992; Nicholls et al., 2009).

A better understanding of ocean/sea-ice/ice-shelf interactions in Antarctica is cru-

cial, particularly given their importance for future sea level rise. However, these

interactions take place in observation-deficient regions. In particular, there are very

few direct measurements inside ice shelf cavities, and observations are also scarce

in the sea ice covered regions of the Southern Ocean (Rintoul et al., 2010). Non-

etheless, some measurements have been made at great expense (e.g. Nicholls et al.,

2006; McPhail et al., 2009; Venables and Meredith, 2014). While ice shelf basal melt

rates can be inferred using remote sensing methods (Rignot et al., 2013; Depoorter

et al., 2013), large uncertainties remain regarding the circulation patterns driving

these melt rates, and no predictions for the future can be made based on these data.

Consequently, much of our understanding of ocean/sea-ice/ice-shelf interactions is

based on numerical modelling. In recent years an increasing number of ocean models

have begun to resolve ice shelf cavities and simulate thermodynamic processes at

the ice shelf base (Dinniman et al., 2016 and references therein; Mathiot et al.,

2017). Given the variety of models involved, and the relative lack of observations

to constrain their tuning, it is desirable to conduct model intercomparison projects

(MIPs, see e.g. Meehl et al. (2000)) by which several models run the same experiment

and their output is compared. The resulting insights into model similarities and

differences can ideally be attributed to model design choices, with the aim of guiding
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future development.

To date, the only MIPs considering ice shelf cavities are the ongoing ISOMIP exper-

iments (Ice Shelf-Ocean Model Intercomparison Project) (Hunter , 2006; Asay-Davis

et al., 2016) which use idealised domains and simplified forcing, and do not include

coupled sea ice models. The ISOMIP experiments are undoubtedly valuable, and are

likely to provide particular insights regarding the response of cavity circulation to

warm versus cold forcing. However, idealised experiments such as ISOMIP should

be complemented by intercomparisons over more realistic domains, with observa-

tionally derived forcing and coupled sea ice models. These model configurations are

already being used to better understand processes in observed cavities (Timmer-

mann et al., 2012; Galton-Fenzi et al., 2012) and to provide future projections of ice

shelf melt (Timmermann and Hellmer , 2013; Hellmer et al., 2012, 2017), so analysis

of the similarities and differences between such models is timely. Another important

benefit of realistic domains is the opportunity to compare model output to available

observations, even if these observations are limited. Therefore, an element of model

evaluation, as well as model intercomparison, can be included.

In this chapter we present such an intercomparison of two ocean models, both includ-

ing ice shelf thermodynamics and sea ice components, from a circumpolar Antarctic

perspective. We focus on ice shelf basal melt and sub-ice shelf circulation across

eight regions of the Antarctic coastline, but also consider interior Southern Ocean

and sea ice processes as they affect ice shelf cavities. The model output is compared

to relevant observations where available. Finally, key findings and their implications,

as well as possibilities for future model development, are discussed.

2.2 Model descriptions

Two coupled ocean/sea-ice/ice-shelf models are included in this intercomparison:

MetROMS-iceshelf (hereafter MetROMS) and FESOM 1.4 (hereafter FESOM). We

run FESOM at two different resolutions, for a total of three experiments (see Section

2.3). In this section we describe the two models and compare their scientific design.

2.2.1 Overview

MetROMS consists of the regional ocean model ROMS (Regional Ocean Modelling

System) (Shchepetkin and McWilliams , 2005) including ice shelf thermodynamics

(Galton-Fenzi et al., 2012), coupled to the sea ice model CICE (Community Ice
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CodE) (Hunke et al., 2015) using the coupler MCT (Model Coupling Toolkit) (Lar-

son et al., 2005; Jacob et al., 2005). The coupling was implemented by the Norwegian

Meteorological Institute (Debernard et al., 2017) and is described in Section 4.3.5.

We use the development version 3.7 of the ROMS code, version 5.1.2 of CICE, and

version 2.9 of MCT.

FESOM (Finite Element Sea-ice/ice-shelf Ocean Model) is a global ocean model

(Wang et al., 2014) with an internally coupled sea ice model (Danilov et al., 2015;

Timmermann et al., 2009) and ice shelf thermodynamics (Timmermann et al., 2012).

It has an unstructured mesh in the horizontal, consisting of triangular elements

which allow for spatially varying resolution. The numerical methods associated with

the unstructured mesh are detailed by Wang et al. (2008) and Wang et al. (2014),

while the implementation of the ice shelf component is discussed in Timmermann

et al. (2012).

2.2.2 Domain and resolution

Our configuration of MetROMS has a circumpolar Antarctic domain with a northern

boundary at 30◦S. Horizontal resolution is quarter-degree scaled by cosine of latitude,

and the South Pole is relocated to achieve approximately equal resolution around

the Antarctic coastline. This leads to resolutions (defined as the square root of

the area of each grid box) of approximately 15-20 km in the Antarctic Circumpolar

Current (ACC), 8-10 km on the Antarctic continental shelf, and 5 km or finer at the

southernmost grounding lines of the Ross, Filchner-Ronne, and Amery Ice Shelves

(Figure 2.1a).

Figure 2.1: Horizontal resolution (km) of the MetROMS grid and both FESOM
meshes around Antarctica. Resolution is defined as the square root of the area of
each grid box (MetROMS) or triangular element (FESOM). Note that values above
20 km are not differentiated.
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Our FESOM setup has a global domain with spatially varying horizontal resolution.

Here we define resolution in FESOM as the square root of the area of each trian-

gular element. However, this metric may not be truly comparable to MetROMS.

When discussing resolution, the real question is the smallest flow features that are

captured by a mesh of a certain spacing. In models with such different numerical

methods as MetROMS (finite-volume) and FESOM (finite-element), the smallest

resolved feature may scale differently with the mesh spacing. Numerical dissipation

and stabilisation built into different time-stepping routines can also influence this

“effective resolution”. Furthermore, MetROMS employs a staggered Arakawa C-

grid for the ocean and B-grid for the sea ice (Arakawa and Lamb, 1977), by which

different variables are calculated at different locations within each grid box (Figure

2.2a). In FESOM, all variables are calculated at the same locations (Figure 2.2b).

There is some evidence that this design tends to resolve fewer features of fluid flow

(Haidvogel and Beckmann, 1999), and indeed FESOM appears to have a lower ef-

fective resolution than finite-difference C-grid models with comparable nominal grid

spacing.

Figure 2.2: Schematic showing the locations of variables in the (a) MetROMS and
(b) FESOM grids. MetROMS consists of an Arakawa C-grid for the ocean (red, blue,
and green points), and an Arakawa B-grid for the sea ice (red and yellow points).
FESOM calculates all variables at the same locations (purple points).

To account for these uncertainties, as well as to investigate the importance of res-

olution on FESOM’s performance, we have prepared two meshes: “low-resolution”

(Figure 2.1b) and “high-resolution” (Figure 2.1c). During mesh generation, resolu-

tion is distributed based on distance from the coastline (using a hyperbolic tangent

function) as well as individually defined patches of increased resolution, which are

then smoothed together using Gaussian filters. The high-resolution mesh has ap-

proximately double the number of 2D nodes as the low-resolution mesh, but these
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extra nodes are not evenly spaced throughout the domain. Outside the Southern

Ocean, the two meshes have virtually identical resolution (not shown), ranging from

150-225 km in the abyssal Pacific, Atlantic, and Indian Oceans, and 50-75 km along

coastlines. These regions of the domain are not the focus of the current study, so

coarse resolution here is acceptable, and provides computational savings. Resolu-

tion is finer along coastlines compared to the abyssal ocean so that the shape of the

coastline is preserved, and so that processes on the continental shelf are adequately

resolved. Next, the ACC is the subject of some analysis in these simulations, so

more resolution is concentrated in the open Southern Ocean, ranging from 20-100

km for the low-resolution mesh and 15-50 km for the high-resolution mesh. Resol-

ution continues to refine on the Antarctic continental shelf (approximately 8-10 km

for low-resolution, 5-7 km for high-resolution) and further refine in ice shelf cavities

(5-10 km for low-resolution, 3-7 km for high-resolution), corresponding to the re-

gions of focus for this study. The greatest difference between the two meshes occurs

in the Amundsen and Bellingshausen Seas, with approximate resolution of 11 km

for the low-resolution mesh and 4 km for high-resolution.

In the vertical, MetROMS has 31 terrain-following levels using the s-coordinate

system, with increasing vertical resolution near the surface and bottom, and coarsest

resolution in the interior. FESOM employs a hybrid z-sigma vertical coordinate

system, with the same discretisation for both the low- and high-resolution meshes.

The region south of the 2500 m isobath surrounding Antarctica, which includes all

ice shelf cavities as well as the continental shelf and slope, has sigma-coordinates

with 22 levels. The remainder of the domain has z-coordinates, comprised of 38

levels weighted towards the surface. Both models are free-surface, which leads to

time-varying vertical levels in MetROMS, but only affects the uppermost layer in

FESOM.

In both models, the use of terrain-following coordinates in the thin water columns

of ice shelf cavities leads to enhanced vertical resolution, often finer than 1 m in

MetROMS, which limits the time step. Our configuration of ROMS requires a baro-

clinic time step of 5 minutes for stability, with 30 barotropic time steps for each

baroclinic. In CICE, the time step is 30 minutes for both dynamic and thermo-

dynamic processes, and ocean/sea-ice coupling is also performed every 30 minutes.

FESOM is run with a time step of 10 minutes for the low-resolution mesh and 9

minutes for high-resolution. The sea ice model operates on the same time step as

the ocean component.

Resolution, domain size, and time step length all have important consequences for

computational cost. MetROMS is the most expensive of the three models, requiring

approximately 2660 CPU hours for each year of simulation. On the same computing

17



CHAPTER 2. INTERCOMPARISON

facility, low-resolution FESOM requires approximately 730 CPU hours per year,

while high-resolution FESOM requires approximately 1940 CPU hours per year.

Despite MetROMS’ smaller domain than FESOM, and often lower resolution on the

Antarctic continental shelf, it nonetheless has the largest number of 3D grid points

among the three models, which explains its relative expense. These extra grid points

are due to higher resolution throughout the open Southern Ocean, and more vertical

layers than FESOM in most regions.

2.2.3 Smoothing of bathymetry and ice shelf draft

Steep bathymetry can be problematic for terrain-following coordinate ocean models,

as it has the potential to introduce pressure gradient errors (Haney , 1991). Both

ROMS (Shchepetkin and McWilliams , 2003) and FESOM (Wang et al., 2008) are

designed to minimise this issue with the splines density Jacobian method for the

calculation of the pressure gradient force, which reduces errors compared to the

standard density Jacobian method. Nevertheless, a particular challenge arises at ice

shelf fronts, which in reality are cliff faces that can reach several hundred metres in

depth, but which models must represent as sloping surfaces. This substantial change

in surface layer depth over as little as one grid cell creates steeply sloping vertical

layers with a large pressure gradient, and numerical errors in the pressure gradient

calculation could drive spurious circulation patterns across the given ice shelf front.

In both models, some amount of smoothing of the bathymetry and ice shelf draft

is necessary for numerical stability and to reduce pressure gradient errors. On the

other hand, excessive smoothing could alter the geometry of the ice shelf cavities

to the point where circulation is affected. An oversmoothed ice shelf front would

be too shallow and gently sloping, providing a pathway for warm surface waters

to easily enter the cavity, where in reality the ice shelf front constitutes a vorticity

barrier which may limit water mass exchanges (Nicholls et al., 2009). However, in

some cavities small-scale processes do allow significant water mass exchange at the

ice shelf front (Arzeno et al., 2014), so oversmoothing may compensate for these

unresolved processes. Near the grounding lines at the backs of ice shelf cavities,

oversmoothing would remove the deepest ice which melts most easily (Lewis and

Perkin, 1986). In this situation the water column thickness would be overestimated,

allowing for greater transport of warm water to the grounding line. In a coupled ice-

sheet/ocean model, Timmermann and Goeller (2017) demonstrated that increased

water column thickness due to a thinning ice shelf can more than compensate for

the reduced melting expected from the elevated in-situ freezing point at the ice

shelf base. Therefore, a delicate balance must be struck when smoothing model
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topographies, in order to achieve the most accurate simulation.

We prepared the MetROMS and FESOM domains using bathymetry, ice shelf draft,

and land/sea masks from the RTopo-1.05 dataset (Timmermann et al., 2010). Met-

ROMS follows a 3-step smoothing procedure similar to that of Lemarié et al. (2012).

First, the “deep ocean filter” consists of a single pass of a Hanning filter (window

size 3) over the bathymetry h, with variable coefficients designed to remove isol-

ated seamounts. Next, a selective Hanning filter is repeatedly applied to both

log(h) and log(zice), where zice is the ice shelf draft, until the slope parameter

r = |hi − hi+1|/(hi + hi+1) satisfies the condition r < 0.25 everywhere (and sim-

ilarly for zice). This selective filter has coefficients scaled by the gradient of h or

zice, meaning that regions which are already smooth enough will not become over-

smoothed. Finally, both h and zice undergo a final two passes of a regular Hanning

smoother to remove 2D noise. Note that this separate treatment of bathymetry and

ice shelf draft does not directly consider water column thickness, for which some

large gradients may remain.

The smoothing procedure in FESOM is the same as described by Nakayama et al.

(2014). The source bathymetry and ice shelf draft are first averaged over 4-minute

( 1
15

◦
) intervals. Then Gaussian filters are applied to both fields, with spatially-

varying radii scaled by the desired final resolution. For this reason, high-resolution

regions of the domain receive less smoothing than lower-resolution regions. The ice

shelf draft undergoes one pass of the Gaussian filter, while the bathymetry undergoes

four passes with larger radii. Following interpolation to the unstructured mesh,

the ice shelf draft field receives selective smoothing to satisfy the critical steepness

limitation of Haney (1991) at all points. This procedure limits the slope of the ice

shelf draft, and extremely high resolution may be necessary to preserve steep slopes.

Another region of concern is the grounding line, where water column thickness ap-

proaches zero and vertical layers converge. Estimates of pressure gradient error,

such as that of Haney (1991), scale inversely with the vertical layer thickness and

can therefore diverge near the grounding line. To alleviate this problem, a minimum

water column thickness of 50 m is enforced. In both models, the bathymetry is ar-

tificially deepened where necessary to satisfy this condition during the smoothing

process. An alternate approach would be to fill the affected cells with land rather

than deepen them, but this would alter the grounding line locations determined by

RTopo, which we wished to preserve.
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2.2.4 Ocean mixing

ROMS includes several options for tracer advection (Shchepetkin and McWilliams ,

2005), and the choice of advection scheme is known to impact the simulation. The

centered and Akima fourth-order tracer advection schemes are dominated by dis-

persive error, which can lead to undershoots of the freezing point and spurious sea

ice formation in our MetROMS configuration (Chapter 4). On the other hand, the

upwind third-order tracer advection scheme is dominated by dissipative error, which

can result in high levels of diapycnal mixing for some simulations (Lemarié et al.,

2012; Marchesiello et al., 2009). Indeed, problematic diapycnal mixing related to the

upwind third-order scheme was observed in decadal-scale simulations with our con-

figuration of MetROMS (Section 3.7). Therefore, the 25-year MetROMS simulation

we present here uses the Akima fourth-order tracer advection scheme (Shchepetkin

and McWilliams , 2005), combined with explicitly parameterised Laplacian diffusion

applied along isoneutral surfaces, at a level strong enough to smooth out most dis-

persive oscillations. This configuration shows minimal spurious sea ice formation,

comparable to a simulation with flux-limited (i.e. locally monotonic) upwind third-

order advection (Chapter 4), and exhibits less spurious diapycnal mixing than the

upwind scheme. The diffusivity coefficient is 150 m2/s, which applies to the largest

grid cell (approx. 24 km resolution) and is scaled linearly for smaller cells. Advec-

tion of momentum uses the upwind third-order scheme in the horizontal and the

centered fourth-order scheme in the vertical (Shchepetkin and McWilliams , 2005),

and is combined with parameterised biharmonic viscosity along geopotential sur-

faces, with a coefficient of 107 m4/s (scaled by grid size as with diffusivity).

FESOM computes advection of momentum using the characteristic Galerkin method,

and advection of tracers using the explicit second-order flux-corrected-transport

scheme (Wang et al., 2014). The Laplacian approach is used to explicitly para-

meterise both diffusivity and viscosity, with coefficients 600 m2/s and 6000 m2/s

respectively. These values apply to a reference area of 5800 km2, and are scaled to

the area of each triangular element, scaling with the square root for diffusivity and

linearly for viscosity. At 10 km resolution (element area of 100 km2), the resulting

diffusivity is 78.8 m2/s, compared to 62.4 m2/s in ROMS. The analogous viscosity

terms cannot be directly compared between ROMS and FESOM, since they do not

use the same parameterisation.

A flow-dependent Smagorinsky viscosity term is also applied in FESOM (Smagor-

insky , 1963, 1993; Wang et al., 2014). In z-coordinate regions, tracer diffusion is

rotated along isoneutrals, and the Gent-McWilliams eddy parameterisation is used

(Gent and McWilliams , 1990; Gent et al., 1995; Wang et al., 2014). In sigma-
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coordinate regions, diffusivity and viscosity are both applied along constant-sigma

surfaces.

For weakly stratified regions such as the Southern Ocean, the choice of vertical mix-

ing parameterisation can have a significant impact on simulated convection (Tim-

mermann and Beckmann, 2004). MetROMS employs the Large-McWilliams-Doney

interior closure scheme (Large et al., 1994) which includes the KPP boundary layer

parameterisation. We implement the same KPP modification as in Dinniman et al.

(2011), which imposes a minimum surface boundary layer depth based on surface

stress, in the case of stabilising conditions. This modification is designed to address

problems with excessive stratification during periods of rapid sea ice melt, and fol-

lows principles similar to the FESOM vertical mixing parameterisation discussed

below. A shallow bias in mixed layer depths during the melt season is problematic

for the accurate simulation of Southern Ocean water masses, particularly in the

Weddell Sea (Timmermann and Beckmann, 2004).

The vertical mixing scheme in our configuration of FESOM (Timmermann et al.,

2009) consists of the Richardson number dependent parameterisation of Pacanowski

and Philander (1981), modified to have maximum vertical diffusivities and viscosities

of 0.05 m2/s. Over a depth defined by the Monin-Obukhov length, calculated as a

function of surface stress and buoyancy forcing, an extra 0.01 m2/s is applied to both

vertical diffusivity and viscosity. This combination was found by Timmermann and

Beckmann (2004) to produce the most realistic representation of water masses in the

Weddell Sea, avoiding the excessive open-ocean convection which is characteristic

of traditional convective adjustment. We also tested the KPP parameterisation

(without the modification used by MetROMS) in short simulations with our FESOM

configuration (not shown). At least on the 5-year timescale, hydrography in the

offshore Weddell Sea was very similar between KPP and the modified Pacanowski-

Philander scheme. It is possible that longer simulations would show more divergence,

and this warrants further investigation.

2.2.5 Ice shelf thermodynamics

With terrain-following coordinates, it is relatively straightforward to include ice shelf

cavities in an Antarctic domain. In both ROMS and FESOM, all of the terrain-

following vertical layers subduct beneath the ice shelves. The pressure of the ice

shelf draft must be considered in the calculation of the pressure gradient. ROMS

vertically integrates the density of water displaced by ice, and assumes the density

of this displaced water is a linear function of depth, with coefficient ∂ρ
∂z

= 4.78×10−3

kg/m4 and intercept given by the density in the first model layer. FESOM computes
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the pressure gradient force from the vertically integrated horizontal density gradient

and assumes that the horizontal pressure gradient is zero at the ice shelf base. High-

order interpolation for density is done in the vertical to compute horizontal density

gradients as accurately as possible.

ROMS and FESOM simulate ice shelf thermodynamics: the heat and salt fluxes

associated with melting and refreezing at the ice shelf base. However, any net melt-

ing or freezing is not actually applied to the ice shelf geometry. It is assumed that

glacial flow of the ice shelf, surface accumulation, and basal melting are in dynamic

equilibrium such that the geometry remains constant. Removing this assumption

necessitates coupling with an ice sheet model, which has recently been accomplished

for FESOM (Timmermann and Goeller , 2017) and is under development for ROMS

(Gladstone et al., 2017). Ice-sheet/ocean coupling is an emerging field of climate

modelling, and the first generation of models will be compared and evaluated as

part of the MISOMIP experiments (Marine Ice Sheet-Ocean Model Intercomparison

Project) (Asay-Davis et al., 2016).

Both ROMS and FESOM (Galton-Fenzi , 2009; Galton-Fenzi et al., 2012; Timmer-

mann et al., 2012) implement the 3-equation parameterisation of Hellmer and Olbers

(1989) refined by Holland and Jenkins (1999). The heat and salt exchange coeffi-

cients γT and γS have the form

γT =
u∗

κ+ 12.5 Pr
2
3 − 6

and γS =
u∗

κ+ 12.5 Sc
2
3 − 6

(2.1)

where Pr is the Prandtl number and Sc is the Schmidt number (both dimensionless

constants) and u∗ is the friction velocity in m/s, calculated as

u∗ = max
(√

Cd (u2 + v2), u∗min

)
(2.2)

where Cd is the drag coefficient (3× 10−3 in ROMS, 2.5× 10−3 in FESOM), u and

v are the horizontal ocean velocity components in the uppermost vertical layer, and

u∗min is a lower bound for u∗ which represents molecular diffusion (10−3 in ROMS,

2.5× 10−4 in FESOM). While the effect of the different drag coefficient between the

models is likely to be negligible, the larger minimum u∗ in ROMS will cause stronger

melting in locations with very weak flow, such as at the grounding line (Gwyther

et al., 2016).

The turbulence term κ in Equation 2.1 has a different formulation between the two

models. FESOM follows a very similar approach to Jenkins (1991), by which

κ = 2.12 log

(
u∗
D

ν

)
− 3 (2.3)
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where D = 10 m is a reference boundary layer depth, and ν = 1.95 × 10−6 m2/s is

the kinematic viscosity. ROMS instead uses a simplified version of McPhee et al.

(1987)’s approach, by which

κ =

2.5 log

(
(5300 m−2s)(u∗)2

|f |

)
+ 7.12 if u∗ > 10−3 m/s and |f | > 10−8 s−1

0 otherwise

(2.4)

where f is the Coriolis parameter in s−1.

While refreezing is implicit in the 3-equation formulation, none of our configurations

include an explicit frazil ice model such as that of Smedsrud and Jenkins (2004) or

Galton-Fenzi et al. (2012). A frazil ice scheme does not yet exist in FESOM, so

activating this option in MetROMS alone would bias the intercomparison.

2.2.6 Sea ice

MetROMS includes the sea ice model CICE (Hunke et al., 2015) which is a multi-

layer, multi-category model widely used in global coupled models as well as regional

and uncoupled setups. Our configuration of CICE has seven ice layers plus one

snow layer, and five ice thickness categories. It is externally coupled to ROMS,

i.e. runs on separate processors, with communication driven by the coupler MCT

(Larson et al., 2005; Jacob et al., 2005). There are six baroclinic ocean time steps

(5 minutes) for each sea ice time step (30 minutes), and the coupler exchanges fields

every sea ice time step. Having longer time steps for the sea ice than for the ocean is

computationally favourable, but it also introduces lags in ocean/sea-ice interactions,

because the coupled fields are time-averaged over the previous 30 minutes.

FESOM’s sea ice model is described by Danilov et al. (2015). It has a single ice layer

(plus one snow layer) and a single thickness category. It is internally coupled with the

ocean, running on the same processors and the same time step. While the FESOM

sea ice model is generally less complex than CICE, it nonetheless has been shown

to reproduce key features of observed Arctic and Antarctic sea ice (Timmermann

et al., 2009).

Our configuration of CICE uses the “mushy” thermodynamics scheme of Turner

et al. (2013a). It also includes the level-ice melt pond parameterisation of Hunke

et al. (2013), and the Delta-Eddington radiation scheme (Briegleb and Light , 2007).

In FESOM, sea ice thermodynamics follows Parkinson and Washington (1979) with

the zero-layer approach to heat conduction (Semtner , 1976).

For sea ice dynamics, CICE uses elastic-anisotropic-plastic rheology (Tsamados
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et al., 2013) with the ridging-based ice strength formulation of Rothrock (1975).

FESOM has elastic-viscous-plastic rheology (Bouillon et al., 2013) including a lin-

ear formulation of ice strength with coefficient P ∗ = 15, 000 N/m2. Sea ice transport

follows an incremental remapping approach in CICE (Lipscomb and Hunke, 2004),

with the ridging participation and redistribution functions of Lipscomb et al. (2007).

FESOM uses a backward Euler implicit advection scheme for sea ice transport.

2.2.7 Surface exchange scheme

While MetROMS and FESOM are forced with the same atmospheric state (see Sec-

tion 2.3.2), the resulting surface fluxes differ based on the bulk formulae implemented

by the models. Our configuration of FESOM uses constant exchange coefficients for

heat and momentum fluxes, while MetROMS’ exchange coefficients vary in time and

space. For ocean/atmosphere fluxes (in ROMS), these coefficients are based on the

COARE (Coupled-Ocean Atmosphere Response Experiment) protocol (Fairall et al.,

1996). For sea-ice/atmosphere fluxes, CICE includes a stability-based atmospheric

boundary interface (Hunke et al., 2015). These differences in bulk formulae may

affect the simulations, particularly the momentum fluxes which have consequences

for ACC transport, Ekman pumping, and sea ice formation and drift. A comparison

of ocean surface stress (not shown) reveals that these momentum fluxes are typically

stronger in MetROMS, by up to 30%.

2.3 Experimental design

For this intercomparison, we simulated the 25-year period 1992-2016 using three

model configurations: MetROMS, low-resolution FESOM, and high-resolution FE-

SOM (Figure 2.1).

2.3.1 Initial conditions

All simulations are initialised using monthly-averaged observational or reanalysis

products for January 1992. Initial ocean temperature and salinity are taken from the

ECCO2 reanalysis (Menemenlis et al., 2008; Wunsch et al., 2009), and extrapolated

into ice shelf cavities using a nearest-neighbour method in Cartesian space. This

leads to an initial warm bias in most cavities, but the resulting high melt rates

drive strong sub-ice shelf circulation that flushes out the cavities during the first

year or two of simulation, allowing more realistic sub-ice shelf conditions to quickly
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develop. An alternate approach, which we also tested, was to initialise cavities at

the local freezing point, so that initial melt rates were zero. These simulations took

much longer to equilibrate, because the absence of ice shelf meltwater led to weak

circulation in cavities, and therefore longer residence times. Initialising cavities

based on observations was not feasible due to the scarcity of measurements.

Sea ice is initialised using the NOAA/NSIDC Climate Data Record for Passive

Microwave Sea Ice Concentration (Meier et al., 2013). Wherever the observed Ant-

arctic sea ice concentration exceeds 0.15, the model is initialised with concentration

1, ice thickness of 1 m, and snow thickness of 0.2 m. This is the same method used

in Chapter 4 and is similar to that of Kjellsson et al. (2015). FESOM, having a

global domain, also requires initial conditions for Arctic sea ice. We follow the same

method as for the Antarctic, but set the initial ice thickness to 2 m, since Arctic sea

ice tends to be thicker (Kwok and Cunningham, 2008; Worby et al., 2008). Initial

ocean velocity, sea ice velocity, and sea surface height are set to zero.

Our experiments do not include a proper spinup to a quasi-equilibrium state. For

the purposes of this intercomparison around the Antarctic margin and continental

shelf, as well as in the ice shelf cavities, we argue a full spinup is not worth the

computational expense. The processes we focus on - onshore flow, dense shelf water

formation, and ocean/ice-shelf interaction - equilibrate much more quickly than the

interior ocean. For example, area-averaged basal melt rates in our experiments

stabilise within 5-10 years for most ice shelves. Since melt rates are a function of

water mass properties and of circulation, this result indicates that processes in ice

shelf cavities have spun up within the first decade of simulation.

2.3.2 Atmospheric forcing

MetROMS and FESOM are both forced with the ERA-Interim atmospheric reana-

lysis (Dee et al., 2011) using 6- and 12-hourly fields over the years 1992-2016. Due

to differing implementations of model thermodynamics, the two models are forced

with different combinations of atmospheric variables. Both models utilise 6-hourly

fields for near-surface air temperature, pressure, and winds, which are linearly in-

terpolated to each time step. Near-surface humidity is derived from ERA-Interim’s

6-hourly fields for dew point temperature; this conversion is performed in advance

for MetROMS, but at run-time for FESOM. Both models read 12-hourly fields for

precipitation (split into rain and snow) and evaporation, which are not interpolated

in time but rather applied at a constant rate with a step change every 12 hours, as

they represent total fluxes over the given 12-hour period.
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MetROMS diagnoses incoming shortwave radiation from ERA-Interim’s 6-hourly

total cloud cover, which is interpolated to each time step. Incoming longwave radi-

ation is calculated internally. In FESOM, incoming shortwave and longwave radi-

ation are read directly from ERA-Interim, as 12-hourly fields which are applied as

step changes.

To account for the influence of iceberg calving on the Southern Ocean freshwater

budget, both models are forced with an additional surface freshwater flux represent-

ing iceberg melt. For this field we use the output of Martin and Adcroft (2010), who

modelled icebergs as interactive Lagrangian particles in the ocean component of a

GCM simulation. The initial sizes of icebergs at calving fronts were determined from

a statistical distribution constrained by observations. Martin and Adcroft ’s monthly

climatology of iceberg melt is interpolated to each time step in our simulations, and

repeated annually. River runoff from other continents is not considered.

2.3.3 Surface salinity restoring

A persistent feature of many Southern Ocean models (Kjellsson et al., 2015; Heuzé

et al., 2015; Sallée et al., 2013b; Turner et al., 2013b; Goosse and Fichefet , 2001)

is spuriously deep convection in the Weddell Sea, leading to an unrealistic open-

ocean polynya as warm Circumpolar Deep Water is brought to the surface. The

possible causes of this widespread model bias include insufficient surface freshwa-

ter flux (Kjellsson et al., 2015) as well as insufficient summer mixed layer depths

(Timmermann and Beckmann, 2004). In both circumstances, salinity in the subsur-

face Winter Water layer increases until the weakly stratified water column becomes

unstable and overturns.

MetROMS is prone to deep convection in the Weddell Sea, and while tuning of

the sea ice dynamics and ocean vertical mixing helped to delay the onset of con-

vection, the only permanent solution we found was surface salinity restoring. Such

restoring affects the salt budget and may contribute to drift in the total salt content

of the ocean, although it prevents drift in the surface layer. This may impact the

density structure of the Southern Ocean, and particularly the ACC, as well as damp-

ing interannual variability. However, these shortcomings were deemed preferable to

spurious deep convection for the purposes of our analysis. We restore MetROMS to

the World Ocean Atlas 2013 monthly climatology of surface salinity (Zweng et al.,

2013), linearly interpolated to each model time step and repeated annually. Restor-

ing has a timescale of 30 days and affects the uppermost layer, whose thickness is

time-varying but generally ranges from 1-3 m. We exclude the Antarctic continental

shelf from this restoring (defined as regions south of 60◦S with bathymetry shallower
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than 1500 m, as well as all ice shelf cavities), as significant freshening of Antarctic

Bottom Water occurs otherwise. Given the relatively scant observations on the con-

tinental shelf making up the World Ocean Atlas products, restoring in this region

would not be appropriate.

FESOM does not develop spurious deep convection in the Weddell Sea, even for

long simulations without restoring. Possible reasons for this differing behaviour

between MetROMS and FESOM are discussed in Section 2.4.2.1. Nonetheless, we

apply the same surface salinity restoring to FESOM as we do to MetROMS, so

that the experiments are as similar as possible. Restoring in FESOM is scaled with

a constant depth of 10 m, which is the depth of the surface layer in z-coordinate

regions, neglecting free surface variations. We do not restore north of 30◦S, as this

region is outside the MetROMS domain.

2.3.4 Northern boundary conditions

MetROMS, with its regional circumpolar domain, has lateral boundary conditions

at 30◦S. The ECCO2 reanalysis (Menemenlis et al., 2008; Wunsch et al., 2009)

provides temperature, salinity, and meridional velocity (v) as monthly averages over

the transient period 1992-2016. Sea surface height is taken from the AVISO annual

mean climatology (AVISO , 2011) which is a single time record. Note that tides are

not considered, as discussed further in Section 2.5.

We follow the method described in Section 4.3.3 to ensure stability at the open

boundary: zonal velocity u is clamped to zero, the bathymetry is modified to be

constant in latitude over the northernmost 15 rows of the domain, and a sponge layer

is applied over these rows (in which the diffusivity coefficient linearly increases to

10 times its background value, and the viscosity coefficient to 100 times). Northern

boundary conditions are applied using the Chapman scheme for sea surface height

(Chapman, 1985), the Flather scheme for barotropic v (Flather , 1976), and the

radiation-nudging scheme for baroclinic v, temperature, and salinity (Marchesiello

et al., 2001).

The presence of lateral boundary conditions derived from observations may give Met-

ROMS an advantage for the accurate simulation of Southern Ocean water masses,

compared to FESOM which has a global domain. However, this intercomparison

focuses on the continental shelf and ice shelf cavities. These regions are relatively

far-field from 30◦S, compared to the ACC and the interior Southern Ocean which are

more tightly coupled to the boundary conditions. For the relatively short (25-year)

simulations shown here, it is unlikely that continental shelf water masses will be
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significantly influenced by nudging at 30◦S. Longer simulations would likely show a

larger response.

2.4 Results

2.4.1 Ocean

2.4.1.1 Drake Passage transport

The ACC has the strongest transport of any ocean current in the world, and is

key to the thermal isolation of Antarctica. Transport of the ACC is influenced

by the Southern Hemisphere westerly winds as well as the density structure of the

Southern Ocean. By convention, zonal transport of the ACC is evaluated through

Drake Passage and is time-averaged to remove the seasonal cycle. With respect to

observations, Drake Passage transport was previously thought to lie around 134 Sv

(Cunningham et al., 2003). However, recent improvements in measuring systems

have suggested a higher value. As part of the cDrake project (Dynamics and Trans-

port of the Antarctic Circumpolar Current in Drake Passage), Donohue et al. (2016)

estimated a Drake Passage transport of 173.3± 10.7 Sv.

For our simulations, zonal transport through Drake Passage is calculated at 67◦W

over the period 2002-2016. The first 10 years of the simulation (1992-2001) are

excluded as spinup. This time-averaged Drake Passage transport, including the

standard deviation in annual averages, is 126.8 ± 3.4 Sv in MetROMS, 158.6 ±
2.8 Sv in low-resolution FESOM, and 152.6 ± 3.1 Sv in high-resolution FESOM.

Compared to the observations of Donohue et al. (2016), the values from all three of

our simulations are too low, especially in MetROMS. This occurs despite MetROMS’

stronger surface stress than in FESOM (Section 2.2.7). Additionally, the MetROMS

and low-resolution FESOM simulations exhibit downward trends in Drake Passage

transport over 2002-2016, which are statistically significant at the 95% level: -0.28

Sv/y in MetROMS and -0.17 Sv/y in low-resolution FESOM. This weakening of the

ACC may be driven by degradation of Southern Ocean interior water masses due

to spurious diapycnal mixing, as discussed in Section 2.4.1.4. Furthermore, drift in

the density structure may result from non-closure of the surface freshwater budget,

which is globally unconstrained by the bulk-flux approach of our simulations.

Since interior Southern Ocean processes operate on much longer timescales than

our experiments, and would require long spin-ups to equilibrate, simulated ACC

transport should be interpreted with caution and is not the focus of this intercom-
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parison project. Nonetheless, from a model development perspective it is useful to

discuss the strengths and weaknesses of MetROMS and FESOM in the open South-

ern Ocean. This region has been a major research focus for global ocean models in

recent years (e.g. Downes et al., 2015), and models which are able to accurately

simulate both the ACC and the Antarctic continental shelf will likely be in demand

in the near future.

2.4.1.2 Mixed layer depth

The surface mixed layer represents the portion of the ocean which is directly influ-

enced by the atmosphere. The depth of the mixed layer is a key indicator of the

strength of convection, and heat loss to the atmosphere resulting from convection

will influence water mass properties. Deep wintertime mixed layers adjacent to the

Antarctic coast are often the result of strong sea ice formation in polynyas, a process

which is examined in Section 2.4.2.3.

We calculate mixed layer depth using the density criterion of Sallée et al. (2013b):

the shallowest depth at which the potential density is at least 0.03 kg/m3 greater

than at the surface (or at the ice shelf interface, in the case of ice shelf cavities).

Summer (DJF) and winter (JJA) mixed layer depth in each simulation, averaged

over the period 2002-2016, are shown in Figure 2.3 for the entire Southern Ocean,

and Figure 2.4 zoomed into the Antarctic continental shelf. Figure 2.3 also includes

climatological observations by Pellichero et al. (2017) recalculated to use the same

definition of mixed layer depth as the models. We have not included these observa-

tions in Figure 2.4, as they are less reliable on the continental shelf due to insufficient

measurements.

In the ACC in summer (top row of Figure 2.3), MetROMS shows a ring of deeper

mixed layers around 100 m surrounding the region stratified by sea ice meltwater.

This spatial pattern agrees well with observations, but the magnitude somewhat

disagrees, as MetROMS’ mixed layers are too deep in the ACC and too shallow

elsewhere. FESOM has a much more uniform summer mixed layer depth which is

45 m (corresponding to the fourth layer in z-coordinate regions) throughout most of

the ACC, and generally shallower in the sigma-coordinate region of the continental

shelf. Both models have significantly deeper mixed layers in winter (bottom row of

Figure 2.3, note different colour scale) with the largest values in the northern branch

of the ACC where mode and intermediate waters subduct. Observations indicate

this feature should be strongest in the Pacific and Australian sectors. MetROMS

shows local maxima in both regions, but the magnitude in the Pacific sector (approx.

250 m) is still quite low. FESOM only captures this feature in the Pacific sector, but
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here it attains mixed layer depths in excess of 500 m which exceeds observations.

This overestimation is less pronounced at high resolution. Elsewhere in the ACC,

FESOM’s mixed layer depths (approx. 100 m) more or less agree with observations,

while in MetROMS they are too deep (approx. 200 m). The tendency of MetROMS

to have deeper mixed layers than FESOM may be influenced by the differing surface

stress between the two models (Section 2.2.7).

Zooming into the continental shelf, the water column is largely stratified in summer

(top row of Figure 2.4) but shows active regions of dense water formation in winter

(bottom row of Figure 2.4, note different colour scale). Both MetROMS and FESOM

form dense water in the inner Ross and Weddell Seas, with regions of mixed layer

depth exceeding 500 m. Convection appears to be stronger in FESOM where these

regions are deeper and more widespread, due to stronger sea ice production (Section

2.4.2.3). In the Weddell Sea, dense water formation is split into two regions on either

side of the Filchner-Ronne Ice Shelf front, with shallower mixed layers in the middle.

In the Ross Sea, both models show somewhat stronger convection on the western side

of the Ross Ice Shelf front, near McMurdo Sound, in agreement with observations

(Jacobs et al., 1979). A small region of dense water formation in western Prydz Bay,

adjacent to the Amery Ice Shelf, is also present in both models. These regions are in

agreement with observed bottom water formation sites (Foldvik et al., 2004; Gordon

et al., 2015; Herraiz-Borreguero et al., 2016). FESOM also exhibits deep mixed

layers (> 500 m) in the Amundsen Sea, which were observed in 2012 but are not a

consistent feature of this region (Dutrieux et al., 2014). The presence of CDW on the

Amundsen Sea continental shelf is sensitive to mixed layer depth, as a completely

destratified water column filled with cold shelf water will prevent the development

of a warmer bottom layer (Petty et al., 2013, 2014). This mechanism has been

proposed as a cause of cold biases in Amundsen Sea ice shelf cavities, and subsequent

underestimation of ice shelf melt rates, in FESOM (Nakayama et al., 2014). In our

simulations these deep mixed layers have some dependence on resolution, as they

cover nearly the entire Amundsen Sea at low resolution but are more restricted to the

ice shelf fronts at high resolution. Similarly, low-resolution FESOM exhibits locally

deepened mixed layers (approx. 250 m) near the southern entrance of George VI

Ice Shelf in the Bellingshausen Sea, while this feature is absent at high resolution.

Mixed layer depths in ice shelf cavities show no significant seasonality (note the

different colour scales for summer and winter in Figure 2.4), and are generally shallow

(< 50 m) except near regions of persistent refreezing, which forms marine ice. This

process increases salinity at the ice shelf base as fresh water is removed in the form of

frazil ice, providing a buoyancy forcing. Regions of marine ice formation are detailed

in Section 2.4.3, but their signature can be seen here. The most affected region is the

31



CHAPTER 2. INTERCOMPARISON

Figure 2.4: As Figure 2.3 for each model simulation, zoomed into the Antarctic
continental shelf.

central Ronne Ice Shelf, which has mixed layer depths of 300-400 m in MetROMS, 50-

80 m in low-resolution FESOM, and 70-120 m in high-resolution FESOM. Refreezing

in this region is indeed stronger and more widespread in MetROMS than in FESOM

(Section 2.4.3.1). All three simulations exhibit mixed layer depths exceeding 50 m in

much of the Ross Ice Shelf, which has large areas of refreezing (Section 2.4.3.5). Only

MetROMS shows increased mixed layer depths (approx. 70 m) along the western

edge of the Amery Ice Shelf, which is a region of refreezing in MetROMS but not in

FESOM (Section 2.4.3.3). Due to the lack of observations in ice shelf cavities, the

true mixed layer depths in these regions are unknown.

2.4.1.3 Water mass properties

Ice shelf melt rates and sea ice formation both influence, and are influenced by, water

mass properties on the continental shelf. Figure 2.5 plots the temperature/salinity

(T/S) distribution south of 65◦S in each simulation, averaged over 2002-2016, and

colour-coded based on depth. In this section we identify the different water masses

represented in Figure 2.5, and compare their properties between the two models. Due

to a scarcity of year-round measurements on the continental shelf, it is not feasible

to create a comparable figure using observations. However, limited observations of

some water masses exist, and are compared to the simulated water mass properties
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in the text below.

Just above the surface freezing temperature (dashed black lines in Figure 2.5, approx.

−2◦C) are two subsurface water masses (100-500 m depth). Low Salinity Shelf Water

(LSSW, < 34.5 psu) and High Salinity Shelf Water (HSSW, > 34.5 psu) are both

the result of sea ice formation, but HSSW is more affected by strong brine rejection.

LSSW shows similar properties in all three simulations, with minimum salinities

around 33.75 psu. HSSW is saltier in low-resolution FESOM (up to 35.1 psu) than

in high-resolution FESOM (up to 35 psu). This is the main difference between the

two FESOM simulations, which are otherwise very similar in terms of water mass

properties. MetROMS has fresher HSSW than either FESOM simulation, with

maximum salinities of approximately 34.8 psu. The differing salinity of HSSW in

each simulation corresponds to the relative rates of sea ice production, analysed in

Section 2.4.2.3.

At the higher end of the HSSW salinity range, and with temperatures up to −1◦C,

is surface water (0-50 m) from the Ross Sea polynya. This water mass is more

prominent in the FESOM distributions than in MetROMS, due to its higher salinity.

As with HSSW, FESOM’s Ross Sea polynya is saltier at low resolution.

The remainder of the surface water (50 m or shallower) is Antarctic Surface Water

(AASW) which has lower salinity, generally < 34 psu, with temperatures between

the surface freezing point and 1◦C. A spread of points with particularly low salinity

(< 33.7 psu) represents narrow embayments on the western side of the Antarctic

Peninsula, from which meltwater cannot easily escape.

The water mass below the surface freezing temperature is called Ice Shelf Water

(ISW). The only way that a water mass can fall below this line (neglecting numerical

error in tracer advection) is from interaction with an ice shelf base. The freezing

temperature of seawater decreases with depth, due to enhanced pressure, and at the

deepest grounding lines it can approach −3◦C. Water which melts or refreezes at

the ice shelf base will retain this freezing temperature until it is modified by mixing

or by melting/freezing at a different depth.

The temperature/salinity distributions of ISW follow distinct diagonals, where the

slope is the dilution ratio of melting/freezing ice in seawater (Gade, 1979). The

three deepest ice shelf cavities form the most prominent diagonals in Figure 2.5,

which are separate from each other due to the differing salinities of ISW produced

in each cavity. In order of increasing salinity, these diagonals represent the Amery,

the Filchner-Ronne, and the Ross Ice Shelf cavities. ISW beneath the Ross Ice

Shelf is saltiest in low-resolution FESOM and freshest in MetROMS, consistent

with the HSSW which feeds the cavity. In the Amery and Filchner-Ronne cavities,
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high-resolution FESOM displays deeper water masses than low-resolution FESOM,

which is due to its better representation of deep ice near the grounding line (Sections

2.4.3.3 and 2.4.3.1).

The remaining water masses, in the deep Southern Ocean, have much longer resid-

ence times and are therefore not fully spun up. Comparing their simulated properties

is useful to assess model drift (see also Section 2.4.1.4), but they should be evaluated

with caution.

Antarctic Bottom Water (AABW) is the deepest water mass (1000 m or deeper)

with simulated salinity > 34.5 psu and intermediate temperature (−1◦C to 1.5◦C).

In both MetROMS and FESOM, the deepest AABW (below 2000 m) forks into two

distinct branches on either side of 34.7 psu. The lower-salinity branch is Weddell Sea

Bottom Water (WSBW) and the higher-salinity branch is Ross Sea Bottom Water

(RSBW). Limited observations of these two water masses are available through

the World Ocean Circulation Experiment (WOCE) Atlas (Koltermann et al., 2011;

Talley , 2007): track A23 through the Weddell Sea (considering only the section

south of 65◦S, which has approximate longitude 20◦W, and below 2000 m) and

track S4P through the Ross Sea (considering only the section between 150◦E and

130◦W, which has latitude 67◦S, and below 2000 m). In these tracks, the salinity

of WSBW ranges from 34.65 to 34.7 psu, and RSBW from 34.68 to 34.72 psu. The

models’ tendency for WSBW to be fresher than RSBW is therefore supported by

observations, and both models are also in agreement with the observed salinity of

WSBW. However, they both overestimate the salinity of RSBW compared to these

observations, particularly FESOM which approaches 34.8 psu. Both water masses

have more uniform salinity in MetROMS than in FESOM, which is reflected by

narrower red lines in Figure 2.5.

The same WOCE tracks measure temperatures from −0.8◦C to −0.2◦C for WSBW,

Figure 2.5 (following page): Temperature-salinity distribution south of 65◦S for
MetROMS, low-resolution FESOM, and high-resolution FESOM, averaged over the
years 2002-2016, and coloured based on depth (note nonlinear colour scale). Each
grid box (in MetROMS) or triangular prism (in FESOM) is sorted into 1000× 1000
temperature and salinity bins. The depth shown for each bin is the volume-weighted
average of the depths of the grid boxes or triangular prisms within that bin. The
dashed black line in each plot is the surface freezing point, which has a slightly
different formulation between MetROMS and FESOM due to the different sea ice
thermodynamics schemes. The dotted grey lines are potential density contours in
kg/m3-1000. Labels show different water masses: AABW = Antarctic Bottom Water,
WSBW = Weddell Sea Bottom Water, RSBW = Ross Sea Bottom Water, CDW =
Circumpolar Deep Water, MCDW = Modified Circumpolar Deep Water, LSSW =
Low Salinity Shelf Water, HSSW = High Salinity Shelf Water, AASW = Antarctic
Surface Water, ISW = Ice Shelf Water. Slanted labels below the freezing point line
show specific ice shelves’ contributions to ISW.
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and −0.4◦C to 0.8◦C for RSBW. The observed tendency for WSBW to be colder

than RSBW is apparent in MetROMS (−0.5◦C to 0.75◦C for WSBW, 0.25◦C to

0.75◦C for RSBW) but the two water masses have approximately the same tem-

perature in FESOM (−1◦C to 1◦C). The colder varieties of RSBW are absent in

MetROMS, while FESOM reaches temperatures which are significantly colder than

WOCE observations. In both models, simulated WSBW is too warm. However,

these observations do not sample the full spatial extent of the water masses, so the

true temperature and salinity may have a larger range.

Circumpolar Deep Water (CDW) is shallower than AABW (200-1000 m) and warmer

(> 0◦C). In MetROMS, the temperature of CDW can exceed 3◦C, while it stays

below approx. 2.5◦C in FESOM. The warmer CDW in MetROMS is consistent

with increased southward spreading of warmer CDW from the north around most of

the continent, as discussed in Section 2.4.1.4. Observations of CDW in this region

suggest a temperature range of 0.3◦C to 2.5◦C (Schmidtko et al., 2014). Both models

exhibit curling, finger-like structures on the low-salinity (left) side of the CDW

distribution. These features represent meanders of the ACC over the boundary

of 65◦S, and these meanders transport different properties southward in different

geographical locations. As CDW enters the subpolar gyres, it mixes with other

water masses to produce cooler Modified Circumpolar Deep Water (MCDW).

2.4.1.4 Deep ocean drift

As our experiments do not include a full spin-up, it is useful to examine changes

in the properties of deep water masses during the simulations, and compare the

different ways the models are drifting. Some of these changes may be forced, as our

forcing period 1992-2016 is not a steady-state climate. Other changes may be due

to model deficiencies, such as artificial diapycnal mixing (by which water masses

over-mix) or sea ice biases affecting deep water formation.

Figure 2.6 shows meridional slices of temperature and salinity along 0◦E (Green-

wich Meridian), comparing the ECCO2 initial conditions for January 1992 (a) with

the January 2016 monthly average for MetROMS (b), low-resolution FESOM (c),

and high-resolution FESOM (d). Greater smoothing of the FESOM bathymetry

compared to MetROMS or ECCO2 is apparent, as deep ocean seamounts in the

coarse-resolution regions north of 55◦S are less pronounced. This is somewhat alle-

viated with higher resolution.

Antarctic Intermediate Water (AAIW), the subsurface water mass north of approx.

50◦S characterised by relatively low salinity (< 34.5 psu, shown as a black contour

in Figure 2.6), shows some degree of erosion in all three simulations. Difficulty
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Figure 2.6: Temperature in ◦C (left) and salinity in psu (right) interpolated to 0◦E
(Greenwich Meridian). Black contours show the 0.75◦C isotherm and the 34.5 psu
isohaline. (a) Initial conditions for January 1992, from the ECCO2 reanalysis (Mene-
menlis et al., 2008; Wunsch et al., 2009). (b), (c), (d) January 2016 monthly average
for MetROMS, low-resolution FESOM, and high-resolution FESOM respectively.

preserving AAIW is a very common problem among ocean models and is generally

attributed to spurious diapycnal mixing (England , 1993; England et al., 1993) with

a potential contribution from errors in surface forcing (Griffies et al., 2009). The
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erosion is most severe in MetROMS, and is combined with freshening of the under-

lying North Atlantic Deep Water (NADW). Since MetROMS has terrain-following

coordinates throughout the entire domain, whereas FESOM has z-coordinates every-

where except the Antarctic continental shelf, MetROMS would indeed be expected

to be more prone to diapycnal mixing in the deep ocean (Griffies et al., 2000),

particularly around steep regions of bathymetry such as seamounts. The degree of

AAIW erosion in MetROMS depends on the tracer advection scheme (Marchesiello

et al., 2009; Lemarié et al., 2012), and our choice of the Akima advection scheme

over the upwind third-order scheme (Section 2.2.4) was motivated by the less severe

diapycnal mixing in Akima. In FESOM, AAIW is slightly better preserved at low

resolution than at high resolution. This agrees with the results of Marchesiello et al.

(2009) showing that in non-eddy-resolving regimes, spurious diapycnal mixing tends

to increase as resolution is refined.

Another notable feature in Figure 2.6 is the larger volume of warm CDW (> 0.75◦C,

shown as a black contour) south of 60◦S in MetROMS. A slight warming of the

underlying AABW is also apparent, likely due to spurious entrainment of the CDW

through diapycnal mixing. The cause of this increased CDW upwelling in MetROMS

is not obvious. Warming and shoaling of CDW around most regions of Antarctica

has been observed over recent decades, and attributed to changes in wind stress

(Schmidtko et al., 2014; Spence et al., 2014, 2017). With these observations in mind,

it is possible that this behaviour is due to MetROMS’ surface exchange scheme,

which leads to stronger surface stress than in FESOM (Section 2.2.7). However,

CDW upwelling is also sensitive to the tracer advection scheme in MetROMS, and is

more severe with the upwind third-order advection scheme (Section 3.7). Therefore,

some component of numerical error could be an additional contributing factor.

2.4.1.5 Antarctic Slope Front

The Antarctic Slope Front (ASF), which separates the cold waters of the contin-

ental shelf from warmer offshore CDW, is a key determinant of cross-shelf transport

(Whitworth et al., 1998). The density gradient across the ASF is associated with a

geostrophic current, the Antarctic Slope Current, which travels westward along the

continental slope. This current is absent on the western side of the Antarctic Penin-

sula (including the Amundsen and Bellingshausen Seas), where observed cross-shelf

transport of CDW is plentiful.

Examination of the barotropic zonal velocity simulated by each model reveals an

Antarctic Slope Current of approximately 0.1 m/s travelling along the continental

shelf break of East Antarctica and the Weddell Sea. The current is generally nar-
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rower and faster in MetROMS than in either FESOM simulation, which may be due

to MetROMS’ rougher topography. In West Antarctica, all three simulations show

significantly weakened zonal transport, in agreement with observations (Whitworth

et al., 1998). However, some westward flow is still apparent, especially in FESOM.

This indicates that cross-shelf transport of CDW is inhibited in the Amundsen and

Bellingshausen Seas.

2.4.2 Sea ice

2.4.2.1 Concentration and extent

Sea ice concentration (the fraction of each grid cell covered by ice) and extent (the

area of grid cells with concentration exceeding 0.15) are the most convenient vari-

ables for model evaluation, due to the availability of satellite observations. These

variables are largely a reflection of atmospheric conditions, but are also influenced

by ocean processes, such as upwelling of warmer water from below, and the pathway

of the ACC. Here we compare with the NOAA/NSIDC Climate Data Record of

Passive Microwave Sea Ice Concentration (Meier et al., 2013) and the NSIDC Sea

Ice Index version 2 for sea ice extent (Fetterrer et al., 2016). We examine monthly

averages for February and September, which are the months of minimum and max-

imum Antarctic sea ice extent, respectively, over the period 1992-2015 (observations

for 2016 were not yet available at the time of writing).

Figure 2.7 compares time-averaged sea ice concentration (a) as well as timeseries

of total sea ice extent (b) for February and September, between NSIDC observa-

tions, MetROMS, low-resolution FESOM, and high-resolution FESOM. All three

of our simulations underestimate the sea ice minimum, which is a common bias

seen in other standalone ocean/sea-ice models forced with ERA-Interim (Kusahara

et al., 2017) as well as in fully coupled GCMs (Turner et al., 2013b). The majority

of simulated February sea ice is in the Weddell Sea (Figure 2.7a, top row), which

agrees with observations, although in both FESOM simulations it extends too far

northeast into the Weddell Gyre. Observed patches of coastal ice in the Amundsen

and Bellingshausen Seas, as well as along the coast of East Antarctica, are largely

absent in MetROMS and almost completely absent in FESOM. The timeseries in

Figure 2.7b (top panel) reveal that all three simulations underestimate February

total sea ice extent by approximately a factor of 2 compared to observations. How-

ever, they all display some of the observed interannual variability, such as the high

in 2008 and the low in 2011, likely because observed sea ice cover is imprinted on

the ERA-Interim atmospheric fields used to force the models.
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In FESOM, the sea ice minimum is slightly greater at high resolution. This difference

is driven by summertime conditions in the southern Weddell Sea and the east coast

of the Antarctic Peninsula. In the low-resolution mesh, smoother bathymetry near

the peninsula allows a spurious southward excursion of the southern boundary of

the ACC in summer, which carries warmer water into the region and melts more

sea ice.

The sea ice maximum in September is well captured by all three simulations, which

exhibit zonal asymmetry in line with observations (Figure 2.7a, bottom row). Sea

ice concentrations throughout most of the ice pack are lower in MetROMS (ap-

prox. 0.94) than in both FESOM simulations (approx. 0.995). Observations from

NSIDC fall in the middle (approx. 0.97), which is not significantly different from

either model if observational uncertainty is considered. Nonetheless, this difference

between the models influences the air-sea fluxes, which are modulated by the sea ice

concentration. For example, the ocean in MetROMS will experience slightly greater

wind stress than in FESOM, and therefore more turbulent mixing. In particular,

sea ice concentration affects the air-sea heat fluxes, which may shed some light on

the spurious Weddell Sea deep convection seen in MetROMS (without surface sa-

linity restoring) but not in FESOM, as described in Section 2.3.3. Winter sea ice

concentrations far below 1 in MetROMS allow frazil ice to form in the middle of

the ice pack, rather than being restricted to coastal polynyas. This introduces a

positive feedback by which brine rejection increases the sea surface salinity, causing

destabilisation of the water column and upwelling of warm water, which melts sur-

rounding sea ice and exposes more open water to the cold atmosphere. By contrast,

FESOM’s winter sea ice has concentrations near 1 almost everywhere, which shields

the ocean surface from atmospheric heat fluxes and the resulting frazil ice formation

and brine rejection. However, differences in vertical mixing schemes between the two

models could also affect their sensitivity to spurious Weddell Sea deep convection

(Timmermann and Beckmann, 2004), as discussed in Section 2.2.4.

While the general pattern of both models’ September sea ice agrees with obser-

vations, the northern edge of the ice pack is too far south in MetROMS and too

far north in FESOM, which is possibly related to differences in mixed layer depth

(Section 2.4.1.2) or in the path of the ACC. These discrepancies are reflected in

the timeseries of September sea ice extent (Figure 2.7b, bottom panel) where the

NSIDC observations fall between the MetROMS and FESOM simulations. Interan-

nual variability is well represented, with both models reproducing many of the highs

and lows seen in the observations. No significant difference in winter sea ice cover

is apparent between the low-resolution and high-resolution FESOM simulations.
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2.4.2.2 Thickness

Sea ice thickness is influenced by both thermodynamics (sea ice formation and melt)

and dynamics (sea ice transport). Observations of sea ice thickness are scarce and

have large uncertainties (Holland et al., 2014). A comprehensive evaluation of Met-

ROMS and FESOM with respect to sea ice thickness is therefore difficult, although

a comparison of the two models can still be made. Figure 2.8 shows seasonal aver-

ages of sea ice effective thickness (concentration times height) in each simulation,

averaged over 1992-2016.

Figure 2.8: 1992-2016 mean seasonal Antarctic sea ice effective thickness (concentra-
tion times height, measured in metres) for MetROMS, low-resolution FESOM, and
high-resolution FESOM.

Sea ice is generally thicker in MetROMS than in either FESOM simulation, par-

ticularly in the Weddell Sea, the Amundsen and Bellingshausen Seas, and along

the coastline of East Antarctica. This difference may be due to complex dynamic

processes such as ridging and rafting, which are not considered by single-layer sea

ice models such as the one used in FESOM. However, FESOM’s coastal sea ice is

slightly thicker at high resolution, particularly in the Amundsen and Bellingshausen

Seas.
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In MetROMS, a particularly thick region of sea ice (approx. 3 m) exists on the

western edge of the Weddell Sea, along the Antarctic Peninsula. This feature is also

present in IceSAT observations (Kurtz and Markus , 2012; Holland et al., 2014), and

in-situ measurements of second-year ice in the western Weddell Sea find thicknesses

of 2.4 to 2.9 m (Haas et al., 2008). The region of thick ice is less pronounced, but still

visible, in the high-resolution FESOM simulation. In low-resolution FESOM, the

southward excursion of the southern boundary of the ACC in summer (see Section

2.4.2.1) prevents multi-year ice from building up in this region, so the feature is

mostly absent. All three simulations show some sign of the Ronne Polynya in winter

(JJA) and spring (SON), with thinner sea ice near the Ronne Depression. Thicker

ice is present directly in front of the Filchner Ice Shelf, especially in FESOM.

Both models generally agree with the thickness climatology of Worby et al. (2008),

who found that most Antarctic sea ice is thinner than 1 metre, with the exception

of the western Weddell Sea where a significant proportion of ice is between 1 and 2

metres thick.

2.4.2.3 Sea ice production

As discussed in Section 2.4.1.2, the strength of sea ice formation is a key determinant

of mixed layer depth, particularly in coastal polynyas on the Antarctic continental

shelf where most sea ice is formed. Figure 2.9 compares sea ice production in each

simulation to the observation-based estimate of Tamura et al. (2016). Sea ice pro-

duction is integrated over 1◦ longitude bins on the continental shelf (defined as in

Section 2.3.3), and averaged over the observed period 1992-2013. Note that Tamura

et al.’s calculation is integrated daily, but sea ice production in the models is cal-

culated based on 5-day averaged fluxes. These fluxes account for both melting and

freezing, so sea ice production is only accumulated over 5-day periods with net freez-

ing. As a result, diagnosed sea ice production in the models may be underestimated

in regions which switch between melting and freezing on the 1-5 day timescale, but

this discrepancy is expected to be small.

Compared to Tamura et al., all three simulations overestimate sea ice production in

the Ross and Weddell Seas; this bias is somewhat larger in FESOM and is slightly

alleviated at high resolution. In Prydz Bay, all three simulations display a peak in

sea ice formation; here FESOM agrees with observations, but MetROMS produces

an overestimate. Further east in the Australian Sector, the models struggle to

capture the observed peaks in sea ice formation seen in small coastal polynyas,

such as the Dalton Polynya near 120◦E. The Amundsen Polynya (approx. 110◦W)

is also not well captured by the models. However, further east in the Amundsen
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Figure 2.9: Sea ice production (109 m3/y) on the continental shelf (defined as regions
south of 60◦S with bathymetry shallower than 1500 m), integrated over 1◦ longitude
bins. Results are shown for MetROMS, low-resolution FESOM, high-resolution FE-
SOM, and the observation-based estimate of Tamura et al. (2016) which uses ERA-
Interim heat fluxes for its calculation.

Sea (approx. 105◦W), near the Pine Island and Thwaites Ice Shelf fronts, FESOM

overestimates sea ice production. The implications of these regional biases for water

mass properties and ice shelf melt rates are discussed in Section 2.4.3.

Note that Tamura et al.’s calculation makes use of heat flux values from ERA-

Interim, in addition to satellite observations of sea ice. Therefore, if biases in ERA-

Interim are affecting our simulations, they may also be affecting Tamura et al.’s

estimates to some extent.

2.4.3 Ice shelf cavities

Basal melting of Antarctic ice shelves comprises a substantial source of freshwater

entering the Southern Ocean. Rignot et al. (2013) estimate, based on observations

for the period 2003-2008, that total ice shelf basal mass loss occurs at a rate of

1325±235 Gt/y. This estimate is prone to errors in the calculation of basal melting at

ice shelf fronts (where separating basal melting from calving is not straightforward)

and relies on atmospheric reanalyses which in turn have limited observations from

which to downscale. Another observation-based estimate, by Depoorter et al. (2013),

is similar at 1454± 174 Gt/y.

All three model simulations underestimate total ice shelf basal mass loss with respect

to these observations, roughly by a factor of two. The simulated mass loss, averaged

over 2002-2016, is 642 Gt/y for MetROMS, 586 Gt/y for low-resolution FESOM, and

739 Gt/y for high-resolution FESOM. A closer examination of individual ice shelves
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MetROMS FESOM FESOM Rignot
low-res high-res et al.

1. Filchner-Ronne 46.0 (-) 113.8 115.4 155.4± 45
2. Eastern Weddell Region
Brunt & Riiser-Larsen 29.2 (+) 33.4 (+) 34.6 (+) 9.7± 16
Fimbul & Jelbart & Ekstrom 30.3 41.8 (+) 52.4 (+) 26.8± 14
Nivl 3.4 5.4 5.9 3.9± 2
Lazarev 2.9 (-) 4.9 4.9 6.3± 2
Baudouin & Borchgevink 28.4 35.7 36.5 21.6± 18
Prince Harald 5.4 (+) 2.1 (+) 2.6 (+) −2± 3
3. Amery 91.0 (+) 71.0 (+) 71.4 (+) 35.5± 23
4. Australian Sector
West 11.5 (-) 10.2 (-) 12.7 (-) 27.2± 10
Shackleton 14.3 (-) 17.4 (-) 22.7 (-) 72.6± 15
Totten & Moscow University 9.5 (-) 4.4 (-) 9.3 (-) 90.6± 8
Mertz 4.1 (-) 2.6 (-) 4.6 (-) 7.9± 3
5. Ross Sea
Ross 53.8 95.1 (+) 112.0 (+) 47.7± 34
Sulzberger 14.0 (-) 6.5 (-) 9.2 (-) 18.2± 3
Nickerson 5.3 2.0 (-) 4.1 4.2± 2
6. Amundsen Sea
Getz 88.1 (-) 21.3 (-) 30.6 (-) 144.9± 14
Dotson 9.1 (-) 1.6 (-) 3.7 (-) 45.2± 4
Thwaites 7.4 (-) 2.5 (-) 5.9 (-) 97.5± 7
Pine Island 20.5 (-) 1.9 (-) 9.5 (-) 101.2± 8
7. Bellingshausen Sea
Abbot 25.0 (-) 21.9 (-) 36.3 51.8± 19
Stange 6.1 (-) 5.1 (-) 10.9 (-) 28.0± 6
George VI 48.4 (-) 14.0 (-) 32.5 (-) 89.0± 17
Wilkins 8.1 8.6 11.3 18.4± 17
8. Larsen Ice Shelves
Larsen C 18.2 35.2 54.7 20.7± 67
Larsen D 2.9 2.1 3.3 1.4± 14
Total Antarctica 642 (-) 586 (-) 739 (-) 1325± 235

Table 2.1: Ice shelf basal mass loss (Gt/y) for all ice shelves with area exceeding 5000
km2 as measured by Rignot et al. (2013). In some cases multiple ice shelves have been
combined (eg Brunt & Riiser-Larsen) because the boundaries between them in the
model domains are not distinct. The ice shelves have been sorted into the eight
regions analysed in Section 2.4.3. Values are shown for the MetROMS, low-resolution
FESOM, and high-resolution FESOM simulations averaged over the years 2002-2016,
and are compared to the range of observational estimates given by Rignot et al. for
the period 2003-2008. Mass loss values from model simulations are marked with (-)
or (+) if they fall below or above (respectively) the range given by Rignot et al.

shows that the bias in our simulations is a regional phenomenon. Table 2.1 compares

simulated basal mass loss to Rignot et al.’s estimates for 25 ice shelves, organised

into eight regions. The model biases are summarised in Figure 2.10, which plots

the difference between the simulated values and Rignot et al.’s central estimates, as

well as the uncertainty range, for each ice shelf. All three simulations underestimate

mass loss for ice shelves in the Amundsen Sea, Bellingshausen Sea, and Australian

Sector. These three regions include many warm-cavity ice shelves which, despite

their small areas, exhibit substantial basal mass loss in observations. Ice shelves
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in the remaining five regions generally show either agreement between our model

simulations and Rignot et al.’s observations, or an overestimation of mass loss by the

models (with the main exception being MetROMS’ underestimation of the Filchner-

Ronne Ice Shelf). The following sections will analyse these eight regions in more

detail.

Figure 2.10: Difference between simulated ice shelf basal mass loss (2002-2016 av-
erage) and the central estimate given by Rignot et al. (2013) for each ice shelf in
Table 2.1, in MetROMS (blue), low-resolution FESOM (purple), and high-resolution
FESOM (green). The uncertainty ranges of Rignot et al. are also shown with black
error bars. The eight regions specified in Table 2.1 are labelled as follows: FR =
Filchner-Ronne, EWed = Eastern Weddell Region, Am = Amery, Aus = Australian
Sector, RS = Ross Sea, AS = Amundsen Sea, BS = Bellingshausen Sea, Lr = Larsen
Ice Shelves.

While biases in ice shelf mass loss are largely region-specific, several overarching

factors are worth mentioning here. First, neither MetROMS nor FESOM considers

the effects of tides. Since the heat and salt transfer coefficients in both models

depend on ocean velocity adjacent to the ice shelf base, tidal currents would be

expected to increase both melting and refreezing rates in all ice shelf cavities. Tides

also cause enhanced vertical mixing, which further influences melt rates (Gwyther

et al., 2016). Next, insufficient horizontal resolution is likely to cause an underestim-

ation of eddy transport of warm CDW onto the continental shelf; this phenomenon

is discussed more fully in Section 2.4.3.6. Finally, biases in the ERA-Interim at-

mospheric forcing could affect water mass properties and therefore ice shelf melt
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rates; this is difficult to test due to a lack of observations around Antarctica. Note

also that the area of a given ice shelf in model simulations does not necessarily

agree with the area used in Rignot et al.’s calculations, particularly for small ice

shelves which are not well resolved by the models. Such disagreements may bias

our comparison. However, a comparison of area-averaged basal melt rates rather

than area-integrated basal mass loss (not shown) shows essentially the same biases.

Furthermore, a comparison with the mass loss estimates of Depoorter et al. (2013)

yields a similar pattern of biases.

The average annual minimum in total basal mass loss (calculated over 5-day averages

between 2002 and 2016) is 490 Gt/y for MetROMS, 323 Gt/y for low-resolution FE-

SOM, and 379 Gt/y for high-resolution FESOM. The corresponding average annual

maximum values are 1017 Gt/y, 1589 Gt/y, and 1988 Gt/y respectively. Note that

the seasonal cycle is larger in FESOM than in MetROMS, which is likely related to

greater summertime melting near ice shelf fronts. Transport of warm AASW into

ice shelf cavities is enhanced by FESOM’s more significant smoothing of the ice shelf

front, as discussed in the following sections.

Interannual variability in ice shelf melting is relatively small. In all three simulations,

the standard deviation in annually averaged mass loss from individual ice shelves is

typically 10-20% of their 2002-2016 mean. Furthermore, the mean and median of the

annually averaged values are typically very similar (within 10% of each other) which

indicates that the long-term average is not skewed by a few years of unusually high or

low melt. The main exceptions are the Larsen C and D Ice Shelves in FESOM, which

experience large spikes in mass loss in some summers but not others. This behaviour

is tied to the sea ice cover, as FESOM occasionally has ice-free summers along the

peninsula, allowing warmer AASW to develop. In MetROMS, the Shackleton Ice

Shelf shows the highest interannual variability in mass loss. Here a few cells on the

western edge of the ice shelf are undercut by the Antarctic Coastal Current, bringing

periodic pulses of high melt.

To aid our intercomparison, we have categorised the water in ice shelf cavities into

five water masses based on discrete temperature and salinity bounds, defined in

Table 2.2: ISW, MCDW, HSSW, LSSW, and AASW. Figure 2.11 plots the per-

cent volume of each water mass in ice shelf cavities, for the eight regions specified

in Table 2.1 as well as the total for all Antarctic ice shelf cavities. These propor-

tions are based on temperature and salinity fields averaged over 2002-2016 for each

simulation, and neglect the seasonal cycle. AASW, which is mostly a summertime

phenomenon, may therefore be obscured. For Antarctica as a whole (Figure 2.11i),

both FESOM simulations have more MCDW and HSSW, and less ISW and LSSW,

than in MetROMS. These differences are more pronounced in low-resolution FE-
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SOM, while high-resolution FESOM is more similar to MetROMS. The water mass

proportions in each region (Figure 2.11a to 2.11h), and consequently the reasons

for the overarching differences between the three models, will be analysed in the

following sections.

T (◦C) S (psu)
ISW T < Tf

AASW T ≥ Tf S < 34
LSSW Tf ≤ T ≤ −1.5 34 ≤ S < 34.5
HSSW Tf ≤ T ≤ −1.5 S ≥ 34.5

MCDW T > −1.5 S ≥ 34

Table 2.2: Potential temperature (T ) and salinity (S) ranges used to categorise water
masses in ice shelf cavities in Figure 2.11. Tf is the surface freezing point as in Figure
2.5. All acronyms are the same as in Figure 2.5.

Figure 2.11: Proportions of different water masses (defined in Table 2.2) as percentage
volumes in ice shelf cavities for each simulation, based on temperature and salinity
fields averaged over 2002-2016. Results are shown for the eight regions specified in
Table 2.1 (a-h) as well as the total for all Antarctic ice shelves (i). All acronyms are
the same as in Figure 2.5.

2.4.3.1 Filchner-Ronne Ice Shelf

The Filchner-Ronne Ice Shelf (FRIS) is the largest ice shelf in the Weddell Sea region

and the second largest (by area) in Antarctica. However, its melt rates are quite

low away from the grounding line, leading to relatively modest basal mass loss for

its size. For both FESOM simulations, basal mass loss for FRIS falls within the

range of observations given by Rignot et al. (Table 2.1.1). MetROMS significantly

underestimates this rate, simulating about half the lower bound given by Rignot

et al.. Figure 2.12a shows the spatial distribution of this mass loss in the three
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simulations, with two-dimensional ice shelf melt/freeze fields averaged over 2002-

2016.

Circulation patterns in the FRIS cavity have been inferred from a few sub-ice shelf

observations (Nicholls and Østerhus , 2004; Nicholls and Johnson, 2001) and feature

anticyclonic flow around Berkner Island, a cyclonic gyre in the Filchner Ice Shelf

cavity, and HSSW inflow into the western Ronne Ice Shelf cavity via the Ronne

Depression. MetROMS displays the anticyclonic flow around Berkner Island (Figure

2.12b), which is stronger on the western and southern sides, corresponding with

locally increased melt rates. Circulation in the Filchner Ice Shelf cavity is weak

but mostly cyclonic. However, the observed refreezing immediately east of Berkner

Island (Joughin and Padman, 2003; Rignot et al., 2013) is absent.

In FESOM, southward flow of HSSW on the western flank of the Filchner Depression

drives a relatively strong anticyclonic gyre in the Filchner cavity. Melting is therefore

apparent on the western side of the Filchner Ice Shelf front, with refreezing associated

with outflow in the east. This pattern is opposite to observations and may be caused

by FESOM’s strong HSSW formation in the Filchner Depression, as evidenced by

deep wintertime mixed layers in Figure 2.4. Melting at the Filchner Ice Shelf front

is stronger in the low-resolution FESOM simulation than the high-resolution, with

vigorous melting immediately east of Berkner Island. This feature is likely due to

the slightly smoother ice shelf front in the low-resolution simulation (Figure 2.12e),

which allows for greater transport of warm AASW into the cavity. At the southern

coast of Berkner Island, FESOM’s inflowing current splits into two branches, one

continuing westward along the southern edge of the Ronne Ice Shelf cavity, and the

other turning northward to continue the cyclonic flow around the island.

In the Ronne Ice Shelf cavity, observations by Rignot et al. as well as Joughin and

Padman (2003) indicate significant areas of refreezing in the interior combined with

melting at the ice shelf front. MetROMS captures both of these features. FESOM

exhibits refreezing in the interior (albeit weaker than in MetROMS) but also at the

ice shelf front, with a band of melting between the two regions. At the western edge

of the cavity, a narrow band of refreezing associated with outflow is present in both

MetROMS and FESOM, which agrees with observations by Nicholls et al. (2004).

In MetROMS, the strongest melting occurs in the pockets of deep ice at the back of

the cavity. Compared to the remote sensing observations of Joughin and Padman

(2003), MetROMS overestimates melt rates in these regions of the Filchner Ice Shelf,

but underestimates them for the Ronne Ice Shelf. In FESOM, melting is weaker and

more widespread along these grounding line regions, which more or less agrees with

Joughin and Padman’s observations for the Filchner grounding line, although melt
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rates in the interior Filchner Ice Shelf are too high. These grounding line regions are

largely bypassed by the gyre transporting HSSW through the Filchner cavity, and

therefore remain cooler and fresher. There may also be a small effect from FESOM’s

greater smoothing of the ice shelf draft, which causes the deepest ice to shoal by

approximately 100 m. All else being equal, shallower ice melts more slowly due to

its increased in-situ freezing point. In this situation, the increase is approximately

0.076◦C, which is likely to be overwhelmed by other factors. The pockets of deep ice

are better preserved in the high-resolution FESOM mesh than the low-resolution,

and show no significant changes in melt rate. Instead, the slightly thinner water

column further inhibits HSSW transport to these grounding line regions, where the

temperature is slightly cooler. This tendency for changes in velocity to offset changes

in the in-situ freezing point in the FRIS cavity was demonstrated by Timmermann

and Goeller (2017) for a fully coupled configuration with an evolving ice shelf draft.

Other FESOM simulations focusing on FRIS exhibit somewhat different melt rate

patterns. For example, Timmermann and Goeller (2017) simulate more vigorous

melting near the grounding line, as well as a larger area of refreezing in the interior

Ronne Ice Shelf which does not quite extend to the ice shelf front. However, these

simulations used a different atmospheric forcing dataset, which may influence sea

ice formation patterns and consequently sub-ice shelf circulation. Additionally, the

mesh used by Timmermann and Goeller has higher resolution at the FRIS grounding

line (approx. 1 km), which may allow for better representation of ocean velocities

beneath the deepest ice.

With respect to water mass properties, Figure 2.11a reveals that the FRIS cavity in

MetROMS is almost entirely filled with ISW, with a small contribution from HSSW

(< 5%). This dominance of ISW indicates that it has a relatively long simulated

residence time in the FRIS cavity. FESOM’s stronger dense water formation in

the Filchner Depression means that HSSW has a much larger presence (approx.

40%), indicating more rapid flushing of the cavity; this effect is slightly lessened

at high resolution. As a result, FESOM has warmer and saltier bottom water

than MetROMS in most of the FRIS cavity (Figures 2.12c and 2.12d). However,

observations south of Berkner Island (Nicholls and Johnson, 2001) reveal bottom

Figure 2.12 (following page): The Filchner-Ronne Ice Shelf cavity in MetROMS
(left), low-resolution FESOM (middle), and high-resolution FESOM (right). All fields
are averaged over the period 2002-2016. (a) Ice shelf melt rate (m/y). (b) Vertically
averaged ocean velocity (m/s), where the colour scale shows magnitude and the arrows
show direction. (c) Bottom water temperature (◦C). (d) Bottom water salinity (psu).
(e) Ice shelf draft (m) as seen by each model. In (b), (c), and (d), the ice shelf front
is contoured in black. Rn = Ronne Ice Shelf, Fi = Filchner Ice Shelf, RDp = Ronne
Depression, FDp = Filchner Depression, BI = Berkner Island.
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water temperatures around−2.2◦C, which implies that both MetROMS and FESOM

are too warm. The fact that MetROMS still underestimates total basal mass loss,

despite a warm bias, suggests that its relatively weak circulation and long residence

time are to blame for low melt rates.

The exceptionally large tides of the Weddell Sea (Foldvik et al., 1990), with tidal

velocities up to 1 m/s (Robertson et al., 1998), are understood to have a strong

impact on FRIS melt rates. Indeed, inclusion of tides in one regional model of the

southern Weddell Sea caused basal mass loss from FRIS to approximately double

(Makinson et al., 2011). Another model (Mueller et al., 2018) found no significant

change in total mass loss, but rather an amplification of existing melt and freeze

patterns. As mentioned previously, neither MetROMS nor FESOM considers these

effects.

2.4.3.2 Eastern Weddell Region

We define the Eastern Weddell region as the line of ice shelves east of FRIS, stretch-

ing along the coastline of Queen Maud Land, from the Brunt Ice Shelf in the west to

the Prince Harald Ice Shelf in the east. Compared with the values given by Rignot

et al. (Table 2.1.2), all three simulations overestimate basal mass loss from the com-

bined Brunt and Riiser-Larsen Ice Shelves as well as the Prince Harald Ice Shelf.

Both FESOM simulations also overestimate mass loss from the combined Fimbul,

Jelbart, and Ekstrom Ice Shelves. Simulated mass loss for the other ice shelves in the

Eastern Weddell region generally falls within the observational estimates. However,

some of the ice shelves are so small that they are barely resolved by the MetROMS

grid or the low-resolution FESOM mesh, particularly the Nivl, Lazarev, and Prince

Harald Ice Shelves.

A notable feature of the Eastern Weddell region is an overhang of some ice shelf

fronts past the continental shelf break, which in our simulations allows the Antarctic

Coastal Current to undercut the ice shelf (Figure 2.13b). This process is particularly

strong in MetROMS, where increased velocity corresponds with vigorous melting at

the fronts of the Brunt, Riiser-Larsen, and Fimbul Ice Shelves, with weaker melting

or refreezing further back in the cavities (Figure 2.13a). This pattern more or less

agrees with observations by Langley et al. (2014) for the Fimbul Ice Shelf. FESOM

has a weaker coastal current than MetROMS in this region, and melting is less

concentrated at the ice shelf fronts. In general, melting is stronger in the high-

resolution FESOM simulation than the low-resolution.

Observations of Eastern Weddell ice shelf cavities are scarce, but mooring data does

exist for the Fimbul Ice Shelf (Hattermann et al., 2012). It reveals a generally
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Figure 2.13: (a), (b): As Figure 2.12a and 2.12b for the Eastern Weddell ice shelf
cavities. (c) Temperature (◦C) and (d) salinity (psu) interpolated to 1◦W, through
the Fimbul Ice Shelf. Br = Brunt Ice Shelf, RiL = Riiser-Larsen Ice Shelf, Ek =
Ekstrm Ice Shelf, Je = Jelbart Ice Shelf, Fm = Fimbul Ice Shelf, Nv = Nivl Ice Shelf,
Lz = Lazarev Ice Shelf, Bo = Borchgrevink Ice Shelf, Bd = Baudouin Ice Shelf, PH
= Prince Harald Ice Shelf.

cold cavity with temperatures around −1.9◦C and salinities around 34.3 psu, with

occasional intrusions of warmer, saltier MCDW at depth, and seasonal melting at

the ice shelf front driven by AASW. For comparison, Figures 2.13c and 2.13d plot

meridional slices of simulated temperature and salinity through the Fimbul Ice Shelf

cavity at 1◦W. All three of our simulations show a warmer and (in the case of

FESOM) saltier cavity than seen in the range of mooring readings (see Figure 2 of

Hattermann et al.). It appears that MCDW is mixing too readily into the cavity,

particularly in FESOM where the continental shelf break is more gently sloping

due to smoothing of the bathymetry (Figures 2.13c and 2.13d, first column vs.
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second and third columns). The high-resolution FESOM mesh has a slightly steeper

continental shelf break than the low-resolution mesh, and the cavity is slightly cooler

and fresher, indicating that oversmoothing of the continental shelf break may be a

contributing factor in the increased transport of MCDW.

For the Eastern Weddell region as a whole, FESOM has proportionally more MCDW

in ice shelf cavities than MetROMS, as evidenced by Figure 2.11b. As for the Fimbul,

this effect is slightly lessened at high resolution. The Eastern Weddell cavities in

MetROMS are more dominated by LSSW (approx. 50%) with a small amount of

ISW (< 5%). Traces of AASW are present in both FESOM simulations but not in

MetROMS, although it may still exist on a seasonal basis.

2.4.3.3 Amery Ice Shelf

All three model simulations overestimate basal mass loss from the Amery Ice Shelf,

by about 50% above the upper bound given by Rignot et al. for MetROMS, and

about 20% for both FESOM simulations (Table 2.1.3). However, the sources of this

bias are quite different between the two models.

In MetROMS, the majority of melting occurs near the grounding line (Figure 2.14a),

which has one of the deepest ice shelf drafts in Antarctica (> 2000 m) (Galton-

Fenzi et al., 2008). A cyclonic circulation pattern is apparent (Figure 2.14b), with

refreezing along the western side of the cavity. This spatial distribution of melting

and freezing agrees with observations (Wen et al., 2010; Rignot et al., 2013) and with

previous modelling (Galton-Fenzi et al., 2012), but the melting at the grounding

line appears to be too strong (> 40 m/y) and the refreezing too weak and over

an insufficient area. These two biases combine to cause the overestimation of total

basal mass loss simulated by MetROMS. It is possible that both biases could be

addressed with an explicit frazil ice parameterisation with multiple size classes, as

Galton-Fenzi et al. (2012) showed that including such a parameterisation in ROMS

both reduced melting at the grounding line and increased refreezing on the western

side of the cavity. Additionally, the back of the Amery Ice Shelf cavity is very steep

and not well resolved by MetROMS, which could lead to pressure gradient errors

causing excessive melt.

FESOM exhibits much weaker melting than MetROMS at the back of the cavity,

even though bottom water temperatures are at least as warm (Figure 2.14c). We

attribute this discrepancy at least partly to shoaling of the ice shelf draft from

oversmoothing in our FESOM setups, which raises the in-situ freezing point and

therefore reduces melting. The Amery draft is so steep that in order for a FESOM

mesh to preserve the > 2000 m deep ice near the grounding line, resolution of 1.5
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Figure 2.14: As Figure 2.12, for the Amery Ice Shelf cavity. PB = Prydz Bay.

km or finer is required throughout the entire cavity. However, experimentation with

such a mesh revealed severe time step limitations: even a 1 minute time step was

prone to numerical instabilities, compared to the 10 minute and 9 minute time steps

which are stable for the two FESOM meshes we present here. Due to the compu-

tational expense, we chose not to pursue simulations with this experimental mesh.

Nonetheless, some improvement can be seen between the low-resolution mesh and

the high-resolution mesh (Figure 2.14e), in which the deep ice has shoaled by ap-
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proximately 1000 m and 800 m respectively compared to the source topography. The

corresponding increases in the in-situ freezing point are 0.76◦C and 0.61◦C. In the

high-resolution simulation, melt rates near the grounding line exceed 10 m/y on the

eastern flank, which is approximately double that of the low-resolution simulation.

Such a strong response is not due to the in-situ freezing point alone, which is only

modestly different between the two simulations. Increased velocities near the back

of the cavity, possibly due to the steeper ice draft or better resolved currents, also

have an effect.

In both FESOM simulations, significant melting also occurs near the ice shelf front

and throughout the outer third of the ice shelf, at a higher rate (up to 5 m/y) than

in MetROMS. This melting is somewhat lessened at high resolution, offsetting the

increased melt rates at the grounding line. It occurs primarily in summer, leading

to a large seasonal cycle in total basal mass loss for the entire ice shelf. Average

annual minimums and maximums (calculated over 5-day averages between 2002 and

2016) are 27 Gt/y and 451 Gt/y for low-resolution FESOM, and 30 Gt/y and 309

Gt/y for high-resolution FESOM. In comparison, MetROMS has an average annual

minimum of 78 Gt/y and maximum of 119 Gt/y. The seasonality and resolution-

dependence of melting in the outer third of the cavity suggest that it is driven by

warm AASW subducting beneath an oversmoothed ice shelf front. Circulation in

FESOM is predominantly anticyclonic, with no significant areas of refreezing. This

reversed circulation shows little sensitivity to the improved cavity geometry at high

resolution, indicating that it is more likely driven by hydrography, as for the Filchner

Ice Shelf (Section 2.4.3.1).

Bottom water in FESOM is warmer and saltier than in MetROMS throughout the

cavity (Figures 2.14c and 2.14d); these differences are lessened at higher resolution.

Figure 2.11c indicates that the Amery cavity is dominated by LSSW in both Met-

ROMS and high-resolution FESOM, with smaller contributions from ISW (5-20%)

and MCDW (< 5%). Low-resolution FESOM has significantly more MCDW in the

cavity (approx. 40%), which may be tied to oversmoothing of the continental shelf

break as for the Fimbul Ice Shelf (Section 2.4.3.2).
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2.4.3.4 Australian Sector

Travelling east from the Amery, the remainder of the Australian sector of Antarctica

contains numerous small ice shelves along the coast of Wilkes Land, including the

West, Shackleton, Totten, and Mertz Ice Shelves. Rignot et al. estimate relatively

high melt rates for these ice shelves, which all three of our simulations fail to capture

(Table 2.1.4).

There are several potential reasons for this consistent underestimation. First, the

observed production of HSSW which drives the majority of melting for cold-cavity

ice shelves (Jacobs et al., 1992) is enhanced in this region by many small polynyas

which are kept open by grounded icebergs (Kusahara et al., 2010; Gwyther et al.,

2014) and coastline geometry (Tamura et al., 2008). Neither MetROMS nor FESOM

considers grounded icebergs in the configurations used here, which may explain why

sea ice production is underestimated in this region (Section 2.4.2.3), implying a

lack of HSSW. In fact, Figure 2.11d reveals no year-round presence of HSSW in

Australian sector ice shelf cavities for any of the three simulations. The dominant

water mass from sea ice formation is instead LSSW, which is fresher and less dense.

Whether enhanced production of HSSW would lead to a decrease or increase in

basal melting depends on the local hydrography. For example, flooding a cavity

with relatively cold HSSW formed in coastal polynyas could prevent any nearby

MCDW from accessing the cavity, in which case stronger polynyas would lead to

decreased melt rates (Cougnon et al., 2013; Khazendar et al., 2013; Gwyther et al.,

2014). Indeed, MCDW has recently been observed in front of the Totten Ice Shelf

(Greenbaum et al., 2015; Rintoul et al., 2016; Silvano et al., 2017) which could

be a factor in its considerable melt rate. However, MCDW can only access the

cavity through a trough in the continental shelf which was previously unknown

and therefore not included in RTopo-1.05 (Greenbaum et al., 2015). Even if this

trough was included in the bathymetry datasets used by MetROMS and FESOM,

the models would likely not resolve such a small-scale feature without increased

resolution. As seen in Figure 2.11d, a significant amount of MCDW is still present

in Australian sector ice shelf cavities for all three simulations (approx. 20% in

MetROMS, 85% in low-res FESOM, and 75% in high-res FESOM). However, the

fairly wide temperature range of water masses we consider to be MCDW (Table 2.2)

means that the degree of modification is important for ice shelf melting.

Simulated ice shelf melt rates are shown for the Australian sector in Figure 2.15a.

Melt rates in MetROMS are generally more concentrated at the ice shelf front,

and in FESOM more uniform throughout the cavities. As suggested by FESOM’s

greater proportion of MCDW in Figure 2.11d, FESOM has slightly warmer and (in
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the case of low-resolution FESOM) saltier bottom water in most ice shelf cavities

(Figures 2.15b and 2.15c). This is despite the fact that bottom water offshore of

the continental shelf is warmer in MetROMS (approx. 0.5◦C) than in either FE-

SOM simulation (approx. −0.2◦C), and indicates that cross-shelf heat transport is

stronger in FESOM. Melt rates are enhanced in the high-resolution FESOM simula-

tion compared to low-resolution, and in most cases are also higher than MetROMS.

This pattern is likely due to stronger circulation as shown for the Totten Ice Shelf

in Figure 2.15d. The MetROMS grid and low-resolution FESOM mesh cannot ad-

equately resolve circulation in such a small cavity, which is represented by only

a few dozen grid boxes or triangular elements. Resolution is still less than ideal

for the high-resolution FESOM mesh, but this simulation manages to develop an

anticyclonic gyre beneath the ice shelf. Stronger transport through the cavity at

high resolution, as well as increased transfer coefficients due to the faster velocity,

causes basal mass loss for the Totten Ice Shelf to more than double compared to the

low-resolution FESOM simulation, even though temperatures are slightly higher in

the latter simulation. By comparison, the ROMS configuration of Gwyther et al.

(2014) for the Totten region was even higher resolution (approx. 3 km), and instead

simulated a cyclonic gyre.

Figure 2.15 (following page): (a), (b), (c): As Figure 2.12a, 2.12c, and 2.12d for
the Australian Sector ice shelf cavities. The dashed black lines in (b) and (c) show
the 1500 m isobath, which approximates the continental shelf break. (d) As Figure
2.12b, zoomed into the Totten Ice Shelf cavity (region outlined in the rightmost panel
of (a)). We = West Ice Shelf, Sh = Shackleton Ice Shelf, Tt = Totten Ice Shelf, MU
= Moscow University Ice Shelf, Mz = Mertz Ice Shelf.
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2.4.3.5 Ross Sea

For the Ross Ice Shelf, the largest in Antarctica (by area), MetROMS falls within

Rignot et al.’s estimate of basal mass loss while both FESOM simulations produce an

overestimate (Table 2.1.5). In this region we also include the nearby Sulzberger Ice

Shelf, for which all three simulations underestimate basal mass loss, and the Nicker-

son Ice Shelf, for which MetROMS and high-resolution FESOM agree with Rignot

et al.’s observations, but low-resolution FESOM produces a slight underestimate.

All simulations show predominantly anticyclonic circulation beneath the Ross Ice

Shelf, with inflow in the west and outflow in the east (Figure 2.16b), in agreement

with observations (Reddy et al., 2010). A similar system of interconnected gyres

is seen in all three simulations, although circulation near the back of the cavity is

stronger in MetROMS.

Patterns of refreezing are similar between simulations (Figure 2.16a), with large

areas of refreezing near the back of the cavity concentrated around Steers Head and

Crary Ice Rise. FESOM also displays relatively strong refreezing near the edge of

McMurdo Ice Shelf, particularly in the high-resolution simulation, which has been

observed (Langhorne et al., 2015).

The Ross Ice Shelf front is exceptionally steep and requires smoothing in all three

simulations for numerical stability. This smoothing allows relatively warm AASW

to slide under the ice shelf front, which is visible as tongues of warm water in

meridional temperature slices through 180◦E (Figure 2.16c). The low-resolution

FESOM simulation exhibits this problem most severely, but it is reduced at high

resolution as the ice shelf front requires less smoothing. The interior of the cavity is

warmer in FESOM than in MetROMS, and (particularly at low resolution) saltier

(Figure 2.16d). This is due to an increased presence of HSSW, which is warmer

and saltier than the ISW which is more prominent in MetROMS (Figure 2.11e).

The increased HSSW is in turn due to stronger sea ice formation in FESOM, as

discussed in Section 2.4.2.3. These differences in hydrography explain why melting

in the outer third of the cavity remains stronger in FESOM than in MetROMS

even when the oversmoothing of the ice shelf front has been addressed with higher

resolution.

FESOM also displays stronger melting east of Roosevelt Island, where a small

amount of relatively warm MCDW enters the cavity (not shown). This water mass

has been observed (Reddy et al., 2010; Jacobs and Comiso, 1989) and is likely not

a model artifact. Indeed, Paolo et al. (2015) detect ice shelf thinning in this region

over the period 1994-2012.
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Figure 2.16: (a), (b): As Figure 2.12a and 2.12b for the Ross Sea ice shelf cavities.
(c) Temperature (◦C) and (d) salinity (psu) interpolated to 180◦E, through the Ross
Ice Shelf. Rs = Ross Ice Shelf, Sz = Sulzberger Ice Shelf, Nk = Nickerson Ice Shelf,
McM = McMurdo Ice Shelf, RI = Roosevelt Island, CIR = Crary Ice Rise, SH =
Steers Head.

2.4.3.6 Amundsen Sea

Ice shelves in the Amundsen Sea have been the subject of much attention in recent

years, due to observed intrusions of unmodified CDW causing rapid basal melting

and grounding line retreat (Hellmer et al., 1998; Jacobs et al., 2011; Jenkins et al.,

2010; W̊ahlin et al., 2010). The Amundsen Sea has the highest ice shelf melt rates

of any sector of Antarctica, corresponding to large basal mass loss coming from a

handful of relatively small ice shelves. However, all three of our simulations severely

underestimate these mass loss values, as shown in Table 2.1.6.
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There are several likely reasons for this systematic bias, the first and most well-

studied being resolution. Intrusion of CDW onto the continental shelf of the Amund-

sen Sea depends on small-scale features in the bathymetry, which cannot be resolved

by model grids coarser than approx. 5 km (Nakayama et al., 2014). Of the three

simulations in this intercomparison, only high-resolution FESOM falls within this

threshold. Eddy transport of heat is also an important factor for cross-shelf CDW

exchange. In order to fully resolve this process, resolutions of 1 km or finer are re-

quired (St-Laurent et al., 2013), which none of our simulations have. A partial rep-

resentation of eddy transport would be expected from eddy-permitting simulations

(approx. 2-4 km on the Antarctic continental shelf), which high-resolution FESOM

attains in the Amundsen and Bellingshausen Seas. The latitude-dependence of the

Rossby radius of deformation means that eddies are much smaller, and therefore

more computationally expensive to resolve, in the polar regions compared to the

tropics and the mid-latitudes.

In FESOM, CDW transport into the Amundsen Sea has been shown to be sensit-

ive to the depth of transition between sigma-coordinates and z-coordinates, with a

shallower transition favouring the transport of warmer CDW due to the better align-

ment of z-coordinates with isopycnals in this region (Nakayama et al., 2014). Our

simulations have a relatively deep transition of 2500 m, which supports the on-shore

transport of cooler CDW. Additionally, the very deep mixed layers in the Amund-

sen Sea which develop in both FESOM simulations (Sections 2.4.1.2 and 2.4.2.3)

produce a slope front which further blocks CDW from the continental shelf. Any

warm water flowing along the bottom is eroded by the convection of cold LSSW.

All three simulations underestimate bottom water temperature throughout the con-

tinental shelf (Figure 2.17b), which has been observed at approx. 1◦C in the Pine

Island Ice Shelf cavity (Jacobs et al., 2011; Jenkins et al., 2010) and 0.5 to 1.2◦C

throughout the Amundsen Sea (Dutrieux et al., 2014). Temperatures are warmer in

MetROMS (approx. −0.2◦C) than in both FESOM simulations (approx. −1.7◦C for

low-resolution and −1◦C for high-resolution), leading to higher melt rates (Figure

2.17a). All three simulations are dominated by MCDW in this region (Figure 2.11f),

however FESOM has a larger presence of LSSW than MetROMS due to the deep

mixed layers discussed previously. Consistent with the reduced cross-shelf transport

of CDW, the Antarctic Slope Front in this region (see Section 2.4.1.5) is stronger in

Figure 2.17 (following page): (a), (b), (c): As Figure 2.15a, 2.15b, and 2.15c for the
Amundsen Sea ice shelf cavities. The dashed black lines in (b) and (c) show the 1500
m isobath. (d) As Figure 2.15d, zoomed into the Pine Island Ice Shelf cavity (region
outlined in the rightmost panel of (a)). PI = Pine Island Ice Shelf, Th = Thwaites
Ice Shelf, Do = Dotson Ice Shelf, Gz = Getz Ice Shelf.

62



2.4. RESULTS

63



CHAPTER 2. INTERCOMPARISON

FESOM than in MetROMS.

Increasing the resolution in FESOM causes a substantial increase in basal mass loss

for all Amundsen Sea ice shelves (Table 2.1.6). These changes are most pronounced

for the Pine Island Ice Shelf, where mass loss increases by approximately a factor

of 5. A major contributor to this increased melting is better resolution of troughs

in the bathymetry which provide a pathway for warmer water to access the con-

tinental shelf. In the easternmost trough, near the Thwaites and Pine Island Ice

Shelves, bottom water temperature increases by approximately 1◦C as a result of

increased resolution. Salinity also decreases throughout the Amundsen Sea, due to

entrainment from additional meltwater (Figure 2.17c).

Melting is further enhanced in the high-resolution FESOM simulation due to stronger

circulation, as shown for the Pine Island Ice Shelf in Figure 2.17d. As for the Tot-

ten Ice Shelf (Section 2.4.3.4), circulation in this small cavity is not well resolved

by MetROMS or low-resolution FESOM, but high-resolution FESOM develops an

anticyclonic gyre which increases melt rates due to larger friction velocities.

2.4.3.7 Bellingshausen Sea

Similarly to the Amundsen Sea, observations of the nearby Bellingshausen Sea show

intrusions of unmodified CDW, particularly beneath George VI Ice Shelf in the east

(Jenkins and Jacobs , 2008) as well as into Marguerite Bay (Moffat et al., 2009).

Again, all three model simulations largely fail to capture the observed CDW intru-

sions, and as a result underestimate basal mass loss for the Stange and George VI Ice

Shelves (Table 2.1.7). MetROMS and low-resolution FESOM also produce an under-

estimate for the Abbot Ice Shelf, while high-resolution FESOM agrees with Rignot

et al.’s observations. All three simulations agree with observations for the Wilkins

Ice Shelf. The increase in melting between the low-resolution and high-resolution

FESOM simulations is substantial, with basal mass loss more than doubling for

the Stange and George VI Ice Shelves. However, this still falls below the range of

observations.

As in the Amundsen Sea, insufficient resolution as well as the depth of the sigma-z

transition in FESOM could be playing a role in the simulated lack of CDW in-

Figure 2.18 (following page): (a), (b), (c): As Figure 2.15a, 2.15b, and 2.15c for
the Bellingshausen Sea ice shelf cavities. The dashed black lines in (b) and (c) show
the 1500 m isobath. (d) As Figure 2.15d, zoomed into the George VI Ice Shelf cavity
(region outlined in the rightmost panel of (a)). GVI = George VI Ice Shelf, Wi =
Wilkins Ice Shelf, St = Stange Ice Shelf, Ab = Abbot Ice Shelf, MB = Marguerite
Bay, RE = Ronne Entrance.
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trusions. Observations suggest that the dominant mechanism for cross-shelf CDW

transport in this region is eddies shed from the ACC (Martinson and McKee, 2012),

which none of our simulations fully resolve. The sensitivity of Bellingshausen Sea

temperatures to model resolution was further demonstrated by Graham et al. (2016),

whose ROMS simulations exhibited greater onshore heat transport at 1.5 km res-

olution compared to 4 km resolution, due to increased eddy activity. However,

the FESOM simulations of Timmermann et al. (2012) had much higher melt rates

in the Bellingshausen Sea than our FESOM simulations, despite similar resolution

and the same sigma-z transition. Since Timmermann et al. forced FESOM with

the NCEP/NCAR atmospheric reanalysis rather than ERA-Interim, differences in

atmospheric forcing could also be a factor.

MetROMS has generally warmer bottom water in the Bellingshausen Sea than

either FESOM simulation (Figure 2.18b), leading to stronger melting in some re-

gions (Figure 2.18a). In Ronne Entrance, extending into the southern end of the

channel-shaped George VI Ice Shelf, MetROMS displays an intrusion of MCDW

(approx 0◦C). High-resolution FESOM also has warmer bottom water here than

low-resolution FESOM (approx −0.25◦C and −0.75◦ respectively). For all three sim-

ulations, however, bottom water temperatures in this region and in Marguerite Bay

fall well below the observed 1◦C (Jenkins and Jacobs , 2008). As in the Amundsen

Sea, the increased meltwater in high-resolution FESOM compared to low-resolution

FESOM leads to lower salinities in most regions of the Bellingshausen Sea (Figure

2.18c). MetROMS displays pockets of exceptionally cold and fresh water (approx.

−2◦C and 33.6 psu) in some ice shelf cavities, which is the result of poor resolu-

tion preventing meltwater from efficiently circulating out of semi-isolated regions,

as discussed in Section 2.4.1.3. All three simulations show a dominance of MCDW

in the Bellingshausen Sea region (Figure 2.11g), with a smaller presence of AASW

(< 5%).

Beneath George VI Ice Shelf (Figure 2.18d), FESOM displays inflow at the south-

ern end of the channel in Ronne Entrance, and outflow at the northern end into

Marguerite Bay. This circulation agrees with the direction of net transport inferred

from observations (Jenkins and Jacobs , 2008). Some outflow is also apparent in

Ronne Entrance, as part of an anticyclonic gyre, but the rest of the gyre splits off

and flows through the cavity. These circulation patterns are similar in both FESOM

simulations, but they are stronger at high resolution. In MetROMS, south-to-north

transport is apparent along the western edge of the cavity, but also north-to-south

transport along the eastern edge. This channel-shaped cavity is narrower and not

well resolved by MetROMS, sometimes only 2 grid boxes wide.
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2.4.3.8 Larsen Ice Shelves

The Larsen Ice Shelves on the eastern coast of the Antarctic Peninsula are undergo-

ing a period of dramatic change, with the collapse of Larsen A in 1995 and Larsen

B in 2002 (Rott et al., 1996; Rack and Rott , 2004), followed by a major calving of

Larsen C in July 2017 (Hogg and Gudmundsson, 2017). However, these breakup

events are thought to be mainly driven by atmospheric processes rather than basal

melting (Pritchard et al., 2012). Basal processes are actually thought to stabilise

the Larsen C Ice Shelf through the production of marine ice by refreezing (Holland

et al., 2009). Additionally, tidal forcing is likely to be important for the spatial

distribution of melting (Mueller et al., 2012).

For all three simulations presented here, simulated basal mass loss for the Larsen C

and Larsen D Ice Shelves falls within the range of estimates given by Rignot et al.

(Table 2.1.8). For the larger Larsen C Ice Shelf, basal mass loss is approximately

doubled in the low-resolution FESOM simulation compared to MetROMS, with a

further increase of approximately 50% in high-resolution FESOM. Note that the

RTopo-1 dataset used to generate the model domains does not include Larsen A or

Larsen B, as it was published following their collapse.

Ice shelf melt rate (a), vertically averaged velocity (b), and bottom water temperat-

ure (c) are shown for all three simulations in Figure 2.19. The stronger melting in

FESOM corresponds to stronger circulation, travelling from north to south beneath

the ice shelf. These differences are due to the lower summer sea ice concentra-

tion along the peninsula in FESOM compared to MetROMS, as seen in Figure 2.7.

The absence of sea ice means the ocean surface is less sheltered from wind stress,

and develops stronger seasonal currents which extend into the cavity. Addition-

ally, more AASW is allowed to develop in FESOM compared to MetROMS, as seen

in Figure 2.11h. By contrast, wintertime area-averaged melt rates are similar in

all three simulations (not shown). The low-resolution FESOM simulation also has

warmer bottom water and more MCDW in the cavities than either MetROMS or

high-resolution FESOM, consistent with the southward excursion of the southern

boundary of the ACC as discussed in Section 2.4.2.2.

Observations suggest extensive areas of refreezing beneath the southern Larsen C

Ice Shelf (Holland et al., 2009; Rignot et al., 2013). Both FESOM simulations

show small regions of refreezing here, but not to the same extent as observations.

MetROMS shows no regions of net refreezing at all. This discrepancy may be due to

the lack of small-scale ice shelf thickness variability in the smoothed ice shelf drafts.
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Figure 2.19: (a), (b), (c): As Figure 2.12a, 2.12b, and 2.15b for the Larsen ice shelf
cavities. The dashed black line in (c) shows the 1500 m isobath. LrC = Larsen C Ice
Shelf, LrD = Larsen D Ice Shelf, AAP = Antarctic Peninsula.

2.5 Discussion

Despite large variations in ocean/ice-shelf interaction, sub-ice shelf circulation, and

continental shelf processes across different regions of the Antarctic coastline, several

consistent themes have emerged in the simulation of these regions by the MetROMS

and FESOM models. In some cases these patterns can be directly linked to model

design, and can therefore provide guidance for future model development. In other

cases, the interaction of several different model design choices makes this attribution

more difficult.

Apparent in nearly all regions is the influence of sea ice on ocean/ice-shelf interac-

tions. Since many of the prominent Southern Ocean water masses are governed by

sea ice formation and melt, it is not surprising that simulated sea ice would have a

discernible effect on the processes in ice shelf cavities. First, the location and rate

of sea ice formation impacts the properties of shelf water masses flowing into the

ice shelf cavities. MetROMS generally exhibits weaker dense water formation than

either FESOM simulation, as evidenced by shallower mixed layers on the Antarctic
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continental shelf (Figure 2.4), lower sea ice production (Figure 2.9), and a reduced

presence of HSSW in ice shelf cavities (Figure 2.11). For the Filchner-Ronne and

Ross Ice Shelves, this results in colder, fresher cavities with generally lower basal

melt rates. Depending on the ice shelf, this may lead to better or worse agree-

ment with observed basal mass loss. In FESOM, the excessive volume of HSSW

produced by sea ice formation in the Filchner Depression is likely the culprit for

its reversed direction of transport through the FRIS cavity. In the Amundsen and

Bellingshausen Seas, FESOM has unrealistically deep mixed layers driven by sea ice

formation, which fill the shelf with LSSW and extract the heat of any warm bottom

layer. This contributes to the cold bias in these regions and the underestimation of

basal melt rates. This mechanism is known to be sensitive to the atmospheric for-

cing (Petty et al., 2013, 2014; Nakayama et al., 2014), although there is clearly some

model-dependence since these deep mixed layers are not present in MetROMS. The

relationship between sea ice production, cross-shelf CDW transport, and ice shelf

basal melting was also investigated by Timmermann and Hellmer (2013) in the

context of future climate projections.

Simulated summer sea ice extent is too low in all three simulations, which exposes a

larger area of the ocean to surface heating and drives increased summertime melting

of ice shelf fronts. This behaviour is exacerbated by smoothing of the ice shelf front

which allows the warm surface waters to slide further back into the cavity, as seen

for the Ross Ice Shelf in both models and the Amery Ice Shelf in FESOM. The

question of ice shelf smoothing will be discussed later in this section, but it is also

worth considering the potential causes of low summer sea ice and how this might

be ameliorated. The fact that both models underestimate the sea ice minimum by

a similar amount, despite MetROMS’ more sophisticated sea ice physics, suggests

that atmospheric forcing could be part of the problem. Atmospheric general cir-

culation models (GCMs) consistently overestimate the amount of solar radiation

reaching the Southern Ocean in summertime due to biases in cloud cover (Trenberth

and Fasullo, 2010; Williams et al., 2013; Bodas-Salcedo et al., 2016), and while at-

mospheric reanalyses such as ERA-Interim perform better than GCMs, some biases

persist (Naud et al., 2014). For future work, it would be worthwhile to force Met-

ROMS or FESOM with the output of a high-resolution regional atmospheric model,

such as RACMO (Regional Atmospheric Climate Model) which has previously been

used for downscaling ECMWF reanalyses over Antarctica (Lenaerts et al., 2012).

The resulting impact (if any) on cloud cover, radiation, and summer sea ice extent

would be useful to quantify. Another potential contributor to low summer sea ice in

our simulations is the fact that grounded icebergs are not considered. In addition

to enhancing polynya activity (as described in Section 2.4.3.4), grounded icebergs
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increase the extent of fast ice, which is anchored to the coast and better survives

the summer melt (Fraser et al., 2012).

Another model characteristic which influences ice shelf melt rates is the degree

of smoothing of the bathymetry and the ice shelf draft. This problem is more

severe in FESOM, which for a given horizontal resolution requires more smoothing

than MetROMS to ensure numerical stability, but it is also apparent for MetROMS

at the Ross Ice Shelf front. Indeed, steep ice shelf fronts are some of the most

affected regions, as smoothing allows warm AASW to slide into the ice shelf cavity

and cause seasonal spikes in melt rates. However, a lack of observations means

that the true amplitude of this seasonal cycle is unknown, and strong summertime

melting is not necessarily unrealistic. This smoothing might also compensate for the

absence of tides in both models, and for unresolved eddies, given that these processes

similarly drive water mass exchanges across the ice shelf front (Arzeno et al., 2014).

Another environment in which smoothing is problematic is the continental shelf

break, which is too gently sloping in some regions of the FESOM mesh, such as

near the Fimbul Ice Shelf (Figure 2.13c). This allows MCDW to mix up the slope

more easily, and indeed FESOM has a greater presence of MCDW than MetROMS

in many ice shelf cavities (Figure 2.11). Finally, the steeply sloping Amery Ice

Shelf draft is a particularly challenging feature for the FESOM mesh to adequately

represent without considerable computational expense. In order to satisfy steepness

limitations, the deep ice near the back of the cavity shoals, particularly in the

coarse-resolution mesh, which raises the in-situ freezing point at the ice shelf base

and contributes to reduced melting.

All three of these problems improve with increased resolution, as less smoothing is

required. High-resolution FESOM represents steep ice shelf drafts more accurately

than low-resolution FESOM, leading to fewer AASW intrusions beneath the Ross

and Amery Ice Shelf fronts, and higher melt rates near the back of the Amery. The

continental shelf break is also better preserved, and as a result the proportion of

MCDW in ice shelf cavities decreases in almost every sector (Figure 2.11). Increased

resolution is a straightforward solution to oversmoothing, and FESOM’s unstruc-

tured mesh is ideal for targeting problematic regions without requiring increased

resolution everywhere. However, since the maximum stable time step of the model

is a function of the smallest element rather than the average element, the impact

of this approach on computational cost can still be substantial, as we found when

experimenting with resolution in the Amery Ice Shelf cavity. Therefore, in the future

it may be worthwhile to experiment with different topographic smoothing methods,

which may uncover options to minimise the trade-off between numerical stability

and geometric accuracy. Another worthwhile approach would be to investigate al-
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ternative methods for the calculation of the horizontal pressure gradient force, such

as that of Engwirda et al. (2017), which may permit more steeply sloping layers and

therefore less topographic smoothing.

Another way in which resolution impacts ice shelf melt rates in FESOM is by af-

fecting the strength of sub-ice shelf circulation and the friction velocity at the ice

shelf base. The high-resolution FESOM simulation is able to resolve circulation

patterns beneath small ice shelves, such as the Totten, Pine Island, and George

VI Ice Shelves, whereas the low-resolution simulation shows more or less stagnant

cavities with lower melt rates. Furthermore, the well-studied impact of resolution

on Amundsen Sea CDW intrusions (Nakayama et al., 2014) is apparent in our sim-

ulations, with bottom water temperature on the continental shelf increasing by up

to 1◦C as a result of better-resolved troughs in the bathymetry. However, both

FESOM simulations still have a cold bias in the Amundsen Sea, due to deep winter-

time mixed layers in this region. Convection fills the continental shelf with LSSW

and erodes any CDW intruding into the bottom layer. This behaviour is driven by

sea ice formation, and has been shown to be sensitive to the atmospheric dataset

used (Nakayama et al., 2014). The relatively deep transition between sigma and z

coordinates in our FESOM simulations is also known to inhibit CDW intrusions.

Finally, Stewart and Thompson (2015) found that mesoscale eddies are vital to on-

shore CDW transport. None of our simulations fully resolve eddies on the Antarctic

continental shelf, which would require resolution of approximately 1 km (St-Laurent

et al., 2013), although high-resolution FESOM is eddy-permitting (2-4 km) in the

Amundsen and Bellingshausen Seas.

FESOM’s hybrid vertical coordinate system, with z-coordinates in most of the do-

main, is advantageous for the accurate simulation of the interior Southern Ocean and

the ACC. Both FESOM and MetROMS exhibit some erosion of AAIW during the

simulation, but the erosion is more severe in MetROMS due to spurious diapycnal

mixing associated with terrain-following coordinates in the deep ocean. This de-

gradation of deep water masses could explain the relatively weak Drake Passage

transport simulated by MetROMS. However, terrain-following coordinates as used

by both MetROMS and FESOM have other benefits on the continental shelf/slope

and within ice shelf cavities. In particular, they avoid the considerable sensitivity of

ice shelf melt rates to vertical resolution which is seen in z-coordinate models of ice

shelf cavities (Gwyther , 2016; Mathiot et al., 2017). On the other hand, z-coordinate

cavities are not susceptible to pressure gradient errors at the ice shelf front, and do

not introduce time step limitations at the grounding line (Mathiot et al., 2017).

None of our simulations include tides, which would increase ice shelf melt rates

through enhanced mixing and higher friction velocities. Tidal amplitudes are par-
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ticularly large in the Weddell Sea, and the inclusion of tides has been shown to have a

significant effect on simulated FRIS melt rates (Makinson et al., 2011; Mueller et al.,

2018). While tides do exist as an option in the ROMS code, their implementation

requires specifying tidal elevation and/or tidal currents at lateral boundaries, from

which the tidal signal propagates throughout the domain. In our MetROMS domain,

the northern boundary at 30◦S requires a strong sponge layer of increased diffus-

ivity and viscosity to prevent numerical instabilities, which is likely to modify any

tidal signal specified at the boundary. Additionally, the ice shelf cavities are much

further from the boundary than is typical for simulations investigating tide/ice-shelf

interactions, which generally have smaller domains focusing on a single ice shelf

(Padman et al., 2009; Mueller et al., 2018). We experimented with tides in our Met-

ROMS setup, but they triggered northern boundary instabilities leading to large

oscillations in ACC transport and subsequently CDW upwelling. In FESOM, tides

have only been applied in regional configurations such as the Ross Sea (Wang et al.,

2013) using a similar method to ROMS. Nonetheless, future model development

to successfully implement tides in our MetROMS and FESOM domains would be

valuable, and in particular may improve MetROMS’ simulated basal mass loss for

FRIS. An alternative approach better suited to large domains could be to implement

the complete lunisolar tides of Thomas et al. (2001), which have been successfully

incorporated into two global ocean models (Müller et al., 2010).

Finally, we must acknowledge that while the three-equation parameterisation for

ice-shelf/ocean interaction is widely used, it relies on turbulent transfer coefficients

which are largely unconstrained by observations. Little is known about the basal

roughness of ice shelves, and thus the spatial and temporal variations in the corres-

ponding drag coefficient are not generally included in models. The thermodynamics

of the boundary layer at the ice-shelf/ocean interface are also influenced by the

choice of vertical mixing scheme (Gwyther et al., 2015). A more sophisticated treat-

ment of marine ice formation, such as the explicit frazil ice models of Smedsrud and

Jenkins (2004) and Galton-Fenzi et al. (2012), may improve simulated patterns of

refreezing. Furthermore, alternative parameterisations of ice shelf basal melt are be-

ing explored by the community (Jenkins , 2011, 2016), which may provide valuable

intercomparisons with the three-equation parameterisation in the future.

2.6 Conclusions

We have presented the first published model intercomparison of circumpolar Antarc-

tic ocean/sea-ice/ice-shelf interactions over a realistic domain. While we find that

both MetROMS and FESOM underestimate total basal mass loss from ice shelves,
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this is a regional bias largely confined to small, warm-cavity ice shelves which are

not well resolved by the model configurations considered here. With respect to

simulated sub-ice shelf circulation, some ice shelf cavities show agreement with the

direction of transport inferred from observations (such as the Ross Ice Shelf in both

models, the Amery Ice Shelf in MetROMS, and the George VI Ice Shelf in FESOM)

and others show disagreement (such as the George VI Ice Shelf in MetROMS, and

the Amery and Filchner-Ronne Ice Shelves in FESOM). FESOM’s simulation of ice

shelf cavities improves at higher resolution, suggesting that further refinement of

resolution is justified as available computational power continues to increase. Sea

ice extent in both MetROMS and FESOM mostly agrees with observations, al-

though both models underestimate the summer sea ice minimum, and MetROMS

requires surface salinity restoring to prevent a spurious open-ocean polynya from

forming in the Weddell Sea. Sea ice production is too strong in the Ross and Wed-

dell Seas compared to observations, and too weak in the small coastal polynyas of

the Australian Sector. In the interior Southern Ocean and the ACC, FESOM has

an advantage due to its vertical coordinate system, which is locally z-coordinate

compared to MetROMS’ terrain-following coordinate which covers the entire do-

main. Our results are dependent on the ERA-Interim atmospheric reanalysis and

are influenced by any biases it may contain over the Southern Ocean, including its

known underestimation of summertime cloud cover which leads to excessive sea ice

melt. We conclude that realistic intercomparisons of simulated ice shelf cavities are

valuable for guiding model development. Future studies including a greater variety

of models, alternative atmospheric forcing datasets, and ideally more observations,

would be worthwhile as these coupled ocean/sea-ice/ice-shelf models continue to be

developed by the community.
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Chapter 3

Challenges in developing coupled

ocean/sea-ice/ice-shelf models

Preamble

Every new configuration of an Earth system model goes through an iterative pro-

cess of debugging and tuning. Here this process is chronicled for the circumpolar

Antarctic configuration of MetROMS, the final version of which was evaluated in

Chapter 2. This chapter therefore “looks behind the curtain” of model development,

an iterative trial-and-error process which is rarely discussed in the literature, but

which can offer many valuable lessons and insights.

3.1 Introduction

A substantial portion of this PhD project was devoted to developing the circumpolar

Antarctic configuration of MetROMS. At the time of commencement, the structural

code handling all communication between ROMS and CICE had already been com-

pleted by the master MetROMS development team (Debernard et al., 2017), appro-

priate for several Arctic domains which are now in use. In theory, the most signi-

ficant change required to adapt the code for an Antarctic domain was the addition

of thermodynamic ice shelf cavities. However, this only involved a relatively simple

merge of Galton-Fenzi (2009)’s ice shelf code from another branch of ROMS. Many

more challenges transpired over the course of development which took much longer

to address. The circumpolar Antarctic configuration features a larger domain, lower

resolution, different forcing, and different processes than the Arctic configurations

previously considered by MetROMS. Finding the best combination of parameterisa-
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tions therefore required additional experimentation. Furthermore, several problems

in the MetROMS code only became apparent under certain combinations of options,

which were first used by the circumpolar Antarctic configuration. Some of the prob-

lems discovered during this project impacted all MetROMS configurations, and the

corrections were passed to the master branch as part of long-term collaborative de-

velopment. This project therefore afforded a unique view of the model development

process, beginning with an unusable model configuration bearing little resemblance

to reality, and ending with well-performing simulations which reproduce many fea-

tures of observations (Chapter 2). This chapter explores some of the problems and

challenges that were encountered along the way.

Pipitone and Easterbrook (2012), in the context of climate modelling, define a soft-

ware defect as “any problem that is worth fixing”. This perspective goes beyond

the colloquial definition of “bugs” as programming mistakes resulting from human

error. It also includes modelling choices which are unsuitable but not strictly in-

correct, such as parameterisations which perform poorly under the given boundary

conditions. In an analysis of defect density in two GCMs and one stand-alone ocean

model, Pipitone and Easterbrook (2012) conclude that software quality in these

models is equal to or higher than large open-source software projects such as the

Apache http server project. However, they note that “the less frequently used con-

figurations of the models may include many more unnoticed code faults”, a caveat

which is acutely experienced during the development of new configurations such as

those presented here.

Defects in climate models, particularly those resulting from human error, are not tra-

ditionally communicated in the scientific literature. Model description papers typ-

ically detail the set of parameterisations and design choices which worked, without

indicating those that did not. However, the community can learn a great deal by

discussing model defects and sharing case studies of memorable bugs and how they

were fixed. Even human error can tell us something interesting about the climate

system, since models are virtual laboratories which allow the simulation of extreme

(and in these cases, inadvertent) sensitivity studies. More practically, communicat-

ing challenges overcome during model development is of benefit to other developers

working towards similar goals, who may face similar challenges. This discussion

builds up the community’s body of knowledge about the best ways to configure a

model, even if it consists of sharing all the worst ways to configure a model.

In this project, model development took the form of an iterative process of defect-

fixing and evaluation. Issues with the simulation, i.e. the outward symptoms of

model defects, were investigated, diagnosed, and addressed one at a time. This

typically involved substantial experimentation in which multiple potential solutions
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were tested. After each defect was resolved, the new simulation was evaluated

against available observations for a variety of metrics. These included net ice shelf

melt rates, sea ice extent and thickness, water mass properties, and Drake Passage

transport. The next issue on which to focus attention was determined based on

the results. The simulations did not always improve monotonically as defects were

addressed, due to compensating errors (see Oreskes et al. (1994)). If the symptoms

of one defect were masking the symptoms of another, fixing the first defect tended

to make the simulation look worse, not better.

When does such a process end? In the midst of development, the answer appeared

to be “never”. Nonetheless, the circumpolar Antarctic configuration of MetROMS

eventually reached a point where it was deemed fit for purpose. Model biases re-

mained, but the effort required to implement the likely solutions (or the additional

computational cost associated with those solutions) outweighed the expected be-

nefit. Returning to the nomenclature of Pipitone and Easterbrook (2012), these

problems were deemed “not worth fixing”, at least in the context of this PhD.

The remainder of this chapter consists of case studies of defects found in MetROMS

which were addressed during development, as well as one case study for FESOM

(Section 3.9). While some defects resulting from human error are described, the

analysis focuses more on unsuitable parameterisations and design choices. Sensitiv-

ity studies showing the effects of some unsuitable choices are presented, and com-

pared to the baseline intercomparison simulations of Chapter 2. Finally, pathways

for future development of the circumpolar Antarctic configuration of MetROMS are

discussed.

3.2 Computational and coupling challenges

MetROMS implements “external coupling” of sea ice, by which the sea ice model

(CICE) runs on separate processors, a separate timestepping loop, and a slightly

different grid to the ocean model (ROMS). Communication between the two compon-

ents is facilitated by the coupler MCT. This approach is distinct from the “internal

coupling” used by models such as FESOM, where the sea ice routines are strictly

a subset of the ocean code. External coupling can be beneficial for computational

efficiency, as it allows for a larger timestep in the sea ice model than in the ocean,

as well as the opportunity to optimise the distribution of processors between the

two models (“load balancing”). However, particular complexities are inherent in

external coupling, some of which are discussed below.
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3.2.1 Periodic boundaries

During initial tests with the circumpolar Antarctic domain, patches of zeros in ocean-

to-ice coupling fields (surface salinity, freeze/melt potential, etc.) were visible along

the periodic boundary in CICE. This was due to an inconsistency in the ROMS-MCT

and CICE-MCT interfaces. When a two-dimensional field is passed from ROMS to

CICE (or vice versa), MCT first unravels the field into a one-dimensional array,

which is reassembled after the transfer. However, the master MetROMS code did

not consider the case of a domain with periodic boundaries, such as the east-west

periodic boundary in the circumpolar Antarctic domain. This led to complications

with halo points (also known as ghost points), artificial indices beyond the boundary

of the domain which are introduced to complete the stencils of numerical differenti-

ation. ROMS handles halo points differently at periodic boundaries, and as a result

the unravelling of two-dimensional arrays passed from ROMS to CICE was not the

inverse of the reassembling. Certain indices near the periodic boundary were never

updated from their initial value of zero, meaning that all of the ocean coupling

fields as seen by CICE had patches of zeros at these indices. A modification to the

unravelling routine in the ROMS-MCT interface fixed this problem.

It later became apparent that ROMS included halo points in its exported coupling

fields, which CICE treated as computational points and then added halo points of

its own. For rectangular domains with four open lateral boundaries, and no sea ice

at these boundaries, this mismatch does not strictly matter. All of the domains used

by the developers of the master MetROMS code meet these criteria. However, the

periodic boundary in the circumpolar Antarctic domain posed a much more serious

problem: CICE was seeing two extra columns of cells at this boundary, spherical

geometry notwithstanding. To address this issue, the ROMS-MCT interface was

modified to exclude halo points from exported coupling fields, and the CICE grid

was remade without the extra halo points. This revision, while clearly necessary, did

not lead to any obvious differences in the large-scale behaviour of the simulations.

3.2.2 Domain decomposition

While benchmarking MetROMS to determine the optimum load balancing, the

coupled model displayed extremely poor scalability, in that doubling or tripling

the number of processors led to a negligible decrease in walltime. Analysis of MPI

(Message Passing Interface) commands revealed the limiting factor to be CICE,

which was spending a significant proportion of time on communication rather than

calculation. The culprit was found to be domain decomposition, i.e. how the model
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grid was partitioned into tiles for assigning to processors. MetROMS was decom-

posing the CICE domain into approximately square tiles, with multiple rows and

columns. This tiling would be appropriate for a rectangular domain where sea ice

is distributed more or less evenly. However, in a circumpolar Antarctic domain ex-

tending as far north as 30S, only the southernmost few rows of tiles ever contained

sea ice. Tiles in the northern part of the domain had no calculations to do, but still

had to communicate with each other. A more efficient decomposition of this domain

comprised a single row of tall, slender tiles. The effect of activating this option in

CICE was immediate: the coupled model sped up by a factor of three.

3.2.3 Staggered grids

Once it was appropriate to run multi-year simulations with MetROMS, it became

apparent that certain cells in the model grid were prone to slowly developing extreme

sea ice thicknesses, reaching spurious values of up to several kilometres. To call this

“unrealistically thick” would be a gross understatement. However, the adjacent cells

always had realistic sea ice thicknesses, typically between 1 and 2 metres. Closer

examination of the affected cells revealed that they were all isolated on three sides

by either land or ice shelves (which CICE also treats as land).

As mentioned in Section 4.3.5, ROMS and CICE share the same horizontal grid

cells to simplify coupling. However, the location of momentum variables within

those cells (edges vs corners) is not the same, as ROMS uses the staggered Arakawa

C-grid (Arakawa and Lamb, 1977) while CICE uses the staggered Arakawa B-grid.

The C-grid permits single-cell channels, meaning ROMS has no difficulty with points

which are isolated on three sides. However, CICE’s B-grid forces both components

of sea ice velocity to be zero in such cells. Sea ice can therefore freeze and melt, but

not advect. If freezing exceeds melting, the sea ice thickness will grow indefinitely

without affecting the neighbouring cells.

All affected cells were identified using an automated process. In total, 119 cells on

the Antarctic continental shelf were surrounded on three sides by land or ice shelves.

To address this situation, the affected cells were altered in four different ways:

1. Fill with land

2. Fill with ice shelf (with ice shelf draft extrapolated from neighbouring cells)

3. Turn a neighbouring ice shelf point into an open ocean point

4. Turn a neighbouring land point into an open ocean point (with bathymetry

extrapolated from neighbouring cells)
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This choice was made manually for each cell, depending on the local coastline geo-

metry.

3.3 Drake Passage transport

Zonal transport of the Antarctic Circumpolar Current (ACC) is a useful metric

for evaluation of Southern Ocean models (Sen Gupta et al., 2009; Russell et al.,

2006). The ACC is driven by the Southern Hemisphere westerly winds as well as

the meridional density gradient across the Southern Ocean. It is limited by drag

along the ocean floor, and by eddies which act to flatten isopycnals and reduce the

density gradient.

ACC transport is typically calculated from a meridional slice through Drake Pas-

sage (67◦W in this analysis), which also includes the transport of the counteracting

Antarctic Coastal Current. As discussed in Section 2.4.1.1, observation-based estim-

ates of Drake Passage transport historically lay around 134 Sv (Cunningham et al.,

2003) but the true value is now thought to be higher, such as Donohue et al. (2016)’s

estimate of 173.3± 10.7 Sv.

3.3.1 Directional challenges

The first calculation of total Drake Passage transport in MetROMS revealed that

it was going in the wrong direction. It started out weak (approx. 75 Sv) and then

collapsed, becoming negative after several years of simulation and stabilising around

−125 Sv. This was approximately the right magnitude, but the wrong sign.

At this time, the northern boundary of the model domain was at 50◦S, bisecting

the westerly winds. Upstream momentum in the ACC was inhibited, leading to

relatively slow ocean velocities. Extending the model domain to 30◦S increased ve-

locities in the ACC, and Drake Passage transport at the beginning of the simulation

approximately doubled to 140 Sv. However, during spinup this eastward flow still

collapsed, becoming negative in a matter of years.

The culprit of the backwards-flowing Drake Passage transport was found to be,

strangely enough, a unit error for humidity as seen by the sea ice model. The input

atmospheric forcing fields included relative humidity, but CICE assumed it to be

specific humidity, which is approximately 3 orders of magnitude smaller. Humidity

in CICE is only used for the calculation of incoming longwave radiation, which was

approximately doubled due to the extremely large humidity values. As a result,
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surface melting of sea ice was unrealistically strong (approx. 30 cm/day), and this

freshwater flux was not properly offset by the salt flux of sea ice formation when it

was replenished, due to the concurrent salt conservation issue discussed in Section

3.5.1. Very low salinities (10-20 psu) resulted around the Antarctic coastline. The

effect of this excessive freshwater on the density structure of the continental shelf was

to drive an extremely strong Antarctic Coastal Current. Over time, the transport of

this westward current through Drake Passage became strong enough to overpower

the eastward-flowing ACC.

3.3.2 Viscosity parameterisations

Once the humidity units were corrected in CICE, simulated Drake Passage transport

was of the right direction, but now it was unrealistically strong. This was a con-

sequence of the Laplacian viscosity parameterisation which was then used to para-

meterise subgrid-scale mixing of momentum in ROMS. To analyse the relationship

between viscosity parameterisations and ACC transport, this section compares the

MetROMS simulation from Chapter 2, which uses the biharmonic visocisty paramet-

erisation, with an additional simulation which uses Laplacian viscosity (coefficient

of 1500 m2/s, scaled linearly with grid size).

Figure 3.1: Surface speed in m/s in a section of the model domain including Drake
Passage, at a single timestep on 25 November 2016. Values below 0.12 m/s are masked.
Subgrid-scale mixing of momentum is parameterised using either Laplacian viscosity
or biharmonic viscosity. The latter simulation is the same MetROMS simulation
analysed in Chapter 2.

As demonstrated by Griffies and Hallberg (2000), the Laplacian parameterisation

tends to overly damp eddies compared to the more scale-selective biharmonic para-
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meterisation. Ideally, viscosity parameterisations should mimic the effects of unre-

solved eddies while leaving the resolved eddies untouched, but the Laplacian scheme

instead suppresses the resolved eddies. This effect can be seen in MetROMS, as

shown in Figure 3.1 with snapshots of surface speed at a single timestep for the two

simulations. The simulation using biharmonic viscosity is clearly more eddy-rich

than the Laplacian simulation.

One effect of these eddies, as mentioned previously, is to flatten isopycnals and

weaken ACC transport. Therefore, a simulation with overly damped eddies (and in

the absence of a parameterisation such as that of Gent and McWilliams (1990)) can

be expected to have steeper isopycnals and a stronger ACC. Indeed, the simulation

using Laplacian viscosity displays relatively strong Drake Passage transport which

continues to strengthen throughout the simulation (Figure 3.2). Over the period

2002-2016 (excluding the first 10 years as spinup), average Drake Passage transport

is 182.8 Sv with an increasing trend of 1.17 Sv/y (significant at the 95% level). In

comparison, the simulation using biharmonic viscosity has an average Drake Passage

transport of 126.8 Sv over the same period, with a significant decreasing trend of

−0.29 Sv/y.

Figure 3.2: Timeseries of annually averaged Drake Passage transport during the two
25-year simulations described in Figure 3.1.

The stronger transport resulting from Laplacian viscosity is arguably in better agree-

ment with observations, if one excludes the lower historical estimates and only con-

siders Donohue et al. (2016)’s results (173.3 ± 10.7 Sv). However, the biharmonic

simulation’s representation of eddies is clearly more realistic. The relatively low and

downward-drifting Drake Passage transport seen in the latter simulation is likely due

to spurious diapycnal mixing (see Section 3.7) which erodes deep water masses and
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weakens the meridional density gradient. Therefore, transport in the Laplacian sim-

ulation - which is only just within observations and shows no sign of stabilisation -

may be the result of compensation between diapycnal mixing and eddy suppression.

Some models, such as FESOM (see Section 2.2.4), instead combine Laplacian vis-

cosity with the Gent-McWilliams (GM) parameterisation (Gent and McWilliams ,

1990) which mimics the flattening effects of eddies on isopycnals. However, GM does

not exist in the ROMS code, and implementation would be difficult with terrain-

following vertical coordinates. Indeed, FESOM only applies the GM parameterisa-

tion in the z-coordinate part of the domain.

3.4 Open boundary conditions

As described in Section 2.3.4, the circumpolar Antarctic domain requires northern

boundary conditions at 30◦S for temperature, salinity, velocity, and sea surface

height. However, the numerical treatment of these boundary conditions is not trivial,

and several options exist in the ROMS code. Open boundaries are a source of

artifacts and instabilities in many domains, which is a disadvantage for regional

ocean models, compared to global models such as FESOM for which boundary

conditions are unnecessary.

3.4.1 Volume conservation

Initially the circumpolar Antarctic domain was found to be losing volume from

the northern boundary, causing the Southern Ocean to slowly drain. After several

years the model “blew up”, i.e. self-terminated due to extreme velocities, near the

grounding lines of ice shelf cavities. Here the water column is exceptionally thin,

which limits the model timestep. Further reductions in water column thickness due

to volume loss therefore led to violations of CFL stability conditions.

This scenario occurred even if the boundary conditions for v (meridional velocity)

were modified to ensure volume conservation. The problem instead lay in the nu-

merical treatment of these boundary conditions. Experimentation with the available

options revealed that the Flather scheme for barotropic velocity (Flather , 1976) and

the Chapman scheme for sea surface height (Chapman, 1985) was the only com-

bination of numerical methods that prevented a persistent loss of volume. In these

methods, differences between the simulated fields and the specified boundary con-

ditions are radiated out of the domain at the speed of external gravity waves.
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3.4.2 Boundary instabilities

When the biharmonic viscosity parameterisation was enabled (Section 3.3.2), in-

stabilities began to occur near 30◦S. Strong jets were forming along the boundary,

particularly off the east coast of South America. These instabilities were due to

discontinuities between the ECCO2 boundary conditions and the simulated fields

near the boundary. They were previously suppressed by the more stable and diffuse

Laplacian parameterisation for viscosity.

Stability was ultimately ensured by following the same approach as the Southern

Ocean State Estimate simulations, which use a similar circumpolar domain (Mat-

thew Mazloff, personal communication). As described in Section 4.3.3, this pro-

cedure consists of three steps: zonal velocity is clamped to zero at the northern

boundary, the bathymetry is modified to be constant in y over the northernmost

3◦ latitude of the domain, and a sponge layer of linearly increasing diffusivity and

viscosity is applied over this region.

3.5 Coastal polynyas

A persistent problem with this MetROMS configuration was a lack of coastal polynyas,

i.e. regions of open water surrounded by sea ice and adjacent to the coast. In real-

ity, strong southerly katabatic winds push sea ice away from the Antarctic coast in

certain regions and expose the ocean surface to the cold atmosphere, which creates

more sea ice (Barthélemy et al., 2012; Mathiot et al., 2010). This conveyer-belt of

sea ice formation drives the production of HSSW and ultimately AABW. These

coastal polynyas were almost completely absent in MetROMS, resulting in reduced

convection which allowed warm CDW to access the continental shelf and cause un-

realistically strong basal melting of ice shelves. The absence of coastal polynyas was

due to a combination of four factors, described below.

3.5.1 Salt conservation

As detailed in Section 4.3.5, ROMS removes supercooling from ocean cells every

timestep, and sends the corresponding amount of energy (“freeze potential”) to

CICE for frazil ice formation. In earlier versions of the MetROMS code, ROMS

also calculated the salt fluxes of this frazil formation, increasing ocean salinity by

an amount proportional to the freeze potential. Frazil is not pure ice, and ROMS

assumed a constant value for its initial salinity. However, the mushy thermody-
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namics scheme in CICE (Turner et al., 2013a) allows sea ice salinity to evolve, and

the initial salinity of frazil ice varies. The ocean/sea-ice coupling therefore did not

conserve salt. This led to a positive feedback of surface freshening and stabilisa-

tion of the water column, shutting down the convection necessary to keep coastal

polynyas open. To address the salt conservation issue, the frazil ice formation code

was modified so that salt fluxes were calculated by CICE rather than ROMS, which

properly accounted for the varying initial salinity. This led to slight improvement

in the appearance of coastal polynyas, with higher sea surface salinity and generally

lower sea ice concentrations.

3.5.2 Frequency of wind forcing

Initially, this MetROMS configuration used monthly-averaged atmospheric forcing

from the ERA-Interim reanalysis (Dee et al., 2011). For the wind fields, which

exhibit substantial short-term variability, one effect of monthly averaging is to reduce

the maximum wind speed in the domain at any given time. In particular, the strong

southerly katabatic winds become weaker and more diffuse, with smoother gradients.

This reduces their ability to transport sea ice away from the coast. Indeed, switching

to atmospheric forcing at 6- and 12-hourly intervals increased wind stress on the sub-

monthly timescale, leading to more coastal polynya activity.

Similarly, Kim and Stössel (1998) found that forcing a coupled ocean/sea-ice model

with daily wind fields led to increased sea ice formation, extent, and thickness com-

pared to a simulation forced with a monthly climatology. They attribute these

changes to increased turbulent heat fluxes, which have a nonlinear dependence on

wind speed in bulk flux parameterisations (Fairall et al., 1996).

3.5.3 Spurious sea ice formation

Coastal polynyas were also being suppressed in MetROMS due to the excessive

sea ice produced by oscillatory ocean tracer advection schemes, which are prone

to spurious supercooling. This phenomenon is fully explored in Chapter 4. After

switching from the centered fourth-order advection scheme to the upwind third-order

scheme including flux limiters, coastal sea ice became thinner and polynya activity

increased.
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3.5.4 Grid resolution mismatch

While the previous three changes led to marked improvements in the representa-

tion of coastal polynyas, particularly around East Antarctica, major disagreements

remained between MetROMS’ sea ice and available observations. Simulated sum-

mer sea ice extent was too high, which is the opposite bias to most models (Turner

et al., 2013b). The substantial Ross Sea polynya (Meier et al., 2013) was virtually

nonexistent in MetROMS. Instead, sea ice on the continental shelf of the Ross and

Weddell Seas became thicker and thicker, with a monotonically increasing age tracer

showing that the ice was approximately as old as the simulation itself. At the same

time, sea ice offshore was thinning. It was clear that something was inhibiting the

export of sea ice from the continental shelf, particularly in the Ross and Weddell

Seas where most sea ice is formed. Simulations that varied the sea ice dynamics

parameters, such as drag coefficients, turning angles, and ice strength coefficients,

had little effect on the export. Eventually, comparison with an independent CICE

simulation (Nicholas Hannah, personal communication) revealed that the sea ice

divergence term in MetROMS was extremely low. This variable depends only on

sea ice velocity and grid resolution, and it became apparent that the problem lay

with the latter.

One of the MetROMS domains used by the master development team has a con-

stant horizontal resolution of 20 km, which was originally hard-coded into CICE

rather than being read from the grid file. The developers later fixed this shortcut

in the master code, but the update was never transferred to the ice shelf branch

due to a version control issue. Since the circumpolar Antarctic MetROMS domain

has variable Cartesian resolution which is finer than 20 km in most of the domain

(averaging 10 km in sea ice covered regions), the divergence term was damped to

the point of nearly shutting down all sea ice deformation. Fixing this mismatch

led to a pronounced increase in sea ice export, with associated improvements in

sea ice thickness, concentration, and polynya activity. The representation of coastal

polynyas in the final version of MetROMS more or less agrees with observations

(Section 2.4.2.1).

Note that the simulations in Chapter 4 were completed after the grid resolution

mismatch was addressed, and show that coastal polynyas still remain sensitive to

spurious sea ice formation from oscillatory advection schemes.
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3.6 Weddell Sea deep convection

Near the centre of the Weddell Sea Gyre, MetROMS is prone to developing unreal-

istic deep convection. Figure 3.3 plots temperature and salinity slices through 13◦W

for a simulation with no surface salinity restoring, but which is otherwise identical

to the simulation analysed in Chapter 2. During the first September of the simula-

tion (top row of Figure 3.3), the offshore Weddell Sea is weakly stratified. A colder,

fresher mixed layer (approx. −1.5◦C, 34.5 psu) overlays warmer, saltier Circumpolar

Deep Water (CDW, > 0◦C, > 34.6 psu). The mixed layer is at its maximum annual

depth (100-150 m), and later forms the subsurface Winter Water layer which buffers

seasonally shallow mixed layers from the CDW.

Figure 3.3: Meridional slices of temperature (◦C) and salinity (psu) interpolated to
13◦W, during a simulation with no surface salinity restoring. The top row shows
conditions during the first spring (5-day average centered on 24 September 1992) and
the bottom row during the third spring (24 September 1994).

Two years later (bottom row of Figure 3.3), the first deep convection event oc-

curs. The water column homogenises near 65◦S, with uniform temperature (approx.

−0.25◦C) and salinity (approx. 34.65 psu) through at least the upper 250 m of the

water column. Figure 3.4a shows that this convection actually extends much deeper,

with the local surface boundary layer depth (as calculated by the KPP paramet-

erisation) in excess of 2000 m. The surface warming associated with the convection

melts the sea ice in this region (Figure 3.4b), forming an open-ocean polynya which
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Figure 3.4: Conditions during the third spring (5-day average centered on 24 Septem-
ber 1994) of the simulation shown in Figure 3.3. (a) Depth of the surface boundary
layer (m) as calculated by the KPP parameterisation. (b) Sea ice concentration (frac-
tion).

is characteristic of this model bias. Furthermore, CDW becomes cooler and fresher

in the Weddell Sea due its newfound atmospheric connection, and this signal gradu-

ally spreads through the rest of the domain following the pathway of Weddell Sea

Bottom Water.

The conundrum is that Weddell Sea deep convection has been known to occur in

observations, but only very occasionally. For example, the Weddell Polynya of 1974-

1976 exhibited full depth open-ocean convection (Gordon, 1978) but was not ob-

served again until the spring of 2017 (Fetterrer et al., 2017). The sporadic nature of

this convection suggests a connection to interannual variability in atmospheric con-

ditions. In contrast, most CMIP5 models simulate such convection as a permanent

fixture of both the Weddell and Ross Seas (Heuzé et al., 2013). This model bias is

so pervasive that even ocean reanalyses constrained by observations exhibit unreal-

istic deep convection (Aguiar et al., 2017). At least in MetROMS, there does not

appear to be any link between the onset of deep convection and specific atmospheric

conditions beyond the seasonal cycle. During the many test simulations performed

to investigate this issue, deep convection consistently began in spring (when surface

salinity was highest following months of sea ice formation), but the year of onset var-

ied widely depending on the model configuration. Atmospheric variability therefore

appears to be overwhelmed by a bias in the model configuration itself.

The causes of simulated deep convection in the Weddell Sea have been investigated

by previous studies. Timmermann and Beckmann (2004) demonstrated the import-

ance of vertical mixing schemes, and showed that traditional convective adjustment
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is especially prone to this problem. Even in more sophisticated mixing schemes, a

shallow bias in summertime mixed layer depth prevents fresher surface water from

being mixed down into the underlying Winter Water. The salinity of the Winter

Water layer instead increases until the water column becomes unstable and over-

turns. Kjellsson et al. (2015) found a similar sensitivity to vertical mixing, but also

showed that the surface freshwater budget has a role to play. Neglecting iceberg

meltwater, or initialising with insufficient sea ice, causes salinity to increase in the

mixed layer (and therefore the Winter Water, due to their seasonal connection),

eventually triggering deep convection.

In this configuration of MetROMS, three improvements to the model design helped

to delay the onset of convection. First, evaporation was originally calculated intern-

ally by ROMS as a function of simulated sea surface temperature. A warm bias in

summer led to excessive evaporation, and in the absence of a coupled atmosphere

model, this evaporation was not compensated by higher humidity and eventually

increased precipitation. Rather, the freshwater was permanently lost, contributing

to a positive salinity drift in the mixed layer. To address this problem, evaporation

is instead prescribed from ERA-Interim as part of the atmospheric forcing.

Next, the CICE configuration originally used elastic-viscous-plastic (EVP) sea ice

rheology. These simulations displayed excessive ridging, which displaced sea ice from

the centres of the subpolar gyres and instead built up thicker ridges along the coast

and along the boundaries of the gyres. Sea ice in the centre of the Weddell Gyre

was relatively thin with lower concentration, and therefore sensitive to the frazil-

open water feedback described in Section 2.4.2.1. Elastic-anisotropic-plastic (EAP)

rheology yields better results, with a smoother and more realistic distribution of

sea ice thickness in the subpolar gyres. These differences may be a result of several

unrealistic assumptions made by the EVP formulation which are not present in EAP

(Tsamados et al., 2013). First, EVP treats sea ice as a continuum, assuming that

ice floes are significantly smaller than the grid resolution. However, this domain has

a relatively high resolution of approx. 10 km in sea ice covered regions, which could

resolve the largest floes. Furthermore, EVP assumes that sea ice is isotropic, i.e.

its properties do not depend on the orientation of individual floes. This assumption

is contradicted by satellite observations, which reveal roughly diamond-shaped floes

which interlock with a preferred orientation (Tsamados et al., 2013). The EAP

rheology implemented in CICE models this anisotropy on the sub-grid scale and

makes no assumptions about the floe size. The resulting impacts on sea ice dynamics

have been shown to improve simulated sea ice thickness in an Arctic domain, in a

similar manner to the results described here for the Antarctic (Tsamados et al.,

2013).
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Finally, the mixed layer was unrealistically shallow in summer, which contributed to

salinity drift in the Winter Water layer as described above. To address this problem,

the KPP modification of Dinniman et al. (2011) was implemented. Under stabilising

conditions, the surface boundary layer depth is set to a theoretical minimum based

on surface stress.

These three improvements are assessed here by individually removing them from

the baseline simulation. Figure 3.5 plots timeseries of total sea ice area in four

different simulations. The baseline simulation (as in Figures 3.3 and 3.4) exhibits

occasional deep convection, but this does not melt enough ice to significantly impact

the total area, which remains more or less stable during the 10 year simulation (black

line). By contrast, simulations with EVP rheology (red line) or internally calculated

evaporation (green line) display a steep decline in annual sea ice maxima. In these

simulations, the Weddell Sea polynya enters an unstable state where the convective

region grows larger every year, melting more and more ice from the Atlantic sector.

Removing the KPP modification (blue line) originally leads to larger sea ice maxima

than the baseline simulation, but these maxima decline more quickly than in any

other simulation.

Figure 3.5: Timeseries of total sea ice area during four different simulations:
“Baseline” = simulation shown in Figures 3.3 and 3.4. “EVP rheology” = simulation
with elastic-viscous-plastic sea ice rheology instead of elastic-anisotropic-plastic. “Ori-
ginal KPP” = simulation without the KPP modification of Dinniman et al. (2011).
“Internal evap” = simulation where evaporation is calculated internally by ROMS,
instead of prescribed from ERA-Interim.
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In longer simulations with repeated 1992-2005 forcing (following FESOM’s control

simulation in Chapter 5), the baseline simulation eventually enters the same unstable

state where deep convection increases every year. The only permanent solution

that was found to this problem was surface salinity restoring, which is used for the

simulation in Chapter 2. Salinity drift in the mixed layer is therefore suppressed,

and the water column never becomes unstable.

The main disadvantage of salinity restoring is the limitations it places on the types

of simulations for which the model is appropriate. In particular, future projections

such as those performed by FESOM (Chapter 5) should allow the surface salinity to

evolve based on changes in atmospheric forcing, sea ice processes, and circulation,

rather than being restored to a present-day climatology. MetROMS’ need for surface

salinity restoring was one reason why it was ultimately deemed unsuitable for such

experiments.

3.7 Erosion of deep water masses

The susceptibility of terrain-following coordinate ocean models to spurious diapycnal

mixing, leading to erosion of deep water masses, is a well known problem (Grif-

fies et al., 2000) and was demonstrated in ROMS by Marchesiello et al. (2009).

Dissipative error is a consequence of the along-level diffusivity inherent in the up-

wind third-order scheme for tracer advection (Shchepetkin and McWilliams , 2005),

which can align poorly with isopycnals in regions of steep bathymetry. To address

this issue, Marchesiello et al. developed the RSUP3 advection scheme (Rotated

Split UPstream 3rd order) in which the hyperdiffusive term is split from the up-

wind third-order scheme, rotated along geopotential surfaces, and added to the

biharmonic diffusion operator. Alternatively, Arango (2010) demonstrated that the

Akima advection scheme (Shchepetkin and McWilliams , 2005) performs better than

the upwind third-order scheme with regards to diapycnal mixing.

The MetROMS simulation analysed in Chapter 2 uses the Akima advection scheme.

Two additional simulations over the same 25-year period (1992-2016) were completed

for comparison in this section. The first uses the upwind third-order advection

scheme, with flux limiters as in Chapter 4; note that the addition of flux limiters

had no discernible impact on diapycnal mixing. The second simulation uses the

RSUP3 advection scheme developed by Marchesiello et al. (2009), but with the

hyperdiffusive term rotated along isoneutrals as in Lemarié et al. (2012) rather than

along geopotentials. These three simulations exhibit different levels of erosion of

Southern Ocean deep water masses, as shown in Figure 3.6 with temperature and
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Figure 3.6: Temperature (◦C) and salinity (psu) interpolated to 0◦E. Black contours
show the 0.75◦C isotherm and the 34.5 psu isohaline. (a) Initial conditions from the
ECCO2 reanalysis for January 1992. (b), (c), (d) Monthly average for January 2016
in three simulations using different tracer advection schemes: upwind third-order with
flux limiters, Akima (the same simulation from Chapter 2), and RSUP3 respectively.
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salinity slices through 0◦E (as in Figure 2.6).

Antarctic Intermediate Water (AAIW, salinity < 34.5 psu, shown as a black con-

tour) is characterised by the subsurface salinity minimum in the northern branch of

the ACC. AAIW undergoes the most erosion in the upwind third-order simulation

(Figure 3.6b), where increased salinity due to mixing with the underlying North

Atlantic Deep Water (NADW) has left virtually no subsurface water below 34.5 psu

after 24 years. The Akima advection scheme (Figure 3.6c) performs slightly better.

AAIW is best preserved by the RSUP3 scheme (Figure 3.6d), although substantial

erosion is still apparent compared to the initial conditions. Some of the residual

salinification (between 0.05 and 0.07 psu) is due to the ECCO2 reanalysis, which

provides lateral boundary conditions to MetROMS at 30◦S, and which also exhibits

some erosion of AAIW. It is also possible that underestimation of surface freshwa-

ter fluxes could be contributing to the increasing salinity of AAIW (Griffies et al.,

2009), although this would not explain the persistent freshening of the underlying

NADW.

The increased southward spreading of warm Circumpolar Deep Water (CDW, tem-

perature > 0.75◦C, shown as a black contour) in MetROMS was also noted in Section

2.4.1.4. This phenomenon shows some sensitivity to advection schemes, with the up-

wind third-order simulation displaying the largest volume of warm CDW south of

55◦S, and the RSUP3 simulation the least. RSUP3 also best preserves the cold

Antarctic Bottom Water (AABW) in the northern part of the domain. While the

increased volume of warm CDW is part of a general deep ocean warming south of

55◦S, which may be due to biases in sea ice processes and/or bottom water forma-

tion, this sensitivity to advection schemes indicates that spurious diapycnal mixing

could be part of the problem.

Section 3.3.2 suggested that the relatively low ACC transport simulated by Met-

ROMS could be due to spurious diapycnal mixing, which weakens the meridional

density gradient across the Southern Ocean through the erosion of deep water

masses. The simulations analysed here support this hypothesis. Compared to the

2002-2016 mean Drake Passage transport of 126.8 Sv in the Akima simulation, trans-

port is weaker in the upwind third-order simulation (123.5 Sv) and stronger in the

RSUP3 simulation (136.4 Sv). However, transport in RSUP3 still falls below the

most recent observational estimates of 173.3± 10.7 Sv (Donohue et al., 2016).

Based on these results, while RSUP3 improves the preservation of deep water masses

in this configuration of MetROMS, it does not appear to be a complete solution to

water mass erosion. Additionally, RSUP3 imposes additional limits on the model

timestep. The simulation presented here uses a baroclinic ocean timestep of 200
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seconds, compared to 300 seconds for all other MetROMS simulations. Even this

200 second timestep is not stable in all circumstances, as other tests with RSUP3

using slightly different configurations of MetROMS (for example, with surface sa-

linity restoring turned off) developed numerical instabilities. Due to the additional

computational expense and the unreliable stability, combined with the merely mod-

erate improvements to deep water mass preservation, the RSUP3 advection scheme

was not used in the final configuration of MetROMS.

Lemarié et al. (2012) improved the stability of the RSUP3 scheme by implement-

ing an implicit treatment of vertical fluxes in the CROCO (Coastal and Regional

Ocean COmmunity model) branch of ROMS. Due to fundamental differences in

the kernel between the CROCO and Rutgers branches of ROMS, it was decided

that implementing Lemarié et al.’s work in MetROMS was beyond the scope of this

project.

3.8 Influence of tides

As described in Section 2.4.3, both MetROMS and FESOM underestimate total

basal melting of Antarctic ice shelves, which is likely partially due to the absence of

tides in the models. Including tides in ice-shelf/ocean simulations has been shown to

increase melt rates in a variety of circumstances (Dinniman et al., 2016; Makinson

et al., 2011; Gwyther et al., 2016), due to tidal currents increasing drag at the ice

shelf base. In some cases, this increased drag also amplifies ice shelf refreezing

(Mueller et al., 2018; Gwyther et al., 2015).

The size of MetROMS’ circumpolar Antarctic domain and the unstable tendencies

of its northern boundary prevent the explicit simulation of tides, which in ROMS

requires specifying tidal elevations and/or velocities at the lateral boundaries (see

Section 2.5). An alternative parameterisation of tidal effects on ice shelf melt rates

was tested, which affects the friction velocity u∗ in ice shelf cavities. The root-mean-

squared (rms) tidal velocity utide is considered by u∗ as follows:

u∗ = max

(√
Cd (u2 + v2 + u2tide), u

∗
min

)
(3.1)

where all other terms are the same as in Equation 2.2. This follows the paramet-

erisation of Asay-Davis et al. (2016) used by the ISOMIP+ experiments.

To calculate the rms tidal velocity, the amplitudes of horizontal transports AU and

AV (in m2/s) were obtained for each point in ice shelf cavities and each of 10 tidal
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components, using the CATS 2008a opt tidal model (Padman et al., 2008). Since

the root-mean square of a sinusoid of amplitude A, regardless of phase or period, is
A√
2
, utide becomes

utide =
1

h− zice

10∑
n=1

√
A2
U + A2

V√
2

(3.2)

where h− zice (bathymetry minus ice shelf draft) is the water column thicknes in m,

and n is the tidal component.

With this parameterisation, tides influence ice shelf melt rates, but not ocean mix-

ing. This produces a negative feedback which counteracts the initial increase in ice

shelf melting (Figure 3.7). During the first 5 days of simulation, the tidal paramet-

erisation increases total basal mass loss by 23% compared to the baseline simulation

from Chapter 2. Neither simulation has had time to deviate from the initial temper-

ature and salinity fields, so the effects of u∗ can be assessed more or less in isolation.

However, in a matter of days the increase in total basal mass loss drops to approxim-

ately 7%, and then slowly decays to approximately 4% after 10 years. This effect is

due to generally colder temperatures in ice shelf cavities, which compensate for the

increased u∗ values. The initial increases in ice shelf melt produce excess cold, fresh

meltwater which is not adequately mixed out of the cavities. As a result, the two

simulations converge. Differences on the regional scale (not shown) are also minor.

Figure 3.7: Timeseries (5-day averages) of percent change in total basal mass loss
from all ice shelves. Results are calculated for a simulation parameterising the effects
of tides on ice shelf melt rates, compared to the baseline simulation of Chapter 2.
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These results contrast with regional ocean/ice-shelf simulations including explicit

representations of tides, which have been found to increase basal mass loss by 25-

100% (Dinniman et al., 2016). This discrepancy suggests that parameterisations of

tidal effects on ice shelf melt rates must also be implemented into the ocean mixing

scheme, and that u∗ cannot be considered in isolation. This parameterisation was

therefore not included in the final configuration of MetROMS.

3.9 Topography smoothing in FESOM

Since an operational global configuration of FESOM already existed prior to this

project, adapting the model for our purposes was significantly less challenging than

with MetROMS. However, one significant complication arose during the generation

of FESOM’s unstructured mesh. As described in Section 2.2.3, the radii of the

Gaussian filters used to smooth the bathymetry and ice shelf draft are scaled by

the desired final resolution, which varies spatially. Creating this desired resolution

requires some trial and error, as it depends on the placement of individual patches,

the latitude of the rotated grid, and numerous parameters. Each attempt produces a

scaling file which is used by the Gaussian filters for topographic smoothing. During

the original generation of the two FESOM meshes presented in Chapter 2, the

Gaussian smoothing was mistakenly never updated following the first attempt. That

is, the topography was smoothed at a resolution which did not match the final

resolution of either mesh. Furthermore, the same smoothing was used for both the

low-resolution and high-resolution meshes. As a result, large areas of the Antarctic

continental shelf were oversmoothed, particularly the Amundsen Sea as well as the

Filchner-Ronne and Amery Ice Shelf cavities. The bathymetry was more affected

than the ice shelf draft, as the latter only receives one pass of the Gaussian filter, and

instead undergoes most of its smoothing via the slope-limiting procedure described

in Section 2.2.3 which does not depend on the scaling file.

A deficiency in the FESOM mesh machinery was also discovered, in which land

points were included in the Gaussian smoothing windows for the bathymetry. This

had little effect on most regions of the Antarctic Ice Sheet, where the bedrock

smoothly slopes across the grounding line. However, in steep-sided fjords such as the

Amery Ice Shelf cavity and the deep ice regions near the Filchner-Ronne grounding

line, smoothing into the land mask caused substantial shoaling of the bathymetry.

Other FESOM meshes with much higher resolution in these regions as well as fewer

passes of the Gaussian filters (Timmermann and Goeller , 2017) were largely unaf-

fected by this problem, but it was a point of concern for the meshes used in this

project.
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When these problems came to light, both meshes were regenerated with the correct

scaling for topographic smoothing, and with land points excluded from the smooth-

ing windows. All the FESOM experiments in Chapters 2 and 5 were rerun. This

section briefly compares the results of the high-resolution intercomparison simula-

tion (Chapter 2) before and after the mesh was corrected.

The largest changes are seen in the Amundsen Sea, particularly in the Pine Island

Ice Shelf region shown in Figure 3.8. A trough in the continental shelf is largely

smoothed away in the old mesh (Figure 3.8a), which cuts off the pathway for CDW

to travel onshore. As a result, the continental shelf is filled with cold LSSW near the

surface freezing point (Figure 3.8b), with virtually no presence of warmer MCDW.

Figure 3.8: The Pine Island Ice Shelf in the high-resolution FESOM intercomparison
experiment described in Chapter 2. Results are shown for the oversmoothed mesh
(left) as well as for the final mesh where the oversmoothing has been rectified (right,
same simulation as in Chapter 2). (a) Bathymetry (m). The black contour shows the
ice shelf front. (b) Bottom water temperature (◦C) averaged over 2002-2016. (c) Ice
shelf melt rate (m/y) averaged over 2002-2016.
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In the new mesh, the trough is better preserved, leading to increases in bottom

water temperature of approximately 0.6◦C on the continental shelf and 0.3◦C in the

ice shelf cavity. Ice shelf melt rates markedly increase (Figure 3.8c), with total basal

mass loss from the Pine Island Ice Shelf increasing by 67%.

The Amery Ice Shelf cavity (Figure 3.9) is more affected by the consideration of the

land mask during smoothing, due to the steep bedrock surrounding the cavity. In

the old mesh, considering these points in the smoothing windows (combined with

excessively large smoothing windows) causes the bathymetry to shoal substantially.

Water column thickness near the back of the cavity is reduced by approximately

1000 m compared to the corrected mesh (Figure 3.9a). This inhibits the transport

of inflowing MCDW to the grounding line, where cold ISW builds up instead (Figure

3.9b).

In the corrected mesh, stronger transport at the back of the cavity leads to warmer

temperatures, and therefore increased ice shelf melt rates (Figure 3.9c). This effect

is counteracted by lower melt rates in the outer two-thirds of the cavity, such that

total basal mass loss from the entire ice shelf decreases by 13%. Similar processes are

seen beneath the Filchner-Ronne Ice Shelf (not shown), which instead experiences

a negligible increase (0.4%) in total basal mass loss.

In addition to these regional changes in ice shelf cavities, which can be directly

attributed to local changes in the topography, the updated FESOM mesh exhibits

several large-scale changes which indicate more complex teleconnections. Transport

of the ACC through Drake Passage is reduced by 6% compared to the oversmoothed

mesh, which is most likely due to baroclinic adjustment to changes in temperature

and salinity. Finally, the corrected mesh simulates higher sea ice minima, with total

February sea ice extent (1992-2016 mean) increasing by 31%. This is due to thicker

coastal sea ice which better survives the summer melt, and which in turn is likely

influenced by bathymetry-dependent circulation on the continental shelf.
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Figure 3.9: As in Figure 3.8, but for the Amery Ice Shelf cavity. (a) Water column
thickness (m). (b) Bottom water temperature (◦C) averaged over 2002-2016. The
black contour shows the ice shelf front. (c) Ice shelf melt rate (m/y) averaged over
2002-2016.

3.10 Discussion and conclusions

As well as several unique defects due to well-buried bugs in the code, the circumpolar

Antarctic configuration of MetROMS has experienced many of the same challenges

as other Southern Ocean models over the course of its development, including unreal-

istic Drake Passage transport, deep convection in the Weddell Sea, and degradation

of the boundaries between deep water masses. The case studies presented here ex-

plored the causes of these biases and their sensitivities to model design choices. Some

of the resulting insights confirmed the results of previous studies with other models,

while others represented new information which had not been previously discussed

in the literature. Finally, the influence of topographic smoothing was demonstrated
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in one case study with FESOM.

As shown in Chapter 2, MetROMS performs quite well on the Antarctic continental

shelf and in ice shelf cavities, producing sub-ice circulation patterns and hydrography

which are often more realistic than in FESOM. However, unresolved challenges in

the deep ocean prevent long transient simulations with MetROMS. First, surface

salinity restoring is required to prevent ever-expanding deep convection in the Wed-

dell Sea, but such restoring would not be appropriate for future projections where

surface salinity is not expected to conform to the present-day climatology. Second,

spurious diapycnal mixing in the deep ocean causes progressive erosion of water

masses over time, a form of model drift which subsequently weakens the ACC. Sim-

ulated conditions in the interior Southern Ocean are therefore unreliable on longer

timescales, and may eventually influence the continental shelf and ice shelf cavities.

Future development of MetROMS could follow several pathways to address these is-

sues. A permanent solution to Weddell Sea deep convection has so far proved elusive,

but continued experimentation may reveal further improvements. Implementing the

modified Pacanowski-Philander vertical mixing scheme used by FESOM (Section

2.2.4) may be beneficial, as Timmermann and Beckmann (2004) found this scheme

to produce more realistic Weddell Sea hydrography than the KPP parameterisation.

Another potential solution could be to tune CICE to produce higher sea ice con-

centration, which would damp the frazil-open water feedback currently overactive

in MetROMS (Section 2.4.2.1). With regards to spurious diapycnal mixing, imple-

menting the full RSUP3 tracer advection scheme of Lemarié et al. (2012) including

its stability improvements is likely the best available option. This process would not

be straightforward, due to structural differences in the ROMS kernel, but should

yield improved representation of deep water masses. Finally, an explicit considera-

tion of tides by MetROMS is worth pursuing, given the known influence of tides on

sub-ice shelf processes (Padman et al., 2009; Makinson et al., 2011; Mueller et al.,

2018). The most appropriate implementation is likely the complete lunisolar tides

of Thomas et al. (2001) and Müller et al. (2010), rather than approaches concerned

with the lateral boundaries. An appropriate consideration of tides would be ex-

pected to increase basal melt rates in MetROMS, bringing them more in line with

observational estimates.

When considering such possibilities for future development, one must consider the

purpose of the given model. The processes to be studied, and the types of exper-

iments to be completed, should guide the prioritisation of areas needing improve-

ment. For example, if future research with MetROMS is limited to short-timescale,

present-day process studies on the continental shelf, then deep ocean drift and sur-

face salinity restoring would not be causes for concern. More relevant topics for
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development would be the addition of tides, and potentially an increase in hori-

zontal resolution. If future research instead pursues future projections similar to

those completed with FESOM in Chapter 5, then MetROMS’ performance in the

deep ocean would require more attention. Ultimately both types of experiments are

a research priority, so model development is likely to span all of these areas.

It is also important to note that different models invariably have different strengths

and weaknesses due to key design elements which are not easily changed, such as

vertical coordinate systems or fundamental numerical methods. Therefore, while

continued development of individual models is essential, the use of several different

models to study the same processes is a valuable strategy to better understand the

climate system, and how best to model it.
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Chapter 4

Spurious sea ice formation caused

by oscillatory ocean tracer

advection schemes

Preamble

One of the issues discussed in Chapter 3 warranted further attention: the link

between oscillatory ocean tracer advection schemes and spurious sea ice formation

(Section 3.5.3). Numerical oscillations in high-order advection schemes are a well-

studied problem, but their impact on coupled sea ice models had not yet been

investigated in the literature. There was no reason to believe that this mechanism

of error was unique to MetROMS, so communication of the problem to the wider

ocean/sea-ice modelling community was imperative.

This chapter is based on the paper “Spurious sea ice formation caused by oscillatory

ocean tracer advection schemes” by Kaitlin A. Naughten, Benjamin K. Galton-Fenzi,

Katrin J. Meissner, Matthew H. England, Gary B. Brassington, Frank Colberg, Tore

Hattermann, and Jens B. Debernard, which was published in Ocean Modelling in

June 2017. Compared to the published paper, the version reproduced here has

several minor wording changes and clarifications, none of which affect the main

conclusions of the study. I have secured copyright permission to reproduce the

publication within this thesis.

I completed the majority of the work for this publication: installing and configuring

MetROMS, discovering the mechanism of error, designing and running simulations,

analysing results, and writing the paper. My supervisors Katrin Meissner, Ben

Galton-Fenzi, and Matthew England gave me advice throughout the process. Gary
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Brassington and Frank Colberg provided the flux limiter code which extends the up-

wind third-order advection scheme in ROMS. Tore Hattermann and Jens Debernard

provided the MetROMS coupling code. All co-authors provided comments on the

manuscript.

Note that since the simulations were completed and published earlier, the model

configuration in this chapter is slightly different to Chapters 2 and 3. In particular,

the improvements to MetROMS to prevent spurious deep convection in the Weddell

Sea (Section 3.6) had not yet been implemented, with the exception of prescribed

evaporation. However, the water column structure triggering convection takes sev-

eral years to develop, while the simulations presented in this chapter are only 1 year

long. They are therefore uncontaminated by spurious deep convection.

Abstract

Tracer advection schemes used by ocean models are susceptible to artificial oscil-

lations: a form of numerical error whereby the advected field alternates between

overshooting and undershooting the exact solution, producing false extrema. Here

we show that these oscillations have undesirable interactions with a coupled sea ice

model. When oscillations cause the near-surface ocean temperature to fall below the

freezing point, sea ice forms for no reason other than numerical error. This spuri-

ous sea ice formation has significant and wide-ranging impacts on Southern Ocean

simulations, including the disappearance of coastal polynyas, stratification of the

water column, erosion of Winter Water, and upwelling of warm Circumpolar Deep

Water. This significantly limits the model’s suitability for coupled ocean-ice and

climate studies. Using the terrain-following-coordinate ocean model ROMS (Re-

gional Ocean Modelling System) coupled to the sea ice model CICE (Community

Ice CodE) on a circumpolar Antarctic domain, we compare the performance of three

different tracer advection schemes, as well as two levels of parameterised diffusion

and the addition of flux limiters to prevent numerical oscillations. The upwind

third-order advection scheme performs better than the centered fourth-order and

Akima fourth-order advection schemes, with far fewer incidents of spurious sea ice

formation. The latter two schemes are less problematic with higher parameterised

diffusion, although some supercooling artifacts persist. Spurious supercooling was

eliminated by adding flux limiters to the upwind third-order scheme. We present this

comparison as evidence of the problematic nature of oscillatory advection schemes in

sea ice formation regions, and urge other ocean/sea-ice modellers to exercise caution

when using such schemes.
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4.1 Introduction

A central element of ocean models is the advection of temperature and salinity, sim-

ulated using a number of different numerical methods (Griffies et al., 2000). These

advection schemes are susceptible to various types of numerical error (Hecht et al.,

2000; Shchepetkin and McWilliams , 1998; Lilly , 1965), including issues with stabil-

ity, artifical dissipation (by which water masses over-mix), and artifical oscillations.

It is the last such issue that we focus on here. Oscillations, also known as overshoots

or dispersion, are characterised by tracer fields that appear jagged and erratic after

advection, with false extrema (Shchepetkin and McWilliams , 1998). These oscilla-

tions most likely occur near steep gradients in the given tracer field, which can be

poorly resolved at low resolution.

Oscillatory behaviour in various tracer advection schemes has been well-studied

(Hecht et al., 2000; Shchepetkin and McWilliams , 1998; Pietrzak , 1998), and its

potential for undesirable feedbacks with ocean processes has been demonstrated

(Hecht , 2010; Farrow and Stevens , 1995; Gerdes et al., 1991). However, there

are no published investigations of how oscillatory behaviour interacts with coupled

ocean/sea-ice models. When simulating regions of sea ice formation, there is a ma-

jor threshold associated with the freezing point. Oscillations which cause the ocean

temperature to fall below the freezing point therefore have physical significance bey-

ond simple numerical error, as acknowledged by Hecht et al. (2000). In some ways

this situation is similar to the simulation of regions with strong freshwater inflow,

where oscillations could cause negative salinity.

In this study, we use a terrain-following-coordinate ocean model (Shchepetkin and

McWilliams , 2005; Galton-Fenzi et al., 2012) with a coupled sea ice model (Hunke

et al., 2015) to show that oscillatory tracer advection schemes have a significant

impact on sea ice formation. When oscillations cause the ocean temperature to fall

below the freezing point, this spurious supercooling is then removed from the near-

surface layers as frazil ice. This frazil forms even if the ocean is already shielded from

atmospheric heat fluxes by a layer of solid sea ice. As a result, unphysically thick

patches of sea ice occur. These thick patches of sea ice have a significant influence

on other physical processes, including coastal polynyas, stratification of the water

column, dense water formation, and the properties of deep water masses. Note

that despite the similar terminology, this phenomenon is distinct from the temporal

oscillations in ice-ocean Ekman transport discussed by Roberts et al. (2015).

Steep horizontal gradients in tracer fields are more common in the local coordinate

space of sigma- or terrain-following-coordinate ocean models (Griffies et al., 2000),
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which discretise the vertical dimension using fractional depth of the water column

rather than absolute depth. Here we use “horizontal” to describe a line or surface of

constant vertical level on the terrain-following grid, rather than of constant depth.

If the underlying bathymetry is steep, horizontally adjacent grid cells can lie at quite

different depths. A sharp gradient in depth often translates to a sharp gradient in

tracers such as temperature or salinity. By contrast, the same region modelled with

z-coordinates would have weaker temperature and salinity gradients between hori-

zontally adjacent grid cells, which would by definition lie at exactly the same depth.

Since the ocean is, for the most part, well mixed in the horizontal but stratified in the

vertical, there are more opportunities for sharp horizontal gradients in sigma-space

than in z-space. As a consequence, sigma-coordinate and terrain-following coordin-

ate ocean models may be particularly susceptible to artificial oscillations over areas

of steep bathymetry.

Advection schemes are typically tested on idealised domains, often at very high

resolution and sometimes with reduced dimensionality. In practice, however, ad-

vection schemes are ultimately incorporated into “realistic configurations”, which

we define here as three-dimensional forward models on observed domains, generally

with rougher bathymetry and lower resolution than idealised setups. We believe it

is valuable to communicate the effects of numerical error on realistic configurations,

since they are the ones most often used to understand observations, make future

projections, and ultimately inform policy. By understanding how errors present

themselves in realistic domains, with realistic forcing and commonly used resolu-

tion, we hope to forewarn other members of the ocean modelling community who

might otherwise experience similar problems, and to provide an acceptable solution.

4.2 Advection schemes

In a finite-volume discretisation of the primitive equations for ocean circulation, the

concentration of a tracer at a given grid box represents the volume average over that

grid box. The advection of the tracer depends on the advective fluxes through each

face of the grid box. However, the calculation of these fluxes depends on the area-

averaged concentration of the tracer over each face, and there is no exact solution for

the interpolation of these values from the adjacent volume-averages. Several different

numerical methods have been developed to address this interpolation, giving rise to

different advection schemes. In our simulations we compare three different advection

schemes from the standard distribution of ROMS (the Regional Ocean Modelling

System) (Shchepetkin and McWilliams , 2005), as well as a limiter scheme designed

to remove oscillations from one of the advection schemes.
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4.2.1 Centered fourth-order

The centered fourth-order advection scheme (Shchepetkin and McWilliams , 2005)

interpolates tracers to grid box faces using a midpoint-average modified by a gradi-

ent or curvative term. This interpolation is centered, and fourth-order accurate, in

space. While this scheme is less prone to oscillations than its second-order coun-

terpart (Shchepetkin and McWilliams , 1998), oscillations still occur (Leonard and

Mokhtari , 1990).

4.2.2 Akima fourth-order

The Akima fourth-order advection scheme (Shchepetkin and McWilliams , 2005) dif-

fers from the centered fourth-order scheme only in its calculation of the gradient or

curvature term, which utilises harmonic averaging rather than a simple midpoint

average. Shchepetkin and McWilliams (2005) found that this scheme reduces oscil-

lations compared to the centered fourth-order scheme.

4.2.3 Upwind third-order

There are several different schemes in the upwind third-order family; here we use

the scheme known as UTOPIA (Shchepetkin and McWilliams , 2005; Rasch, 1994;

Leonard , 1993). The interpolation of tracers to grid box faces is not centered in

space, but rather is biased toward the upwind or upstream direction, which de-

pends on the sign of the given velocity component. Upwind schemes in general

suppress oscillations (Griffies et al., 2000), as the truncation errors associated with

upwind interpolation are dominated by dissipation rather than dispersion. In first-

order upwind schemes, this can lead to unphysical diapycnal mixing which breaks

down fronts between water masses. In comparison, third-order schemes exhibit sig-

nificantly reduced artificial dissipation (Leonard , 1993). The residual is considered

“implicit diffusion” which can often be compensated for by reducing or even elimin-

ating explicitly parameterised diffusion (Farrow and Stevens , 1995; Dinniman et al.,

2015). Note that we use this scheme only for horizontal tracer advection; it is paired

with the centered fourth-order advection scheme in the vertical.

4.2.4 Upwind limiters

While the upwind third-order scheme is known to significantly reduce oscillations

compared to centered advection schemes, oscillations can still occur near sharp gradi-
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ents (Leonard , 1993). These oscillations can be targeted and removed using a flux

limiter scheme. Here we implement the “universal limiter” developed by Leonard

and Mokhtari (1990) as part of the ULTRA-SHARP scheme; see also Norris (2000).

This scheme calculates limits for the interpolated tracer values at each grid box face,

and by enforcing these limits it clips false extrema, as follows:

Let C∗ be the concentration of a tracer interpolated by the upwind third-order

advection scheme to a given grid box face in the east-west direction. Let CWW ,

CW , CE, and CEE denote the volume-averaged (i.e. known) concentrations two cells

west, one cell west, one cell east, and two cells east of this face. The flux limiters

are then used to calculate a new concentration, C, as follows:

C =

median [CE, C
∗,median [CW , CE, CWW + α (CW − CWW )]] if u ≥ 0

median [CW , C
∗,median [CE, CW , CEE + α (CE − CEE)]] if u < 0

(4.1)

where u is the zonal velocity at the grid box face. The equations are similar for the

north-south faces. As with the baseline upwind third-order advection scheme, the

upwind limiters are only applied in the horizontal.

Equation 4.1 defines three bounds on C, the first two of which are fixed, and the

third which is modified by the parameter α which controls the amount of clipping.

Smaller values of α lead to stricter clipping of oscillations, but may also clip some

legitimate extrema. The specific choice of α is determined empirically. The original

reference (Leonard and Mokhtari , 1990) set α = 10, while we use α = 5. Our

solution showed little sensitivity to values of α greater than 5, and the smaller value

is seen as the more conservative design choice.

Further details on the upwind limiter scheme and its implementation in ROMS can

be found in an upcoming paper by Brassington et al. (2018).

4.2.5 Other advection schemes

Another popular tracer advection scheme among ROMS users is MPDATA (Multidi-

mensional Positive Definite Advection Transport Algorithm) (Smolarkiewicz , 1984).

This scheme is sign-preserving, and therefore unsuitable for temperature gradients

across 0◦C. In order to use MPDATA for the simulation of sea ice formation regions

or ice shelf cavities, the temperature field would need to be transformed to ensure

positivity. The advection could be done in Kelvins rather than degrees Celsius;

alternatively, a smaller value surpassing the minimum freezing point (such as 5◦C,
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noting the depth-dependent freezing point in ice shelf cavities) could be added to

temperature before advection and subtracted after. No other routines in the model

would experience the extra 5◦C, so the model physics would not be affected.

We experimented with the HSIMT scheme (High-order Spatial Interpolation at the

Middle Temporal level) (Wu and Zhu, 2010), a non-oscillatory scheme that shares

many properties with MPDATA, but is suitable for negative temperatures. Unfor-

tunately, this scheme caused unacceptably high levels of spurious diapycnal mixing

in our configuration (not shown). For different configurations, perhaps with higher

resolution, HSIMT may be suitable. For all advection schemes, errors of both dis-

sipative and dispersive nature are less likely at high resolution.

4.3 Model description

Our simulations are performed with the MetROMS model, which consists of the

ROMS ocean model (Regional Ocean Modelling System) (Shchepetkin and McWil-

liams , 2005) including ice shelf thermodynamics (Galton-Fenzi et al., 2012), coupled

to the CICE sea ice model (Community Ice CodE) (Hunke et al., 2015) using the

MCT coupler (Model Coupling Toolkit) (Larson et al., 2005; Jacob et al., 2005). The

coupling infrastructure was implemented by the Norwegian Meteorological Institute

(Debernard et al., 2017), and is described in Section 4.3.5.

4.3.1 Domain

We run MetROMS on a circumpolar Antarctic domain, with a northern boundary

at 30◦S. Horizontal resolution for both ROMS and CICE is 1
4

◦
scaled by cosine of

latitude, and the South Pole is relocated to ensure approximately equal resolution

around the coastline. This results in Cartesian resolutions ranging from 8-10 km on

the Antarctic continental shelf to 15-20 km in the Antarctic Circumpolar Current

(ACC). While this resolution is higher than most global coupled models, it is lower

than many ROMS simulations, which often use smaller domains (such as the Amery

Ice Shelf configuration of Galton-Fenzi et al. (2012) with resolution between 3-7 km;

the Mertz Glacier Tongue configuration of Cougnon et al. (2013) with resolution

between 2-3 km; and the Totten Ice Shelf configuration of Gwyther et al. (2014)

with resolution between 2.5-3.5 km). Bathymetry, ice shelf draft, and land/sea

masks were given by RTopo 1.05 (Timmermann et al., 2010), and smoothed as in

Lemarié et al. (2012) to ensure stability with terrain-following coordinates.
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4.3.2 Forcing

ROMS and CICE are forced with the same atmospheric state, from which each

component calculates bulk fluxes of heat, salt, and momentum. Over grid cells

containing a mix of sea ice and open water, these fluxes are merged by the coupler.

Atmospheric forcing is provided by the ERA-Interim reanalysis (Dee et al., 2011) and

consists of 6-hourly fields for near-surface temperature, pressure, humidity, winds,

and total cloud cover; and 12-hourly fields for rain, snow, and evaporation. The 6-

hourly fields are linearly interpolated to each model timestep. The 12-hourly fields

represent total water fluxes over the given 12-hour period, and are not interpolated in

time but rather applied at a constant rate with a step change every 12 hours. For our

one-year simulations we use 1992 forcing. We also apply an estimate of freshwater

fluxes from iceberg melt, using the monthly-averaged 100-year climatology simulated

by Martin and Adcroft (2010).

ROMS also requires lateral boundary conditions at the open northern boundary,

30◦S. For this we use monthly averaged fields of temperature, salinity, and horizontal

velocity from the ECCO2 cube92 reanalysis (Menemenlis et al., 2008; Wunsch et al.,

2009) for 1992. Northern boundary conditions for sea surface height are given by

the AVISO climatology (AVISO , 2011). The numerical treatment of these boundary

conditions is discussed in Section 4.3.3.

4.3.3 Ocean configuration

ROMS is a split-explicit, free-surface, terrain-following-coordinate ocean model (Shche-

petkin and McWilliams , 2005). We use the development version 3.7 of the Rutgers

ROMS code, with the addition of ice shelf thermodynamics using the standard three-

equation parameterisation (Galton-Fenzi , 2009; Galton-Fenzi et al., 2012). Our grid

has 31 terrain-following vertical levels, with higher resolution near the surface and

bottom of the water column. Typical vertical resolutions are 1-3 m at the surface

and 200-300 m in the deep interior ocean. In ice shelf cavities, vertical resolution is

often finer than 1 m. With such thin vertical layers we require a baroclinic timestep

of 5 minutes, with 30 barotropic timesteps for each baroclinic.

While we vary the tracer advection scheme in our experiments, advection of mo-

mentum uses the same scheme for all experiments: upwind third-order advection

in the horizontal, and centered fourth-order advection in the vertical. Subgrid-scale

mixing is parameterised using biharmonic viscosity (for momentum) and Laplacian

diffusivity (for tracers). The horizontal mixing coefficients are 1000 m4/s for bi-
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harmonic viscosity, and either 15 or 150 m2/s for Laplacian diffusivity (varying by

experiment, see Section 4.3.7). These coefficients apply to the resolution of the

largest grid cell (approx. 24 km) and are scaled linearly for smaller grid cells. We

use the Large-McWilliams-Doney interior closure scheme (Large et al., 1994) which

includes the KPP boundary layer parameterisation.

Particular care must be taken at the open northern boundary, where instabilities

can easily occur due to discontinuities between the lateral boundary conditions and

the simulated fields. We follow the method used by the Southern Ocean State Es-

timate simulations (Mazloff et al., 2010) on a similar circumpolar domain (Matthew

Mazloff, personal communication). First, zonal velocity u is clamped to zero at

the northern boundary to prevent waveguide artifacts. Second, the bathymetry is

modified to be constant in y over the northernmost 15 rows of grid cells (approx. 3◦

latitude). In this way, boundary conditions for meridional velocity v can smoothly

transition into the domain without immediately encountering variations in topo-

graphy. Finally, a sponge layer is applied over these northernmost 15 rows, whereby

the diffusivity coefficient linearly increases to 10 times its background value at the

northern boundary, and the viscosity coefficient (which has units of m4/s rather than

m2/s) to 100 times the background value. The numerical methods used to apply the

northern boundary conditions consist of the Chapman scheme for sea surface height

(Chapman, 1985), the Flather scheme for barotropic v (Flather , 1976), and the

radiation-nudging scheme for baroclinic v, temperature, and salinity (Marchesiello

et al., 2001).

4.3.4 Sea ice configuration

CICE is a dynamic-thermodynamic sea ice model which has been successfully coupled

to several global climate models (Hunke et al., 2015). We use version 5.1.2 of the

CICE code. Our simulations have 7 vertical ice layers plus 1 snow layer, and 5

ice thickness categories. The sea ice timestep is 30 minutes for both dynamic and

thermodynamic processes.

Our configuration uses the “mushy” thermodynamics scheme (Turner et al., 2013a).

We use the level-ice melt pond parameterisation with Stefan refreezing. Radiation

is treated by the Delta-Eddington scheme (Briegleb and Light , 2007).

For dynamics, we use the elastic-viscous-plastic scheme (Hunke and Dukowicz , 1997)

as revised by Bouillon et al. (2013). Sea ice transport follows an incremental remap-

ping approach (Lipscomb and Hunke, 2004). We use the ice strength formulation

of Rothrock (1975), with the ridging participation and redistribution functions of
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Lipscomb et al. (2007).

4.3.5 Coupling

ROMS and CICE run on separate processors, and communication between the two

models is facilitated by the MCT coupler (Larson et al., 2005; Jacob et al., 2005).

Since the same horizontal grid is used for the ocean and sea ice, the coupling is

relatively straightforward. The only issue comes from the fact that ROMS uses the

Arakawa C-grid while CICE uses the Arakawa B-grid (Arakawa and Lamb, 1977).

That is, while ROMS and CICE share the same horizontal grid cells, the location

of variables within that cell (i.e. at the centre, corners, or edges) is not the same.

However, both the B- and C-grid have tracers in the centre of each cell. All coupling

is therefore done on the tracer grid, with variables linearly interpolated to and from

the centre of each cell where required.

ROMS and CICE exchange fields every 30 minutes of simulation (i.e., every sea

ice timestep). All fields are averaged or integrated over the preceding 30-minute

coupling interval. CICE passes ROMS the sea ice concentration, heat and salt

fluxes, the shortwave radiation coming through the ice, and the ice-ocean stress

vector. ROMS passes CICE the sea surface temperature and salinity, ocean velocity

averaged over the upper 5 metres, sea surface height, and the freeze-melt potential.

The last variable warrants particular attention given the subject of this paper.

Freeze-melt potential is the energy flux (in W/m2) associated with the temper-

ature difference from the freezing point, and is used by the sea ice model to form

frazil ice (> 0) or melt existing sea ice (< 0). We follow the same algorithm as the

POP (Parallel Ocean Program) z-coordinate ocean model (Smith et al., 2010) to

calculate freeze-melt potential, with minor modifications to account for the differing

vertical coordinate system.

Freeze potential is integrated over the upper 5 metres of the water column, removing

supercooling in these layers every ocean timestep. If warmer layers (above freezing)

overlay colder layers, they are allowed to melt the frazil ice formed below. The

surface layer is also allowed to melt frazil ice from previous ocean timesteps, within

the same coupling interval. Any additional energy flux in the surface layer available

to melt ice is accumulated each timestep as melt potential (< 0).

The salinity fluxes associated with both frazil ice formation and basal melting are cal-

culated by CICE and returned to the ocean model as a surface salt flux. This design

is required to ensure salt conservation, since the mushy thermodynamics scheme in

CICE allows sea ice salinity to evolve. Also to match the mushy thermodynamics
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in CICE, the freezing point Tf (in ◦C) is given by

Tf =
S

−18.48 + 18.48
1000

S
(4.2)

where S is salinity in psu. Note that we neglect the depth-dependence of the freezing

point, since this term is negligible over the upper 5 metres. Freeze-melt potential is

not calculated in ice shelf cavities, which are masked out of the CICE domain. In ice

shelf cavities the depth-dependence of the freezing point is vital, and supercooling is

handled differently. For a full explanation see Galton-Fenzi (2009) and Galton-Fenzi

et al. (2012).

4.3.6 Initialisation

ROMS is initialised with temperature and salinity from the ECCO2 cube92 reana-

lysis (Menemenlis et al., 2008; Wunsch et al., 2009) for January 1992. These fields

are extrapolated into ice shelf cavities using a nearest-neighbour method in Cartesian

space. Initial velocity and sea surface height are set to zero.

Sea ice is initialised using January 1992 observations from the NOAA/NSIDC Cli-

mate Data Record of Passive Microwave Sea Ice Concentration (Meier et al., 2013).

Wherever observed sea ice concentration exceeds 15%, we intialise with concentra-

tion 100%, sea ice thickness of 1 m, and snow thickness of 0.2 m. This method of

sea ice initialisation is similar to that used by Kjellsson et al. (2015).

4.3.7 Experiments

We found that short simulations were sufficient to illustrate the impact of advec-

tion errors on sea ice formation and deep water masses. Therefore, each simulation

we present here ran for one year under 1992 forcing. We ran six different simula-

tions, varying the advection scheme, level of parameterised diffusion, and presence

of upwind limiters, as summarised and named in Table 4.1.

Since the upwind third-order advection scheme has implicit diffusion, unlike the

fourth-order centered and Akima schemes, we ran the latter two schemes with two

levels of parameterised diffusion: low (Laplacian diffusivity of 15 m2/s, the same as

the upwind schemes) and high (150 m2/s). These values are scaled by grid size, as

described in Section 4.3.3, meaning the diffusivity coefficient for a typical grid cell

will be smaller.
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Experiment Tracer advection Laplacian Upwind Walltime
name scheme diffusivity limiters h:mm

(m2/s)
U3 LIM Upwind third-order 15 yes 4:32
U3 Upwind third-order 15 no 4:23
C4 LD Centered fourth-order 15 n/a 4:22
A4 LD Akima fourth-order 15 n/a 4:30
C4 HD Centered fourth-order 150 n/a 4:30
A4 HD Akima fourth-order 150 n/a 4:25

Table 4.1: Summary of simulations performed. Upwind limiters can only be com-
bined with the upwind third-order scheme. Walltime refers to the hours and minutes
required to complete each 1-year simulation. Simulations were run on the Raijin
cluster of the Australian National Computational Infrastructure, using 608 cores (512
ocean + 96 sea ice) which are Intel Xeon Sandy Bridge/Broadwell 2.6 GHz.

In the following results, we treat U3 LIM as a baseline simulation to which all other

simulations are compared. The presence of upwind limiters ensures there will be no

spurious supercooling in this simluation. Note also that the upwind limiters have

a negligible computational overhead, as shown in Table 4.1. Activating limiters in

U3 LIM only causes a 3% increase in walltime compared to the U3 simulation.

4.4 Results and Discussion

4.4.1 Supercooling

In an accurate simulation of the Southern Ocean, we would not expect to see any

supercooling below 5 metres depth, except possibly a small amount transported

from the sub-ice shelf cavities (note that this legitimate supercooling will not be

removed by the flux limiters). Since the ocean is cooled only at the surface, and

ROMS removes supercooling from the upper 5 metres every 5 minutes, there should

not be time for supercooling to propagate to deeper water masses. However, if these

deeper water masses are near the freezing point, oscillatory advection errors could

cause spurious supercooling.

An example of this phenomenon in experiment C4 LD is shown in Figure 4.1, which

plots the difference from the freezing point at each cell in a slice through the model

grid, at a single timestep. With no time-averaging, spatial averaging, or spatial

interpolation, the presence of oscillatory advection errors is obvious. Rather than a

smooth field, the model output appears noisy and discontinuous. Isolated columns

of subsurface supercooling - some exceeding 0.5◦C below the freezing point - are

surrounded by much warmer water. Over a steep region of the continental slope,

around 74.5◦S, this supercooling extends as deep as 200 m.
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Figure 4.1: Difference from the surface freezing point, i.e. T − Tf , where T is
ocean temperature and Tf is the surface freezing point as given by Equation 4.2.
Values are shown on a single i-slice of the model grid through the Weddell Sea, for
a single timestep on 26 June during the C4 LD simulation. In this region the grid
is significantly rotated from regular longitude-latitude axes; longitudes in this plot
range from 35◦W in the southernmost cells to 40◦W in the north.

Note that advection errors causing spurious formation of sea ice do not show up

in Figure 4.1, since this supercooling is removed from the upper 5 metres of the

water column as soon as it forms. Nonetheless, this figure illustrates the existence

of oscillations and their unphysical nature. The salinity field (not shown) exhibits

similar discontinuities, indicating that oscillations can deterioriate simulated fronts

across the continental slope. Even disregarding the impact on sea ice formation,

this behaviour presents a barrier to the accurate simulation of the interior ocean.

4.4.2 Sea ice formation

Frazil formation of sea ice should only occur where there is some amount of open

water (i.e. sea ice concentration less than 100%), since supercooling of the ocean is

driven by atmospheric heat fluxes. Again, there may be a small contribution from

supercooled water exiting ice shelf cavities, but this should be restricted to grid cells

adjacent to ice shelf fronts. Congelation, whereby seawater freezes directly onto the

sea ice base due to conduction of heat through the ice, is calculated separately from

frazil ice formation and at no stage involves supercooling in ROMS. Therefore, in

an accurate simulation we would expect to see simulated frazil formation restricted

to regions of open water, such as coastal polynyas and the northernmost edge of sea
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ice extent during the freeze season.

The U3 LIM simulation performs reasonably well in this regard. Annually averaged

frazil ice formation (Figure 4.2a) is strongest in coastal polynyas, particularly in the

Ross and Weddell Seas. Areas of weaker frazil formation offshore correspond to the

northernmost sea ice extent at different times of the year. Other simulations display

significantly higher frazil formation than U3 LIM, particularly on the continental

shelf, and sometimes far from the coast. These anomalies are most apparent for the

C4 LD and A4 LD simulations (Figures 4.2c and 4.2e), and tend to line up with

steep bathymetric features such as the continental shelf break.

Increasing the parameterised diffusion for the C4 HD and A4 HD simulations smoothes

out many of the oscillations, and therefore removes most of the spurious frazil pro-

duction (Figures 4.2d and 4.2f). However, there are still significant anomalies on

the continental shelf. The upwind third-order scheme U3 with no limiters (Figure

4.2b) behaves similarly.

Figure 4.2 (following page): Annually averaged frazil ice formation during each 1-
year simulation. Absolute frazil formation (cm/day) for the U3 LIM simulation is
shown in (a); anomalies from U3 LIM for other simulations are shown in (b)-(f).
Experiment names are explained in Table 4.1.
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These anomalies in frazil ice formation for each simulation are reflected in the sea

ice thickness. At the time of maximum sea ice area (23 August), the U3 LIM sim-

ulation displays a realistic distribution of effective sea ice thickness (Figure 4.3a),

with thicker ice from the continental shelf exported by the Ross and Weddell Gyres,

and thinner ice in polynya regions along the coastline. The C4 LD and A4 LD

simulations (Figures 4.3c and 4.3e), by contrast, show thick packs of sea ice along

the continental shelf break. Sea ice thickness in the offshore Weddell Sea is ap-

proximately tripled compared to the U3 LIM simulation. The regions of increased

sea ice thickness differ somewhat from the regions of anomalous frazil formation

seen in Figure 4.2, due to sea ice drift. However, given that other sea ice thermo-

dynamic growth terms (congelation and snow-to-ice flooding) are similar in all six

simulations, the thick ice is indeed driven by frazil formation.

These thick packs of sea ice are mostly eliminated by increasing the parameterised

diffusion (C4 HD and A4 HD simulations; Figures 4.3d and 4.3f). However, thicker

ice still exists along the continental shelf break of the Amundsen and Bellingshausen

Seas, extending into the eastern Ross Sea. In other regions, such as offshore of the

Amery Ice Shelf, sea ice is actually thinner than in U3 LIM. The upwind third-

order scheme with no limiters (U3; Figure 4.3b) exhibits slightly thicker sea ice than

U3 LIM along most of the continental shelf break.

Figure 4.3 (following page): As Figure 4.2, but showing effective sea ice thickness
(concentration multiplied by height at each grid cell) on 23 August (daily average),
which corresponds to the day of maximum sea ice area in the U3 LIM simulation.
Cells where sea ice concentration is below 15% have been masked out of (a).
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4.4.3 Stratification

Sea ice which forms due to oscillatory advection errors alone will melt as soon as it

drifts away from the spurious supercooling into warmer waters, which can occur in

as little as 1 grid cell. In regions of persistent spurious supercooling causing thick

sea ice, the rate of melting is significant. The resulting large freshwater flux stratifies

the ocean, decreasing the mixed layer depth and suppressing deep convection. Note

that sea ice melt cools, as well as freshens, the ocean surface.

Sea surface salinity at the sea ice maximum (23 August) is shown for the U3 LIM

simulation in Figure 4.4a. The other simulations (Figures 4.4b through 4.4f) exhibit

significant fresh anomalies (> 1 psu) in regions of spurious sea ice formation. For the

C4 LD and A4 LD simulations (Figures 4.4c and 4.4e), these regions are so large

that the meltwater freshens almost the entire domain. Freshening is particularly

significant on the continental shelf, as well as east of the Drake Passage where

meltwater from the Weddell Sea is swept into the ACC. For the C4 HD, A4 HD,

and U3 simulations (Figures 4.4b, 4.4d, and 4.4f), this meltwater is restricted to the

northern ACC east of the Drake Passage, as well as small patches on the western

side of the Antarctic Peninsula.

Figure 4.4 (following page): As Figure 4.3, but for sea surface salinity. Note that
ice shelf cavities are masked.
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Mixed layer depth, defined here as the depth of the oceanic boundary layer as cal-

culated by the KPP parameterisation (Large et al., 1994), is significantly affected

by this surface freshening. During the sea ice maximum on 23 August, the U3 LIM

simulation has deep mixed layers (> 300 m) in known regions of dense water form-

ation (Ohshima et al., 2013), most prominently the Ross and Weddell Seas as well

as Prydz Bay near the Amery Ice Shelf (Figure 4.5a). The C4 LD and A4 LD sim-

ulations (Figures 4.5c and 4.5e) have much shallower mixed layers in these regions,

as well as throughout the Weddell Sea and most of the ACC.

This behaviour is less pronounced for the C4 HD and A4 HD simulations (Figures

4.5d and 4.5f), although shallower mixed layers are still apparent in some regions of

the continental shelf. No consistent anomalies are seen in mixed layer depth for the

U3 simulation (Figure 4.5b).

Figure 4.5 (following page): As Figure 4.3, but for mixed layer depth (depth of the
oceanic boundary layer as calculated by the KPP parameterisation). Note that ice
shelf cavities are masked.
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4.4.4 Coastal polynyas

Simulations with significant spurious supercooling are characterised by an almost

complete absence of year-round coastal polynyas. Polynyas are regions of open water

created by the strong southerly katabatic winds, which push sea ice away from the

coast. As new sea ice forms in its place, the resulting brine rejection triggers deep

convection, and warmer water from below upwells to the surface.

Spurious formation of sea ice suppresses coastal polynyas in two ways:

1. Dynamic: Thick sea ice forms due to spurious supercooling above steep ba-

thymetry, particularly the continental shelf break. These thick packs of sea

ice decrease the mobility of upstream sea ice, which often encompasses known

coastal polynya regions. Export of sea ice from polynya regions is therefore

inhibited.

2. Thermodynamic: The stabilising effect of meltwater from the transport of

these thick patches of sea ice, as discussed in the previous section, suppresses

deep convection in polynya regions. Upwelling of warmer water from below,

which is necessary to prevent polynyas from immediately freezing over, is

thereby suppressed.

Year-round coastal polynyas are present during the U3 LIM simulation in many

regions along the Antarctic coastline. Figure 4.6a shows sea ice concentration for this

simulation near the Amery Ice Shelf front (67◦E-86◦E) during the sea ice maximum

on 23 August. Substantial polynyas are present in Barrier Bay (≈ 80◦E), with

several smaller polynyas dotted along the coastline.

Figure 4.6: Sea ice concentration (fraction) on 23 August (daily average) near the
Amery Ice Shelf front, including Barrier Bay (≈ 80◦E). 23 August corresponds to the
maximum sea ice extent in the U3 LIM simulation. Concentration for the U3 LIM
simulation is shown in (a), and for the C4 LD simulation in (b). Experiment names
are explained in Table 4.1.
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These polynyas are significantly reduced in size during the C4 LD simulation (Figure

4.6b), with sea ice concentration near 1 almost everywhere. The high levels of spuri-

ous sea ice formation seen in C4 LD, and the resulting buttressing and stratifying

effects, have nearly eliminated the coastal polynyas.

4.4.5 Deep water masses

As well as shutting down coastal polynyas, the stratification discussed in Section

4.4.3 causes the subsurface Winter Water layer to erode. Winter Water is the rem-

nant of the winter mixed layer, overlaying warmer Circumpolar Deep Water and

forming a subsurface temperature minimum. If the winter mixed layer is shallow,

as seen in the C4 LD and A4 LD simulations, the thickness of this year-round layer

is reduced.

Significant impacts are seen after only one year. Figure 4.7 shows zonal slices of tem-

perature and salinity interpolated to 180◦E (through the Ross Sea) on the last day of

the U3 LIM simulation (31 December), and anomalies for the C4 LD simulation. A

layer of Winter Water (temperature ≈ −0.5◦C, salinity ≈ 34.4 psu) is visible in the

Figure 4.7: Latitude vs. depth slices of temperature (a,b) and salinity (c,d), in-
terpolated to 180◦E, which intersects the Ross Sea. Ice shelf cavities are explicitly
simulated by ROMS, and the Ross Ice Shelf front can be seen on the left side of each
plot. Values are averaged over the last day of simulation, 31 December. The U3 LIM
simulation (a,c) and anomalies for the C4 LD simulation with respect to U3 LIM
(b,d) are shown. Experiment names are explained in Table 4.1.
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U3 LIM simulation (Figures 4.7a and 4.7c), with a tongue of cold water extending

into the subsurface ACC, and warm salty Circumpolar Deep Water (temperature

> 0◦C, salinity > 34.5 psu (Jacobs , 2004)) below 100 m depth in the offshore water

column. Dense water formation is also active in the Ross Sea polynya, visible as

a column of uniform salinity (≈ 34.6 psu) immediately north of the Ross Ice Shelf

front.

The Winter Water layer has been partially replaced by Circumpolar Deep Water

in the C4 LD simulation (Figures 4.7b and 4.7d), which exhibits significant warm

and saline anomalies above 100 m in the offshore water column. Warming of ap-

proximately 1◦C is apparent over the continental slope (near 74◦S), as Modified

Circumpolar Deep Water begins to travel onto the continental shelf. Additionally,

fresh anomalies north of the ice shelf front, concentrated near the surface, indicate

a shutdown of dense water formation in this region due to stratification.

In longer simulations with C4 LD (not shown), Modified Circumpolar Deep Water

eventually makes its way into ice shelf cavities, including the Ross. Area-averaged

ice shelf melt rates dramatically increase, well beyond observational estimates, as

warm water floods into the cavity. In contrast to these indirect effects of spurious

supercooling on ice shelf melt rates, we do not see any significant evidence of direct

effects, i.e. spurious supercooling causing refreezing onto the ice shelf base. Within

ice shelf cavities, the ocean is shielded from the motion of wind and sea ice at the

surface, and ocean velocities are therefore much slower. Oscillatory advection errors

are much less likely when velocities are near-zero.

4.4.6 Effect of coupling interval

In our experiments, ROMS and CICE exchange fields every sea ice timestep, equal

to 30 minutes. Some global climate models, such as the Community Earth System

Model (which includes CICE), instead have a sea-ice/ocean coupling interval of 24

hours (Roberts et al., 2015). This daily averaging of coupling fields is computa-

tionally inexpensive, but it also filters semi-diurnal feedbacks such as oscillations in

ice-ocean Ekman transport, which can have a significant impact on sea ice dynamics

as demonstrated by Roberts et al. (2015). Long coupling intervals also introduce lags

into the model which can lead to instabilities and chaotic behaviour.

We found that spurious sea ice formation was sensitive to the length of the ice-

ocean coupling interval. Simulations with 24-hour coupling intervals (not shown)

experienced more significant anomalies than the 30-minute simulations analysed

here. For all advection schemes, frazil formation as well as sea ice basal melt was
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higher with 24-hour coupling than with 30-minute coupling, since the longer lags in

the coupled system allowed both freeze potential and melt potential to overshoot.

This compounded the effects of spurious supercooling in the C4 LD and A4 LD

simulations. Anomalies in sea ice thickness, surface salinity, stratification, and dense

water mass properties were more pronounced with 24-hour coupling than with 30-

minute coupling. This indicates that long ice-ocean coupling intervals, as used by

some global models, exacerbate spurious sea ice formation caused by oscillatory

advection schemes.

4.5 Conclusions

We have shown that artificial oscillations in tracer advection schemes have undesir-

able interactions with a coupled sea ice model. Numerical oscillations cause spurious

supercooling and sea ice formation, particularly over steep areas of bathymetry such

as the continental shelf break, where thick packs of sea ice build up. The dynamic

and thermodynamic impacts of this thick sea ice suppress coastal polynyas, stratify

the water column, and cause Winter Water to erode and Circumpolar Deep Water

to shoal. The long-term significance of these biases for the simulated climate state

is unknown and is not the subject of this study.

The centered fourth-order and Akima fourth-order horizontal tracer advection schemes

were the worst performing, with significantly more incidents of spurious supercool-

ing and sea ice formation than the upwind third-order scheme. Increasing the para-

meterised diffusion improved the performance of both fourth-order schemes, but

supercooling artifacts were still present. Spurious supercooling was only eliminated

with the inclusion of a flux limiter for the upwind third-order scheme. However,

only minor differences were apparent between the upwind third-order scheme with

and without limiters, indicating that the limiters did not need to be activated very

frequently.

Upwind limiters are a particularly attractive solution for preventing oscillations

in high-resolution ocean models, because they allow parameterised diffusion to be

very low or even nonexistent. For eddy-permitting or eddy-resolving simulations,

explicit mixing can be destructive to the simulation of these eddies. The high levels

of parameterised diffusion that we find necessary to add to the centered fourth-

order and Akima fourth-order schemes to suppress oscillations would therefore be

undesirable. On the other hand, oscillations should be less likely at higher resolution

due to better resolution of steep gradients in tracer fields. In this case, substantial

increases in parameterised diffusion may not actually be necessary.
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When artificial oscillations breach thresholds such as the freezing point, they can

no longer be considered superficial numerical error. In the extreme case, as we

have shown, they can have detrimental effects on model physics. These results may

be model-dependent, and in particular may be influenced by the terrain-following

coordinates in our configuration. Nonetheless, we suggest that other users of coupled

ocean/sea-ice models exercise caution when using oscillatory advection schemes and

watch carefully for signs of spurious sea ice formation.
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Chapter 5

Future projections of Antarctic ice

shelf melting based on CMIP5

scenarios

Preamble

While MetROMS was ultimately deemed unsuitable for long transient simulations,

future projections of ice shelf melt rates were still feasible using FESOM. This

chapter takes the high-resolution configuration of FESOM from Chapter 2 and forces

it with bias-corrected atmospheric output from CMIP5 projections of the 21st cen-

tury.

This chapter is based on the paper “Future projections of Antarctic ice shelf melt-

ing based on CMIP5 scenarios” by Kaitlin A. Naughten, Katrin J. Meissner, Ben-

jamin K. Galton-Fenzi, Matthew H. England, Ralph Timmermann, and Hartmut

H. Hellmer, which is in press at Journal of Climate (©American Meteorological

Society, used with permission). Compared to the published paper, the version re-

produced here has several minor additions and clarifications, including the addition

of Equation 5.1. None of these changes affect the main conclusions of the study.

Cross-references to other thesis chapters have also been added, and the supplement-

ary information (consisting of six figures) has been moved to Appendix A.

I completed the majority of the work for this publication: installing and configur-

ing FESOM, designing and running simulations, analysing results, and writing the

paper. My supervisors Katrin Meissner, Ben Galton-Fenzi, and Matthew England

gave me advice throughout the process. Ralph Timmermann and Hartmut Hellmer

provided the FESOM code, as well as helpful discussions about the preliminary
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results. All co-authors provided comments on the manuscript.

Abstract

Basal melting of Antarctic ice shelves is expected to increase during the 21st century

as the ocean warms, which will have consequences for ice sheet stability and global

sea level rise. Here we present future projections of Antarctic ice shelf melting using

FESOM (Finite Element Sea-ice/ice-shelf Ocean Model) forced with atmospheric

output from CMIP5 (Coupled Model Intercomparison Project phase 5) models.

CMIP5 models are chosen based on their agreement with historical atmospheric

reanalyses over the Southern Ocean; the best-performing models are ACCESS 1.0

and the CMIP5 multi-model mean. Their output is bias-corrected for the RCP

(Representative Concentration Pathway) 4.5 and 8.5 scenarios. During the 21st-

century simulations, total ice shelf basal mass loss increases by between 41% and

129%. Every sector of Antarctica shows increased basal melting in every scenario,

with the largest increases occurring in the Amundsen Sea. The main mechanism

driving this melting is an increase in warm Circumpolar Deep Water on the Antarc-

tic continental shelf. A reduction in wintertime sea ice formation simulated during

the 21st century stratifies the water column, allowing a warm bottom layer to de-

velop and intrude into ice shelf cavities. This effect may be overestimated in the

Amundsen Sea due to a cold bias in the present-day simulation. Other consequences

of weakened sea ice formation include freshening of High Salinity Shelf Water and

warming of Antarctic Bottom Water. Furthermore, freshening around the Antarctic

coast in our simulations causes the Antarctic Circumpolar Current to weaken and

the Antarctic Coastal Current to strengthen.

5.1 Introduction

The Coupled Model Intercomparison Project phase 5 (CMIP5) (Taylor et al., 2012)

comprises the most comprehensive suite of future climate projections to date. A

variety of Earth System Models, consisting of coupled components for the atmo-

sphere, ocean, sea ice, and land surface, simulated future climate scenarios forced

by standardised Representative Concentration Pathways (RCPs). These range from

RCP 2.6, a “best-case scenario” where greenhouse gas concentrations stabilise by the

mid-21st century, to RCP 8.5, a “business-as-usual scenario” where concentrations

continue to accelerate. Global emissions of greenhouse gases are currently following

the RCP 8.5 pathway (Sanford et al., 2014).
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However, none of the Earth System Models participating in CMIP5 included ice shelf

interactions. Ice shelves, the floating extensions of the Antarctic Ice Sheet, buttress

upstream glaciers and ultimately slow down sea level rise (Dupont and Alley , 2005).

The fate of ice shelves, and consequently the ice sheet, in the 21st century and beyond

largely depends on the oceanic transport of heat into ice shelf cavities (the regions

of the ocean between ice shelves and the seafloor) and resulting basal melting. Here

we employ an ocean model, FESOM (Finite-Element Sea-ice/ice-shelf Ocean Model)

(Wang et al., 2014; Danilov et al., 2015; Timmermann et al., 2012), which includes

ice shelf cavities and simulates ice shelf basal melting and refreezing. FESOM is

one of a number of ocean models which simulate ice shelf thermodynamics in this

manner (see Dinniman et al. (2016) and references therein), but future projections

with these models have so far been limited. By forcing FESOM with atmospheric

output from the CMIP5 experiments, we obtain projections of ice shelf melt rates

throughout the 21st century, as well as continental shelf water mass properties, sea

ice processes, and Southern Ocean circulation.

FESOM has previously been used for future projections of ice shelf melting, forced

with CMIP3 model output (the previous generation of climate projections to CMIP5).

Timmermann and Hellmer (2013) presented FESOM simulations forced by output

from the HadCM3 and ECHAM5 models, both present-day (“20C” scenario) and

future (“E1” and “A1B” scenarios). The two CMIP3 models produced very differ-

ent responses in FESOM, with the HadCM3 experiments exhibiting more realistic

20th-century salinities on the continental shelf, higher present-day melt rates, and a

much larger response to 21st-century warming, particularly for the Filchner-Ronne

Ice Shelf (FRIS). Timmermann and Goeller (2017) repeated the HadCM3 A1B

scenario, as well as an extended 20C control experiment, with FESOM coupled to

a regional ice sheet model over the FRIS catchment. However, it is unclear to what

extent these projections of ice shelf melting are affected by systematic biases in the

CMIP3 models. Given the strong sensitivity to model choice shown by Timmer-

mann and Hellmer (2013), as well as the known issues with CMIP simulations in

the Southern Ocean region (see Section 5.2), careful selection of CMIP5 models as

well as bias-correction of the atmospheric forcing fields seems warranted.

In this study, we select CMIP5 models based on their climatological agreement with

atmospheric reanalyses over the Southern Ocean (Section 5.2). We linearly bias-

correct the CMIP5 output by applying anomalies in each variable over the 21st

century, rather than their absolute values (Section 5.3.2). By forcing FESOM with

two different RCPs and two choices of CMIP5 models, we assess the sensitivity

of changes in ice shelf basal mass loss to the forcing scenario (Section 5.4.1). We

investigate the mechanisms of warming in ice shelf cavities, with a particular focus on
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the Amundsen Sea (Sections 5.4.3 and 5.4.4). We also assess water mass properties,

with respect to ice shelf cavities (Section 5.4.2) as well as dense water exported

from the continental shelf (Section 5.4.5). Changes in large-scale Southern Ocean

circulation (Section 5.4.6) and sea ice (Section 5.4.7) are also discussed.

5.2 Selection of CMIP5 models for future forcing

CMIP5 models are well known to exhibit biases in the Southern Ocean region during

their 20th-century (“historical”) simulations. For example, every single model ana-

lysed by Sallée et al. (2013a) has a warm bias in Southern Ocean water masses,

particularly near the surface. As a result, many CMIP5 models underestimate

Antarctic sea ice extent, especially in summer (Turner et al., 2013b). Further-

more, mixed layers in the Southern Ocean are too shallow year-round (Sallée et al.,

2013b). Biases specific to the atmosphere have also been identified. In particular,

the Southern Hemisphere westerly winds are consistently too far north in CMIP5

models, and frequently too weak (Bracegirdle et al., 2013; Swart and Fyfe, 2012).

This bias is concerning for our simulations, since water masses near the Antarctic

continental shelf break may be particularly sensitive to the position and strength of

the westerlies (Schmidtko et al., 2014; Spence et al., 2014, 2017).

Given these biases, forcing an ocean model such as FESOM with raw atmospheric

CMIP5 output may be problematic, and introduce additional uncertainties into our

results. Furthermore, we spin up present-day FESOM simulations with the ERA-

Interim atmospheric reanalysis (Dee et al., 2011). Switching from ERA-Interim to

raw CMIP5 output would then introduce an undesirable step change in forcing at

the beginning of each RCP.

To avoid these problems, rather than forcing FESOM with CMIP5 output directly,

we instead force with CMIP5 anomalies during each RCP, added to the ERA-Interim

present-day climatology. This method assumes that projected changes are not state-

dependent, i.e. the magnitude of future change does not depend on the simulated

present-day climate. Projected changes in Southern Ocean temperature and salinity

do not appear to be state-dependent, as shown by Sallée et al. (2013a). However, no

such analysis has been conducted for atmospheric variables. Therefore, to minimise

the risk of state-dependent future changes distorting our forcing fields, we choose

CMIP5 models with the smallest possible biases in their present-day simulations.

Here we evaluate the performance of CMIP5 models compared to the ERA-Interim

reanalysis for 10 atmospheric variables over the Southern Ocean, in a monthly cli-

matology calculated over 1992-2005. We follow the method of Gleckler et al. (2008),
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which uses the root-mean-squared (rms) error as a metric of model skill. Rather

than calculating the rms error over the entire globe, we restrict our analysis to the

region 30◦S-80◦S. It is important to note that ERA-Interim is not a perfect baseline

for evaluation, as some biases are known to exist in its simulation of the Antarctic

region. In particular, there are concerns regarding ERA-Interim’s Southern Ocean

cloud cover leading to a positive bias in summertime shortwave radiation (Naud

et al., 2014). On the other hand, Nicolas and Bromwich (2011) showed that ERA-

Interim provides the most realistic surface hydrological cycle of any atmospheric

reanalysis over the Southern Ocean.

Models are selected based on availability of the 10 atmospheric variables required to

force our FESOM configuration (see caption of Figure 5.1), with monthly averages

for the historical, RCP 4.5, and RCP 8.5 simulations. 19 models fit these criteria

(Figure 5.1), and for each model we analyse a single ensemble member. We also

apply the analysis to the multi-model mean (MMM) of the 19 models. For each

model and each variable, we calculate the monthly climatology over 1992-2005 and

linearly interpolate to the ERA-Interim grid. Following the equations of Gleckler

et al. (2008), we calculate the rms error for each model and variable with respect to

ERA-Interim over 30◦S-80◦S, as well as the “relative error” which normalises units

across different variables. A relative error of 0.5, for example, indicates that the given

model has an rms error 50% higher than the median across all models (excluding

the multi-model mean), for the given variable. Similarly, a relative error of −0.5

indicates an rms error 50% lower than the median. Models in best agreement with

ERA-Interim will consistently have relative error scores which are the most strongly

negative.

Figure 5.1 summarises relative error for all models and variables in a portrait plot

(as in Figure 3 of Gleckler et al. (2008)), where the best-performing models are

dominated by blue squares. Notably, the multi-model mean (MMM) has lower

relative error than any of its component models for most variables. The tendency of

individual model errors to cancel out in the multi-model mean was also discussed by

Gleckler et al. (2008). However, the multi-model mean is not necessarily dynamically

consistent or conservative. Among the individual models, ACCESS-1.0 generally has

the lowest relative errors, with ACCESS-1.3 not far behind. This result agrees with

Agosta et al. (2015) who found ACCESS-1.3 and ACCESS-1.0 to be the CMIP5

models in best agreement with atmospheric reanalyses over the Antarctic continent.

Based on our analysis, we chose to construct two sets of future forcing fields for

FESOM, using output from either the CMIP5 multi-model mean or ACCESS-1.0.

The details of constructing these forcing fields are given in Section 5.3.2.
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Figure 5.1: Relative error (defined in Section 5.2) for 19 CMIP5 models as well as
the multi-model mean (MMM), calculated over the 1992-2005 monthly climatology
of each model’s “historical” simulation, with respect to the ERA-Interim reanalysis
over the same time period. Results are shown for 9 atmospheric variables using
ERA-Interim naming conventions: t2m (2 metre air temperature), d2m (2 metre
dew point temperature), u10 and v10 (10 metre winds), sp (surface pressure), tp
(total precipitation), sf (snowfall), e (evaporation), ssrd (downward shortwave solar
radiation), and strd (downward longwave solar radiation).
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5.3 Model description and experimental design

Simulations are performed with FESOM, a global ocean model notable for its un-

structured mesh. Triangular elements allow for variable horizontal resolution, so

that small-scale processes such as sub-ice shelf circulation can be resolved, while

coarse resolution elsewhere in the domain minimises computational expense. The

ocean component of FESOM is described by Wang et al. (2014), the sea ice com-

ponent by Danilov et al. (2015), and the ice shelf component by Timmermann et al.

(2012). Here we use the same configuration and parameter choices as in Chapter 2

but do not apply surface salinity restoring. Instead, as in previous publications with

FESOM (Timmermann and Hellmer , 2013), surface salt fluxes are corrected such

that the global mean is zero. Ice shelf cavities are not considered in this calculation,

and do not receive any salt flux correction.

Ice shelf thermodynamics, i.e. heat and salt fluxes at the ice shelf base due to melting

and refreezing, are simulated by FESOM using the three-equation parameterisation

(Hellmer and Olbers , 1989; Holland and Jenkins , 1999), with velocity-dependent

heat and salt transfer coefficients as detailed in Section 2.2.5. However, ice shelf

geometry remains constant throughout all simulations, because any assumptions

about changes in ice shelf draft would require coupling with an ice sheet model.

This has recently been achieved with FESOM for the Filchner-Ronne region (Tim-

mermann and Goeller , 2017), but is not yet operational for the entire continent.

A partial solution could be to prescribe changes in ice shelf geometry to the ocean

model, either at discrete restart points or in a continuously evolving manner, but

this approach would also require significant model development. Regardless, it is

likely that ice shelf geometry will indeed change throughout the 21st century, due to

thinning and increased calving. Furthermore, FESOM does not consider the effects

of tides, which are known to influence ice shelf melt rates (Makinson et al., 2011;

Mueller et al., 2018), water mass exchanges at the ice shelf front (Arzeno et al.,

2014), and transport of heat onto the continental shelf (Stewart et al., 2018).

5.3.1 Resolution

The FESOM mesh used in this study is the “high-resolution” option from Chapter

2. It has coarsest resolution in the abyssal Pacific, Atlantic, and Indian Oceans, ran-

ging from 150 to 225 km (Figure 5.2a). Resolution is finer near coastlines, reaching

approximately 75 km at low-latitude coastlines and 50 km for the Arctic and North

Atlantic. The Southern Ocean contains the bulk of the computational nodes, with

resolutions of 50 km or finer throughout the Antarctic Circumpolar Current (ACC).

135



CHAPTER 5. FUTURE PROJECTIONS

Resolution continues to refine south of the ACC, and averages 5-7 km on the Antarc-

tic continental shelf, including ice shelf cavities (Figure 5.2b). The Amundsen Sea

has still finer resolution, of approximately 4 km. Note that this is still insufficient

to resolve mesoscale eddies around Antarctica, which are understood to be a major

source of heat transport onto the continental shelf (Stewart and Thompson, 2015;

Stewart et al., 2018).

Figure 5.2: Horizontal resolution (km) in the FESOM mesh, defined as the square
root of the area of each triangular element. (a) Global projection. (b) Circumpolar
Antarctic projection; note the different colour scale. Values above 15 km in (b) are
not differentiated.

Vertical discretisation comprises a hybrid sigma-z coordinate system. Sigma coordin-

ates, with 22 vertical levels, are employed south of the 2500 m isobath surrounding

Antarctica. This region covers the entire continental shelf, all ice shelf cavities, and

part of the continental slope. The rest of the domain uses z-coordinates, with 38

unequally-spaced levels weighted towards the surface. All topographic data (bathy-

metry, ice shelf drafts, land-sea masks) are provided by RTopo-1.05 (Timmermann

et al., 2010).

5.3.2 Initial conditions and forcing

We use the same initial conditions as in Chapter 2. Temperature and salinity are

provided by the ECCO2 reanalysis (Menemenlis et al., 2008; Wunsch et al., 2009) for

January 1992, and extrapolated into ice shelf cavities. For the sea ice, initial condi-

tions are based on the NOAA/NSIDC Climate Data Record for Passive Microwave

Sea Ice Concentration (Meier et al., 2013) for January 1992. Wherever observed

sea ice concentration exceeds 0.15, the model is initialised with concentration 1, ice

thickness of 1 m (in the Antarctic) or 2 m (in the Arctic), and snow thickness of 0.2

m. Initial sea ice velocity, ocean velocity, and sea surface height are set to zero.
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Present-day atmospheric forcing is provided by the ERA-Interim reanalysis (Dee

et al., 2011), and consists of 6-hourly fields for near-surface air temperature, dew

point temperature, pressure, and winds; and 12-hourly fields for incoming longwave

and shortwave radiation, precipitation (split into rain and snow), and evaporation.

We also apply an estimate of surface freshwater fluxes from iceberg melt, using the

monthly climatology of Martin and Adcroft (2010).

Future simulations are forced using a combination of CMIP5 model output and

ERA-Interim fields. The aim of this approach is twofold: to account for biases in

the CMIP5 models’ simulation of the mean climate state (as evaluated in Section

5.2), and to maintain the presence of sub-monthly variability in the atmospheric

forcing. Variability at the sub-monthly timescale, particularly for winds, has been

shown to be important for the accurate simulation of Antarctic sea ice (Kim and

Stössel , 1998). However, the availability of CMIP5 atmospheric output at timescales

finer than monthly averages is inconsistent. In fact, not a single CMIP5 model had

sub-monthly output for all the variables and simulations we needed. For this reason,

sub-monthly variability in our RCP forcing is derived from ERA-Interim, under the

assumption that such variability will not change in an altered climate state.

The construction of the future forcing fields starts with monthly-averaged values for

each variable. For each month of the RCP as simulated by a given CMIP5 model,

we subtract that model’s monthly climatology, calculated over the period 1992-2005

during the CMIP5 historical simulation. It is replaced by the ERA-Interim monthly

climatology calculated over the same period. That is, we force FESOM with future

anomalies as calculated by the CMIP5 model, rather than the absolute fields. Mean-

state biases in the historical simulation as compared to ERA-Interim are therefore

corrected in a linear fashion. This can be expressed as

F (year,month) = FC(year,month)− 1

N

2005∑
A=1992

FC(A,month)+
1

N

2005∑
A=1992

FE(A,month)

(5.1)

where FC is the atmospheric forcing from a given CMIP5 model, FE is the atmo-

spheric forcing from ERA-Interim, N = 14 is the number of years considered for the

1992-2005 climatology, and the result F is the corrected forcing.

Onto these monthly-averaged fields we superimpose variability on the 6- and 12-

hour timescales, as derived from ERA-Interim. For each 6- or 12-hour timestep

in the period 1994-2005, we calculate the anomaly from the monthly mean (for

the given year, not the monthly climatology) as simulated by ERA-Interim. These

anomalies are added to the monthly fields described above, in a repeating 12-year

cycle throughout the RCP. The 12-year period 1994-2005 was chosen (rather than
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1992-2005 as for the climatology) so it is aligned with the 4-year cycle of leap years.

Since 2100 is not a leap year, the 12-year cycle is broken in 2100 and advanced by

1 year.

Freshwater fluxes from iceberg melting remain unchanged during the future simula-

tions; the same monthly climatology is applied as for the present-day simulations.

This design assumes that iceberg calving rates, as well as the spatial distribution of

iceberg melting, will not change during the 21st century.

5.3.3 Experiments

We performed five simulations, summarised in Table 5.1. First, the present-day

CONTROL simulation is forced solely with ERA-Interim, for which the forcing

period 1992-2005 is repeated ten times. The first two repetitions (i.e. 28 years) are

considered spinup; after this time, ice shelf melt rates have stabilised. The third

repetition of the forcing is treated as the genuine 1992-2005 period. RCP simulations

(2006-2100) split off from the end of the third forcing repetition, but the control

simulation continues parallel to these RCP experiments, to provide an estimate of

model drift. Experiments RCP 4.5 MMM and RCP 8.5 MMM are forced with the

RCP 4.5 and 8.5 scenarios respectively, using output from the CMIP5 multi-model

mean. The RCP 4.5 ACCESS and RCP 8.5 ACCESS simulations instead use output

from the ACCESS 1.0 model.

Experiment Years Forcing Initialisation
CONTROL 1992-2005, ERA-Interim ECCO2 and NSIDC

repeated 10 times
RCP 4.5 MMM 2006-2100 RCP 4.5 3rd repetition of

(multi-model mean) CONTROL
RCP 4.5 ACCESS 2006-2100 RCP 4.5 3rd repetition of

(ACCESS 1.0) CONTROL
RCP 8.5 MMM 2006-2100 RCP 8.5 3rd repetition of

(multi-model mean) CONTROL
RCP 8.5 ACCESS 2006-2100 RCP 8.5 3rd repetition of

(ACCESS 1.0) CONTROL

Table 5.1: Summary of simulations performed.

For both RCPs, ACCESS 1.0 simulates greater 21st-century warming over the South-

ern Ocean than the multi-model mean. Therefore, in the results to follow, the RCP

4.5 ACCESS simulation displays somewhat stronger changes than RCP 4.5 MMM,

and similarly for RCP 8.5. Additionally, the atmospheric forcing derived from AC-

CESS 1.0 exhibits interannual and decadal variability that is absent from the multi-

model mean, which is reflected in our FESOM simulations. The multi-model mean

averages out the variability in each of the 19 component models, including interan-
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nual and decadal modes of variability which typically occur out of phase between

different CMIP5 simulations. This means that projected future changes in these

modes of variability, such as El Niño events (Cai et al., 2014) which may affect the

Amundsen Sea (Steig et al., 2012; Smith et al., 2017), will also not be captured by

the MMM simulations.

5.3.4 Present-day evaluation

A comprehensive evaluation of this FESOM configuration was completed in Chapter

2. However, a brief summary of FESOM’s performance and present-day biases

around Antarctica is warranted.

First, simulated Antarctic sea ice extent agrees with observations in winter, but melts

back too much in summer. The simulated pattern of sea ice formation generally

agrees with observations, but sea ice production is too strong in the Amundsen,

Ross, and Weddell Seas, while the small coastal polynyas of the Australian Sector

are not well captured. Simulated transport of the Antarctic Circumpolar Current is

slightly weaker than most recent observations.

With respect to ice shelf mass loss, our FESOM configuration underestimates total

basal melting by nearly a factor of two compared to observational estimates. This

is largely a regional bias confined to the Amundsen Sea, Bellingshausen Sea, and

Australian sectors. By contrast, FESOM overestimates melting from the Amery and

Ross Ice Shelves. Simulated melt rates from the Filchner-Ronne Ice Shelf (FRIS), the

Larsen Ice Shelves, and the Eastern Weddell sector generally agree with observations.

However, the simulated circulation in the FRIS cavity is less realistic. A point of

concern with this FESOM configuration is the amount of topographic smoothing

necessary for numerical stability, and the effect this may have on the model’s cavity

geometry.

As previously mentioned, the only difference between the configuration of Chapter 2

and the configuration presented here is the treatment of surface salt fluxes (surface

salinity restoring versus global correction). This difference has virtually no effect on

total ice shelf mass loss from Antarctica. However, some regional differences are more

pronounced. The present-day control simulation analysed here shows higher melt

rates in the Amundsen Sea sector (by up to 19% for Pine Island Ice Shelf) compared

to the simulation of Chapter 2. This result suggests that surface salinity restoring

contributes to the erosion of warm bottom water, a process discussed more fully in

Section 5.4.4. The increased melting in the Amundsen Sea is offset by reduced melt

rates downstream in the eastern Ross Sea, including the Sulzberger and Nickerson
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Ice Shelves.

5.4 Results

5.4.1 Ice shelf basal mass loss

In our RCP simulations, total basal mass loss from all Antarctic ice shelves increases

by between 41% and 129% depending on the scenario. These percentages are cal-

culated by comparing the 2091-2100 average (last 10 years of the RCPs) to the

1996-2005 average (10 years preceding the RCPs). The increased melting is more

pronounced in the simulations forced with ACCESS 1.0 (67% and 129% for RCP

4.5 and RCP 8.5 respectively) than in the simulations forced with the multi-model

mean (41% and 90%). This tendency can be attributed to the greater atmospheric

warming in ACCESS 1.0, as noted in Section 5.3.3.

Figure 5.3 partitions the increased mass loss into eight sectors: the Filchner-Ronne

Ice Shelf (FRIS), the Eastern Weddell Region (all ice shelves between FRIS and

the Amery), the Amery Ice Shelf, the Australian Sector (all ice shelves between the

Amery and the Ross), the Ross Sea, the Amundsen Sea, the Bellingshausen Sea,

and the Larsen Ice Shelves. The largest increases in ice shelf melting are seen in

the Amundsen Sea, particularly in the RCP 8.5 simulations where basal mass loss

triples to quadruples. The regional processes causing this increased melting are

discussed further in Section 5.4.4. The Ross Sea is the least affected sector in all

four simulations, with increases from 16% to 71%. Changes here are smaller due

to strong convection in the Ross Polynya, which erodes the heat content of any

warming onshore flow. Convection near other cold-cavity ice shelves, namely FRIS

and the Amery Ice Shelf, is weaker and therefore its protective effect is more easily

overwhelmed by warming processes (see Section 5.4.3).

To assess the significance of the changes shown in Figure 5.3, we have also calculated

linear trends over the RCP simulations (2006-2100). These trends are significant at

the 95% level for all sectors and all RCP scenarios, with the exception of the Larsen

sector for which the trend is not significant during RCP 4.5 MMM and RCP 4.5

ACCESS. In the control simulation, the only significant trend in basal mass loss

is for the Bellingshausen Sea sector, where melt rates increase at approximately

one-fifth of the rate seen in the least dramatic RCP simulation (RCP 4.5 MMM).
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Figure 5.3: Percent change in ice shelf basal mass loss for each RCP simulation.
Changes are calculated between the 1996-2005 average (10 years preceding RCPs)
and 2091-2100 average (last 10 years of each RCP). The results are split into eight
sectors of Antarctica, colour-coded as follows: Filchner-Ronne Ice Shelf (blue), East-
ern Weddell Region (yellow), Amery Ice Shelf (orange), Australian Sector (teal), Ross
Sea (purple), Amundsen Sea (red), Bellingshausen Sea (green), Larsen Ice Shelves
(pink). The area of each coloured circle is proportional to the value written inside it,
which is the percent change in basal mass loss for that sector. The number written
in the centre of the continent is the percent change in ice shelf basal mass loss over
all of Antarctica.
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5.4.2 Water masses in ice shelf cavities

Changes in ice shelf basal mass loss can be better understood by examining the

evolution of different water masses in ice shelf cavities during the 21st century. Fig-

ure 5.4 defines six different water masses based on discrete temperature and salinity

boundaries. Ice Shelf Water (ISW) has temperature below the surface freezing point,

and can only be formed as a result of ice shelf basal melting. Antarctic Surface Wa-

ter (AASW) is relatively fresh and is warmed by the sun in the absence of sea ice.

Low Salinity Shelf Water (LSSW) and High Salinity Shelf Water (HSSW) are the

products of sea ice formation, with temperatures near the surface freezing point;

HSSW is more affected by brine rejection, and thus has higher salinity. Circum-

polar Deep Water (CDW), which upwells in the offshore Southern Ocean, is the

warmest water mass in ice shelf cavities. As it crosses the continental shelf, it can

be modified to varying degrees by mixing with colder water masses, forming Modi-

fied Circumpolar Deep Water (MCDW). Defining these different water masses leads

to a natural distinction between cold-cavity ice shelves (where melting is driven by

HSSW or LSSW, producing significant ISW) and warm-cavity ice shelves (where

melting is driven by CDW or MCDW).

Figure 5.4: Schematic showing discrete potential temperature and salinity boundaries
used to categorise water masses in ice shelf cavities in Figure 5.5. The dashed line
Tf is the surface freezing point. The dotted curves show potential density contours.
ISW = Ice Shelf Water, AASW = Antarctic Surface Water, LSSW = Low Salinity
Shelf Water, HSSW = High Salinity Shelf Water, MCDW = Modified Circumpolar
Deep Water, CDW = Circumpolar Deep Water.

Note that in Figure 5.4, the only threshold with physical significance is the surface

freezing point. Other boundaries are somewhat arbitrary, such as the threshold

salinity differentiating LSSW from HSSW, or the temperature range of MCDW.

Here we use the same definitions as in Section 2.4.1.3, with the addition of CDW as

a separate water mass from MCDW. The salinity thresholds are also the same as in

Galton-Fenzi (2009).
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For each water mass in ice shelf cavities, we calculated its heat content relative to

the in-situ freezing point, hereafter abbreviated as HCf:

HCf =

∫
(T − Tif ) ρ cpw dV (5.2)

where T is potential temperature (◦C), Tif is the in-situ freezing point (◦C), ρ is the

potential density (kg/m3), cpw = 4180 J K−1 kg−1 is the specific heat of seawater,

and dV is the volume (m3) of the given cell (a triangular prism). The integral is

performed over all cells in ice shelf cavities in the given region (e.g. the Ross Sea),

whose temperature and salinity values satisfy the definition of the given water mass.

The in-situ freezing point is calculated as follows:

Tif = −0.0575 S + 0.0901− 7.61× 10−4 z (5.3)

where S is salinity (psu) and z is depth (metres, positive). In Equations 5.2 and

5.3, T , ρ, S, and z are averaged over the six vertices of the given cell.

Note that HCf is influenced by the volume of the given water mass as well as its

temperature and its position in the water column (which affects the in-situ freezing

point). HCf represents the amount of energy (in Joules) available to melt ice at the

given depth, but changes in total HCf are not equivalent to changes in basal mass

loss, because the latter is also influenced by the flushing rate and by ocean velocities

at the ice-ocean interface. Note that even ISW generally has a positive HCf, since

its temperature typically lies between the surface and in-situ freezing points.

Timeseries of HCf for each water mass in ice shelf cavities, for the eight sectors

defined in Figure 5.3 as well as the total for all ice shelves, are shown in Figure 5.5

for the RCP 8.5 MMM simulation. The timeseries have been scaled as percentages

of the initial (1992-2005 mean) total HCf of all water masses in the given region.

Beneath the Filchner-Ronne Ice Shelf, HSSW is replaced by fresher LSSW during

the 21st century, due to weaker sea ice formation. ISW also declines, which could

indicate a shorter residence time with faster flushing of the cavities, and/or a warmer

source water mass from which the heat is not fully extracted, so that the volume

of water cooled below the surface freezing point is reduced. All three water masses

exhibit slight warming (not shown), but total HCf in the cavity only increases by 20%

(2091-2100 mean), which is relatively low compared to other cavities. The changes in

HCf of individual water masses are therefore dominated by changes in proportional

volume rather than temperature. The Ross Sea exhibits similar behaviour, with total

HCf increasing by only 6% which indicates an even greater dominance of volume

over temperature.
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Figure 5.5: Annually-averaged timeseries of the heat content of different water masses
(categorised in Figure 5.4) in ice shelf cavities during the RCP 8.5 MMM simulation.
Heat content is calculated relative to the in-situ freezing point, and therefore repres-
ents the amount of energy in Joules available to melt ice at the given depth. Here
it is scaled as a percentage of the initial (1992-2005 mean) heat content of all water
masses in the given region (again relative to the in-situ freezing point). Results are
shown for the eight sectors defined in Figure 5.3, as well as the total for all ice shelves.
The years 1992-2005, preceding the RCP period, are shaded in light blue. Versions of
this figure for the other three RCP simulations are available in Appendix A (Figures
A.1 to A.3).

The Amery Ice Shelf cavity is initially dominated by LSSW, but during the first half

of the 21st century this is replaced by relatively cool MCDW just above the −1.5◦C

threshold. During the second half of the 21st century, this MCDW warms so that

its HCf continues to rise; by 2091-2100, total HCf in the cavity has increased by

56%. An increasing presence of fresh AASW is also evident. The Australian Sector

is initially more dominated by MCDW, but exhibits a loss of LSSW similar to the

Amery. Enhanced HCf from AASW is more evident in this region, due to increases

in both volume and temperature.
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In both the Eastern Weddell Region and the Bellingshausen Sea, HCf from MCDW

slightly increases during most of the 21st century. The volume of MCDW is actually

stable or declining during this time, as some of it is replaced by fresher AASW, but its

temperature is increasing. During the last 20 years of the simulation, this warming

reaches the point where the HCf of MCDW declines due to replacement by CDW.

The most pronounced changes are seen in the Amundsen Sea, where total HCf

doubles during the 21st century. The cavities in this region are initially dominated

by LSSW and cool MCDW, but substantial warming of MCDW (by approx. 1◦C)

causes its HCf to increase throughout the 21st century, with an eventual contribu-

tion from CDW. This occurs despite a decrease in the volume of MCDW, due to

replacement by fresher AASW (related to the increasing stratification described in

Section 5.4.4). That is, more heat is contained in a smaller volume of MCDW, as it

is less modified.

The Larsen Ice Shelves show the least pronounced changes in HCf, with a slight

shift from MCDW to AASW due to freshening. There is very little contribution

from warming, as total HCf increases by only 6%.

5.4.3 Mechanisms of warming in ice shelf cavities

Enhanced ice shelf basal melting is primarily the result of ocean warming in ice shelf

cavities, but this warming can occur through several different processes. Figure 5.6

highlights these processes for a single scenario (RCP 8.5 MMM), comparing the

period 2091-2100 to 1996-2005 as before. Figure 5.6a plots the maximum warming

attained at any depth for each horizontal point in ice shelf cavities (note the non-

linear colour scale), while Figure 5.6b plots the fractional depth below the ice shelf

base of this maximum warming (0 is the ice shelf base, 1 is the seafloor). Figure

5.6c plots a seasonality metric based on monthly climatologies (defined in the figure

caption), where 0 indicates no seasonality in the warming signal.

Two main mechanisms of warming can be identified: (1) surface-dominated and (2)

bottom-dominated (corresponding to Mode 3 and Mode 2 ice shelf melting respect-

ively, as in Jacobs et al. (1992)). Surface-dominated warming is characterised by

fractional depths near 0 and high seasonality. Warming in this case is driven by a

decline in summer sea ice cover, which exposes a greater fraction of the ocean sur-

face to incoming solar radiation and changes in incoming longwave radiation. This

surface water warms and may subduct beneath ice shelves. Regions affected by

surface-dominated warming include the Filchner, Larsen, and Wilkins Ice Shelves,

the eastern half of the Eastern Weddell Region, the Australian Sector, and the Ross

145



CHAPTER 5. FUTURE PROJECTIONS

Ice Shelf front.

Conversely, bottom-dominated warming has fractional depths near 1 and low sea-

sonality. This type of warming indicates an increased presence of CDW or MCDW,

whose temperature is unaffected by the seasonal cycle. Bottom-dominated warming

tends to have a larger magnitude than surface-dominated warming in our simu-

lations, as seen by larger values in Figure 5.6a. The Amundsen Sea is the most

affected region, and is explored in more detail in the next section. Also affected are

the Abbot and Amery Ice Shelves, the western half of the Eastern Weddell Region,

and the Ronne Ice Shelf.

Unlike other 21st-century projections with FESOM which were forced with out-

put from the HadCM3 model (Timmermann and Hellmer , 2013; Timmermann and

Goeller , 2017), our simulations do not show a redirection of the Antarctic Coastal

Current beneath the Filchner-Ronne Ice Shelf. Comparing FESOM results between

experiments forced with HadCM3 and ECHAM5 output, Timmermann and Hellmer

(2013) showed that the occurrence of this transition is highly sensitive to the atmo-

spheric forcing. Our simulations show a combination of processes driving melting

beneath FRIS. The largest increases in melt occur immediately east of Berkner Is-

land, due to inflow of warmer AASW. The Ronne Ice Shelf cavity is also slightly

affected by bottom-dominated warming, due to an eastward shift in sea ice forma-

tion near the ice shelf front (see Section 5.4.7). Reduced convection in the Ronne

Depression allows a warmer bottom layer to develop, consisting of warm LSSW

or highly modified MCDW (maximum temperature −1.4◦C in RCP 8.5 ACCESS),

which subsequently flows into the Ronne Ice Shelf cavity.

Figure 5.6 (following page): Details of warming in ice shelf cavities during the RCP
8.5 MMM simulation. (a) Maximum ocean warming attained at any depth, between
the 1996-2005 average and the 2091-2100 average. Nodes with cooling throughout the
entire water column (mainly near the back of the Ross Ice Shelf) are masked in white
in all three panels. Note the nonlinear colour scale. (b) Fractional depth below the ice
shelf base of this maximum warming, where 0 is the ice shelf base and 1 is the seafloor.
(c) Seasonality of this warming, calculated using monthly climatologies for 1996-2005
and 2091-2100, at the depth shown in (b) for each horizontal node. The seasonality
metric is defined as the difference in warming between the months with maximum
and minimum warming at the given node, divided by the annual warming shown in
(a). A value of 0 thus indicates no seasonality, while a value of 3 indicates a seasonal
cycle in the warming signal which is three times the annual mean warming. Rn =
Ronne Ice Shelf; Fi = Filchner Ice Shelf; EWed = Eastern Weddell Region; Am =
Amery Ice Shelf; Aus = Australian Sector; Rs = Ross Ice Shelf; AS = Amundsen Sea;
Ab = Abbot Ice Shelf; Wk = Wilkins Ice Shelf; Lr = Larsen Ice Shelves. Versions of
this figure for the other three RCP simulations are available in Appendix A (Figures
A.4 to A.6).
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5.4.4 CDW in the Amundsen Sea

A region of particular interest in our simulations is the Amundsen Sea sector, which

experiences the largest increase in ice shelf basal mass loss of any Antarctic region,

due to strong bottom-dominated warming. Prior to the RCPs (1996-2005), our

FESOM configuration exhibits a cold bias in the Amundsen Sea, with bottom water

temperatures around −1◦C on the continental shelf (Figure 5.7a). By comparison,

observations in this region suggest temperatures around 1◦C (Jacobs et al., 2011;

Jenkins et al., 2010; Dutrieux et al., 2014). As a result, our FESOM configuration

underestimates ice shelf melt rates in the Amundsen Sea compared to observation-

based estimates (Section 2.4.3.6). This model bias is largely due to unrealistically

strong sea ice formation in the Amundsen Sea, which fills the continental shelf with

cold LSSW and erodes most of the warm signal from MCDW in the bottom layer.

Other possible contributors to this cold bias are a spuriously large mixing along

sigma coordinate lines (Nakayama et al., 2014), as well as unresolved mesoscale

eddies which would otherwise transport heat across the shelf break (Stewart and

Thompson, 2015).

By the end of all four RCP simulations, this cold bias has been largely overtaken

by warming. Significant warm anomalies are apparent in bottom water temperature

on the Amundsen Sea continental shelf, particularly in front of the Pine Island and

Thwaites Ice Shelves (Figure 5.7a). The RCP 8.5 ACCESS simulation experiences

the strongest warming, of up to 1.8◦C. Ice shelf melt rates increase (Figure 5.7b),

with total basal mass loss from the Pine Island and Thwaites Ice Shelves approxim-

ately quadrupling during the RCP 8.5 ACCESS simulation. The warm anomalies

coincide with salinification of up to 0.15 psu in the bottom layer (Figure 5.7c). This

combination of increased temperature and salinity indicates that the warming is due

to an enhanced presence of CDW on the continental shelf.

This increase in CDW is driven by stratification, as shown in Figure 5.8 with me-

ridional slices of temperature and salinity through 104◦W, during September when

convection is strongest. Prior to the RCPs (1996-2005, left column), temperature

and salinity on the continental shelf are relatively uniform with depth. Sea ice form-

Figure 5.7 (following page): Conditions in the Amundsen Sea region, showing ab-
solute variables for the 1996-2005 average (left column) and the anomalies with re-
spect to this baseline for the 2091-2100 average in each RCP simulation (middle four
columns) and the CONTROL experiment (right column). (a) Bottom water temper-
ature (◦C). The dashed black line shows the 1500 m isobath, which approximates the
continental shelf break. (b) Ice shelf melt rate (m/y). The anomaly colour scale is
capped at 18 m/y for visibility; the true maximum anomaly is 24.8 m/y. IS = Ice
Shelf. (c) Bottom water salinity (psu).
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ation has destabilised the entire water column, so the warmth of the bottom layer

is lost to the atmosphere due to deep convection. However, by the end of RCP

8.5 ACCESS (2091-2100, right column), the water column has stratified. The cold

surface water is now too fresh to form a deep mixed layer, so the underlying CDW

(> 0◦C) is preserved. Analysis of the surface freshwater budget reveals the primary

cause of this freshening to be reduced sea ice formation.

Figure 5.8: Meridional slices of temperature (◦C, top row) and salinity (psu, bottom
row) interpolated to 104◦W through the Amundsen Sea (line of longitude marked in
Figure 5.7b). Results are shown for the September monthly average, in the 1996-
2005 climatology (left) as well as the 2091-2100 climatology (right) for the RCP 8.5
ACCESS simulation. The black lines show potential density contours for 1027.45
kg/m3 and 1027.55 kg/m3.

In reality, the present-day Amundsen Sea may not be capable of experiencing much

further warming, since it is already inundated with unmodified CDW. The warming

seen in our simulations should therefore be interpreted as the reversal of a model

bias, rather than as a reliable projection for the Amundsen Sea region. However, the

mechanism of warming - reduced sea ice formation stratifying the water column and

permitting greater onshore transport of CDW and MCDW - is still valid, and could

apply to many regions of Antarctica. In our simulations, this mechanism is visible

to a lesser extent in the Bellingshausen Sea, the Amery Ice Shelf cavity, and the

western half of the Eastern Weddell region (Brunt, Riiser-Larsen, Ekstrom, Jelbart,

and Fimbul Ice Shelves). It is also useful to note that the model’s Amundsen Sea

cold bias is sensitive to atmospheric forcing (as also found by Nakayama et al. (2014)

for a different configuration of FESOM), and is not necessarily an intrinsic feature
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of this model configuration.

Transport of CDW onto the continental shelf can also be affected by changes in wind

stress, which affect Ekman upwelling at the shelf break (Schmidtko et al., 2014). In

particular, strengthening and poleward shifting of the Southern Hemisphere west-

erly winds has been suggested as a mechanism to cause warming on the continental

shelf of West Antarctica (Spence et al., 2014, 2017). Among our experiments, the

RCP 8.5 MMM scenario experiences the most pronounced changes in winds. Here

the bias-corrected atmospheric forcing shows a similar strengthening, but a smaller

southward shift, of the Southern Hemisphere westerlies compared to the idealised

wind changes applied by Spence et al. (2014). In order to quantify the effects of chan-

ging wind stress on ice shelf melting in our simulations, we performed an additional

experiment identical to RCP 8.5 MMM, but with no changes in the winds. That

is, the wind fields were held fixed at the 1992-2005 monthly climatology, with sub-

monthly variability superimposed as before, but zero monthly anomalies throughout

the RCP. By 2091-2100, ice shelf basal mass loss from the Amundsen Sea sector was

2.8% lower than in the original RCP 8.5 MMM simulation, and basal mass loss from

the entire continent was 0.6% higher. Therefore, the changes in ice shelf melting we

simulate during the 21st century do not appear to be primarily caused by changes in

wind stress. This is in agreement with the results of Donat-Magnin et al. (2017) who

found that including ice shelf thermodynamics in a regional model of the Amund-

sen Sea reduced the sensitivity of continental shelf temperatures to changes in the

winds.

5.4.5 Changes in HSSW and AABW

Temperature-salinity distributions of water masses south of 65◦S are shown in Figure

5.9, averaged over the period 1996-2005 (left column) as well as 2091-2100 for each

RCP experiment and the control experiment. Figure 5.9a zooms into the HSSW

part of the distribution, which freshens in all four RCP scenarios. The magnitude

of this freshening ranges from approximately 0.05 psu in RCP 4.5 MMM to almost

0.5 psu in RCP 8.5 ACCESS. In fact, by the end of RCP 8.5 ACCESS no water at

all would be classified as HSSW using the definition in Figure 5.4 (salinity ≥ 34.5

psu), neglecting the seasonal cycle. By contrast, HSSW in the control simulation

becomes slightly saltier, by approximately 0.05 psu.

HSSW is the product of strong sea ice formation and the resultant brine rejection,

and its decline in the RCP simulations is driven by warmer winter air temperatures

causing weaker sea ice formation (Section 5.4.7). The resulting water masses shift

toward LSSW properties, which are less affected by brine rejection, and consequently
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fresher and less dense. Export of cold water down the continental slope, which feeds

AABW, is therefore inhibited, and AABW would be expected to warm as a result.

Figure 5.9b zooms into the AABW part of the distribution, which is characterised by

a double-forked feature. The fresher fork is Weddell Sea Bottom Water (WSBW),

and the saltier fork is Ross Sea Bottom Water (RSBW) (Section 2.4.1.3). Both

forks display warming during the RCP simulations, as expected. This warming is

more pronounced for RSBW, with changes of approximately 0.5◦C in the RCP 8.5

ACCESS simulation.

In the CONTROL experiment, no significant drift is seen for the cold WSBW and

RSBW forks, but the warmer varieties of AABW and CDW (> 0◦C) become warmer

as well as saltier. This drift is affected by deep ocean processes operating on centen-

nial to millennial timescales, which are not expected to stabilise during our relatively

short spinup of 28 years.

5.4.6 Changes in large-scale circulation

Our simulations show a weakening of the Antarctic Circumpolar Current (ACC)

in response to 21st-century climate change. Over the period 1996-2005, the mean

transport through Drake Passage (67◦W) is 144 Sv. By 2091-2100, this has weakened

by 13%, 16%, 13%, and 17% in RCP 4.5 MMM, RCP 4.5 ACCESS, RCP 8.5 MMM,

and RCP 8.5 ACCESS respectively. The absolute reductions in transport are 19 Sv,

23 Sv, 19 Sv, and 24 Sv respectively. The control simulation also shows a weakening

of 8% (11 Sv), which may be due to diapycnal mixing in the deep ocean (Section

2.4.1.1). The more pronounced ACC weakening seen in the RCP simulations in-

dicates that forced changes, as well as drift, are underway. These changes cannot

be attributed to weakening of the Southern Hemisphere westerly winds, because

in fact these winds strengthen slightly in all four forcing scenarios. Rather, near-

surface freshening around the Antarctic continent reduces the meridional density

gradient across the Southern Ocean, causing zonal transport to weaken. The same

phenomenon was apparent in the climate change simulations of Hattermann and

Levermann (2010), although after 150 years it was overwhelmed by the effects of

deep ocean warming which ultimately drove a strengthening of the ACC.

While freshening around Antarctica reduces the density gradient across the South-

ern Ocean, it strengthens the density gradient across the continental slope, which

in our simulations causes the Antarctic Coastal Current to strengthen. We estim-

ate the speed of this current in 1-degree longitude bins, by selecting the maximum

time-averaged surface speed of all nodes within the given bin which are south of
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64◦S with bathymetry shallower than 2500 m. For the 1996-2005 average, the mean

Antarctic Coastal Current speed across all longitude bins is 0.13 m/s. During each

RCP scenario, the mean percentage increase in speed across all longitude bins (2091-

2100 versus 1996-2005) is 11%, 27%, 29%, and 52% for RCP 4.5 MMM, RCP 4.5

ACCESS, RCP 8.5 MMM, and RCP 8.5 ACCESS respectively. The largest changes

occur between 80◦W and 180◦W, which contains the Bellingshausen, Amundsen,

and eastern Ross Seas. Since the Amundsen and Bellingshausen Seas exhibit the

greatest increases in ice shelf basal melting (Section 5.4.1), it is logical that the res-

ulting meltwater would strengthen the coastal current locally as well as immediately

downstream in the eastern Ross Sea. During the same period in the CONTROL

experiment, residual drift causes the Antarctic Coastal Current to slightly slow, by

an average of 3% over all longitude bins.

Due to the counteracting effects of the weakening ACC and strengthening coastal

current, our simulations show no consistent trends in subpolar gyre strength for

either the Ross or Weddell Sea. The Ross Gyre weakens in RCP 4.5 MMM but

strengthens in RCP 8.5 MMM (both significant at the 95% level), with no signific-

ant trends in the simulations forced with ACCESS. Conversely, the Weddell Gyre

strengthens in RCP 4.5 ACCESS and weakens in RCP 8.5 ACCESS, with no sig-

nificant trends in the simulations forced with the multi-model mean. Both gyres

weaken during the CONTROL experiment, due to the weakening ACC but stable

coastal current.

5.4.7 Changes in sea ice

Our configuration of FESOM underestimates the present-day Antarctic sea ice min-

imum by approximately a factor of two (Section 2.4.2.1), which is a common bias

among coupled ocean/sea-ice models (Downes et al., 2015). In some years of the

control simulation, February Antarctic sea ice extent is near zero. With very little

summer sea ice left to lose, analysing changes in the Antarctic sea ice minimum

during the RCP experiments would be of limited use.

Changes in the sea ice maximum are more robust, as our FESOM configuration

more or less reproduces observed September sea ice extent (Section 2.4.2.1). Figure

5.10 plots September sea ice concentration averaged over 1996-2005, as well as the

anomalies during 2091-2100 for each RCP simulation and the control experiment.

The northern edge of the sea ice pack retreats in all four RCP simulations, with the

greatest declines in the Amundsen and Bellingshausen Seas (as observed in recent

decades (Meier et al., 2013)) and off the coast of East Antarctica.
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Figure 5.10: Sea ice concentration (fraction) averaged over September, the month of
maximum sea ice extent. Absolute concentration is shown for the 1996-2005 average,
and anomalies for 2091-2100 with respect to 1996-2005 are shown for the four RCP
simulations and the CONTROL simulation.

These anomalies represent a decline in September total Antarctic sea ice extent

(calculated as the area of mesh elements with sea ice concentration exceeding 0.15)

of 18%, 18%, 30%, and 35% for RCP 4.5 MMM, RCP 4.5 ACCESS, RCP 8.5

MMM, and RCP 8.5 ACCESS respectively. These declines are similar to the sea ice

projections simulated directly by the CMIP5 multi-model mean and ACCESS 1.0

(Ariaan Purich, personal communication) which indicates that ice shelf meltwater

has minimal effect on sea ice changes in our simulations. This is in contrast to

the results of Merino et al. (2018) who found that prescribing ice shelf and iceberg

meltwater led to non-negligible changes in simulated sea ice extent.

Changes in sea ice formation and melt during the RCP 8.5 MMM simulation are

shown in Figure 5.11, with seasonal averages for the 1996-2005 baseline (Figure

5.11a) as well as anomalies for 2091-2100 (Figure 5.11b). Positive anomalies indicate

more freezing or less melting, depending on the sign of the initial field, and vice versa

for negative anomalies. In general, freezing and melting both weaken, indicating a

reduction in intensity of the sea ice cycle.
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Figure 5.11: (a) Net sea ice formation (positive) or melt (negative) in m/y for each
season in the 1996-2005 mean. Note the nonlinear colour scale. (b) Anomalies for
2091-2100 with respect to 1996-2005 in the RCP 8.5 MMM simulation.
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Summer (DJF) is dominated by reduced melting, as there is less sea ice available

to melt, except in the southern Weddell and Ross Seas which experience increased

melting of multiyear ice. Similarly, offshore regions show year-round reductions in

melting. Warmer temperatures also cause the transition zone between freezing and

melting to shift southward, which is particularly visible in spring (SON). The cooler

seasons show widespread weakening of sea ice formation on the continental shelf,

as noted in previous sections. In the Ross and Weddell Seas some shifts in the

regions of strongest sea ice formation are visible, characterised by adjacent positive

and negative anomalies. In particular, wintertime (JJA) sea ice formation shifts

eastward out of the Ronne Depression, and northward in the Ross Sea.

Across the seasonal cycle, the net effect of these changes is to reduce the transport

of freshwater away from the Antarctic coast, with consequent effects on Southern

Ocean density gradients as described in Section 5.4.6.

5.5 Summary and discussion

In our simulations, ice shelf basal melting increases in every sector of Antarctica

and in every 21st-century forcing scenario. Perhaps the most significant result in

our simulations is the effect of reduced sea ice formation on ice shelf basal melting,

which confirms and extends the findings of Timmermann and Hellmer (2013). In

the simulated present-day climate, sea ice formation drives convection on the contin-

ental shelf which protects ice shelf cavities from warm CDW and MCDW intruding

from offshore. During the simulated 21st century, warmer winters with less sea ice

formation cause increased stratification of the water column. Shallower mixed layers

allow a warm bottom layer of CDW or MCDW to develop in many regions, most

notably the Amundsen Sea. In the warmest scenario (RCP 8.5 ACCESS), ice shelf

basal mass loss from the Amundsen Sea quadruples as a result. The simulations of

Timmermann and Hellmer (2013) and Timmermann and Goeller (2017) showed a

similar mechanism, but mainly affecting the southern Weddell Sea rather than the

Amundsen Sea, and aided by a redirected coastal current.

Some ice shelf cavities affected by this bottom-dominated warming, such as the

Eastern Weddell Region and the Amery Ice Shelf, also exhibit excessive MCDW

in present-day simulations (Sections 2.4.3.2 and 2.4.3.3) which is possibly due to

oversmoothing of the continental slope. Conversely, the Amundsen Sea has unreal-

istically strong modification of CDW in present-day simulations, as described in

Section 5.4.4. These present-day biases may affect the simulated future changes,

and our projections should therefore be interpreted with caution.
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For other ice shelves, such as the Ross and the Filchner, simulated increases in melt-

ing are instead driven by warmer AASW which subducts beneath the ice shelf front.

This process is tied to reductions in sea ice, as an increased area of open water raises

sea surface temperatures due to solar heating. The same process was found in the fu-

ture projections of Timmermann and Goeller (2017) for the FRIS region, although

increased melting in these simulations was mainly caused by MCDW. Chapter 2

also highlighted concerns with oversmoothed ice shelf fronts, particularly the Ross,

allowing relatively warm surface waters to enter the cavity too easily. This may

mimic the effects of tides, which are absent in FESOM, on water mass exchanges

at the ice shelf front. Nonetheless, some amount of increased melting from warming

AASW would be expected regardless of geometry.

Trends in simulated water mass proportions in ice shelf cavities reflect the increased

presence of CDW, warmer MCDW, and AASW, which can all be attributed to

reductions in sea ice formation or extent. We also simulate a reduction in HSSW,

which is replaced by fresher LSSW due to weaker sea ice formation in the Ross

and Weddell Seas. Freshening of HSSW on the continental shelf is also apparent

in temperature-salinity distributions. Export of HSSW off the continental shelf is

inhibited due to its lower density, and as a result the colder varieties of AABW

(Ross Sea and Weddell Sea Bottom Water) warm.

We simulate a weakening of the Antarctic Circumpolar Current due to freshening

around the Antarctic continent (again caused by weakened sea ice formation), which

reduces the meridional density gradient across the Southern Ocean. Across the

continental slope, a stronger density gradient causes the Antarctic Coastal Current

to increase in speed.

Most of the changes during the 21st century are more pronounced in the simulations

forced with ACCESS 1.0 as compared to the CMIP5 multi-model mean. This is

due to the greater warming over the Southern Ocean simulated by ACCESS 1.0.

As expected, changes are also more pronounced in the RCP 8.5 scenario than the

RCP 4.5 scenario, with the exception of ACC weakening which is approximately the

same between the two scenarios. We do not simulate any major threshold changes

in FESOM’s response to 21st-century forcing. Rather, the four simulations exhibit

largely the same patterns of behaviour along a continuum of severity. This may be

due to the stand-alone nature of our simulations, as coupling with an atmosphere

and/or ice sheet model would allow for other nonlinear positive feedbacks to develop.

This work builds on previous studies with FESOM, where future projections were

integrated using the atmospheric output of CMIP3 models without bias-correction.

Simulations forced with the HadCM3 model (Timmermann and Hellmer , 2013; Tim-
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mermann and Goeller , 2017) revealed a tipping point in the southern Weddell Sea,

whereas our results show more gradual changes. FESOM simulations forced with

uncorrected output from the CMIP5 model HadGEM2 (Timmermann and Kauker ,

2014) also show gradual increases in ice shelf melting around Antarctica, with no

tipping points. These differences in behaviour illustrate the sensitivity of sub-ice

shelf processes to atmospheric forcing, and the importance of constraining climate

projections in order to better predict the response of the ice shelves and ice sheet. At

the time of writing, the only other published future projections of ice shelf melting

forced with CMIP output are from the BRIOS model (Hellmer et al., 2012, 2017).

These simulations use the same HadCM3 forcing as the FESOM CMIP3 simulations

mentioned above, and display similar behaviour.

While our bias-correction method was successful in this instance, it should be applied

with caution by others in the future. In particular, CMIP5 models should be chosen

whose historical simulations are as close to atmospheric reanalyses as possible, so

that the bias-correction term is small. This approach minimises the risk of applying

state-dependent future changes which depend on underlying biases in the CMIP5

models, and also avoids potential artifacts in the corrected forcing such as unrealistic

wind fields. As noted in Section 5.2, biases in ERA-Interim over the Southern Ocean

may also influence our constructed forcing fields. However, in most cases the biases

of atmospheric reanalyses such as ERA-Interim are likely to be small compared to

those of global climate models unconstrained by observations. Furthermore, our

initial conditions for the deep ocean are not yet equilibrated to the forcing period

1992-2005, which is itself a perturbation from the preindustrial climate. Therefore,

some forced trends may be influencing our CONTROL simulation.

Finally, our experiments assume that ice shelf geometry will not change during the

21st century. This assumption is clearly problematic, as ice shelves are already

responding to climate change with thinning (Paolo et al., 2015) and collapse (Rott

et al., 1996; Rack and Rott , 2004; Hogg and Gudmundsson, 2017). Furthermore, the

coupled ice-sheet/ocean simulations of Timmermann and Goeller (2017) indicate

that an evolving ice shelf draft tends to enhance, not damp, increases in basal

melt rates during warming scenarios. Donat-Magnin et al. (2017) also found that

prescribed grounding line retreat in the Amundsen Sea region led to increased melt

rates, due to stronger buoyancy-driven circulation within the cavities.

Our projections of melt rates have particularly troubling implications for the marine

sectors of the ice sheet which are grounded below sea level, including the Amundsen

Basin as well as the Wilkes and Aurora Basins (both within the Australian Sector in

our analysis, and exhibiting similar behaviour). Standalone ice sheet modelling has

demonstrated the vulnerability of these marine basins to ocean warming (Feldmann
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and Levermann, 2015; Mengel and Levermann, 2014; Sun et al., 2016), illustrating

the need for fully coupled ice-sheet/ocean simulations to provide more reliable future

projections. The potential collapse of marine sectors of the Antarctic Ice Sheet, and

corresponding global sea level rise, is one of the most profound yet poorly understood

impacts of climate change, and further model development is essential to better

predict this behaviour in the 21st century and beyond.
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Chapter 6

Concluding remarks

The Antarctic continental shelf and ice shelf cavities are some of the least observed

regions of the global ocean, but are of crucial importance for future sea level rise.

Sub-ice shelf circulation and water mass properties determine basal melt rates and

ultimately the stability of the Antarctic Ice Sheet. These processes are influenced

by sea ice, which drives the ice pump through the formation of HSSW and LSSW,

but also indirectly affects other modes of melting. The absence of sea ice allows

AASW to warm and melt the ice shelf front, while the strength of sea ice formation

influences how easily CDW can intrude into cavities. Much of our understanding

of ice-shelf, ocean, and sea ice interactions is based on numerical modelling, but

this modelling has not yet been incorporated into fully coupled GCMs. As such,

the model intercomparison projects from which GCMs benefit so greatly, and the

standardised future climate projections by which GCMs inform society, have not yet

been extended to include sub-ice shelf processes.

This thesis contributed to the field of ice-shelf/ocean/sea-ice modelling in three

major ways, fulfilling the aims set out in Section 1.4. First, a new circumpolar

Antarctic configuration of MetROMS was developed, combining the ROMS ice shelf

branch with a state-of-the-art, externally coupled sea ice model. Despite numer-

ous challenges in development spanning both the ocean and sea ice components

(Chapters 3 and 4), the final configuration performed reasonably well, especially

on the continental shelf and in ice shelf cavities. Second, a comprehensive inter-

comparison of MetROMS and FESOM was completed (Chapter 2), representing the

only published intercomparison of ice-shelf/ocean models over a realistic domain and

with interactive sea ice. Third, projections of ice shelf melt rates in the 21st century

were produced with FESOM (Chapter 5), using carefully selected and bias-corrected

atmospheric forcing from CMIP5 projections. The remainder of this discussion sum-

marises the main conclusions of each chapter, and outlines possibilities for future
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work.

Chapter 2 compared Antarctic ice shelf, ocean, and sea ice processes in Met-

ROMS and FESOM using standardised simulations over the period 1992-2016, and

evaluated the models against observations where possible. FESOM’s sensitivity

to horizontal resolution was also assessed. Even though MetROMS and FESOM

implement fundamentally different numerical methods (finite-volume versus finite-

element), their output was broadly similar, with many of the same biases. Such

similarity suggests that perhaps some of the biases lie with ERA-Interim and/or the

underlying observations, and that atmospheric forcing is a first-order control on sea

ice conditions, which then influence sub-ice shelf processes. This hypothesis could be

tested by expanding the intercomparison to use several different atmospheric forcing

products, and assessing their impact on the simulations. On the other hand, Met-

ROMS and FESOM have a number of deficiencies in common despite their different

underlying numerical methods, including unresolved eddies, the absence of tides,

and excessive diapycnal mixing. These shared attributes may also explain some of

the similarities in their output.

Perhaps the most pertinent bias shared by MetROMS and FESOM was their un-

derestimation of total ice shelf basal melting. While observations are still scarce,

making true melt rates uncertain, both MetROMS and FESOM fall well outside the

range of recent observational estimates for ice shelf basal mass loss integrated over

the Antarctic continent. Some of this bias could be explained by the lack of tides in

both models. However, the underestimation was most pronounced in the Amundsen

and Bellingshausen Sea sectors, where the models were unable to capture observed

intrusions of unmodified CDW. This is likely due to a combination of insufficient

horizontal resolution (in MetROMS and low-resolution FESOM), spuriously large

mixing along sigma coordinate lines (in FESOM), and biases in the atmospheric

forcing (Nakayama et al., 2014). Other common biases between the two models

included relatively weak ACC transport and insufficient summer sea ice cover.

Two models is the absolute minimum required for an intercomparison, which would

ideally comprise a larger number of models. However, it was not realistic to install,

configure, and run simulations with more than two models during the course of this

PhD. The intercomparison could be expanded if external partners, from a variety

of institutions, ran standardised simulations independently and contributed their

results to a central database. This procedure occurs in larger intercomparison pro-

jects such as CMIP5, as well as the family of OMIPs (Ocean Model Intercomparison

Projects) being undertaken on an ungoing basis in the ocean modelling community.

Chapter 3 chronicled the development pathway of the circumpolar Antarctic con-
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figuration of MetROMS, with case studies of challenges overcome during the process,

and sensitivity studies showing the effects of unsuitable parameterisations. Some of

the issues in the simulation were not completely resolved, including a tendency to-

wards unrealistic deep convection in the Weddell Sea, erosion of deep water masses

caused by spurious diapycnal mixing, and the inability to adequately simulate tides.

A detailed discussion of potential pathways to address these issues was presented in

Section 3.10.

One case study was also presented with FESOM, showing the impacts of excessive

topographic smoothing resulting from a mishap during mesh generation. Substantial

regional differences in water mass properties and ice shelf melt rates were apparent,

compared to the high-resolution simulation from Chapter 2 with the corrected mesh.

Given this demonstrated sensitivity to topographic smoothing, and keeping in mind

that the corrected mesh is still smoother than the MetROMS grid, it would be worth

pursuing options to reduce FESOM’s smoothing in the future. The simplest course

of action would be to reduce the number of passes of the Gaussian filters (as in

Timmermann and Goeller (2017)), although this may impose stricter requirements

on the model timestep. Alternatively, a selective Hanning filter similar to in the

ROMS grid (Section 2.2.3) would prevent the topography from being smoothed

beyond the minimum requirements for stability at a given length of timestep. It is

also possible that a recent reformulation of FESOM’s dynamical core (Danilov et al.,

2017) requires less topographic smoothing to ensure numerical stability, although

this version of the code does not yet include ice shelf cavities.

Chapter 4 demonstrated the relationship between oscillatory ocean tracer advec-

tion schemes and spurious sea ice formation, which had never before been explored

in the literature, but which presented substantial difficulties for MetROMS. The

centered fourth-order and Akima fourth-order advection schemes, unless damped

with higher parameterised diffusion, were prone to dispersive error causing spurious

supercooling, and subsequently erroneous sea ice formation. As a result, sea ice be-

came thicker and less mobile, coastal polynyas largely disappeared, the water column

became increasingly stratified, and the subsurface Winter Water layer was eroded by

warm Circumpolar Deep Water. The upwind third-order advection scheme, which

is dominated by dissipative rather than dispersive error, was naturally less prone to

this problem. Extending the upwind scheme with flux limiters removed all spurious

supercooling and provided a baseline for comparison.

In the future, it would be useful to investigate whether other models are affected by

this issue to the same extent as MetROMS. There are several reasons to believe that

MetROMS is particularly susceptible. First, its terrain-following coordinates tend to

equate steep bathymetry with steep horizontal (along-level) gradients in temperature
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and salinity, leading to more opportunities for oscillatory advection errors compared

to a z-coordinate model. Furthermore, the freeze potential formulation in MetROMS

is likely to make sea ice formation especially sensitive to spurious supercooling.

MetROMS assumes that supercooled ocean cells instantaneously form frazil ice,

so that the supercooling is completely removed from the near-surface ocean every

timestep. In other models, the adjustment is more gradual, such as in FESOM

where the sea-ice/ocean heat flux is parameterised as a function of the temperature

difference and the friction velocity. Although different models may have different

levels of sensitivity to this mechanism of error, it has also been identified in at least

one z-coordinate model (Xylar Asay-Davis, personal communication), confirming

that the problem is not unique to MetROMS.

Chapter 5 presented future projections of ice shelf basal melt rates in FESOM,

forced with bias-corrected atmospheric output from CMIP5 models. Based on an

rms error analysis over the Southern Ocean, ACCESS 1.0 and the CMIP5 multi-

model mean were found to be in best agreement with ERA-Interim. Four 21st-

century atmospheric forcing scenarios were constructed for FESOM, and every scen-

ario caused ice shelf basal melting to increase in every sector of Antarctica. Much of

this melting, particularly in the Amundsen Sea, was driven by reduced sea ice form-

ation, which caused the water column to stratify and allowed increased transport

and preservation of CDW on the continental shelf. A number of other simulated

changes were attributed to reduced sea ice formation, including freshening of HSSW,

warming of RSBW and WSBW, weakening of the ACC, and strengthening of the

Antarctic Coastal Current. However, sea ice formation in the Ross Polynya remained

strong enough to largely protect the Ross Ice Shelf cavity from warming, as the heat

content of inflowing CDW was eroded by the convection of cold shelf waters.

To date, FESOM remains one of only two ice-shelf/ocean/sea-ice models which have

published future projections forced with CMIP output (Timmermann and Hellmer ,

2013; Timmermann and Goeller , 2017; Hellmer et al., 2012, 2017). The other such

model is BRIOS (Bremerhaven Regional Ice-Ocean Simulations), a predecessor of

FESOM which shares many of the same parameterisations. In order to increase our

confidence in these future projections, it would be desirable to produce them using

a wider variety of models. However, such models must be suitable for long transient

simulations, which is not currently the case for the circumpolar Antarctic configur-

ation of MetROMS. As discussed in Chapter 3, MetROMS’ problems with Weddell

Sea deep convection and spurious diapycnal mixing would need to be resolved before

MetROMS could be considered for century-scale projections.

The other obvious pathway to improve future projections of ice shelf melt rates

would be to consider an evolving ice shelf draft. The first such projections with FE-
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SOM, coupled asynchronously to the ice sheet model RIMBAY (Revised Ice Model

Based on frAnk pattYn), were recently published by Timmermann and Goeller

(2017). The domain of RIMBAY was restricted to the Filchner-Ronne catchment,

and all other ice shelf cavities had static geometry. However, this setup indicates

that ice-sheet/ocean coupling over the entire continent is within reach in FESOM.

Development is also underway to couple ROMS to the ice sheet model Elmer/Ice

(Gladstone et al., 2017), indicating that a long-term goal could be the combination

of ROMS, CICE, and Elmer-Ice over a realistic circumpolar domain.

Overall remarks

Comparing the two models used in this thesis, MetROMS tended to perform better

on the continental shelf and in ice shelf cavities, while FESOM performed better in

the deep ocean. MetROMS’ simulated water mass properties, sub-ice shelf circula-

tion, and basal melt patterns were typically in better agreement with observations.

However, FESOM exhibited better preservation of deep water masses. Since bi-

ases in the deep Southern Ocean will eventually impact the Antarctic continental

shelf, the question of which model is “better” largely depends on the length of the

simulation considered.

What is the best pathway forward for each model? Chapter 3 noted that improve-

ments to MetROMS should be prioritised based on the types of experiments the

model performs in the future. If it is mainly used for present-day process studies

on the continental shelf, a proper consideration of tides would be the most useful

addition. If MetROMS instead pursues long transient simulations, including fu-

ture projections, addressing its shortcomings in the deep ocean would be vital. In

FESOM, the most pressing issue to rectify is the oversmoothing of topography, as

detailed above. Since sub-ice shelf processes are especially sensitive to cavity geo-

metry, a more accurate representation of topography would be expected to improve

FESOM’s performance in these regions, as well as on the continental shelf.

Using two different models to tackle the same questions yields many insights which

would not be reached by using only one. This thesis used two models to study

the present-day Antarctic margin, but only one model to project its future beha-

viour, and one model to investigate the numerical phenomenon of spurious sea ice

formation. Ideally, modelling studies would always use at least two models, and in-

tercomparison projects would use many more. However, this goal presents logistical

challenges related to time, computational cost, and the clear presentation of results.

Finally, it is the expectation of the author that this field will be radically overhauled
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in the coming years, as ice-sheet/ocean coupling continues to advance. Static ice

shelves will eventually no longer be the norm, and it will be necessary for all ocean

modellers studying ice shelf cavities to have a basic understanding of ice sheet dy-

namics, rather than considering thermodynamics in isolation. A more complete

representation of ocean-cryosphere interactions in both regional and global mod-

els will lead to a better understanding of processes on the Antarctic continental

shelf, a greater diversity of models suitable for future projections, and ultimately an

improved ability to predict and anticipate future sea level rise.
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Appendix A

Additional figures for future

simulations

Figures 5.5 and 5.6 showed results for the RCP 8.5 MMM simulation. The following

are versions of the same figures for the other three RCP simulations.
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APPENDIX A. ADDITIONAL FIGURES FOR FUTURE SIMULATIONS

Figure A.1: As Figure 5.5, for the RCP 4.5 MMM simulation.
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Figure A.2: As Figure 5.5, for the RCP 4.5 ACCESS simulation.

169



APPENDIX A. ADDITIONAL FIGURES FOR FUTURE SIMULATIONS

Figure A.3: As Figure 5.5, for the RCP 8.5 ACCESS simulation.
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Figure A.4: As Figure 5.6, for the RCP 4.5 MMM simulation.
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APPENDIX A. ADDITIONAL FIGURES FOR FUTURE SIMULATIONS

Figure A.5: As Figure 5.6, for the RCP 4.5 ACCESS simulation.
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Figure A.6: As Figure 5.6, for the RCP 8.5 ACCESS simulation.
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Griffies, S. M., A. Biastoch, C. Böning, F. O. Bryan, G. Danabasoglu, E. P.

Chassignet, M. H. England, R. Gerdes, H. Haak, R. W. Hallberg, W. Hazeleger,

J. H. Jungclaus, W. G. Large, G. Madec, A. Pirani, B. L. Samuels, M. Schein-

ert, A. Sen Gupta, C. A. Severijns, H. L. Simmons, A.-M. Treguier, M. Winton,

S. G. Yeager, and J. Yin (2009), Coordinated Ocean-ice Reference Experiments

(COREs), Ocean Modelling, 26, 1–46, doi:10.1016/j.ocemod.2008.08.007.

Gwyther, D. E. (2016), Modelling regional ice shelf/ocean interaction with ROMS,

in ROMS Asia-Pacific Workshop, Hobart, Australia.

Gwyther, D. E., B. K. Galton-Fenzi, J. R. Hunter, and J. L. Roberts (2014), Simu-

lated melt rates for the Totten and Dalton ice shelves, Ocean Science, 10, 267–279,

doi:10.5194/os-10-267-2014.

Gwyther, D. E., B. K. Galton-Fenzi, M. S. Dinniman, J. L. Roberts, and J. R.

Hunter (2015), The effect of basal friction on melting and freezing in ice shelf-

ocean models, Ocean Modelling, 95, 38–52, doi:10.1016/j.ocemod.2015.09.004.

Gwyther, D. E., E. A. Cougnon, B. K. Galton-Fenzi, J. L. Roberts, J. R. Hunter,

and M. S. Dinniman (2016), Modelling the response of ice shelf basal melting

to different ocean cavity environmental regimes, Annals of Glaciology, 57 (73),

131–141, doi:10.1017/aog.2016.31.

Haas, C., M. Nicolaus, S. Willmes, A. P. Worby, and D. Flinspach (2008), Sea ice

and snow thickness and physical properties of an ice floe in the western Weddell

182



BIBLIOGRAPHY

Sea and their changes during spring warming, Deep-Sea Research Part II, 55,

963–974, doi:10.1016/j.dsr2.2007.12.020.

Haidvogel, D. B., and A. Beckmann (1999), Numerical Ocean Circulation Modeling,

Imperial College Press, London.

Haney, R. L. (1991), On the Pressure Gradient Force over Steep Topography in

Sigma Coordinate Ocean Models, Journal of Physical Oceanography, 21, 610–619,

doi:10.1175/1520-0485(1991)021〈0610:OTPGFO〉2.0.CO;2.

Hattermann, T., and A. Levermann (2010), Response of Southern Ocean circulation

to global warming may enhance basal ice shelf melting around Antarctica, Climate

Dynamics, 35, 741–756, doi:10.1007/s00382-009-0643-3.

Hattermann, T., O. A. Nøst, J. M. Lilly, and L. H. Smedsrud (2012), Two years of

oceanic observations below the Fimbul Ice Shelf, Antarctica, Geophysical Research

Letters, 39, L12605, doi:10.1029/2012GL051012.

Hecht, M. W. (2010), Cautionary tales of persistent accumulation of numer-

ical error: Dispersive centered advection, Ocean Modelling, 35, 270–276, doi:

10.1016/j.ocemod.2010.07.005.

Hecht, M. W., B. A. Wingate, and P. Kassis (2000), A better, more discriminating

test problem for ocean tracer transport, Ocean Modelling, 2, 1–15, doi:10.1016/

S1463-5003(00)00004-4.

Hellmer, H. H., and D. J. Olbers (1989), A two-dimensional model for the ther-

mohaline circulation under an ice shelf, Antarctic Science, 1 (4), 325–336, doi:

10.1017/S0954102089000490.

Hellmer, H. H., S. S. Jacobs, and A. Jenkins (1998), Oceanic erosion of a float-

ing Antarctic glacier in the Amundsen Sea, in Ocean, Ice, and Atmosphere:

Interactions at the Antarctic Continental Margin, edited by S. S. Jacobs and

R. F. Weiss, pp. 319–339, American Geophysical Union, Washington, D.C., doi:

10.1029/AR075p0341.

Hellmer, H. H., F. Kauker, R. Timmermann, J. Determann, and J. Rae (2012),

Twenty-first-century warming of a large Antarctic ice-shelf cavity by a redirected

coastal current., Nature, 485, 225–228, doi:10.1038/nature11064.

Hellmer, H. H., F. Kauker, R. Timmermann, and T. Hattermann (2017), The Fate

of the Southern Weddell Sea Continental Shelf in a Warming Climate, Journal of

Climate, 30, 4337–4350, doi:10.1175/JCLI-D-16-0420.1.

183



BIBLIOGRAPHY

Herraiz-Borreguero, L., J. A. Church, I. Allison, B. Pena-Molino, R. Coleman,

M. Tomczak, and M. Craven (2016), Basal melt, seasonal water mass trans-

formation, ocean current variability, and deep convection processes along the

Amery Ice Shelf, Journal of Geophysical Research: Oceans, 121, 4946–4965, doi:

10.1002/2016JC011858.
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