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Abstract - The accuracy of positioning, 
using the measured pseudoranges from 
the receiver to each of the satellites, 
depends on several different factors. The 

position evaluation in the GPS receiver 
estimates four quantities (x, y, z and 
time) using four or more pseudoranges. 
In GPS text books, it is easy to find the 
nonlinear relationship between the 
measured pseudoranges, the satellite 
position at transmit time, the receiver 
position at receive time, the bias in the 
receiver clock and the composite of 
errors that can be estimated from a 
budget [1]. It can be seen that in the 
linearized version of this equation about 
a nominal point, the position accuracy is 
decided by two factors, the measurement 
quality and the user-to-satellite 
geometry. These factors separately are 
extensively discussed in [1] in two 
separate chapters. In this work we will 
make a quantitative comparison of the 
effect of each one of these two factors 
and investigate their mutual effects on 
the positioning accuracy. The aim is to 
establish if the pseudorange error is large 
because of the poor satellite signal 
quality (low C/No), under which 
circumstances we can achieve better 
position accuracy by eliminating that 
satellite, noting the fact that eliminating 
the satellite will affect the geometry.   
 
1 Introduction 
 
GPS is a satellite-based radio navigation 
system, which uses line-of-sight ranges 
between the navigation satellites and 
receivers to derive position solutions. 
GPS signals therefore are subject to 
severe degradation in the presence of 
diffraction and multipath [1]. 
GPS position solutions in this case 
would become unreliable especially in 



urban areas due to significantly larger 
position errors. Such deteriorated 
solutions should be reliably identified 
and should not be used for navigation in 
applications. 
For land vehicle navigation and other 
low-end applications, low-cost GPS 
chipset receivers are typically used with 
code or pseudorange measurements as 
the principal observable for position 
determination. The code-based GPS 
positioning accuracy is mainly 
determined by two factors, namely, the 
accuracy of pseudorange measurements 
and the geometric configuration of the 
observed satellites [5]. In other words, 
the GPS positioning accuracy will vary 
over time dependent on the satellite 
geometry and the influence of the 
measurement errors. As for the satellite 
geometric configuration, its strength can 
be evaluated by the dilution of precision 
(DOP). The accuracy of the pseudorange 
measurements is dependent on a number 
of error sources including the satellite 
orbital and clock errors, the atmospheric 
delay errors, multipath and measurement 
noise. 
So it is usually difficult to evaluate the 
position accuracy in real-time 
applications especially under severe 
signal degradation environments such as 
in urban areas [8]. Various statistical 
methods have been proposed for the 
assessment of the GPS position solution 
accuracy but they are not considered 
very robust because the obtained 
statistical values are often too optimistic. 
Generally speaking, a simple 
examination of the DOP number and the 
carrier-to-noise (C/N0) value is not 
adequate to obtain a reliable assessment 
of the actual accuracy of the GPS 
positioning solutions. In [3], [4] and [7] 
the authors have used a fuzzy system or 
neuro-fuzzy soft computing to derive a 
quality indicator for GPS code-based 
positioning solutions using the C/No and 
DOP value. But the resultant 
performance was still limited because 

the simple use of C/N0 is not sufficient 
to reliably assess the pseudorange errors. 
In [9], the problem of reliable 
assessment of GPS signal quality is 
investigated. As was proposed in [2], a 
difference between the measured and 
expected C/No values is used as an 
indicator of signal quality. The expected 
C/No value is determined by the highest 
C/N0 value at a certain elevation under 
an open sky environment.  
In this paper, the prediction of the C/No 
based on the formula presented by the 
author in [6] is used as the satellite 
signal quality. CW interference is used 
which is shown to be an effective way to 
deteriorate the signal quality of each 
satellite at a time. The relationship 
between the signal quality and the 
positioning quality is then analyzed 
based on the effect of that particular 
satellite on the user-satellite DOP. 
 
2 Positioning Evaluation in the 
GNSS Receivers 
 
The accuracy of positioning, using the 
measured pseudoranges from the 
receiver to each of the satellites depends 
on different factors. The final stage in 
the position evaluation in the GPS 
receiver, is basically the estimation of 
four quantities (x, y, z and time) using 
four or more measured distances from 
the receiver to the satellites with known 
positions. In other words we have the 
following nonlinear estimation problem 
[1]. 

iuuii bcrr ρερ ++−= .  ( 1 ) 

Where ri is the satellite position at 
transmit time; ru is the receiver position 
at receive time; bu is the bias in the 
receiver clock, c is the speed of light and 

iρ
ε  is the composite of errors. [1] 
provides an error budget for ρε under 
various conditions. The states to be 
estimated are ru and bu. The linearized 



version of the above equation about a 
nominal point ( ur̂ , ub̂ ) is as follows: 
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Or briefly: ρερ Δ+Δ=Δ xG .  

ρεΔ  is assumed to be zero mean, so that 
the least squares solution to the set of 
normal equations is given by  

ρΔ=Δ − TT GGGx 1)(ˆ  ( 3 )  

It is easy to see in this equation that the 
position accuracy is decided by two 
factors, the measurement quality and the 
user-to-satellite geometry. Each of these 
factors is separately discussed in [1]. In 
the following section the mutual effect 
of these parameters is investigated on 
quality of the positioning evaluation in 
the receiver. 
 
3 Mutual Effect of The Signal 
Quality And Satellite Geometry 
 
In this section we will make a 
quantitative comparison of the effect of 
the signal quality and the satellite 
geometry on the positioning accuracy. 
The aim is to find out if 

ipεΔ  of the 
measured pseudorange of a satellite is 
large because of the poor signal quality 
(low C/No), under which circumstances 
we can achieve better position accuracy 
by eliminating that satellite, noting the 
fact that eliminating the satellite will 
affect the geometry. 
To achieve this goal, we simplify the 
scenario. The assumption is that there 
are 5 satellites available to the receiver 
and only one of these satellites has its 

signal quality is affected. It is discussed 
in the previous sections that this scenario 
can be realized in the presence of CW 
interference. The position error 
covariance is studied in this 
investigation: )()cov( TxxEx ΔΔ=Δ  
where E(.) operates as an expected value 
operator.  From  ( 3 ) we have: 

))()(()cov( 11 −− ΔΔ=Δ GGGGGGEx TTTT ρρ
  ( 4 ) 

At this stage two different cases are 
considered; 4 satellites all having the 
same pseudorange error (ε ) and 5 
satellites one of which has an attenuated 
signal which has a larger pseudorange 
error (η ). Without loss of generality we 
can assume here that the pseudorange 
error in the first case for each satellite is 
1 m and that of the second case to 
be εηξ /= . Then for the two cases we 
will have: 
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where 45 )( IW =ξ  
and 
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G4 and G5 represent the G matrix 
respectively for the cases of 4 and 5 
satellites. 
The difference between the above two 
quantities comes from the difference 
between G4 and G5 on one hand and W4 
and W5 on the other hand. In the scenario 
that is explained in the following of this 
section, the effect of W and G are 
studied on the covariance of the position 
error. 
The data used for this scenario is a set of 
real data collected with a GPS software 
receiver NordNav-R30 at the University 
of the New South Wales on the 6th 



November 2006. 6 satellites (1, 11, 20, 
23, 25 and 31) are acquired by the 
receiver. To use in this experiment, in 
the first step satellite 11 is removed from 
the positioning evaluation. There is a 
huge change in the geometry for this 
satellite configuration: the horizontal 
dilution of precision (HDOP) varies 
from 9 to 3 over the period of the whole 
experiment which is about 38 minutes. 
This geometry variation is used in this 
experiment. In Figure 1, the position 
error is examined at in different epochs 
(different geometries). In each of these 
epochs, the pseudorange error has been 
increased from 1 to 20. It is clearly 
recognized that the variance of position 
error changes linearly proportional with 
the pseudorange error and also with 
HDOP.   
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Figure 1 position error vs. pseudorange 
error for different HDOP values  

 
To compare these covariance matrices 
((5) and (6)), one way is to compare 
their determinants. This comparison will 
allow us to have a quantitative analysis 
of the effect of geometry and the signal 
quality or the pseudorange error. To do 
that, two satellite sets of (1, 23, 25, 31) 
and (1, 11, 23, 25, 31) are chosen. The 
point about these two sets is that in some 
parts of the data (the starting epochs of 
the data) satellite 11 plays a fundamental 
rule in providing good geometry in the 
constellation. In this experiment, as 
explained earlier, only the pseudorange 
error of the satellite 11 is changed. By 

using ((5) and (6), the amount of 
pseudorange error of satellite 11, which 
makes the position error for the two 
configurations equal, is found to be 

m220 =ξ . This is also achieved by 
experiment. Figure 2 shows the position 
error for the two cases. It is clearly seen 
that the position errors for the two 
configurations (4 satellites and 5 
satellites) become equal at m1.230 =ξ   
which is very close to what is calculated 
theoretically.   
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Figure 2 Position error vs. satellite 11 
pseudorange error for the 4 and 5 
satellite configuration  

 
In another scenario, another two satellite 
sets are chosen which have very similar 
and good geometries. These two sets are 
(1, 11, 20 and 23) and (1, 11, 20, 23 and 
25). The satellite for which the 
pseudorange error has been increased is 
satellite 25. Again using (5) and (6), the 
pseudorange error at which the two 
position errors become equal is 
calculated. This error is found to 
be m45.10 =ξ . Figure 3 shows that this 
value was found in experiment to be 
1.65 m. 
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Figure 3 Position error vs satellite 25 
pseudorange error for the 4 and 5 
satellite configuration 

 
 
4 Experiments 
 
This section aims at showing, by means 
of some experiments based on real data 
collections, the concepts presented so 
far. The theoretical analysis discussed in 
the previous sections regarded how the 
position error can be affected both by the 
user-to-satellite geometry and the 
received signal quality. The current 
section will show how the two factors 
can influence the accuracy in the 
position estimation in a real scenario. 
Different situations will be considered 
and the decision to apply the ‘exclusion 
zones’ algorithm [10] will be discussed. 
As we saw, the application of the 
algorithm depends also on the 
relationship between the C/No and the 
threshold fixed by the satellites 
geometry.  
Figure 4 shows three different situations 
in a qualitative way. The threshold will 
be higher when the satellite constellation 
presents the same horizontal dilution of 
precision (HDOP) before and after 
excluding the satellite affected by the 
interference (Case A and B), while it 
will get lower with the HDOP 
degradation increasing (Case C). 
If the HDOP does not change heavily 
after excluding one satellite (Case A and 

B), the application of the ‘exclusion 
zone’ algorithm depends on the effect 
the interference could have on the 
position error. If it is strong enough to 
make the C/No overtake the threshold 
(Case A), the algorithm will be applied. 
Otherwise, if the degradation due to the 
interference is weaker and the C/No 
stays above the threshold, the satellite 
will be still used for position velocity 
time (PVT) evaluation (Case B).  
On the other hand, if the dilution of 
precision changes significantly after 
keeping out the damaged satellite, a 
stronger interference will be needed to 
activate the ‘exclusion zone’ algorithm 
(Case C). 
 

   (Case 
A) 

   (Case 
B) 



   (Case 
C) 

Figure 4 Three case studies for different 
combination of threshold and signal 
quality  

The data we are going to analyze was 
collected in Turin (Italy) on the 4th of 
September 2007 using a commercial 
software receiver, NordNav R-30. It 
allows the recording of digital samples at 
the Intermediate Frequency (IF) and the 
injection of simulated interference 
signals. 
Let’s analyze more in detail the cases A, 
B, and C by the post process of the 
received signal. 
 
Case A and B 
 
In the first two cases we analyzed the 
situation when the HDOP does not 
significantly change by excluding one 
satellite. In order to better underline the 
potentialities of the exclusion zone 
algorithm [10], a situation with 5 
satellites in view is considered. The 
initial constellation is composed of PRN 
2, 5, 12, 14 and 30. 
The interferer is modeled as a sinusoidal 
continuous wave and the satellite it 
affects is the PRN 2. By excluding it 
from the PVT computation, the HDOP 
suffers a small change. Figure 5 shows 
the trend of the horizontal dilution of 
precision for the 5 and 4 satellite 
constellations, obtained respectively 
including and excluding satellite 2. The 
value of the HDOP is comparable 
between the two cases during the all 10 
minutes of data collection. 
 

 
Figure 5 Horizontal dilution of precision 
during 10 minutes of data collection in 
two cases: 5 satellites, 4 satellites 
excluding PRN 2 

In order to analyze the Cases A and B, 
we processed the data twice: the first 
time the interferer power is double the 
the second value. In both cases satellite 2 
is affected by the interferer, but the 
‘exclusion zone’ algorithm acts in a 
different way. 
Let’s consider the first processing 
(corresponding to Case A), with a high 
level of interferer power. In this case the 
carrier to noise ratio degradation of PRN 
2 due to the presence of the interference 
is plotted in Figure 6: the C/No is shown 
versus time, with and without 
interference. 

 
Figure 6 Carrier to noise ratio during 10 
minutes of data collection for PRN 2 
(with and without interference). Case A. 

It is easy to observe how the trend of the 
carrier to noise ratio of PRN 2 is 
strongly compromised by the presence 
of the interference. During the time 
interval from minute 5 to minute 9, the 
quality of the signal from satellite 2 can 



seriously compromised the accuracy of 
the position estimation. This fact is 
confirmed by Figure 7, where the 
position estimation is compared in three 
different situations: 
 PVT computed using 5 satellites 

when the interference is off (blue 
line). This is the ideal case, used for 
comparison; 

 PVT computed using 5 satellites in 
presence of interference (black line). 
The relationship between the 
degradation of the PRN 2 signal 
quality and the loss of accuracy in 
the position estimation is clearly 
observable between minutes 7 and 9. 
During this time interval in fact the 
maximum position error increases by 
one order of magnitude. 

 The application of the ‘exclusion 
zone’ [10] removes the satellite 
affected by the interference from the 
PVT computation. The pink line 
shows the position error evaluated by 
using 4 satellites and excluding 
satellite 2.  

The application of the ‘exclusion zone’ 
algorithm [10] mitigates the presence of 
the interference, providing a position 
estimation completely comparable with 
the non interfered one. 

 
Figure 7 Position evaluation in three 
different situations: 5 satellites without 
interference (blue line), 5 satellites with 
interference (black line), 4 satellites with 
interference (pink line). The position 
estimation computed using 4 satellites 
corresponds to the application of the 
‘exclusion zone’ algorithm. Case A 

 
After halving the power of the 
interference, a new data processing has 
been done (corresponding to the Case 
B). Also in this case the signal quality of 
satellite 2 is damaged, but the effect on 
the C/No is not pronounced (Figure 8). 

 
Figure 8 Carrier to noise ratio during 10 
minutes of data collection for PRN 2 
(with and without interference). Case B 

The interferer is not strong enough to 
trigger the application of the ‘exclusion 
zone’ algorithm. The presence of the 
interference in fact does not significantly 
change the position accuracy level, as 
shown by Figure 9.  
The position error is plotted versus time 
for the cases with and without 
interference and it is easy to observe that 
the two estimations are equivalent. 

 
Figure 9 Position evaluation in two 
different situations: 5 satellites without 
interference (pink line), 5 satellites with 
interference (black line). Case B 

 
Case C 
 



The situation where the horizontal 
dilution of precision changes 
significantly by excluding one satellite 
has also been considered. In this case the 
initial constellation is PRN 1, 30, 5, 12, 
and 14 and the interfered satellite signal 
is PRN 14. The trend of the C/No of that 
satellite is shown in Figure 10. Its 
degradation in the presence of 
interference is clearly visible. 

 
Figure 10 Carrier to noise ratio during 
10 minutes of data collection for PRN 14 
(with and without interference) 

 
The HDOP is completely different with 
and without the inclusion of the PRN 14 
in the constellation. The trend of the 
HDOP during the 10 minutes is shown 
in Figure 11 for the 5 and 4 satellites 
constellation. 
 

 
Figure 11 Horizontal dilution of 
precision during 10 minutes of data 
collection in two cases: 5 satellites, 4 
satellites excluding PRN 14 

In this case there is no reason to exclude 
the satellite from the position estimation. 
Considering only 4 satellites in fact, the 

dilution of precision would be too high 
and the receiver would be no longer able 
to output the position. 
 
5 SUMMARY 
 
In this paper the importance of satellite 
signal quality and satellite geometry 
were investigated in a comparison 
approach. C/No is considered as an 
indicator for the signal quality and by 
proposing a few experimental scenarios, 
it is shown that if there exist a precise 
relationship between C/No and 
pseudorange accuracy, then it is possible 
to indicate a certain level of signal 
quality of a particular satellite with and 
without which, we can achieve the same 
level of position accuracy. This level is a 
critical level in which the quality of the 
signal of that particular satellite worth as 
much as its presence in the positioning 
evaluation in terms of adding value to 
the user-satellite DOP.  
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