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ABSTRACT 

The estimation of voltage/current phasors and local frequency are key parts to operate 

and control the ever evolving electricity networks. Phasor and frequency can be 

estimated by using numerical optimisation techniques. These techniques offer the 

flexibility to handle frequency variations, disturbances, and fault conditions more 

effectively when compared with the commonly used digital techniques such as fast 

Fourier transform (FFT) and discrete Fourier transform (DFT). Although numerical 

techniques such as Kalman filter (KF), Newton-type algorithm (NTA), recursive-least-

squares (RLS), and least-squares (LS) rectify the shortcomings of FFT and DFT 

techniques, their immense computational burden and stability issues impede their real-

time application. Adaptive notch filter (ANF) and enhanced phase-locked loop (EPLL) 

benefit from simple structures although their performance degrade under severe 

unbalance and fault conditions. 

The objective of this thesis is to propose the application of new numerical 

optimisation techniques as real-time estimation tools for power system phasors, 

harmonics, and frequency. The contributions of this research work are as follows: 

� The LS technique is modified to deliver frequency adaptive estimate of voltage 

envelope. 

� A new decoupled recursive-least-squares (DRLS) technique is presented for 

harmonics and phasor estimation. 

� A modified gradient search (MGS) undersampling technique for 

harmonics/interharmonics and phasor estimation is presented which shows 

comparable accuracy with that of the recommended technique by IEC Standard 

61000-4-7. 

� A new Newton-type-algorithm and least-squares (NTA-LS) frequency 

estimation technique is presented. 

MATLAB software has been used to emulate harmonics, frequency variation, and 

fault conditions in a computer environment. Programmable power supplies have been 

used to conduct experiments in the laboratory. Two widely available research & 

development digital signal processor (DSP) controllers have been used for real-time 

phasor and frequency estimation in the experiments. 

Simulation studies and real-time experiments have been performed and results 

presented in this thesis support the following observations. 

� The proposed LS technique shows better performance in tracking voltage 
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envelope and frequency variations when compared with the ANF and EPLL 

techniques. The proposed new least-squares-Kalman (LSK) estimation technique 

shows better accuracy than the DFT technique in tracking voltage flicker 

patterns.  

� The DRLS technique shows considerable improvement in terms of reducing the 

computational burden of the conventional RLS technique for real-time 

implementation on DSPs. The computational efficiency of the DRLS technique 

is also better than that of the DFT and adaptive linear combiner (ADALINE) 

techniques for extracting phasors and harmonics under highly harmonic distorted 

power system environments. The DRLS technique also shows a higher level of 

accuracy and stability to track synchronized phasors under fault conditions when 

compared with the EPLL technique. 

� The simplicity of the proposed undersampling MGS technique is promising for 

analysing the voltage and current spectra in real-time on the simple hardware 

platforms at a low sampling frequency. This thesis also proposes an extension of 

the staggered undersampling to reduce the estimation delays associated with the 

staggered undersampling. The presented extension on the undersampling 

concept lays the basis of wide-area-measurement systems (WAMs) 

implementation at the distribution level based on what the residential area 

broadband internet services can already offer. The proposed technique of direct 

transfer of data over the communication network is more reliable than the global 

positioning system (GPS) based synchrophasor detection and bypasses the DSP 

clock synchronization errors. 

� The NTA-LS technique demonstrates faster estimation pace, higher accuracy 

and better noise immunity for implementation at low sampling frequency in 

comparison with the PLL and DFT-based decomposition of single-phase into 

orthogonal components (DSPOC) techniques. The stability of the proposed 

modified NTA-LS technique is also superior to that of the conventional NTA. 

This work lays the basis for using new numerical optimisation techniques for real-

time parameter estimation in power systems and studying the electric load based on 

slow sampling observations. 
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Chapter 1 : Introduction 

This chapter presents a critical review of the technical literature on power system 

phasor and frequency estimation, the research motivation, the original contributions of 

this thesis, the thesis organization, and the list of publications derived from this thesis so 

far. The rest of this chapter is organized as follows. Section 1.1 reviews the power 

system parameter estimation techniques and the research motivation is presented in 

Section 1.2. The statement of originality, thesis organization, and list of publications are 

presented in Sections 1.3, 1.5, and 1.4 respectively. 

1.1. Literature Review 

Harmonic contamination has become a concern due to the increasing penetration of 

nonlinear loads, personal computers (PCs), variable frequency drives (VFDs), electric 

arc furnaces (EAFs), and distributed generation (DG). All of these new loads impose 

extra losses due to harmonics, communication interferences, low power factor, heating 

in transformers and cables, and reduction of torque in certain rotating machines [1]-[4]. 

Estimation of harmonics and phasors is the building block for power quality assessment. 

The harmonics and phasor estimation techniques applied to power systems include the 

discrete Fourier transform (DFT) and the fast Fourier transform (FFT) algorithms [5]-

[7], adaptive notch filter (ANF) [8], quadrature phase-locked loop (QPLL) [9], 

enhanced phase-locked loop (EPLL) [10], adaptive linear combiner (ADALINE) [11], 

least-squares (LS) technique [12], Kalman filter (KF) [12], [13], recursive-least-squares 

(RLS) technique [14], finite-impulse-response (FIR) filters [15], and Newton-type 
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algorithm (NTA) [16]. 

The power system frequency encompasses information about the system operation 

and dynamics [17], [18]. It is a universal parameter across the entire interconnected 

power system [19]. Frequency estimation in power systems has evolved along several 

paths including zero crossing technique [20], DFT algorithm [21], smart DFT technique 

[22], ANF [23], demodulation of two complex signals for three-phase power systems 

[24], decomposition of single-phase into orthogonal components (DSPOC) [25], KF 

[26], nonlinear least squares method [27], using equidistant samples [28], LS technique 

[29], Taylor series approximation method [30], artificial neural networks (ANNs) [31], 

NTA [32]-[34], maximum likelihood method [35], least mean square (LMS) method 

[36], and phase-locked loop (PLL) [19]. 

Phasor and frequency estimations are crucial to operate the power system at large and 

the interconnected power transmission network specifically [36]-[42]. Harmonics 

estimation is the pivotal part in power distribution systems operation, monitoring, 

protection, service quality assessment, and optimal planning [43]-[47]. 

The following subsections critically review the ANF, EPLL, ADALINE, RDFT, LS, 

KF, NTA, and RLS techniques. 

1.1.1. Adaptive Notch Filter (ANF) 

The ANF implementation is relatively simple and is capable of extracting harmonics 

and phasors synchronously. The ANF structure is shown in Figure 1.1. η  and µ  are 

ANF oscillation rejection parameter and frequency tracking adaptation parameter 

respectively. The governing differential equations of ANF are described as follows [48]: 
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2
2

2

( )
( ) ( ) 2 ( ) ( )ANF

d y t
t y t t e t

dt
ρ ηρ+ =  (1.1) 

( )
( ) ( ) ( )ANF

d t
y t t e t

dt

ρ
µ ρ= −  (1.2) 

( )
( ) ( )ANF

dy t
e t d t

dt
= −  (1.3) 

where 

d  is the measured voltage/current waveform 

( )tρ  is ANF Power system frequency estimate. 

The fundamental frequency amplitude estimate ( 1Â ) and the angular frequency drift 

estimate ( ˆ
d

ω ) are calculated as follows: 

2

2 2
1

( )ˆ ( ) ( ) ( )
( )

dy t
A t t y t

d t
ρ

 
= +  

 
 (1.4) 

ˆ ( ) ( )d ot tω ρ ω= −  (1.5) 

where 

oω  is the power system nominal fundamental angular frequency. 

( )tρ

( )d t

( )dy t

dt

2η

µ
( )y t

2

2

( )d y t

d t

1−

( )ANFe t

 

Figure 1.1. ANF structure [48].  
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The structure of ANF has two independent design parameters, namely, µ  and η . A 

trade-off between accuracy and convergence speed can be carried out by adjusting the 

design parameters µ  and η . By increasing µ , one can achieve a faster convergence. At 

the same time, η  should be increased to avoid oscillatory behaviours. 

The averaged system of ANF can be presented as [49]: 

( )2 2 1
2

ˆ

2 2
o

o

Ad

dt

ρ µ
ρ ω

η ω
= − −  (1.6) 

Therefore, the convergence rate of the ANF technique directly depends on the 

amplitude of the waveform which however can vary drastically during faults and 

transients. 

On the other hand, the periodic orbit of ANF is defined as [8]: 

( )

( )

1
1

1 1

ˆ
ˆcos ( )

( )

ˆ ˆsin ( )

( )

ANF

A
t t

t

O A t t

t

ρ θ
ρ

ρ θ

ρ

 
+ 

 
 

= + 
 
 
  

�
 (1.7) 

Since the amplitude of the periodic orbit ANFO
�

 grows unboundedly with ( ) 0tρ →  

and decreases to zero as ( )tρ → ∞ , two problems may arise. If ( )tρ  is large, the 

amplitude estimate ( 1Â ) may become so small that the convergence becomes very slow 

[50]. On the other hand, with small ( )tρ , large oscillations may provoke unpredictable 

behaviours and trigger instability. It is clear from the governing equations that nothing 

prevents ( )tρ  from taking negative values during the transients. This triggers instability. 

Even though a simple projection could be added to avoid this, there is no guarantee that 
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an accumulation point of the algorithm occurs close to zero where the projection will be 

turning on and off indefinitely. This is a very delicate well-known problem in adaptive 

systems [50]. 

There are also two other challenges with real-time application of the ANF for power 

systems applications which are dealing with the dc component [51] and digitizing the 

continuous-time domain governing equations of ANF for DSP implementation [23]. 

The problem of accommodating dc component in the ANF model has recently been 

addressed in [51]. The other issue is that the ANF governing differential equations are 

basically continuous-time domain equations which should be digitized in the discrete-

time domain for DSP implementation. The sampling rate for the ANF needs to be high 

as its integrators must operate on the internal parameters which are changing fast for 

DSP implementation [23]. The performance of ANF can be partially improved by using 

pre-filtering stages [23], which however leads to the offsets in phase-angle and 

amplitude estimates. 

 

1.1.2. Enhanced Phase-Locked Loop (EPLL) 

The EPLL structure is also a frequency adaptive technique with a simple structure. 

The EPLL structure is shown in Figure 1.2. 1g , 2g , and 3g  are EPLL amplitude 

estimation regulation factor, phase detection regulation factor, and frequency tracking 

regulation factor respectively [52]. The EPLL governing differential equations are 

described as follows [52]: 
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( )1
1 1 1 1

ˆ ( ) ˆˆ ˆsin( ( )) ( ) ( )sin( ( ))
dA t

g t d t A t t
dt

ϕ ϕ= −  (1.8) 

( )1
2 1 1 1

ˆ ( ) ˆˆ ˆcos( ( )) ( ) ( )sin( ( ))
d t

g t d t A t t
dt

θ
ϕ ϕ= −  (1.9) 

( )3 1 1 1

ˆ ( ) ˆˆ ˆcos( ( )) ( ) ( )sin( ( ))dd t
g t d t A t t

dt

ω
ϕ ϕ= −  (1.10) 

where  

1Â
 
is the fundamental frequency amplitude estimate 

1θ̂
 
is the phase-angle of the fundamental frequency estimate 

1ϕ̂
 
is the total phase-angle of the fundamental frequency estimate 

ˆ
dω

 
is the angular frequency drift estimate. 

 

 

oω

1g

ˆ ( )d tω
3g

2g

1
ˆ ( )A t

( )d t

1
ˆ ( )tϕ

 

Figure 1.2. EPLL structure [52]. 

 

However, PLL-type techniques, including EPLL, are prone to errors where the signal 

amplitudes vary over a wide range [53], the three-phase power system is severely 
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unbalanced or distorted by harmonics [54], and dc components appear either caused by 

a fault or the analogue-to-digital conversion stage [10]. EPLL also relies on the 

knowledge of amplitude to tune the regulation factors
 1g , 2g ,

 3g . Although applying 

the nominal value of amplitude, as discussed in [10], is viable under normal conditions, 

the rapid and unpredictable changes in the amplitude force the EPLL out of tune. The 

effect of harmonics can be reduced by applying serial or parallel PLL modules [54]. A 

new technique recently has been introduced for dc component cancelation for the EPLL 

structure in [10]. However, the introduced technique of [10] tunes the EPLL regulation 

factors according to the nominal value of the amplitude which does not remain the 

optimum value during faults and drastic changes of amplitude [53]. 

1.1.3. Adaptive Linear Combiner (ADALINE) 

The ADALINE technique was introduced for power system phasors and harmonics 

estimation in [55]. Since then, ADALINE and its different modifications have been 

widely applied to measurement and control applications because of its simple structure 

and computational efficiency [14], [56], [11]. 

The ADALINE input vector is defined as:  

[ ]( ) sin(2 ), cos(2 ), sin(2 ), cos(2 ), 1
T

A o k o k o k o kU k f t f t Nf t Nf tπ π π π= ⋯  (1.11) 

where 

o
f

 
is the nominal power system fundamental frequency 

k st kT=
 
is the time of observation 

k  is the sampling index 
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sT
 
is the sampling period 

N  is the number of harmonics in the ADALINE model. 

The weight vector of ADALINE is defined as: 

[ ]1 2 2 1( ) ( ), ( ), , ( )
T

NW k w k w k w k+= ⋯  (1.12) 

The ADALINE estimation of input is calculated as: 

ˆ( ) ( ) ( )T
Ad k W k U k=  (1.13) 

The ADALINE error is evaluated as: 

ˆ( ) ( ) ( )ADAe k d k d k= −  (1.14) 

The weight vector of ADALINE is updated as [55]: 

( 1) ( 1)
( ) ( 1)

( 1) ( 1)

ADA ADA A
T
A A

e k U k
W k W k

U k U k

α − −
= − +

− −
 (1.15) 

where  

ADAα  is the reduction factor for which the practical range is 0.01-1 [56]. 

However, the conventional presentation of ADALINE governing equation in (1.15) 

suffers from unnecessary calculation redundancy which will be explained and addressed 

hereafter. It is possible to simplify the ADALINE structure for a more efficient DSP 

implementation. A closer look into the right-hand-side of (1.15) shows that the term 

( 1) ( 1)T
A AU k U k− −  in the denominator can be rewritten by using (1.11) as follows: 

( ) ( )( )2 2
1 1

1

( 1) ( 1) 1 sin 2 cos 2
N

T
A A o k o k

i

U k U k if t if tπ π− −
=

− − = + +∑  (1.16) 

The basic property of trigonometric functions is that: 
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( ) ( )2 2
1 1sin 2 cos 2 1o k o kif t if tπ π− −+ =  (1.17) 

and the term ( 1) ( 1)T
A AU k U k− −  is rewritten as: 

1

( 1) ( 1) 1 1 1
N

T
A A

i

U k U k N
=

− − = + = +∑  (1.18) 

Eqn. (1.15) is therefore executed as:  

( 1) ( 1)
( ) ( 1)

1
ADA ADA Ae k U k

W k W k
N

α − −
= − +

+
 (1.19) 

The presented analysis in (1.16)-(1.19) shows resemblance with the gradient search 

techniques. This resemblance has also motivated investigating modifying the gradient 

search technique to introduce a new modified gradient search (MGS) technique which 

will be presented in Chapter 4. 

The amplitude of the i
th harmonic ( ˆ

iA ) is estimated by using the in-phase and 

quadrature-phase components as: 

2 2
2 1 2

ˆ ( ) ( ) ( )i i iA k w k w k−= +  (1.20) 

The phase-angle of the i
th harmonic ( ˆ

iθ ) is calculated by using the inverse tangent 

function while the sign of the in-phase component should be considered according to 

IEC Standard 61000-4-7 [57] as: 

( )
( )

2 2 1 2 1

2 2 1 2 1

arctan ( ) / ( ) ( ) 0ˆ ( )
arctan ( ) / ( ) ( ) 0

i i i
i

i i i

w k w k w k
k

w k w k w k
θ

π
− −

− −

 ≥
= 

+ <
 (1.21) 

The ADALINE technique can be used in two arrangements for DSP implementation: 

1)  ADALINE1: To merely estimate the amplitude of harmonics by executing (1.11)-

(1.14), (1.19), and (1.20); or 
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2)  ADALINE2: To estimate both the amplitude and phase-angle of harmonics by 

using (1.11)-(1.14) and (1.19)-(1.21). 

It should be noted that there is no methodological difference between these two 

arrangements of ADALINE but the number of executed equations and the type of 

output they provide are different. 

However, the ADALINE technique does not produce synchronized estimates of 

phasors because it is a frequency-domain technique and needs to recover the concept of 

time for synchronization [58] (e.g. application of a PLL to synchronize the ADALINE 

technique in [59]). Fine-tuning the ADALINE reduction factor ( ADA
α ) also needs 

supervisory procedures such as the genetic algorithm and fuzzy logic controller which 

create huge computational burden for real-time DSP implementation as well as 

complications of designing these intelligent systems [11], [60]. 

 

1.1.4. Recursive Discrete Fourier Transform 

(RDFT) 

The DFT technique is based on calculating in-phase component ( iIn ) and quadrature-

phase component ( iQd ) of the ith harmonic as follows: 

1

2
( ) sin(2 ) ( )

oN

i o k l
o l

In k if t d k l
N

π −
=

= −∑  (1.22) 
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1

2
( ) cos(2 ) ( )

oN

i o k l
o l

Qd k if t d k l
N

π −
=

= −∑  (1.23) 

where 

1/ ( )o s oN T f=  

of
 
is the power system nominal fundamental frequency. 

However, the above presentation of DFT loads the DSP with an enormous amount of  

calculations especially if the option of removing the anti-aliasing filter is considered for 

real-time applications [61]. The computational efficiency of the DFT can be improved 

by using the recursive DFT (RDFT) algorithm to calculate iIn  and iQd  as follows 

[62], [63]: 

( )
2

( ) ( 1) ( ) ( )i i i o i
o

In k In k In k In k N
N

σ σ= − + − −  (1.24) 

( )
2

( ) ( 1) ( ) ( )i i i o i
o

Qd k Qd k Qd k Qd k N
N

σ σ= − + − −  (1.25) 

( ) sin(2 ) ( )i o kIn k if t d kσ π=  (1.26) 

( ) cos(2 ) ( )i o kQd k if t d kσ π=  (1.27) 

The amplitude of the ith harmonic ( ˆ
iA ) is estimated as: 

2 2ˆ ( ) ( ) ( )i i iA k In k Qd k= +  (1.28) 

The phase-angle of the i
th harmonic ( ˆ

iθ ) is calculated by using the inverse tangent 

function while the sign of the in-phase component should be considered according to 

IEC Standard 61000-4-7 [57] as: 
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( )
( )

arctan ( ) / ( ) ( ) 0ˆ ( )
arctan ( ) / ( ) ( ) 0

i i i
i

i i i

Qd k In k In k
k

Qd k In k In k
θ

π

 ≥
= 

+ <
 (1.29) 

As seen, the RDFT can be implemented in two arrangements for DSP execution: 

1)  RDFT1: To merely estimate the amplitude of harmonics by executing (1.24)-

(1.28); and 

2)  RDFT2: To estimate both the amplitude and phase-angle of harmonics by 

executing (1.24)-(1.29). 

It should be noted that there is no methodological difference between these two 

arrangements of RDFT but the number of executed equations and the type of output 

they provide are different. 

However, RDFT technique is subjected to instability when implemented on DSPs as 

discussed in [63]. Moreover, although DFT and RDFT are the most popular techniques 

for real-time power system phasor and harmonics estimation, they suffer from errors in 

the presence of non-stationary power quality (PQ) disturbances [1], [64], frequency 

components which are not integer multiples of the base frequency [65], decaying dc 

offset [66], limited memory of digital signal processing hardware [67], and 

unsynchronized sampling which leads to leakage effect and picket-fence effect [68]. 

1.1.5. Least-Squares (LS) 

The LS technique is based on considering the following expansion of the waveform 

( )d k : 
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1

1

( ) ( )cos( ( ))sin( )

( )sin( ( ))cos( ) ( )

N

i i o s

i

N

i i o s dc

i

d k A k k i kT

A k k i kT A k

θ ω

θ ω

=

=

= +

+

∑

∑
 (1.30) 

where  

1/s sT f=  is the sampling period 

sf  is the sampling frequency 

N  is the total number of harmonics 

i is the harmonic order 

oω  is the power system nominal fundamental angular frequency 

( )dcA k
 
is the dc component 

( )
i

A k
 
is the amplitude of the ith harmonic 

( )i kθ
 
is the phase-angle of the ith harmonic. 

The LS estimation technique is based on fitting the waveform ( )d k  with the estimate 

ˆ( )d k  as [27], [69], [70]: 

1 1

ˆ ˆ ˆ ˆ ˆˆ ˆ( ) ( ) cos( ( ))sin( ) ( )sin( ( )) cos( )
N N

i i o s i i o s

i i

d k A k k i kT A k k i kTθ ω θ ω
= =

= +∑ ∑  (1.31) 

where 

ˆ ( )iA k  is the estimate of ( )iA k  

ˆ ( )i kθ
 
is the estimate of ( )i kθ  

ˆ
o

ω
 
is the estimate of o

ω . 

The matrix representation of (1.31) is: 
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ˆ ˆ( ) ( ) ( )T
LS LS LSD k J k k= Γ  (1.32) 

where 

ˆ ( )LSD k  is the LS estimation vector which is defined as: 

ˆ ˆ ˆˆ ( ) ( 1) ( 1) ( )
T

LSD k d k L d k d k = − + − ⋯  (1.33) 

where 

L  is the length of LS input vector technique such as 2L N≥ . 

The minimum required length is 2L N=  while considering an over-determined system 

with 2L N>  will give a better estimation [27].
 

( )
LS

J k
 
is the Jacobian matrix of LS which is defined as: 

1 2( )LS LS LSJ k J J =    (1.34) 

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )

1 1 1

2 2 2
1

ˆ ˆ ˆcos cos 2 cos

ˆ ˆ ˆcos cos 2 cos
( )

ˆ ˆ ˆcos cos 2 cos

o o o

o o o
LS

o L o L o L

q q N q

q q N q
J k

q q N q

ω ω ω

ω ω ω

ω ω ω

 
 
 =
 
 
  

⋯

⋯

⋮ ⋮ ⋮ ⋮

⋯

 (1.35) 

( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( )

1 1 1

2 2 2
2

ˆ ˆ ˆsin sin 2 sin

ˆ ˆ ˆsin sin 2 sin
( )

ˆ ˆ ˆsin sin 2 sin

o o o

o o o
LS

o L o L o L

q q N q

q q N q
J k

q q N q

ω ω ω

ω ω ω

ω ω ω

 
 
 =
 
 
  

⋯

⋯

⋮ ⋮ ⋮ ⋮

⋯

 (1.36) 

lq  is defined at the kth sample as: 

( )1l sq k l T= − +  (1.37) 

ˆ ( )LS kΓ
 
is the optimal LS estimation matrix which is defined as: 
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1 2
ˆ ˆ ˆ( ) ( ) ( )

T

LS LS LSk k k Γ = Γ Γ   (1.38) 

( ) ( ) ( ) ( )
1

1 1 2 2 1 1

ˆ ( )

ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆsin ( ) sin ( ) sin ( ) sin ( )

LS

T

N N N N

k

A k A k A k A kθ θ θ θ− −

Γ =

 
 

⋯
 (1.39) 

( ) ( ) ( ) ( )
2

1 1 2 2 1 1

ˆ ( )

ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆcos ( ) cos ( ) cos ( ) cos ( )

LS

T

N N N N

k

A k A k A k A kθ θ θ θ− −

Γ =

 
 

⋯
 (1.40) 

ˆ ( )LS kΓ
 
is calculated as: 

( )
1

ˆ ( ) ( ) ( ) ( ) ( )T T
LS LS LS LS LSk J k J k J k D k

−
Γ =  (1.41) 

( )
LS

D k
 
is the LS input vector which is defined as: 

[ ]( ) ( 1) ( 1) ( )
T

LSD k d k L d k d k= − + −⋯  (1.42) 

The residual value of LS technique is evaluated as: 

( )
1

( ) ( ) ( ) ( ) ( ) ( ) ( )T T
LS LS LS LS LS LS LSr k J k J k J k J k D k D k

−
= −  (1.43) 

The Euclidean norm of residual values is calculated as: 

2 2

1

( ) ( 1)
L

LS LS
l

r k r k l
=

= − +∑  (1.44) 

The value of ˆ
oω  which minimizes 

2
( )LSr k  is taken as the optimal estimate of power 

system angular frequency [27]. 

The amplitude of the ith harmonics component is estimated as: 

( ) ( )
2 2

1 1 2
ˆ ˆ ˆ( ) ( , ) ( , )

LS LS
A k k i k i= Γ + Γ  (1.45) 

The phase-angle of the ith harmonic component is estimated as: 
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1
2

2

1
2

2

ˆ ( , ) ˆarctan , ( , ) 0
ˆ ( , )

ˆ ( )
ˆ ( , ) ˆarctan , ( , ) 0
ˆ ( , )

LS
LS

LS

i

LS
LS

LS

k i
k i

k i
k

k i
k i

k i

θ

π

  Γ
Γ ≥   Γ  

= 
 Γ

+ Γ <   Γ 

 (1.46) 

The LS technique reduces the leakage effect which however suffers from delays and 

phase-shifts when a long window of data is required for precise estimation [71], [72]. 

Moreover, the LS technique performs the estimation task in a quantized neighbourhood 

of credible frequency. This however subjects the accuracy of LS technique to the 

quantization errors from the accuracy point of view. From the calculation efficiency 

point of view, the dimension of matrixes should also increase as the order of harmonics 

distorting the waveform increases. This creates serious complications if the required 

resolution on the frequency is high and its domain of creditable values is wide. For 

example, for the credible neighbourhood of ±10 Hz and frequency resolution of 

0.001 Hz, the LS calculation should be repeated 
10 ( 10)

20000
0.001

− −
=  times to calculate 

only one optimal value at each sampling instance. Chapter 2 presents a solution to 

reduce the computational burden of LS by breaking it down into two separate stages of 

frequency estimation and phasor estimation. The proposed technique reduces the 

quantization error of LS technique by performing frequency estimation task 

independently from the phasor estimation procedure. 

1.1.6. Kalman Filter (KF) 

Consider the following deterministic state-variable equation for a periodic signal 
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having harmonic components up to the Nth order: 

ˆ( 1) ( ) ( )
KF KF KF

x n n x n+ = Φ  (1.47) 

where 

n
 
is the state index number 

KF
x

 
is the predicted state vector by the KF 

ˆ
KF

x  is the estimation vector of the KF. 

ˆ
KF

x is defined as: 

( ) ( )

( ) ( )
1 1 1 1

1

ˆ ˆˆ ˆ( ) sin ( ) ( ) cos ( )
ˆ ( )

ˆ ˆ ˆˆ ˆ( ) sin ( ) ( ) cos ( ) ( )

T

KF

i i i dc

A k k A k k
x k

A k k A k k A k

ϕ ϕ

ϕ ϕ

 
 =
  

⋯
 (1.48) 

where 

ˆ ( )
i

A k  is the estimated amplitude of the ith harmonic. 

ˆ ( )
i

kϕ is the total phase-angle of the ith harmonic which is calculated as: 

ˆˆ ( ) ( )
i o s i

k i kT kϕ ω θ= +  (1.49) 

where 

ˆ ( )
i

kθ  is the phase-angle of the iht harmonic. 

ˆ
KF

x
 
is calculates as follows: 

( )ˆ ( ) ( ) ( ) ( ) ( ) ( )
KF KF KF KF KF

x n x n B n d n D n x n= −  (1.50) 

where 

KF
B

 
is the KF gain matrix which is calculated as: 
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( )
1

( ) ( ) ( ) ( ) ( )T

KF KF KF KF KF CKF
B n P n D n D n P n N

−
− −= +  (1.51) 

CKF
N

 
is the KF measurement noise covariance. 

KF
P −

 
is the KF predicted error covariance matrix which is calculated as: 

( )ˆ( ) ( ) ( 1) ( )
T

KF KF KF KF KF
P n n P n n Q

− −= Φ − Φ +  (1.52) 

KF
Q

 
is the KF process noise covariance. 

ˆ
KF

P
 
is the KF estimated error covariance matrix which is calculated as 

ˆ ( ) ( ) ( ) ( ) ( )
KF KF KF KF KF

P n P n B n D n P n− −= −  (1.53) 

KF
D

 
is the KF estimation matrix which is defined as: 

[ ]( ) 1 0 1 0 1
KF

D n = ⋯  (1.54) 

KFΦ  is the KF transition matrix which is defined as: 

1

2

0 0 0

0 0 0

0 0

0 0 0 1

KF

KF

KF

N

KF

 Φ
 

Φ 
 Φ =
 

Φ 
 
 

⋯

⋯

⋮ ⋮ ⋯ ⋮ ⋮

⋯ ⋮

⋯

 (1.55) 

cos( ) sin( )

sin( ) cos( )

o s o si

KF

o s o s

i T i T

i T i T

ω ω

ω ω

 
Φ =  − 

 (1.56) 

The KF is robust against noise [73] and cable of instantaneous amplitude variation 

detection [74] although the computational complexity of KF technique impedes its 

practical real-time application [75]. Moreover, applying the KF technique in a 

harmonics distorted environment requires accounting for all harmonics in the KF 

governing equations and consequently requires a great deal of matrix calculation and 
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inversion according to (1.51)-(1.53). This makes the application of KF very hard for 

real-time DSP implementation [73], [76]. Stability of KF technique is also a big 

challenge since fine-tuning the values of CKF
N  and KF

Q  requires continuous 

adjustment during abrupt changes [77], [78]. The KF technique also assumes an additive 

term to accommodate dynamic changes but the assumption of signal dynamic model 

availability makes it inconvenient for low-frequency oscillation parameter estimation 

[68]. 

1.1.7. Newton-Type-Algorithm (NTA) 

The NTA is a nonlinear algorithm which was introduced in [16] for power system 

phasor and frequency estimations. The voltage/current waveforms are considered in the 

following nonlinear form: 

( )
1

( ) ( ) sin ( ) ( )
N

dc i o s i

i

d k A k A ki k T kω θ
=

= + +∑  (1.57) 

The NTA estimation function is described as [16]: 

( ) ( )
1

ˆ ˆ ˆ ˆˆ ˆ( ) ( ) sin ( ) ( )
N

NTA NTA dc i o s i

i

h X k A k A ki k T kω θ
=

= + +∑  (1.58) 

where ˆ ( )
NTA

X k  is defined as: 

1 1
ˆ ˆ ˆ ˆ ˆˆ ˆ( ) ( ) ( ) ( ) ( ) ( )

T

NTA dc o N NX k A k A k A k k kω θ θ =  ⋯ ⋯  (1.59) 

ˆ ( )
NTA

X k is updated as follows: 

( ) ( )( )
1ˆ ˆ ˆ ˆ( 1) ( ) ( ) ( ) ( ) ( ) ( )T T

NTA NTA NTA NTA NTA NTA NTA NTAX k X k J k J k J k D k D X k
−

+ = + −  (1.60) 
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( )NTAD k
 
is the NTA input vector which is defined as: 

[ ]( ) ( 2 1) ( )
T

NTA
D k d k N d k= − − ⋯  (1.61) 

ˆ ( )
NTA

D k  is the NTA estimation vector which is defined as: 

ˆ ˆˆ ( ) ( 2 1) ( )
T

NTA NTA NTAD k h k N h k = − − ⋯  (1.62) 

ˆ ( )
NTA

J k
 

is the 2 2N +  by 2 2N +  Jacobian matrix of NTA such as its a
th row, 

1 2 2a N≤ ≤ + , is calculated as follows: 

( ,1) ( ,2 2)ˆ ˆ ˆ( ) ( ) ( )a a a N

NTA NTA NTA
J k J k J k+ =  ⋯  (1.63) 

( ,1)ˆ ( ) 1a

NTAJ k =  (1.64) 

( ) ( ) ( ) ( )( )( ,2)

1

ˆ ˆˆ ˆ( ) cos
N

a

NTA s i o s i

i

J k i k N a T A k N a i k N a T k N aω θ
=

= − + − + − + + − +∑
 

(1.65) 

( ) ( )( )( , 2) ˆˆ ˆ( ) sin 1a i

NTA o s iJ k i k N a T k N a i Nω θ+ = − + + − + ≤ ≤  (1.66) 

( ) ( ) ( )( )( , 2) ˆ ˆˆ ˆ( ) cos 1a i N

NTA i o s iJ k A k N a i k N a T k N a i Nω θ+ + = − + − + + − + ≤ ≤

 
(1.67) 

Although NTA provides an adaptive solution to handle frequency changes and decaying 

dc offset, the immense computational burden of calculating inverse matrix 

( )
1

( ) ( )T

NTA NTA
J k J k

−

 is a major drawback of this technique [79]-[82]. Another key 

problem with the NTA is that if the amplitude of the ith harmonic ( ˆ ( )
i

A k ) becomes/is 

zero, the inverse matrix ( ( )
1

( ) ( )T

NTA NTA
J k J k

−

) calculation becomes ill-conditioned. 
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1.1.8. Recursive-Least-Squares (RLS) 

A power system current/voltage waveform d  which includes N harmonics can be 

numerically modelled in the discrete-time domain as: 

( )
1

( ) ( ) ( )sin ( ) ( )
N

dc i o k i

i

d k A k A k k t kω θ
=

= + +∑  (1.68) 

where  

k st kT=  is the time of observation 

sT  is the sampling period 

( )o kω  is the power system angular fundamental frequency 

( )iA k  is the amplitude of the ith harmonic 

( )i kθ  is the phase-angle of the ith harmonic 

( )dcA k  is the dc component. 

Eqn. (1.68) can be rewritten as follows: 

( )
1

( ) ( )sin ( ) ( )
N

i i dc

i

d k A k k A kϕ
=

= +∑  (1.69) 

where 

( ) 2 ( )i o s ik if kT kϕ π θ= +  is the total phase-angle of the ith harmonic. 

Eqn. (1.69) is a nonlinear equation with respect to the phase-angle ( )i kθ  and
 

( )o kω . 

The RLS technique fits the voltage/current waveform with the curve ˆ ( )RLSd k  as [81]: 
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( )
1

ˆ ˆ ˆˆ( ) ( )sin ( ) ( )

ˆˆ ˆ( ) ( ) ( )

N

RLS i i dc

i

i s o i

d k A k k A k

k ikT k k

ϕ

ϕ ω θ

=


= +




= +

∑
 (1.70) 

in which  

ˆ ( )RLSd k  is the estimate of ˆ ( )RLSd k  

ˆ ( )iA k  is the estimate of ( )iA k  

ˆ ( )i kϕ  is the estimate of ( )i kϕ  

ˆ ( )i kθ  is the estimate of ( )i kθ   

ˆ ( )
o

kω  is the estimate of ( )
o

kω  

ˆ ( )dcA k  is the estimate of ( )dcA k . 

The estimation error ( )RLSe k  is evaluated as: 

ˆ( ) ( ) ( )RLS RLSe k d k d k= −  (1.71) 

The estimation vector is defined as: 

1 1
ˆ ˆ ˆ ˆ ˆˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( )

T

RLS N N dc ok A k k A k k A k kθ θ ω Γ =  ⋯  (1.72) 

ˆ ( )RLS kΓ  is recursively calculated as follows: 

1ˆ ˆ ˆ( ) ( 1) ( ) ( ) ( )RLS RLS RLSk k e k R k x k−Γ = Γ − −  (1.73) 

( )R k  is called the input-waveform correlation matrix which is defined as: 

ˆ ˆ( ) ( ) ( )T
RLS RLSR k X k X k=  (1.74) 

ˆ ( )
RLS

X k is the Jacobian matrix of the RLS technique which is defined as: 
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1/2

( 1)/2

ˆ ( )

ˆ ( 1)ˆ ( )

ˆ (1)

T

T

RLS

k T

x k

x k
X k

x

λ

λ −

 
 

− 
=  
 
 
 

⋮
 (1.75) 

ˆ( )x k  is an (2 2) 1N + ×  vector for which the components are evaluated as follows: 

[ ]1 2 2ˆ ˆ ˆ( ) ( ), , ( )
T

Nx k x k x k+= ⋯  (1.76) 

( )

( )

( ) ( )

2 1

2

2 1

2 2
1

ˆˆ ( ) sin ( ) 1

ˆ ˆˆ ( ) ( ) cos ( ) 1

ˆ ( ) 1

ˆ ˆˆ ( ) cos ( )

i i

i i i

N

N

N s i i

i

x k k i N

x k A k k i N

x k

x k ikT A k k

ϕ

ϕ

ϕ

−

+

+
=

 = ≤ ≤


= ≤ ≤


=

 =


∑

 (1.77) 

1( )R k
−

 is recursively calculated as: 

1 1
1 1

1

ˆ ˆ1 ( 1) ( ) ( ) ( 1)
( ) ( 1)

ˆ ˆ( ) ( 1) ( )

T

T

R k x k x k R k
R k R k

x k R k x kλ λ

− −
− −

−

 − −
= − − 

+ −  
 (1.78) 

The RLS technique can effectively handle the decaying dc offsets, power system 

frequency variations, and sub-synchronous oscillations [14], [79], [83]-[98]. However, 

there are two challenges to use the RLS technique for real-time applications which are 

the computational burden of RLS technique and its stability. The computational burden 

of RLS technique is of the order of 
2N  since the dimension of ( )R k  is

 

( ) ( )2 2 2 2N N+ × + . This is a real challenge which impedes the real-time application of 

the RLS technique [84], [85]. 

Another challenge is to make sure that the determinant of ( )R k  is not zero to have a 

well-defined inverse matrix 1( )R k−  [86]. However, this condition is not always 
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sustained. If ˆ ( )iA k  becomes zero, the (2i
th) row of ( )R k , 1 i N≤ ≤ , becomes zero 

according to (1.77). This means that the determinant of ( )R k  becomes zero. Therefore, 

matrix 1( )R k−  principally is ill-defined and the whole system becomes unstable. This 

happens when the amplitude of the i
th harmonic is zero while it has been being 

accommodated in the estimation model. Moreover, although there have been many 

efforts to study the nonlinear model of RLS technique recently [87]-[91], the RLS 

model has not been analysed for the power system harmonics and phasor estimation 

specifically and thoroughly [84]. Chapter 3 presents a very detailed analysis of RLS 

technique for the specific application of harmonics and phasor estimation in power 

systems and proposes a restructured model for real-time DSP implementation. 

1.1.9. Summary of the Literature Review 

The presented literature review can be summarized in Table 1.1-Table 1.4 as follows. 

TABLE 1.1. SUMMARY OF ANF AND EPLL TECHNIQUES: REFERENCES, MERITS, AND 

DEMERITS. 

Technique ANF EPLL 

References [8], [23], [48]-[51] [52]-[54], [9], [10] 

Merits 
• Relatively simple nonlinear structure 

• Frequency adaptive 

• Simple nonlinear structure 

• Frequency adaptive 

Demerits 

• Dependency of stability on the 

waveform amplitude and frequency 

• Dependency of estimation pace on the 

waveform amplitude and frequency 

• Errors in presence of dc component 

• Relatively high sampling frequency 

required for DSP implementation 

• Dependency of stability, estimation pace, and 

control parameters on the waveform amplitude 

• Errors in presence of dc component 

• Errors in severely unbalanced and harmonics 

distorted environments 
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TABLE 1.2. SUMMARY OF ADALINE AND DFT/RDFT TECHNIQUES: REFERENCES, 
MERITS, AND DEMERITS. 

Technique ADALINE DFT/RDFT 

References [11], [14], [55], [56], [58]-[60] [1], [57], [61]-[68] 

Merits 
• Simple linear estimation technique 

• Effective cancelation of the dc component 

• Simple linear technique 

• The most popular technique for DSP 

implementation 

Demerits 

• Cannot produce synchronous estimates and 

requires complementary routines to do so 

• Difficulty of tuning the reduction factor 

• Computational redundancy in the 

conventional from of ADALINE 

• The RDFT technique is subjected to 

instability for DSP implementation 

• Cannot track non-stationary PQ 

disturbances 

• Errors in presence of interharmonics 

and decaying dc offset 

• DFT stability is outstanding but it 

suffers from computational redundancy 

• Leakage effect and picket-fence effect 

because of unsynchronized sampling 

 

 

TABLE 1.3. SUMMARY OF LS AND KF TECHNIQUES: REFERENCES, MERITS, AND 

DEMERITS. 

Technique LS KF 

References [12], [27], [69]-[72] [68], [73]-[78] 

Merits 

• Reducing the leakage effect 

• Linear and stable 

• Frequency adaptive 

• Instantaneous detection of disturbances 

• Adaptive parameter estimation 

• Robust noise cancelation 

Demerits 

• Delays and phase-shifts in case of 

applying a long window 

• Computational redundancy for high-

resolution frequency tracking 

• High computational burden 

• State variable modelling is critical 

• A priory information of noise and process 

is needed 

• Subject to instability during abrupt 

changes 
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TABLE 1.4. SUMMARY OF NTA AND RLS TECHNIQUES: REFERENCES, MERITS, AND 

DEMERITS. 

Technique NTA RLS 

References [16], [79]-[82] [14], [79], [83]-[98] 

Merits 
• Frequency adaptive 

• Effective dc component cancelation 

• Frequency adaptive 

• Effective handling of dc components 

• Effectively tracks subsynchronous oscillations 

Demerits 

• Immense computational burden 

• Subject to instability during abrupt 

changes 

• Relatively high computational burden 

• The stability depends on the amplitude of the 

waveform 

 

1.2. Research Motivation 

The new numerical techniques such as ADALINE, KF, LS, RLS, and NTA have been 

developed to rectify the abovementioned shortcomings of DFT and FFT algorithms. 

Although these new methods prove to be efficient in resolving some of these 

shortcomings, they have not been widely applied for real-time implementation on DSPs. 

In fact, application of these methods is mostly limited to simulation and offline studies 

and their reported real-time application is limited in the technical literature of power 

systems. 

The main challenges of applying numerical techniques are: 

A. Concerns over their stability when implemented on DSPs 

B. The inherent heavy computational burden of numerical methods 

Therefore, it is required to consider restructuring the numerical methods and 

investigate new techniques for real-time power system parameters estimation. 



 

27 
 

Regarding the former challenge, Chapter 2 proposes a new hybrid least-squares-Kalman 

(LSK) technique which demonstrates high accuracy and outstanding stability for DSP 

implementation. Regarding the latter challenge, Chapter 3 critically reviews the RLS 

technique and introduces a new decoupled RLS (DRLS) technique with the prime 

objective of reducing the RLS computational burden and improving the RLS stability 

for real-time harmonics estimation on DSPs. 

On the other hand, the emerging smart grid paradigm [99], using smart meters as new 

information gateways [100], [101], and integrating load signature and load composite 

analysis [102]-[106] into advanced metering infrastructures (AMIs) [99], [107], [108] 

require efficient estimation tools. Besides, managing vast amount of information that 

will overwhelm the communication infrastructure and control centres requires solutions 

that can extract power system characteristics from a few concentrated data [109]. This 

challenge though offers the research opportunity of investigating new multi-rate 

algorithms [110] and undersampling techniques [111]-[114] for power system 

parameters estimation based on low-bandwidth data acquisition techniques which 

simplify the infrastructure requirements of realizing the smart grid vision. The 

undersampling real-time optimisation techniques for harmonics/interharmonics and 

frequency estimation are investigated and implemented in Chapter 4 and Chapter 5 

respectively. 

1.3. Statement of Originality 

The main contributions of this research work can be summarized as follows: 
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• A new real-time least-squares-Kalman (LSK) technique for voltage envelope 

and flicker estimation is presented in Chapter 2. The proposed LSK technique 

reduces the dimension and computational burden of the conventional KF 

technique, demonstrates outstanding stability, and shows better accuracy to 

detect voltage flicker than that of the DFT technique. 

• A new decoupled recursive-least-squares (DRLS) harmonics and phasors 

estimation technique is presented in Chapter 3. The proposed DRLS technique 

considerably reduces the computational burden for DSP implementation in 

comparison with the conventional RLS technique, demonstrates better stability 

and estimation speed in comparison with the EPLL method under fault 

conditions, and is more efficient to extract harmonics in a highly distorted power 

system. 

• A new undersampling technique for power system harmonics and 

interharmonics estimation is presented in Chapter 4. The proposed modified 

gradient search (MGS) technique efficiency is better than the DFT technique and 

its accuracy is comparable with that of the IEC Standard 61000-4-7. The 

extended staggered undersampling is also presented in Chapter 4 which 

promises to facilitate synchrophasor detection by using the residential area 

internet services for distribution level wide-area measurements system (WAMS) 

applications and increasing the reliability of transmission level WAMSs. 

• A slow sampling real-time optimisation approach for power system frequency 

estimation is presented in Chapter 5. The presented NTA-LS technique shows 

betters accuracy, estimation speed, stability, and noise immunity in comparison 
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with the PLL and DFT-based methods for slow sampling power system 

frequency monitoring. The NTA-LS technique also shows superior stability, 

accuracy, and estimation pace when compared with the conventional NTA. 

1.4. List of Publications 

This research work has resulted in a number of peer reviewed journal papers and 

conference publications as follows: 

1.4.1. Journal Papers 

1. I. Sadinezhad and V.G. Agelidis, “Slow sampling on-line optimization approach to 

estimate power system frequency,” IEEE Transactions on Smart Grid, vol. 2, no.2, 

2011, pages 265-277. 

2. I. Sadinezhad and V.G. Agelidis, “Slow sampling on-line harmonics/interharmonics 

estimation technique for smart meters,” Electric Power Systems Research Journal, vol. 

81, no. 8, 2011, pages 1643–1653. 

3. I. Sadinezhad and V.G. Agelidis, “Frequency adaptive least-squares-Kalman technique 

for real-time voltage envelope and flicker estimation,” IEEE Transactions on Industrial 

Electronics, vol. 59, no. 8, 2012, pages 3330-3341. 

4. I. Sadinezhad and V.G. Agelidis, “Real-time power system phasors and harmonics 

estimation using a new decoupled recursive-least-squares technique for DSP 

implementation,” IEEE Transactions on Industrial Electronics, 2012, pages 1-13. 
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1.4.2. Conference Papers 

1. I. Sadinezhad and V.G. Agelidis “A new hybrid complex ADALINE-LES filter for off-

nominal frequency symmetrical components extraction,” IEEE ICIT Conference, 2009, 

pages 1-6. 

2. I. Sadinezhad and V.G. Agelidis, “Monitoring voltage disturbances based on LES 

algorithm, wavelet transform and Kalman filter,” 35
th
 Annual Conference of IEEE 

Industrial Electronics, 2009, pages 1961-1966. 

3. I. Sadinezhad and V.G. Agelidis, “A new quasi Newton filtering technique for power 

system frequency estimation and harmonics/interharmonics rejection,” 14
th

 

International Conference on Harmonics and Quality of Power (ICHQP), 2010, pages 1-

6. 

4. I. Sadinezhad and V.G. Agelidis, “A new optimization technique to measure frequency 

and harmonics in power systems,”14
th

 International Conference on Harmonics and 

Quality of Power (ICHQP), 2010, pages 1-8. 

5. I. Sadinezhad and V.G. Agelidis, “Undersampled on-line ANN-EKF based estimation 

of harmonics/interharmonics in power systems,” IEEE Power and Energy Society 

General Meeting, 2010, pages 1-8. 

6. I. Sadinezhad and V.G. Agelidis, “Slow sampling on-line optimization approach to 

estimate power system frequency,” IEEE Power and Energy Society General Meeting, 

2010, pages 1-7. 

7. I. Sadinezhad and V.G. Agelidis, “On optimizing DSP implementation of the recursive-

least-squares technique for real-time power system applications,” 37
th
 Annual 

Conference of IEEE Industrial Electronics, 2011, pages 640-645. 
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8. I. Sadinezhad and V.G. Agelidis, “Decoupled recursive-least-squares technique for 

extraction of instantaneous synchronized symmetrical components under fault 

conditions,” 37
th

 Annual Conference of IEEE Industrial Electronics, 2011, pages 4672-

4678. 

9. I. Sadinezhad and V.G. Agelidis, “Extended staggered undersampling synchrophasor 

estimation technique for wide-area measurement systems,” IEEE ISGT-Asia 2011, 

pages 1-6. 

1.5. Thesis Organisation 

The remaining of this thesis is organised as follows: 

� Chapter 2 presents real-time implementation of a new frequency adaptive least-

squares-Kalman (LSK) technique for voltage envelope and flicker estimation in 

power systems. The proposed method is based on a two-stage mathematical 

model of a voltage waveform and a simple low computation frequency tracking 

method. The proposed method is evaluated experimentally through real-time 

implementation on two R&D DSP platforms. 

� Chapter 3 lays the mathematical basis to restructure the recursive-least-squares 

(RLS) technique for real-time implementations on DSPs. The performance of 

the proposed technique has been evaluated by simulations using MATLAB-

Simulink and through real-time DSP experiments. 

� Chapter 4 investigates the application of an undersampling strategy to estimate 

harmonics and interharmonics. A modified gradient search (MGS) technique to 

estimate harmonics/interharmonics of power system voltages and currents is also 
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presented. The effects of undersampling on the accuracy and estimation latency 

have been investigated. Performance of the proposed method is evaluated by 

simulations in MATLAB-Simulink and confirmed by experimental results. The 

concept of staggered undersamplming is also extended in this chapter and its 

application for synchrophasor detection in WAMSs is evaluated by simulations 

in MATLAB-Simulink. 

� Chapter 5 investigates frequency estimation from an undersampled waveform. A 

real-time optimization approach based on the Newton-type algorithm (NTA) and 

the least-squares (LS) method for power system frequency estimation is 

presented. The performance of the proposed method is validated by simulations 

in MATLAB-Simulink and DSP real-time experiments. 

� Chapter 6 summarizes this research work and suggests directions for future 

research. 
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Chapter 2 : Frequency Adaptive Least-

Squares-Kalman Technique for Real-

Time Voltage Envelope and Flicker 

Estimation 

 

2.1. Introduction 

The voltage quality is the main focus of power quality assessment as the current 

disturbances also manifest themselves in voltage by passing through the system 

impedance [115]. Detection of the waveform instantaneous amplitude called voltage 

envelope is part of the voltage quality assessment and forms the basis to detect voltage 

sags, swells, and flickers. 

Voltage frequency varies because of disturbances such as the loss of a major tie-line, 

the loss of a large generating station or a sudden impact of a major overload [116]. 

Voltage flickers cause annoying variations in the quality of illumination from lamps and 

drastically decrease the power quality [4], [117]-[121]. Voltage sags are the result of 

temporary disconnection of supply, the flow of inrush currents associated with the 

starting of motors and transformers, and the flow of fault currents, or lightning strikes 

[122], [123]. These voltage sags, in turn, cause under-voltage faults in various sensitive 

loads and subsequent interruptions to manufacturing processes which lead to massive 

financial losses [115], [124]. 

The voltage quality is traditionally monitored with phasor measurement and envelope 

tracking [119]. The discrete Fourier transform (DFT) and the fast Fourier transform 
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(FFT) algorithms [5]-[7] have widely been used to estimate phasors. However, the DFT 

and FFT limitations can be summarised as follows: 

• unable to track non-stationary PQ disturbances [1], [64] 

• unable to cancel the decaying dc offset [66], and 

• being subjected to the errors of leakage and picket-fence effects [68]. 

To resolve these deficiencies, a number of new algorithms have been proposed in the 

technical literature, such as: wavelet transform (WT) [125], [1], adaptive notch filter 

(ANF) [8], quadrature phase-locked loop (QPLL) [9], enhanced phase-locked loop 

(EPLL) [10], adaptive linear combiner (ADALINE) [11], least-squares (LS) algorithm 

[12], Hilbert transform (HT), and Kalman filter (KF) [12], [13]. 

However, the ANF, QPLL, and EPLL techniques are vulnerable to decaying dc offset 

and digitization errors for implementation on DSPs [23], [51]. Although the WT is 

capable of localizing transient components of power quality disturbances and providing 

the time-frequency map of events, it requires a separate FFT or DFT routine and several 

neural networks along with the wavelet multi-resolution analysis to capture the features 

of low-frequency and high-frequency power quality disturbances [126]. These 

complementary techniques, which are required in addition to the WT, create high 

computational burden [127], [128]. 

The LS technique reduces the leakage effect but a high precision LS technique 

requires a long window of data. This lengthy data window creates delays and phase-

shifts in the LS phasor estimates [71]. Although the ADALINE technique presents a 

simple linear solution to deal with the dc offset, it does not produce synchronized 

estimates of phasors because it is a frequency-domain technique and needs to recover 
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the concept of time for synchronization [58], [59]. Fine-tuning the ADALINE reduction 

factor also needs computationally intensive intelligent algorithms such as genetic and 

fuzzy logic algorithms which demand complicated and stochastic design procedures 

[11], [60]. 

Although the HT generates a quadrature signal and thereby an analytical signal from 

which the instantaneous amplitude and phase can be easily extracted, it gives a correct 

approximate of a quadrature signal only if the waveform is band-limited [129], [130]. 

The KF is capable of instantaneous amplitude variation detection [74] although the 

computational complexity of KF technique impedes its practical real-time application 

[75], [76]. 

The objective of this chapter is to propose the application of a frequency adaptive LS 

optimization technique for the estimation of the voltage envelope at fundamental 

frequency. The proposed method merges the performance of a relatively simple 

frequency estimation method and the LS technique to develop a robust fundamental 

frequency voltage envelope estimation technique. To monitor voltage flickers and 

predict the instantaneous flicker level (IFL), a combination of the LS method and a 

Kalman filter to predict the IFL state variables is introduced. As the proposed least-

squares-Kalman (LSK) technique eases the heavy computation burden of a full order 

Kalman filter, which would require accommodating all frequency components, the 

implementation of the Kalman filter becomes possible in real-time applications. The 

performance of the proposed technique in the presence of frequency variation, harmonic 

contamination, and noise is verified and compared with the EPLL, ANF, and DFT 

techniques through real-time implementation experiments. 
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This chapter is organised as follows. Section 2.2 presents the proposed frequency 

adaptive LS optimisation technique for voltage envelope estimation. The proposed LSK 

technique to estimate instantaneous flicker level is described in Section 2.3. Section 2.4 

presents the real-time implementation and comparative study results and Section 2.5 

concludes this chapter. 

2.2. Frequency Adaptive Least-Squares 

Technique for Fundamental Frequency 

Envelope Estimation 

A nonstationary, nonsinusoidal voltage waveform at the kth sample is mathematically expressed 
as follows: 

1

( ) ( ) sin( ( ( )) ( )) ( )
N

i o d s i dc

i

v k A k i k kT k A kω ω θ
=

= + + +∑  (2.1) 

where 

1/s sT f=  is the sampling period 

sf  is the sampling frequency 

N  is the total number of harmonics 

i is the harmonic order 

oω  is the nominal voltage angular frequency 

( )
d

kω
 
is the instantaneous angular frequency drift 

( )
dc

A k
 
is the dc component 

( )iA k  is
 
the voltage amplitude of the ith harmonic 

( )i kθ
 
is the phase-angle of the ith harmonic. 
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This model is used in a two-level algorithm to estimate the voltage frequency and the 

fundamental frequency amplitude. 

2.2.1. Frequency Estimation 

Fast changes in the fundamental frequency phase-angle are rare events in power 

systems except under fault situations [33]. In addition, the IEC Standard 61000-4-7 

considers 10 cycles for 50 Hz power systems to complete the phasor measurement task 

[57]. Therefore, in this chapter, the problem of frequency estimation is approached by 

considering moving time slots with a specific fixed length. Within each of these time 

slots, the i
th harmonic voltage amplitude, voltage phase-angle, dc component, and 

angular frequency drift are considered to be frozen parameters iA , iθ , dcA , and dω  

respectively. The estimation is updated sample by sample as the window shifts on the 

time axis. This “parameter-freezing” approach is consistent with the asymptotic 

analysis concept and the averaging theorem [131] which have been used in estimation 

techniques such as ANF, QPLL, and EPLL [8]-[10]. 

The length of the time slot is chosen to be one cycle of the voltage nominal frequency 

which is 20oT = ms for 50 Hz power systems. Figure 2.1 shows a schematic definition 

of the moving time slots to collect data and perform the frequency estimation task. 

Therefore, within each time slot, the voltage waveform is expressed as: 

1

( ) sin( ( ) )
N

i o d s i dc

i

v k A i kT Aω ω θ
=

= + + +∑  (2.2) 

For the nominal fundamental frequency ( of ) of 50 Hz, 2 100o ofω π π= = . 
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Figure 2.1. Schematic definition of the moving time slots to collect data and perform 

frequency estimation. 

 

 

Eqns. (3) and (4) are used to transform the voltage waveform ( )sv kT  into two 

orthogonal components based on the decomposition of a single-phase into orthogonal 

components (DSPOC) [5], [25] as follows: 

1

( ) ( )sin( )

o

k

s s s o s

l k N

I kT T v l l Tω
= − +

= ∑  (2.3) 

1

( ) ( )cos( )

o

k

c s s o s

l k N

I kT T v l l Tω
= − +

= ∑  (2.4) 

where 

/o s oN f f= is the number of samples in one period of the fundamental frequency 
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component. 

These transformations produce two orthogonal waveforms in which their low frequency 

components are modulated at the frequency drift from the nominal value of of . Eqns. 

(2.3) and (2.4) can be rewritten by simplifying trigonometric functions as follows: 

1
1( ) cos( / 2) sin( / 2)s s d s d o d o

d

A
I kT kT T Tω θ ω ω

ω
= + − +  (2.5) 

( )

( )

2

1

cos ( 1) ( / 2) sin( / 2)
( 1)

cos ( 1) ( / 2) sin( / 2)
( 1)

N
i

o s d s o i d o
o di

N
i

o s d s o i d o

o di

A
i kT i kT T i T

i i

A
i kT i kT T i T

i i

ω ω θ ω
ω ω

ω ω θ ω
ω ω

=

=

− + − + −
− +

+ + − +
+ +

∑

∑
 

( )1
1( ) sin / 2 sin( / 2)c s d s d o d o

d

A
I kT kT T Tω θ ω ω

ω
= + − +  (2.6) 

( )

( )

2

1

sin ( 1) ( / 2) sin( / 2)
( 1)

sin ( 1) ( / 2) sin( / 2)
( 1)

N
i

o s d s o i d o
o di

N
i

o s d s o i d o

o di

A
i kT i kT T i T

i i

A
i kT i kT T i T

i i

ω ω θ ω
ω ω

ω ω θ ω
ω ω

=

=

− + − + +
− +

+ + − +
+ +

∑

∑
 

On the right hand-side of (2.5) and (2.6), the first terms are sinusoidal functions with 

an angular frequency of dω  and the remaining terms are higher frequency components 

whose amplitudes are reduced by factors of
 

sin( / 2) / ( ( 1) )d o o di T i iω ω ω± + . If 

( )s sI kT and ( )c sI kT
 

are passed through a low-pass filter (LPF), the results will 

respectively be ( )sl sI kT  and ( )cl sI kT  as follows: 

1
1( ) cos( / 2)sin( / 2)sl s d s d o d o

d

A
I kT kT T Tω θ ω ω

ω
= + −  (2.7) 

1
1( ) sin( / 2) sin( / 2)cl s d s d o d o

d

A
I kT kT T Tω θ ω ω

ω
= + −  (2.8) 
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According to the testing requirements of IEC Standard 61000-4-30 page 18 [176] , the 

power system frequency estimation bandwidth is 42.5-57.5 Hz for 50 Hz power systems 

and 51-69 Hz for 60 Hz power systems. Therefore, considering the cut-off frequency of 

10 Hz for the LPF is in compliance with the IEC Standard 61000-4-30 requirements for 

both 50 Hz and 60 Hz power systems. This mid-filtering stage practically reduces the 

energy of higher frequency components to a very low level but does not completely 

eliminate them, as the real-time implementation shows in Section 2.4. The following 

derivative relationship holds true between ( )sl sI kT  and ( )cl sI kT : 

2 2( ) ( )
( ) ( ) ( [ ] [ ])

s
s

cl sl
sl cl d sl cl

t kT
t kT

I t I t
I t I t I t I t

t t
ω

=
=

∂ ∂
− = +

∂ ∂
 

(2.9) 

Therefore, dω  provides an estimation of ( )d kω  for the time slot which covers the 

voltage waveform between ( )s okT T−
 
and skT . ( )d kω  is calculated as: 

( ) ( )

( )2 2

( ) ( ) / ( ) ( ) /
( )

( ) ( )
s

s cl cl sl
d

sl cl
t kT

H t I t t I t I t t
k

I t I t
ω

=

∂ ∂ − ∂ ∂
=

+
 

(2.10) 

The above equation is also consistent with the time-frequency representation of a 

periodic signal. The following recursive relationships hold true between two 

consecutive values for both ( )sl sI kT  and ( )cl sI kT  according to the recursive DFT [62] 

algorithm: 

( ) ( )( ) (( 1) ) ( )sin (( ))sin ( )s s s s s o s s o o o sI kT I k T T v k k T T v k N k N Tω ω= − + − − −  (2.11) 

( ) ( )( ) (( 1) ) ( )cos (( ))cos ( )c s c s s o s s o o o sI kT I k T T v k k T T v k N k N Tω ω= − + − − −  (2.12) 

As a result, there is no need to use all samples of the voltage waveform in each time 
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slot to calculate ( )s sI kT  and ( )c sI kT   since two samples at the k
th and (k-No)

th 

instances are sufficient if the values of (( 1) )s sI k T−  and (( 1) )c sI k T−  are recursively 

updated according to (2.11) and (2.12). Eqns. (2.11) and (2.12) present the recursive 

DSPOC (RDSPOC) method. The LPF which is used to cut the high frequency 

components is a Hamming window with the length of 1.25 oN  and cut-off frequency of 

10 Hz. The following approximate equations are used to calculate the derivative terms 

( ) /slI t t∂ ∂  and ( ) /clI t t∂ ∂  as: 

( ) ( ) (( 1) )

s

sl sl s sl s

st kT

I t I kT I k T

t T=

∂ − −
=

∂
 

(2.13) 

( ) ( ) (( 1) )

s

cl cl s cl s

st kT

I t I kT I k T

t T=

∂ − −
=

∂
 

(2.14) 

The angular frequency drift ( )d kω  is calculated by applying (2.13) and (2.14) into 

(2.10) for digital implementation as: 

( )2 2

( ) (( 1) ) ( ) (( 1) )
( )

( ) ( )

cl s sl s sl s cl s
d

s sl s cl s

I kT I k T I kT I k T
k

T I kT I kT
ω

− − −
=

+
 

(2.15) 

The frequency drift is ( ) ( ) / 2d df k kω π= . 

Figure 2.2 shows the RDSPOC implementation in the discrete time domain where 

1z −  is the unit delay and oN
z

−
 recalls the value of a parameter at the ( )ok N− th 

sample. 
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Figure 2.2. RDSPOC frequency estimation algorithm. 
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2.2.2. Envelope Estimation 

Eqn. (2.1) can be expanded as: 

1

1

( ) ( ) cos( ( )) sin( ( ( )) )

( )sin( ( )) cos( ( ( )) ) ( )

N

i i o d s

i

N

i i o d s dc

i

v k A k k i k kT

A k k i k kT A k

θ ω ω

θ ω ω

=

=

= + +

+ +

∑

∑
 (2.16) 

The value of ( )d kω  is calculated from the frequency estimation procedure of Figure 

2.1. The envelope estimation is performed on the line-to-neutral voltage waveform. In 

the case of a three-phase power system, the estimation of the envelope is carried out on 

each phase separately to provide the event detection resolution on each phase. 

To estimate the fundamental frequency voltage envelope, a time-varying linear 

estimation model is considered, which accommodates odd harmonics up to a specific 

order, while other harmonics and the dc component are projected on the residual term (

( )LSr k ). 

The estimation model is defined as: 

1

1

ˆˆ( ) (2 1, )sin((2 1)( ( )) )

ˆ (2 , ) cos((2 1)( ( )) ) ( )

M

LS o d s

i
M

LS o d s LS

i

v k i k i k kT

i k i k kT r k

ω ω

ω ω

=

=

= Γ − − +

+ Γ − + +

∑

∑
 (2.17) 

where 

ˆ( )sv kT  is an estimation of ( )sv kT  

( )LSr k  is the estimation error which is also called the residual value 

ˆ (1: 2 , )LS M kΓ  is the estimation vector in which ˆ (2 1, )LS i kΓ −  estimates the in-phase 
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component ( 2 1 2 1( )cos( ( ))i iA k kθ− − ) 

ˆ (2 , )LS i kΓ  estimates the quadrature-phase component ( 2 1 2 1( )sin( ( ))i iA k kθ− − ) at the kth 

sample, and 

M is the order of the estimation model which is the defining factor for the accuracy of 

the estimation and is smaller than or equal to N  ( M N≤ ). 

The model order is chosen to be 2M = , which means including odd harmonic 

components up to the 2 2 1 3× − = rd harmonic according to (2.17). Therefore, the even 

harmonics, along with odd harmonics higher than the 3rd order, and the dc component 

are projected on the residual term
 

( )
LS

r k . The residual term ( )
LS

r k  shows the 

difference between ( )
s

v kT  and ˆ( )sv kT  which is: 

ˆ( ) ( ) ( )LSr k v k v k= −  (2.18) 

To solve (2.17) and find ˆ ( ,1: 2 )LS k MΓ , a goal function ( ( )LSG k ) is considered 

based on the least-squares optimization technique in the following form [132]: 

2
( ) 0.5 ( )LS LSG k R k=  (2.19) 

where  

 is the Euclidean norm [132] and 

 ( )LSR k  is the vector of L  residual terms, which is defined as: 

[ ]( ) ( ) ( 1) ( 1)
T

LS LS LS LSR k r k r k r k L= − − +…  (2.20) 

where 

L  is the closet integer number to the value of / ( ( ))s o df f f k+  which is rounded toward 
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positive infinity. 

Based on the linear model of (2.17), the residual vector can be written in the 

following vector format: 

ˆ( ) ( ) (1: 2 , ) ( )LS LS LS LSR k J k M k V k= Γ −  (2.21) 

where 

( )
LS

V k
 
is an 1L×  vector which carries L consecutive samples of the measured voltage 

waveform and is defined as: 

( ) ( )( ) ( ) 1 1
T

LSV k v k v k v k L = − − + …  (2.22) 

( )LSJ k  is the Jacobian matrix which is the 2L M×  matrix of first order partial 

derivatives of the residuals and is defined as: 

[ ]( ) ( ) ( 1) ( 1)
T

LS LS LS LSJ k r k r k r k L= ∇ ∇ − ∇ − +…  (2.23) 

Therefore: 

1 1 1 1

2 2 2 2

sin( ) cos( ) sin((2 1) ) cos((2 1) )

sin( ) cos( ) sin((2 1) ) cos((2 1) )
( )

sin( ) cos( ) sin((2 1) ) cos((2 1) )

k k k k

k k k k
LS

k L k L k L k L

q q M q M q

q q M q M q
J k

q q M q M q

ω ω ω ω

ω ω ω ω

ω ω ω ω

− − 
 − − =
 
 

− − 

⋯

⋯

⋮ ⋮ ⋮ ⋮ ⋮

⋯

 (2.24) 

where 

( )k o d kω ω ω= + . 

lq  at the kth sample is defined as: 

( )1l sq k l T= − +  (2.25) 

In fact, the proposed goal function is the sum of residual squares for L consecutive 
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estimations. The solution for the estimation vector ( ˆ (1: 2 , )LS M kΓ ) minimizes the sum 

of residual squares for which the goal function gradient ( ( )LSG k∇ ) becomes zero. The 

following vector equations are derived by substituting (2.21) into (2.19) and performing 

the gradient operation: 

21 ˆ( ) ( ) (1: 2 , ) ( )
2

LS LS LS LSG k J k M k V k= Γ −  (2.26) 

ˆ( ) ( )( ( ) (1: 2 , ) ( ))T
LS LS LS LS LSG k J k J k M k V k∇ = Γ −  (2.27) 

Since ( )LSG k∇  is linear with respect to ˆ (1: 2 , )LS M kΓ , there exists a unique solution 

which is calculated by applying the minimization condition to (2.27) as follows: 

ˆ( ) ( ) ( ) (1: 2 , ) ( ) ( ) 0T T
LS LS LS LS LS LSG k J k J k M k J k V k∇ = Γ − =  (2.28) 

Therefore, ˆ (1: 2 , )LS M kΓ  is calculated as: 

( )
1

ˆ (1: 2 , ) ( ) ( ) ( ) ( )T T
LS LS LS LS LSM k J k J k J k V k

−
Γ =  

(2.29) 

The fundamental frequency voltage amplitude estimate ( 1
ˆ ( )A k ) is calculated as 

follows: 

2 2
1

ˆ ˆ ˆ( ) (2, ) (1, )LS LSA k k k= Γ + Γ  (2.30) 

1
ˆ ( )A k

 
is also called the voltage envelope which will be used by the Kalman filter to 

predict the instantaneous flicker level. 

2.3. Instantaneous Flicker Level Prediction 

Voltage flicker is described by amplitude modulation of the fundamental frequency 

component as [117]-[121], [133]-[135]: 
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( ) 1( ) ( ) ( ) sin( )AM c F o sv k U k v k kTω θ= + +  (2.31) 

where the low frequency fluctuation originating from a flicker source is represented by 

( )Fv k  and is called the IFL. 

( )( ) ( )c FU k v k+  is the voltage envelope. The fundamental frequency carrier waveform 

(i.e., 50 Hz or 60 Hz) is represented by 1( )sin( )c o sU k kTω θ+ . Basically, the flicker 

estimation includes a voltage envelope (VE) tracking step and an IFL estimation 

procedure. The fundamental frequency voltage amplitude ( 1
ˆ ( )A k ) provides the voltage 

envelope estimate. As the flicker frequency range is approximately between 0.5 Hz and 

30 Hz, the task of separating the IFL from an estimated VE is a challenging practice due 

to the low frequency nature of ( )Fv k . The flicker estimation technique recommended 

by IEEE Standard 1453 is designed for analogue instrumentation [135]. However, the 

actual implementation considerations such as preventing filters from over-voltages or 

over-currents always need a more complicated design. Therefore, the implementation of 

a digital algorithm to reduce the cost of implementation has become an attractive 

alternative [121]. 

A digital implementation to estimate the IFL is presented based on the FFT and the 

amplitude modulation (AM) technique in [121]. Reference [133] presents an application 

of the pruned FFT algorithm for IFL measurement and a two-stage Kalman filter is 

proposed in [74]. However, none of them approaches the problem of frequency 

variation. The implementation of an FFT algorithm with a high frequency resolution 

imposes a big delay depending on the choice of base frequency. A high frequency 
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resolution also implies that a large window is used, which means that a significant 

number of samples load the DSP. For example, if the base frequency is considered to be 

1 Hz, the estimation delay will be 1 s. On the other hand, arranging a full order Kalman 

filter needs counting for all harmonics which brings about the difficulty of 

dimensionality to the real-time estimation field and causes run-time jams in the digital 

signal processors (DSPs). 

In the proposed technique, the VE is estimated by the proposed frequency adaptive 

LS algorithm which was presented in the previous section. Eqn. (2.30) provides an 

estimation of VE. This VE is fed to a Kalman filter to predict the IFL by developing the 

Kalman model state variables for the estimated VE. The Kalman model which is 

developed in this chapter is a modification of a two-stage model which has been used in 

[120], [74], whereas the first stage is replaced by the proposed LS algorithm and the 

Kalman filter performs the IFL estimation task. The stable response and lower 

computational burden of the proposed method make it feasible to apply the adaptive 

LSK method for IFL estimation in a real-time implementation. The estimated value of 

VE from (2.30) can be interpreted in the state space as: 

{ }
1

4 1 3 2 3

( 1)

( ) ( )cos(2 ( ) ) ( )sin(2 ( ) )IFL IFL IFL s IFL IFL s n k

A k

x n x n x n T x n x n Tπ π
=

+ =

+ −
 (2.32) 

where 

1( 1)A k +  is the predicted value of 1( 1)A k +  at the (k+1)th sample 

At the nth state: 

1( )IFLx n  is the IFL estimation 
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2( )IFLx n  is the quadrature component of the IFL 

3( )IFLx n  is the total phase-angle of the IFL 

4 ( )IFL n k
x n

=  
is the estimation of the fundamental carrier voltage level ( ( )cU k ). 

It should be noted that the estimated voltage envelope by the LS technique at the kth 

sample ( 1
ˆ ( )A k ) is fed to the Kalman filter to predict its value at the (k+1)th sample (

1( 1)A k + ). Although the kth sample and the nth state are conceptually different, the nth 

state in the Kalman prediction model coincides with the kth sample in the hybrid LSK 

model when n k= . In other words, n is the index number of the state at which the 

internal Kalman loop performs the prediction task and does not have any external 

equivalence, but it is synchronized to happen at the same time at which the LS 

algorithm estimates a value for the voltage envelope. The Kalman state vector is 

considered as: 

1 2 3 4( ) [ ( ) ( ) ( ) ( )]T
IFL IFL IFL IFL IFLx n x n x n x n x n=  (2.33) 

The extended Kalman model for the non-linear function which is presented in (2.32) 

is defined by the following equations: 

( )( 1) ( )IFL IFL IFL nx n x nφ ζ+ = +  (2.34) 

( )( ) ( )IFL IFL IFL nb n d x n γ= +  (2.35) 

where 

( )IFLx n  is the state vector at the nth state 

IFLφ  is the state transition function 
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IFLd  is the estimation function 

( )IFLb n  is the measurement of the desired signal 

nζ
 
is the process noise 

nγ
 
is the measurement noise. 

The evolution of this model is based on the fact that at the (n+1)th state, the phasor of 

the IFL is rotated by the amount ( )32 ( )IFL sx n Tπ . Therefore, the state transition 

between the nth and (n+1)th states for 1IF Lx
 
and 2IFLx  is described as: 

( ) 3(2 ( ) )
1 2 1 2( 1) ( 1) ( ) ( ) IFL sj x n T

IFL IFL IFL IFLx n jx n x n jx n e
π+ + + = +  (2.36) 

where 1j = −  the complex space operator. Eqns. (2.32) and (2.36) lead to a non-linear 

state transition equation which is expressed as: 

1 3 2 3

1 3 2 3

3

4

( )cos(2 ( ) ) ( )sin(2 ( ) )

( )sin(2 ( ) ) ( ) cos(2 ( ) )
( 1)

( )

( )

IFL IFL s IFL IFL s

IFL IFL s IFL IFL s
IFL

IFL

IFL

x n x n T x n x n T

x n x n T x n x n T
x n

x n

x n

π π

π π

− 
 + + =
 
 
 

 (2.37) 

The estimation function IFL
d  is defined as: 

4 1 3 2 3( ( )) ( ) ( )cos(2 ( ) ) sin(2 ( ) )IFL IFL IFL IFL IFL s IFL IFL sd x n x n x n x n T x x n Tπ π= + −

 

(2.38

) 

Since the above equations are non-linear functions, the state transition and 

measurement equations are also non-linear. The extended Kalman filter incorporates the 

linearized state transition and measurement equations to perform the estimation process 

[13]. To obtain a linear system, it is assumed that there exists a (local/global) nominal 

estimation of the state trajectory ˆ ( )IFLx n  and a (local/global) nominal output ˆ ( )IFLb n  
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and let the state vector and measurement deviations be denoted as follows [64]: 

ˆ( ) ( ) ( )IFL IFL IFLx n x n x n∆ = −  (2.39) 

ˆ( ) ( ) ( )IFL IFL IFLb n b n b n∆ = −  (2.40) 

Linear approximation can be obtained by using the first-order terms in the Taylor 

series expansions of IFLφ  and IFLd  as follows: 

( 1) ( )( ( )IFL IFL IFL nx n n x n ζ∆ + = Φ ∆ +  (2.41) 

( ) ( ) ( )IFL IFL IFL nb n D n x n γ∆ = ∆ +  (2.42) 

where 

( )IFL nΦ  is the Jacobian matrices of IFLφ  and 

( )IFLD n  is the Jacobian matrices of IFLd . 

( )IFL nΦ  and ( )IFLD n  are defined as: 

ˆ( ) ( )

( )
( )

( )
IFL IFL

IFL
IFL

IFL x n x n

n
n

x n

φ

=

∂
Φ =

∂
 (2.43) 

ˆ( ) ( )

( )
( )

( )
IFL IFL

IFL
IFL

IFL x n x n

d n
D n

x n
=

∂
=

∂
 (2.44) 

Substituting IFLφ  from (2.37) into (2.43) and IFLd  from (2.38) into (2.44), result in the 

following equations for ( )IFL nΦ  and ( )IFLD n : 

3 3 1,3

3 3 2,3

ˆ ˆcos(2 ( ) ) sin(2 ( ) ) ( ) 0

ˆ ˆsin(2 ( ) ) cos(2 ( ) ) ( ) 0
( )

0 0 1 0

0 0 0 1

IFL s IFL s IFL

IFL s IFL s IFL
IFL

x n T x n T n

x n T x n T n
n

π π

π π

− Φ 
 Φ

Φ =  
 
  

 (2.45) 
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( )

3

3

1 3 2 3

ˆcos(2 ( ) )

ˆsin(2 ( ) )
( )

ˆ ˆ ˆ ˆ2 ( )sin(2 ( ) ) ( ) cos(2 ( ) )

1

IFL s

IFL sT
IFL

s IFL IFL s IFL IFL s

x n T

x n T
D n

T x n x n T x k x n T

π

π

π π π

 
 − =
 − −
 
 

 (2.46) 

where 

1ˆ ( )IFLx n  is the estimate of 1( )
IFL

x n  

2ˆ ( )IFLx n  is the estimate of 2( )IFLx n  

3
ˆ ( )
IFL

x n
 
is the estimate of 3( )

IFL
x n

 

4
ˆ ( )IFLx n

 
is the estimate of 4( )IFLx n . 

1,3( )IFL nΦ
 
and 2,3( )IFL nΦ  are calculated as follows:  

( )1,3 1 3 2 3ˆ ˆ ˆ ˆ( ) 2 ( )sin(2 ( ) ) ( )cos(2 ( ) )IFL s IFL IFL s IFL IFL sn T x n x n T x n x n Tπ π πΦ = − −  (2.47) 

( )2,3 1 3 2 3ˆ ˆ ˆ ˆ( ) 2 ( )cos(2 ( ) ) ( )sin(2 ( ) )IFL s IFL IFL s IFL IFL sn T x n x n T x n x n Tπ π πΦ = −  (2.48) 

The extended Kalman filter uses the previously estimated state ˆ ( )IFLx n  to predict the 

state ( 1)IFLx n +  as follows: 

1 2 3 4

ˆ( 1) ( ) ( )

ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( )

IFL IFL IFL

T

IFL IFL IFL IFL IFL

x n n x n

x n x n x n x n x n

+ = Φ


=    

 (2.49) 

The estimation vector ˆ ( )IFLx n  is calculated as: 

( )ˆ ( ) ( ) ( ) ( ) ( ) ( )IFL IFL IFL IFL IFL IFLx n x n B n b n D n x n= + −  (2.50) 

where  

( )IFLB n  is the extended Kalman gain matrix, which is updated as: 
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( ) ( )( )
1

( ) ( ) ( ) ( )T T
IFL IFL IFL IFL IFL IFL CIFLB n P n D n D n P n D n N

−
− −= +  (2.51) 

where  

CIFLN  is the measurement noise covariance and ( )IFLP n
−  is the predicted error 

covariance matrix which is calculated as: 

( ) ( ) ( )ˆ( ) 1 ( )
T

IFL IFL IFL IFL IFLP n n P n n Q
− = Φ − Φ +  (2.52) 

where 

IFLQ  is the process noise covariance matrix and 

ˆ ( )IFLP n  is the estimated error covariance matrix which is calculated as: 

( ) 4 4
ˆ ( ( ) ( )) ( )IFL IFL IFL IFLP n I B n D n P n−

×= −  (2.53) 

where 

4 4I ×  
is the 4 4×  identity matrix. 

Figure 2.3 shows the proposed LSK algorithm to predict the IFL. 
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Figure 2.3. The proposed least-squares-Kalman (LSK) algorithm to predict the 

instantaneous flicker level (IFL). 
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2.4. Real-Time Implementation Experiments 

The real-time implementation experiments have been carried out with two different 

DSP boards, namely the DS1104 and DS1103 [136]. The DS1104 has lower processing 

power than that of the DS1103. Implementing the proposed method on DS1104 can be 

done up to the sampling frequency of 1 kHz which is suitable for voltage envelope and 

flicker detection given that the harmonics higher than 500 Hz are of small amplitude or 

are filtered out by using an anti-aliasing filter. The sampling frequency on DS1103 can 

be much higher. The highest sampling frequency to implement the proposed LSK 

technique on DS1103 has been found to be 10 kHz based on experiments in the 

laboratory. Higher values of sampling frequency improve performance of the ANF and 

EPLL as presented in the following sections. However, the proposed LSK technique 

shows higher accuracy when implemented on a much lower sampling frequency and 

higher sampling frequency has a minimal effect to improve its accuracy. 

The ANF and EPLL governing equations have been reviewed in Chapter 1. The 

EPLL and ANF have been digitized by using the trapezoidal form of the digital 

integrator in the MATLAB software as follows: 

( )

1

1

1 1

2 1
s

z
T

s z

−

−

+
≡

−
 

(2.54) 

All algorithms are first built in the MATLAB/Simulink environment and, then, are 

compiled and uploaded to the DS1104 and DS1103 boards. The solver of the MATLAB 

software is set on the discrete mode to solve the differential equations in all case studies. 

The codes are compiled by the MATLAB software identically for both DS1104 and 
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DS1103 boards. The only difference is that the sampling frequency is set to 1 kHz for 

DS1104 but 10 kHz for DS1103. 

2.4.1. Implementation 1: Sampling Frequency of 

1 kHz 

The proposed LSK technique is implemented in real-time by using a DS1104 R&D 

digital control board [136] and the results are presented in this section. The voltage 

waveforms are produced by using a programmable power supply [137]. The sampling 

frequency is 1 kHz, the nominal line-to-neutral rms voltage is 240 V, and the nominal 

fundamental frequency is 50 Hz. The voltages are sensed by voltage transducers [138] 

and fed into an analogue-to-digital (A/D) converter. The output of the A/D converter is 

connected to a computer on which the digital control board is mounted. 

2.4.1.1. Case 1: Phasor Estimation in Presence of 

Frequency Drift 

The power supply is programmed to produce frequency step changes of ±0.1 Hz and 

1.0 Hz in a sinusoidal voltage waveform while keeping the voltage amplitude at the 

value of 240 2 V. Figure 2.4 (a) shows line-to-neutral voltage waveform. Figure 2.4 (b) 

shows the estimated fundamental frequency voltage amplitude. Figure 2.4 (c) shows the 

estimated frequency for ±0.1 Hz frequency drifts. 

Figure 2.5 (a) shows line-to-neutral voltage waveform. Figure 2.5 (b) shows the 

estimated fundamental frequency voltage amplitude. Figure 2.5 (c) presents the 

estimated frequency for 1.0 Hz frequency drift. The proposed LS technique shows a 

faster and more accurate estimation than ANF and EPLL techniques in detecting the 
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step frequency change and voltage amplitude. The LS technique shows fsater and more 

accurate estimation than ANF and EPLL techniques. 

 

 

 
Figure 2.4. Case 1: ±0.1 Hz frequency drift in a sinusoidal voltage 

(a) instantaneous line-to-neutral voltage waveform 

(b) estimated fundamental frequency voltage amplitude 

(c) estimated voltage frequency. 
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Figure 2.5. Case 1: 1 Hz frequency drift in a sinusoidal voltage 

(a) instantaneous line-to-neutral voltage waveform 

(b) estimated fundamental frequency voltage amplitude 

(c) estimated voltage frequency. 
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2.4.1.1. Case 2: Phasor Estimation in Presence of 

Frequency Drift and Harmonics 

The power supply is programmed to produce a voltage waveform based on the IEC 

Standard 61000-4-13 definition for the third class test level to evaluate the performances 

of the LS, ANF, and EPLL techniques when the frequency changes in the presence of 

harmonic contamination. The fundamental frequency line-to-neutral voltage rms is 

240 V. The harmonics content of the voltage waveform is presented in Table 2.1. 

 

TABLE 2.1. CASE 2: PHASOR ESTIMATION IN PRESENCE OF FREQUENCY DRIFT AND 

HARMONICS, 
HARMONICS COMPONENT OF THE VOLTAGE WAVEFORM. 

 

Figure 2.6 (a) shows the line-to-neutral voltage waveform where a frequency step 

changes of 3.0 Hz is applied to the voltage, while the fundamental and harmonic 

components are kept constant at the aforementioned values. Figure 2.6 (b) shows the 

estimated fundamental frequency voltage amplitude and Figure 2.6 (c) shows the 

estimated frequency. 

  

Harmonics order 
Amplitude 

(V rms) 

Phase-angle 

(radian) 

Harmonics 

order 

Amplitude 

(V rms) 

Phase-angle 

(radian) 

2 12 / 6π  5 28.8 / 3π  

3 21.6 / 4π  7 24.0 / 2π  

4 4.8 / 3π  9 9.6 2 / 3π  
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Figure 2.6. Case 2: 3 Hz frequency drift in presence of harmonic contamination 

(a) instantaneous line-to-neutral voltage waveform 

(b) estimated fundamental frequency voltage amplitude 

(c) estimated voltage frequency. 
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2.4.1.2. Case 3: Voltage Sag and Frequency Step Change 

According to IEEE Standard 1159, a voltage sag is a decrease in rms voltage between 

0.1 p.u. and 0.9 p.u. for durations from a half-cycle to 1 minute [139]. 

The algorithms in the technical literature to monitor and measure voltage variations 

are based on [140]: 

• short-time Fourier transform 

• analogue or digital filter banks 

• wavelet transform using different wavelet kernels 

• neural network classifiers 

• fractal-base methods. 

The proposed approach in this chapter belongs to the digital filter bank group which 

monitors and measures voltage variations based on the amplitude estimation through a 

digital frequency adaptive LS algorithm. Figure 2.7 (a) shows a voltage sag such that 

the line-to-neutral rms voltage drops from 240 V to 192 V and, at the same time, the 

voltage frequency increases to 52 Hz for 0.2 s. Figure 2.7 (b) shows the estimated 

voltage envelope and Figure 2.7 (c) shows the estimated frequency. 
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Figure 2.7. Case 3: voltage sag and 2 Hz frequency drift 

(a) instantaneous line-to-neutral voltage waveform 

(b) estimated fundamental frequency voltage amplitude 

(c) estimated voltage frequency. 
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2.4.2. Implementation 2: Sampling Frequency of 10 

kHz 

The proposed LSK technique is implemented in real-time by using a DS1103 R&D 

digital control board [136] and the results are presented in this section. The voltage 

waveforms are produced by using the same programmable power supply [137]. The 

sampling frequency can be increased to 10 kHz since DS1103 has a much more 

powerful processor. The nominal line-to-neutral rms voltage is 240 V, and the nominal 

fundamental frequency is 50 Hz. The voltages are sensed by voltage transducers [138] 

and fed into an analogue-to-digital (A/D) converter. The output of the A/D converter is 

connected to a computer on which the digital control board is mounted. All algorithms 

first are built in the MATLAB/Simulink environment; and, then, are compiled and 

uploaded to the DS1103 board. The solver of the MATLAB software is set on the 

discrete mode to solve the differential equations. The EPLL and ANF estimation 

accuracy can be improved by applying post-filtering stages. The LPFs with the cut-off 

frequency between 10 Hz and 30 Hz have been used for this purpose [8]-[10], [23], 

[48]-[52]. Applying smaller cut-off frequency for an LPF results in a more precise 

estimation although it creates a bigger estimation latency. Applying a second order LPF 

with the cut-off frequency of 10 Hz is in compliance with the requirements of IEC 

Standard 61000-4-30, as was explained in section 2.2.1. Since it is desired to have a 

minimum possible envelope estimation latency, applying an LPF with the cut-off 

frequency of 30 Hz seems to be the best option. However, applying the cut-off 

frequency of 20 Hz shows better disturbance rejection property for envelope estimation 

and flicker tracking. Therefore, a second order LPF with the cut-off frequency of 20 Hz 
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is applied to the amplitude estimation. It should be noted that applying any other LPF 

with the cut-off frequency of 10-30 Hz results in slightly different estimation accuracy 

and estimation latency. 

2.4.2.1. Case 4: Frequency Drift and Harmonics 

In this case, the performances of the proposed frequency adaptive LS, ANF, and 

EPLL techniques in the presence of frequency drift and harmonic contamination are 

evaluated. First, the power supply is programmed to produce frequency step changes of 

±0.1 Hz and 1.0 Hz in a sinusoidal voltage waveform while keeping the voltage 

amplitude constant at 240 2 V. 

Figure 2.8 (a) shows the line-to-neutral voltage waveform. Figure 2.8 (b) shows the 

estimated fundamental frequency voltage amplitude, and Figure 2.8 (c) shows the 

estimated frequency for ±0.1 Hz frequency drifts. Figure 2.9 (a) shows the line-to-

neutral voltage waveform. Figure 2.9 (b) shows the estimated fundamental frequency 

voltage amplitude, and Figure 2.9 (c) presents the estimated frequency for 1.0 Hz 

frequency drift. 

The power supply is programmed to produce a voltage waveform which is 

contaminated with harmonics. Figure 2.10 shows the frequency spectrum of voltage 

waveform for 50 Hz fundamental frequency. Figure 2.11 (a) shows the line-to-neutral 

voltage waveform where a frequency step changes of 3.0 Hz is applied to the voltage. 

Figure 2.11 (b) shows the estimated fundamental frequency voltage amplitude and 

Figure 2.11 (c) shows the estimated frequency. 
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Figure 2.8. Case 4: ±0.1 Hz frequency drift in a sinusoidal voltage 

(a) instantaneous line-to-neutral voltage waveform 

(b) estimated fundamental frequency voltage amplitude 

(c) estimated voltage frequency.  
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Figure 2.9. Case 4: 1 Hz frequency drift in a sinusoidal voltage 

(a) instantaneous line-to-neutral voltage waveform 

(b) estimated fundamental frequency voltage amplitude 

(c) estimated voltage frequency. 
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Figure 2.10. Case 4: 3 Hz frequency drift in presence of harmonic contamination 

The harmonic spectrum of voltage waveform for 50 Hz fundamental frequency. 
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Figure 2.11. Case 4: 3 Hz frequency drift in presence of harmonic contamination 

(a) instantaneous line-to-neutral voltage waveform 

(b) estimated fundamental frequency voltage amplitude 

(c) estimated voltage frequency.  
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2.4.2.2. Case 5: Voltage Sag and Frequency Step Change 

Figure 2.12 (a) shows a voltage sag such that the line-to-neutral rms voltage drops 

from 240 V to 214 V and, at the same time, the frequency decreases to 49 Hz. Figure 

2.12 (b) shows the estimated voltage envelope and Figure 2.12 (c) shows the estimated 

frequency. 
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Figure 2.12. Case 5: voltage sag and -1 Hz frequency drift 

(a) instantaneous line-to-neutral voltage waveform 

(b) estimated voltage envelope 

(c) estimated voltage frequency.  
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2.4.2.3. Case 6: Triangle-Modulated Voltage Flicker 

In this section, the results of IFL estimation for triangular-modulated voltage 

fluctuation by the DFT algorithm and the proposed LSK technique are presented and 

compared. The modulation frequencies are chosen to be 5 Hz and 4.167 Hz to evaluate 

the robustness of the proposed algorithm against unknown conditions and changes in 

the flicker frequency. The nominal line-to-neutral rms voltage is 240 V. The DFT filter 

base-frequency is set at 5 Hz [57] which uses seven terms to estimate the IFL [120] 

from the voltage waveform. 

Figure 2.13 (a) shows a triangle-modulated voltage flicker with the modulation 

frequency of 5 Hz and modulation depth of 2% (4.8 V rms). Figure 2.13 (b) shows the 

IFL estimation by the DFT and LSK methods. Figure 2.14 (a) shows the estimated 

voltage envelope before post-filtering. Figure 2.14 (b) shows the estimated voltage 

envelope after post-filtering, and Figure 2.14 (c) shows the estimated voltage frequency. 

Figure 2.15 (a) shows another triangle-modulated voltage flicker with the modulation 

frequency of 4.167 Hz (period of 240 ms) and modulation depth of 2% (4.8 V rms). As 

Figure 2.15  (b) shows, the DFT filter does not estimate the IFL correctly because its 

tuned base-frequency is not the same as the flicker frequency. The proposed LSK 

technique shows its superior performance due to its adaptive estimation approach, 

which accommodates the IFL frequency as a part of its internal prediction procedure. 

Figure 2.16 (a) shows the estimated voltage envelope before post-filtering. Figure 

2.16 (b) shows the estimated voltage envelope after post-filtering and Figure 2.16 (c) 

shows the estimated voltage frequency. 
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Figure 2.13. Case 6: 5 Hz triangular flicker with the modulation depth of 2% 

(a) line-to-neutral instantaneous voltage waveform 

(b) instantaneous flicker level (IFL) estimation.  
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Figure 2.14. Case 6: 5 Hz triangular flicker with the modulation depth of 2% 

(a) estimated voltage envelope before post-filtering 

(b) estimated voltage envelope after post-filtering 

(c) estimated voltage frequency.  
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Figure 2.15. Case 6: 4.167 Hz triangular flicker with the modulation depth of 2% 

(a) line-to-neutral instantaneous voltage waveform 

(b) instantaneous flicker level (IFL) estimation. 
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Figure 2.16. Case 6: 4.167 Hz triangular flicker with the modulation depth of 2% 

(a) estimated voltage envelope before post-filtering 

(b) estimated voltage envelope after post-filtering 

(c) estimated voltage frequency.  
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2.4.2.4. Case 7: Square-Modulated Voltage Flicker 

This section presents the IFL estimation results for square-modulated voltage flicker 

by the DFT and LSK techniques. The design of DFT filter is the same as the previous 

section. The flicker is produced with two modulation frequencies 5 Hz and 4.167 Hz to 

evaluate the performance of each approach for this type of variation in the voltage 

amplitude. The nominal line-to-neutral rms voltage is 240 V. Figure 2.17 shows a 

square-modulated voltage flicker and the IFL estimation for the modulation frequency 

of 5 Hz and modulation depth of 2%. Figure 2.18 (a) shows the estimated voltage 

envelope before post-filtering. Figure 2.18 (b) shows the estimated voltage envelope 

after post-filtering, and Figure 2.18 (c) shows the estimated voltage frequency. 

Figure 2.19 (a) shows 2% square-wave modulated voltage flicker with the modulation 

frequency of 4.167 Hz (equivalent to the period of 240 ms). As Figure 2.19 (b) shows, 

the DFT filter fails to estimate the IFL close to the reference waveform because the 

frequency of the square-wave fluctuation is not an integer multiple of its base-

frequency. The proposed LSK shows a better IFL estimation accuracy and follows the 

reference with better accuracy. Figure 2.20 (a) shows the estimated voltage envelope 

before post-filtering. Figure 2.20 (b) shows the estimated voltage envelope after post-

filtering, and Figure 2.20 (c) shows the estimated voltage frequency. 

  



 

76 
 

 

 

(b)

(a)

2.2 2.25 2.3 2.35 2.4 2.45 2.5 2.55 2.6

-400

-200

0

200

400

V
o

lt
a

g
e

(V
)

2.2 2.25 2.3 2.35 2.4 2.45 2.5 2.55 2.6

-5

0

5

IF
L

(V
)

Time(s)

LSK DFTReference

Time(s)

 

Figure 2.17. Case 7: 2% square-wave flicker at the modulation frequency of 5 Hz 

(a) line-to-neutral instantaneous voltage waveform 

(b) instantaneous flicker level (IFL) estimation. 
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Figure 2.18. Case 7: 2% square-wave flicker at the modulation frequency of 5 Hz 

(a) estimated voltage envelope before post-filtering 

(b) estimated voltage envelope after post-filtering 

(c) estimated voltage frequency. 
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Figure 2.19. Case 7: 2% square-wave flicker at the modulation frequency of 4.167 Hz 

(a) line-to-neutral instantaneous voltage waveform 

(b) instantaneous flicker level (IFL) estimation. 
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Figure 2.20. Case 7: 2% square-wave flicker at the modulation frequency of 4.167 Hz 

(a) estimated voltage envelope before post-filtering 

(b) estimated voltage envelope after post-filtering 

(c) estimated voltage frequency.  
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2.4.2.5. Case 8: Flicker and Frequency Drift 

In this case, a sinusoidal voltage waveform with the frequency of 49.0 Hz is produced 

and modulated by a square-wave voltage flicker. The voltage flicker frequency is 5 Hz 

with the modulation depth of 2%. Figure 2.21 (a) shows the line-to-neutral voltage 

waveform and Figure 2.21 (b) shows the estimated IFL by the LSK and DFT 

techniques. As seen in Figure 2.21 (b), the DFT estimation shows some oscillations 

around the reference value which are due to the Gibbs phenomenon [5] and frequency 

variation whereas the LSK estimation adapts itself with the frequency deviation. Figure 

2.22 (a) shows the estimated voltage envelope before post-filtering. Figure 2.22 (b) 

shows the estimated voltage envelope after post-filtering and Figure 2.22 (c) shows the 

estimated voltage frequency. 
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Figure 2.21. Case 8: flicker estimation in presence of frequency drift 

(a) instantaneous line-to-neutral voltage waveform at 49 Hz 

(b) instantaneous flicker level (IFL) estimation. 
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Figure 2.22. Case 8: flicker estimation in presence of frequency drift 

(a) estimated voltage envelope before post-filtering 

(b) estimated voltage envelope after post-filtering 

(c) estimated voltage frequency.  
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2.4.2.6. Case 9: Noise Immunity 

This section presents the results of frequency and amplitude estimation in the 

presence of noise contamination. Table 2.2 and Table 2.3 show the average absolute 

values of steady state frequency and amplitude estimation errors for frequency deviation 

of -1 Hz from 50 Hz respectively. The signal-to-noise-ration (SNR) changes between 

10 dB and 40 dB. The noise is a Gaussian zero-mean random signal. The reference 

value of frequency is 49.0 Hz in Table 2.2. The reference value of amplitude is 240 2

V in Table 2.3. 

 

TABLE 2.2. AVERAGE ABSOLUTE VALUE OF STEADY STATE FREQUENCY ESTIMATION 

ERROR FOR DIFFERENT LEVELS OF SNR AND FREQUENCY DRIFT OF -1 Hz, CASE 9. 

SNR (dB) RDSPOC ANF EPLL 

10 0.0462 0.0635 0.0812 

20 0.0146 0.0200 0.0257 

30 0.0047 0.0070 0.0083 

40 0.0016 0.0039 0.0029 

 

TABLE 2.3. AVERAGE ABSOLUTE VALUE OF STEADY STATE AMPLITUDE ESTIMATION 

ERROR FOR DIFFERENT LEVELS OF SNR AND FREQUENCY DRIFT OF -1 Hz, CASE 9. 

SNR (dB) LS ANF EPLL 

10 3.3879 3.7408 3.2174 

20 1.0726 1.1844 1.0190 

30 0.3420 0.3774 0.3256 

40 0.1153  0.1273 0.1104 
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2.5. Conclusion 

This chapter presented the real-time implementation of the frequency adaptive LS 

technique and Kalman filter to estimate the voltage envelope and predict the 

instantaneous voltage flicker in power systems. The frequency variation was tracked by 

using the recursive DSPOC (RDSPOC) technique. An LS technique was proposed to 

detect the fundamental frequency voltage envelope which updates its internal model 

according to the estimated frequency. Moreover, a hybrid least-squares-Kalman (LSK) 

technique was introduced to predict the instantaneous flicker level in real-time. 

The modified structure of the proposed LSK method effectively decreases the DSP 

hardware demand such that on-line stable implementation of the Kalman filter becomes 

feasible. The presented results prove high accuracy and adaptive performance of the 

proposed LSK estimation technique in presence of harmonics, noise, frequency 

variations, and voltage fluctuations. The proposed LSK technique tracks the IFL more 

precisely than the DFT technique. The proposed adaptive LS technique shows better 

accuracy than that of the EPLL and ANF techniques for DSP implementation at a lower 

sampling frequency. 
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Chapter 3 : Real-Time Power System 

Phasors and Harmonics Estimation 

Using a New Decoupled Recursive-

Least-Squares Technique 

 

3.1. Introduction 

The discrete Fourier transform (DFT) has been by far the most popular technique for 

real-time estimation of phasors and harmonics using digital signal processors (DSPs) in 

modern power systems [6], [7]. Nevertheless, the presence of decaying dc offsets [66] 

and frequency variations [141] are some of the remaining technical challenges for real-

time implementation of DFT algorithms on DSPs. 

On the other hand, the recursive-least-squares (RLS) technique is a well-established 

numerical method which can deal effectively with decaying dc offsets, power system 

frequency variations, and sub-synchronous oscillations [14], [79]-[98]. 

However, the mathematical complexity of the RLS technique hinders its practical 

application [85]. The existing technical literature on the RLS technique has not 

comprehensively addressed the issues of real-time implementation on typical DSPs for 

power system phasors and harmonics estimation. Although the computational 

complexity of the RLS technique has yet to be addressed itself, the RLS technique has 
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been proposed as a remedy to ease the heavy computational burden of Newton-type 

algorithms for power system phasors and harmonics estimation [79]-[82]. References 

[79]-[96] present simulation results and/or the results of off-line processing on the 

captured waveforms by using the RLS technique. References [14], [97], [98] report real-

time implementation of the RLS technique for fundamental frequency phasor estimation 

on DSP platforms and do not discuss challenges of implementing higher orders of RLS 

technique for real-time harmonics estimation under the highly distorted power system 

environment. 

The turnaround-time can be used as a metric to quantify the computational efficiency 

of real-time implementation on DSPs. The DSP turnaround-time is the total time taken 

between the submission of a program for execution and the return of the complete 

output which should be smaller than the sampling period (inverse of the sampling 

frequency) [14], [136]. The problem of reducing the DFT technique turnaround-time 

has been addressed by the recursive DFT (RDFT) technique [62], which however 

requires precautionary modifications to avoid instability when implemented on DSPs as 

discussed in [63]. The problem of real-time DFT implementation on DSPs becomes 

more challenging if the option of removing the anti-aliasing filter is considered, which 

would imply a higher sampling frequency according to the Nyquist-Shannon theorem 

[61]. 

The objective of this chapter is to fill the gap between off-line application of the RLS 

technique and its real-time implementation for power system phasors and harmonics 

estimation. This chapter establishes the mathematical basis to decouple and restructure 

the nonlinear form of RLS technique for real-time implementation on an off-the-shelf 
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DSP. The aim of introducing the new decoupled RLS (DRLS) technique is to reduce the 

turnaround-time on a DSP such that its real-time implementation becomes possible with 

a lower computational burden than that of the conventional RLS technique. Reduction 

of turnaround-time on a DSP allows application of higher sampling frequency and, 

therefore, increasing the bandwidth of harmonics estimation. 

The proposed DRLS technique is also associated with a modified version of the 

RDSPOC frequency tracking technique of Chapter 2 to introduce a new robust 

frequency adaptive instantaneous symmetrical components estimation technique. The 

performance of the DRLS technique is compared with the adaptive linear combiner 

(ADALINE), RDFT, and EPLL techniques in the following sections. The presented 

simulation results prove the effectiveness, accuracy, and stability of the proposed DRLS 

technique for phasors and harmonics estimation. The presented real-time 

implementation experiments show considerable turnaround-time reduction of the DRLS 

technique in comparison with the conventional RLS technique according to the 

implementation on two different off-the-shelf research and development (R&D) DSPs. 

The remaining of the chapter is organized as follows. Section 3.2 revisits the RLS 

technique nonlinear specific model for power system harmonics and phasors estimation 

in detail. Section 3.3 presents the proposed DRLS technique and the mathematical 

justifications for decoupling the RLS technique. Sections 3.3.3 and 3.3.4 respectively 

compare harmonics and phasor detection performance of the DRLS, ADALINE, and 

RDFT techniques through simulation studies and DSP real-time implementation 

experiments. Section 3.4 presents a new instantaneous symmetrical component 

extraction method based on the proposed DRLS technique. Section 3.4.1 compares the 
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performance of the DRLS and enhanced phase-locked loop (EPLL) techniques through 

simulation studies. Section 3.4.2 compares the DSP turnaround-time of DRLS and 

EPLL techniques. Section 3.5 conclusions this chapter. 

3.2. Recursive-Least-Squares Technique for 

Harmonics and Phasors Estimation 

This section lays the basis of applying the RLS techniques in the nonlinear form for 

phasor estimation from a new perspective. The very detailed presented mathematical 

justification provides the main idea to introduce the new DRLS technique which will be 

introduced in Section 3.3. 

A power system current or voltage waveform d  which includes N  harmonics can be 

numerically modelled in the discrete-time domain as: 

( )
1

( ) ( )sin 2 ( ) ( )
N

i o k i dc

i

d k A k if t k A kπ θ
=

= + +∑  (3.1) 

where 

k st kT=
 
is the time of observation 

sT
 
is the sampling period 

of
 
is the power system nominal fundamental frequency 

( )iA k
 
is the amplitude of the ith harmonic 

( )i kθ
 
is the phase-angle of the ith harmonic 

( )dcA k
 
is the dc component of the measured waveform at the kth sample. 

For the purpose of simplicity, (3.1) can be rewritten as follows: 
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( )
1

( ) ( )sin ( ) ( )
N

i i dc

i

d k A k k A kϕ
=

= +∑  (3.2) 

where 

( ) 2 ( )i o s ik if kT kϕ π θ= +
 
is the total phase-angle of the ith harmonic. 

Eqn. (3.1) is a nonlinear equation with respect to the phase-angle ( )i kθ  and is 

approached in the nonlinear platform by using the RLS technique in this chapter. The 

RLS technique fits the voltage or current waveform with the curve ˆ ( )RLSd k  as: 

( )
1

ˆ ˆ ˆˆ( ) ( )sin ( ) ( )

ˆˆ ( ) 2 ( )

N

RLS i i dc

i

i o s i

d k A k k A k

k if kT k

ϕ

ϕ π θ

=


= +




= +

∑
 (3.3) 

in which  

ˆ ( )RLSd k
 
is the estimate of ( )d k  

ˆ ( )iA k
 is the estimate of ( )iA k  

ˆ ( )i kϕ
 
is the estimate of ( )i kϕ  

ˆ ( )i kθ
 
is the estimate of ( )i kθ  

ˆ ( )dcA k
 
is the estimate of ( )dcA k . 

The estimation error ( )RLSe k
 
is evaluated as: 

ˆ( ) ( ) ( )RLS RLSe k d k d k= −  (3.4) 

The RLS technique is based on minimizing the sum of the weighted squares error 

(WSE) [142]. The WSE objective function ( )WSEG k
 
is defined as: 

1
2

0

( ) 0.5 ( )
k

m
WSE RLS

l

G k e k lλ
−

=

= −∑  (3.5) 
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in which 0 1λ <≪  is called the forgetting factor. The parameter λ  gives the most 

recent error sample in the composition of the objective function more weight and 

significance. λ  defines the memory time constant mT  which is calculated as [143]: 

1
s

m

T
T

λ
=

−
 (3.6) 

The error values older than mT
 
are weighted less than 36% of the sample at the k

th 

sample. This definition of the objective function gives the model the ability to track 

non-stationary processes. 

Eqn. (3.5) can be transformed into the following vector format: 

( ) 0.5 ( ) ( )T
RLS RLS RLSG k E k E k=  (3.7) 

where ( )RLSE k
 
is an 1k ×  vector which is defined as: 

1/2 ( 1)/2( ) ( ), ( 1), , (1)
T

k
RLS RLS RLS RLSE k e k e k eλ λ − = − …  (3.8) 

The estimation vector is defined as: 

1 1
ˆ ˆ ˆ ˆ ˆˆ ( ) ( ), ( ), , ( ), ( ), ( )

T

RLS N N dck A k k A k k A kθ θ Γ =  ⋯  (3.9) 

The optimal (desired) vector is defined as: 

[ ]1 1( ) ( ), ( ), , ( ), ( ), ( )
T

RLS N N dck A k k A k k A kθ θΓ = ⋯  (3.10) 

The estimation vector ˆ ( )RLS kΓ  converges to the optimal vector ( )RLS kΓ  by 

minimizing the WSE goal function ( ( )WSEG k ). The estimation vector ( ˆ ( )RLS kΓ ) 

minimizes ( )WSEG k  for which the gradient of the objective function ( ( )RLSG k∇ ) 

becomes zero. ( )RLSG k∇  is calculated as follows: 

( ) ( )
( ) ( )

ˆ ˆ( ) ( )

TWSE RLS
RLS RLS

RLS RLS

G k E k
G k E k

k k

∂ ∂
∇ = =

∂Γ ∂Γ
 (3.11) 
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1/2

( 1)/2

ˆ ( )

ˆ( ) ( 1)ˆ ( )
ˆ ( )

ˆ (1)

T

T
RLS

RLS

RLS

k T

x k

E k x k
X k

k

x

λ

λ −

 
 

∂ − 
= =  ∂Γ

 
 
 

⋮
 (3.12) 

( )
ˆ( )

ˆ ( )

RLS

RLS

e k
x k

k

∂
=

∂Γ
 (3.13) 

ˆ( )x k  is an (2 1) 1N + ×  vector for which the components are evaluated as follows: 

[ ]1 2 1ˆ ˆ ˆ( ) ( ), , ( )
T

Nx k x k x k+= ⋯  (3.14) 

( )

( )
2 1

2

2 1

ˆˆ ( ) sin ( ) ,1

ˆ ˆˆ ( ) ( ) cos ( ) ,1

ˆ ( ) 1

i i

i i i

N

x k k i N

x k A k k i N

x k

ϕ

ϕ

−

+

 = ≤ ≤


= ≤ ≤
 =


 (3.15) 

The estimation vector ( ˆ ( )RLS kΓ ) is calculated by finding the root of WSE gradient (

( )WSEG k∇ ) through solving the following vector equation: 

ˆ( ) ( ) ( ) 0T
WSE RLS RLSG k E k X k∇ = =  (3.16) 

This equitation forms a nonlinear vector set with respect to ˆ ( )RLS kΓ . Eqn. (3.16) can be 

expanded with respect to ˆ ( )RLS kΓ  by using the first order Taylor series expansion of 

( )RLSE k
 
as follows: 

ˆ ( ) 0

( ) ˆ( ) ( ) ( )
ˆ ( )RLS

RLS
RLS RLS RLSk

RLS

E k
E k E k k

kΓ =

∂
= + Γ

∂Γ
 (3.17) 

( )

ˆ ( )

RLS

RLS

E k

k

∂

∂Γ
 

is evaluated from (3.12), (3.14), and (3.15). ( )RLSE k
 
can also be rewritten 

by using (3.4) and (3.8) as follows: 

ˆ( ) ( ) ( )RLS RLS RLSE k D k D k= −  (3.18) 
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1/2 ( 1)/2ˆ ˆ ˆˆ ( ) ( ), ( 1), , (1)
T

k
RLS RLS RLS RLSD k d k d k dλ λ − = − ⋯  (3.19) 

1/2 ( 1)/2( ) ( ), ( 1), , (1)
T

k
RLSD k d k d k dλ λ − = − ⋯  (3.20) 

ˆ ( ) 0
( )

RLS
RLS k

E k
Γ =  

is calculated as: 

ˆ ( ) 0 ˆ ( ) 0

ˆ( ) ( ) ( )
RLS RLS

RLS RLS RLSk k
E k D k D k

Γ = Γ =
= −  (3.21) 

ˆ ( ) 0

ˆ ( ) 0
RLS

RLS
k

D k
Γ =

=
 
according to (3.3). Therefore, ˆ ( ) 0

( )
RLS

RLS k
E k

Γ =  
is evaluated as 

follows: 

ˆ ( ) 0
( ) ( )

RLS
RLS RLSk

E k D k
Γ =

= −  (3.22) 

Applying (3.22) into (3.17), applying the equality (
( ) ˆ ( )

ˆ ( )

RLS
RLS

RLS

E k
X k

k

∂
=

∂Γ
) from (3.12) 

into (3.17), and, then, substituting the resulting term for ( )RLSE k  from (3.17) into (3.16) 

will produce the following equations: 

( )

( )
1

ˆ ˆˆ( ) ( ) ( ) ( ) 0

ˆ ˆ ˆˆ( ) ( ) ( ) ( ) ( )

ˆ ˆ ˆˆ ( ) ( ) ( ) ( ) ( )

T

RLS RLS RLS RLS

T T
RLS RLS RLS RLS RLS

T T
RLS RLS RLS RLS RLS

D k X k k X k

X k X k k X k D k

k X k X k X k D k
−

− + Γ =

Γ =

Γ =

 (3.23) 

For convenience of notation, consider the following auxiliary matrices: 

ˆ ˆ( ) ( ) ( )T
RLS RLSR k X k X k=  (3.24) 

ˆ( ) ( ) ( )T
RLS RLS RLSP k X k D k=  (3.25) 

where 

( )R k  is called the input-waveform correlation matrix and  

( )RLSP k
 

is the cross-correlation matrix between the measurement and the input-

waveform. 
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Therefore, ˆ ( )RLS kΓ
 
can be rewritten in the following form according to (3.23): 

1ˆ ( ) ( ) ( )RLS RLSk R k P k
−Γ =  (3.26) 

The RLS technique uses recursive estimation of ( )R k  and ( )RLSP k  to calculate 

ˆ ( )RLS kΓ . Eqn. (3.24) can be rewritten in the following form according to (3.12): 

1

ˆ ˆ( ) ( ) ( )
k

k l T

l

R k x l x lλ −

=

=∑  (3.27) 

and, therefore, ( 1)R k −  is calculated as: 

1
1

1

ˆ ˆ( 1) ( ) ( )
k

k l T

l

R k x l x lλ
−

− −

=

− =∑  (3.28) 

Eqn. (3.27) can be rearranged in the following form: 

1
1

1

ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( )
k

T k l T

l

R k x k x k x l x lλ λ
−

− −

=

= + ∑  (3.29) 

The second term on the right-hand-side of (3.29) is equal to ( 1)R kλ −  according to 

(3.28). Therefore, the following recursive equation holds true for ( )R k : 

ˆ ˆ( ) ( ) ( ) ( 1)TR k x k x k R kλ= + −  (3.30) 

Eqn. (3.25) can be rewritten in the following form according to (3.12) and (3.20): 

1

ˆ( ) ( ) ( )
k

k l
RLS

l

P k d l x lλ −

=

=∑  (3.31) 

and, therefore, ( 1)RLSP k −
 
is calculated as:  

1
1

1

ˆ( 1) ( ) ( )
k

k l
RLS

l

P k d l x lλ
−

− −

=

− =∑  (3.32) 

Eqn. (3.31) can be rearranged in the following form: 

1
1

1

ˆ ˆ( ) ( ) ( ) ( ) ( )
k

k l
RLS

l

P k d k x k d l x lλ λ
−

− −

=

= + ∑  (3.33) 
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The second term on the right-hand-side of (3.33) is equal to ( 1)RLSP kλ −  according to 

(3.32). Therefore, the following recursive equation holds true for ( )RLSP k : 

ˆ( ) ( ) ( ) ( 1)RLS RLSP k d k x k P kλ= + −  (3.34) 

The following development can be made by substituting (3.30) and (3.34) into (3.26): 

[ ]1

1

1

1

ˆ ˆ( ) ( ) ( ) ( ) ( 1)

ˆˆ( ) ( ) ( ) ( 1) ( 1)

ˆˆ( ) ( ) ( 1) ( 1)
( )

ˆ ˆˆ ˆ ˆ ˆ( ) ( ) ( 1) ( ) ( ) ( 1)

ˆˆ ˆ( ) ( ) ( ) ( ) ( 1) (

RLS RLS

RLS

RLS

T T
RLS RLS

T
RLS

k R k d k x k P k

R k d k x k R k k

d k x k R k k
R k

x k x k k x k x k k

R k x k d k x k k R k

λ

λ

λ

−

−

−

−

Γ = + −

 = + − Γ − 

 + − Γ −
=  

+ Γ − − Γ −  

 = − Γ − + 
1

1 1

ˆ) ( 1)

ˆ ˆ( ) ( ) ( 1) ( ) ( )

ˆ ˆ( ) ( ) ( 1) ( ) ( ) ( )

RLS

RLS RLS

RLS RLS

k

R k R k k x k e k

R k R k k R k x k e k

−

− −

 Γ −
 

 = Γ − − 

= Γ − −

 (3.35) 

Therefore, ˆ ( )RLS kΓ
 
is recursively calculated as follows: 

1ˆ ˆ ˆ( ) ( 1) ( ) ( ) ( )RLS RLS RLSk k e k R k x k
−Γ = Γ − −  (3.36) 

Calculating the inverse matrix 1( )R k
−  poses a serious problem for real-time DSP 

implementation. Eqn. (3.30) can be rewritten by applying the matrix inversion lemma 

[142] as: 

1 1
1 1

1

ˆ ˆ1 ( 1) ( ) ( ) ( 1)
( ) ( 1)

ˆ ˆ( ) ( 1) ( )

T

T

R k x k x k R k
R k R k

x k R k x kλ λ

− −
− −

−

 − −
= − − 

+ − 
 (3.37) 

Therefore, 1( )R k
−  is calculated recursively without using matrix inversion operation. 

However, the RLS update process requires updating 1( )R k
−

 which is a 

( )( )2 1 2 1N N+ +  matrix. The calculation burden of RLS with respect to the model 

order (N) is of 2
N  order. 
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3.3. Decoupled Recursive-Least-Squares 

Technique 

This section presents the detailed mathematical justifications to develop the proposed 

DRLS technique for power system phasors and harmonics estimation. The DRLS 

technique is proposed based on decoupling the estimation process through restructuring 

it into ( 1)N +  units with smaller dimensions. According to (3.24), the genuine 

definition of input-waveform correlation matrix ( )R k can be considered as follows: 

[ ]

[ ]
[ ]

1 1,2 1

1

2 1,1

( ) ( )

( )
( )

( )

( ) ( )

N

N

N

N dc

R k R k

R k
R k

R k

R k R k

+

−

+

 
 
 
 

=  
 
 
 
  

⋯ ⋯

⋮ ⋱ ⋮

⋯ ⋯

 (3.38) 

Each [ ]( )iR k  (1 i N≤ ≤ ) is a (2 2)×  matrix and ( )dcR k  is a scalar parameter. 1( )R k   -

to-[ ]( )NR k  matrices, and ( )dcR k  are placed on the main diagonal of ( )R k . The other 

off-diagonal elements of ( )R k  which are not included in the [ ]( )iR k  matrices can be 

expanded as follows according to (3.12), (3.14), (3.15), and (3.24). 

The following two equations are extracted for the last column of ( )R k : 

( )
1

2 1,2 1
0

ˆ( ) sin ( ) ,1
k

l
i N i

l

R k k l i Nλ ϕ
−

− +
=

= − ≤ ≤∑  (3.39) 

( )
1

2 ,2 1
0

ˆ ˆ( ) ( ) cos ( ) ,1
k

l
i N i i

l

R k A k l k l i Nλ ϕ
−

+
=

= − − ≤ ≤∑  (3.40) 

For ( )1 i N≤ ≤ , ( )1 a N≤ ≤ , and ( )i a≠ , the elements which are excluded from the 
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diagonal matrices [ ]( )iR k  and are located in the upper triangle of ( )R k  can be 

expanded as: 

( ) ( )
1

2 1,2 1
0

ˆ ˆ( ) sin ( ) sin ( )
k

l
a i a i

l

R k k l k lλ ϕ ϕ
−

− −
=

= − −∑  (3.41) 

( ) ( )
1

2 1,2
0

ˆ ˆ ˆ( ) ( )sin ( ) cos ( )
k

l
a i i a i

l

R k A k l k m k mλ ϕ ϕ
−

−
=

= − − −∑  (3.42) 

( ) ( )
1

2 ,2 1
0

ˆ ˆ ˆ( ) ( ) cos ( ) sin ( )
k

l
a i a a i

l

R k A k l k l k lλ ϕ ϕ
−

−
=

= − − −∑  (3.43) 

( ) ( )
1

2 ,2
0

ˆ ˆ ˆ ˆ( ) ( ) ( ) cos ( ) cos ( )
k

m
a i i a a i

l

R k A k l A k l k l k lλ ϕ ϕ
−

=

= − − − −∑  (3.44) 

Owing to the fact that the value of λ  affects the time constant ( mT ) and does not 

change the average model of RLS, λ  can be chosen to be in the very close 

neighbourhood of 1 ( 1λ → ) without loss of generality at this stage. Therefore, the 

average values of the summations on the right-hand-side of (3.39)-(3.44) become zeros 

according to the trigonometric functions properties. The average of (3.44), for example, 

is calculated as: 

2 ,2 2 ,21
0

1
( )

k o

k

t T

a i a i k
o t

R R k dt
Tλ

=

→
=

= =∫  (3.45) 

( ) ( )

( ) ( )

1
1

0 0

1

0 0

ˆ ˆ ˆ ˆ( ) ( ) cos ( ) cos ( )

1 ˆ ˆ ˆ ˆcos ( ) cos ( )

k o

k

k o

k

l t Tk

i a a i k
l o t

t Tk

i a a i k
l o t

A k l A k l k l k l dt
T

A A k l k l dt
T

λ
λ

ϕ ϕ

ϕ ϕ

=−
→

= =

=−

= =

 
 − − − − =
  
 

− −

∑ ∫

∑ ∫

 

where 1/o oT f= . In the average model, the amplitudes of the ith and jth harmonics can 
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be considered to have the local/global stationary average of ˆ
iA  and ˆ

aA  respectively. 

Eqn. (3.45) can be expanded according to the trigonometric functions properties as 

follows. 

( ) ( )

( ) ( ){ }

ˆ ˆcos ( ) cos ( )

1
ˆ ˆ ˆ ˆcos ( ) ( ) cos ( ) ( )

2

a i

a i i a

k l k l

k l k l k l k l

ϕ ϕ

ϕ ϕ ϕ ϕ

− − =

− + − + − − −
 

(3.46) 

ˆ ˆˆ ˆ( ) ( ) ( ) ( ) 2 ( )( )

ˆ ˆˆ ˆ( ) ( ) ( ) ( ) 2 ( )( )

a i i a o k s

i a i a o k s

k l k l k l k l f i a t lT

k l k l k l k l f i a t lT

ϕ ϕ θ θ π

ϕ ϕ θ θ π

 − + − = − + − + + −


− − − = − − − + − −  
(3.47) 

Therefore: 

( ) ( )

( )( )( )

( )( )( )

0

0

0

ˆ ˆcos ( ) cos ( )

1 ˆ ˆcos 2 ( ) ( )
2

1 ˆ ˆcos 2 ( ) ( )
2

k o

k

k o

k

k o

k

t T

j i k

t

t T

o k s i a k

t

t T

o k s i a k

t

k l k l dt

f i a t lT k l k l dt

f i a t lT k l k l dt

ϕ ϕ

π θ θ

π θ θ

=

=

=

=

=

=

− − =

+ − + − + − +

− − + − − −

∫

∫

∫

 (3.48) 

The first term on the right-hand-side of (3.48) is calculated as: 

( )( )( )
0

1 ˆ ˆcos 2 ( ) ( ) 0
2

k o

k

t T

o k s i a k

t

f i a t lT k l k l dtπ θ θ
=

=

+ − + − + − =∫  (3.49) 

Owing to the fact that i a≠ , the second term on the right-hand-side of (3.48) will be 

calculated as: 

( )
0

1 ˆ ˆcos 2 ( )( ) ( ) ( ) 0
2

k o

k

t T

o k s i a k

t

f i a t lT k l k l dtπ θ θ
=

=

− − + − − − =∫  (3.50) 

Therefore: 

2 ,2 1
0a iR

λ→
=  (3.51) 

The same analysis can be used for (3.39)-(3.43). This justification is also true for the 
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elements which are excluded from the diagonal matrices [ ]( )iR k  in the lower triangle 

of ( )R k  since it is a symmetrical matrix according to (3.24). Therefore, there is 

practically no need to update the elements of ( )R k  with the average value of zero 

because they will have no effect on the average values of phasors and harmonics 

estimates. 

The DRLS input-waveform correlation matrix ( ( )oR k ) is therefore defined as: 

1

1

( ) 0 0 0

0 0 0

0
( )

( ) 0

0 0 ( ) 0

0 0 0 ( )

o

o

oN

oN

odc

R k

R k
R k

R k

R k

−

   
 
 
 

=  
   

    
  

⋯ ⋯

⋱ ⋯ ⋮

⋮ ⋱ ⋮

⋮ ⋮ ⋮

⋯

⋯ ⋯

 (3.52) 

The proposed restructuring of the RLS model into the DRLS one is specifically 

possible for power system applications because the fundamental and harmonic 

waveforms are periodic. The integrity of the proposed model remains intact even in the 

case of dynamic changes and faults because the dynamic trend estimation has been 

accommodated in the DRLS governing equations in the parameter ( )odcR k . This 

arrangement of DRLS decouples the estimation process into ( 1)N +  units which work 

in parallel while use the accumulated estimation error to perform the estimation task 

individually. 

In the proposed DRLS model, the error function ( )oe k
 
is evaluated as follows: 

1

ˆ ˆ( ) ( ) ( ) ( )
N

o i dc

i

e k d k d k d k
=

= − + +∑  (3.53) 
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ˆ ˆ( ) ( )dc odcd k A k=  (3.54) 

( ) ( )ˆ ˆ ˆ( ) ( ) sin ( ) , 1i i id k A k k i Nϕ= ≤ ≤  (3.55) 

The ith unit of DRLS, (1 i N≤ ≤ ), estimates the ith harmonic for which the inverse of 

[ ]( )oiR k  is recursively updated as follows: 

1 1
1 1

1

ˆ ˆ( 1) ( ) ( ) ( 1)1
( ) ( 1)

ˆ ˆ( ) ( 1) ( )

T
oi oi oi oi

oi oi T
oi oi oi

R k x k x k R k
R k R k

x k R k x kλ λ

− −
− −

−

 − −
= − − 

+ −  
 (3.56) 

( ) ( )ˆˆ ˆˆ ( ) sin ( ) ( ) cos ( )

ˆˆ ( ) 2 ( )

T

oi i i i

i o s i

x k k A k k

k if kT k

ϕ ϕ

ϕ π θ

   =  
= +

 (3.57) 

The estimation vector for the ith unit ˆ ( )oi kΓ
 
is updated as follows:  

1ˆ ˆ ˆ( ) ( 1) ( ) ( ) ( )

ˆ ˆˆ ( ) ( ) ( )

oi oi o oi oi

T

oi i i

k k e k R k x k

k A k kθ

−Γ = Γ − −



 Γ =  

 (3.58) 

The ( 2 1N + )th unit of the DRLS estimates the decaying dc component. 
1 ( )odcR k

−
is 

recursively updated as follows:  

1 1
1 1

1

ˆ ˆ( 1) ( ) ( ) ( 1)1
( ) ( 1)

ˆ ˆ( ) ( 1) ( )

T
odc odc odc odc

odc odc T
odc odc odc

R k x k x k R k
R k R k

x k R k x kλ λ

− −
− −

−

 − −
= − − 

+ −  
 (3.59) 

ˆ ( ) 1odcx k =  (3.60) 

The dc component estimation is updated as follows:  

1ˆ ˆ ˆ( ) ( 1) ( ) ( ) ( )odc odc o odc odcA k A k e k R k x k
−= − −  (3.61) 

The DRLS technique is implemented by stacking (N+1) individual unites. Figure 3.1 

shows the proposed real-time DRLS technique modular implementation. 
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1o
R   oN

R   odcR  ⋯

( )d k−

1
ˆ ( )d k ˆ ( )

N
d k ˆ ( )dcd k

( )
o

e k

( )oe k ( )oe k ( )oe k

 
Figure 3.1. The proposed real-time DRLS technique modular implementation. 

 

3.3.1. Initializing the DRLS Technique 

The DRLS technique is a recursive technique which requires proper initialization. The 

key to the initialization of the DRLS is to analyse the input-waveform correlation 

matrices oiR . Since the inverse of oiR  is used in (3.56), the determinant of oiR  should 

be a non-zero value to have a well-defined 
1

oiR
−

 which can be used for DRLS technique 

initialization. 

oiR
 
of the ith unit of DRLS is a 2×2 matrix which can be presented as: 

1,1 1,2

2,1 2,2

( ) ( )
( )

( ) ( )

oi oi

oi

oi oi

R k R k
R k

R k R k

 
=  
  

 
(3.62) 

Elements of oiR
 
can be calculated as follows: 

( )
1

1,1 2

0

ˆ( ) sin ( )
k

l
oi i

l

R k k lλ ϕ
−

=

= −∑  
(3.63) 

( ) ( )
1

1,2 2,1

0

ˆ ˆ ˆ( ) ( ) ( )cos ( ) sin ( )
k

l
oi oi i i i

l

R k R k A k k l k lλ ϕ ϕ
−

=

= = − −∑  
(3.64) 
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( )
1

2,2 2 2

0

ˆ ˆ( ) ( ) cos ( )
k

l
oi i i

l

R k A k k lλ ϕ
−

=

= −∑  
(3.65) 

The average value of 
1,1( )oiR k , 

1,2( )oiR k , 
2,1( )oiR k , and 

2,2( )oiR k  can be calculated as 

follows: 

1,1 1,1

0

1
( )

k o

k

t T

oi oi k

o t

R R k dt
T

=

=

= =∫  (3.66) 

( )

( )

1
2

0 0

1
2

0 0

1
ˆsin ( )

1
ˆsin ( )

k o

k

k o

k

t Tk
l

i k
lo t

t Tk
l

i k
l o t

k l dt
T

k l dt
T

λ ϕ

λ ϕ

=−

= =

=−

= =

 
 − =
 
 

−

∑ ∫

∑ ∫

 

1,2 2,1 1,2

0

1
( )

k o

k

t T

oi oi oi k

o t

R R R k dt
T

=

=

= = =∫  (3.67) 

( ) ( )

( ) ( )

1

0 0

1

0 0

1 ˆ ˆ ˆsin ( ) cos ( )

1 ˆ ˆ ˆsin ( ) cos ( )

k o

k

k o

k

t Tk
l

i i i k
lo t

t Tk
l

i i i k
l o t

A k l k l dt
T

A k l k l dt
T

λ ϕ ϕ

λ ϕ ϕ

=−

= =

=−

= =

 
 − − =
 
 

− −

∑ ∫

∑ ∫

 

2,2 2,2

0

1
( )

k o

k

t T

oi oi k

o t

R R k dt
T

=

=

= =∫  (3.68) 

( )

( )

1
2 2

0 0

1
2 2

0 0

1 ˆ ˆcos ( )

1 ˆ ˆcos ( )

k o

k

k o

k

t Tk
l

i i k
lo t

t Tk
l

i i k
l o t

A k l dt
T

A k l dt
T

λ ϕ

λ ϕ

=−

= =

=−

= =

 
 − =
 
 

−

∑ ∫

∑ ∫

 

As seen from (3.66), 
1,1
oiR  is always a non-zero value. However, the values of 

1,2
oiR , 
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2,1
oiR , and 

2,2
oiR  depend on the values of ˆ ( )iA k

 
and ˆ ( )

i
kϕ . 

The following results can be drawn from the above analysis: 

a. If ˆ ( ) 0iA k = , the values of 
1,2
oiR , 

2,1
oiR , and 

2,2
oiR  become zero, the determinant 

of oi
R  becomes zero and the DRLS calculations cannot be initialized; 

b. If ( )ˆcos 0iϕ =  , the values of 
1,2
oiR , 

2,1
oiR , and 

2,2
oiR  become zero, the 

determinant of oi
R  becomes zero and the DRLS calculations cannot be 

initialized. 

Therefore, proper initialization of the DRLS technique depends on the values of the 

initial values for amplitude and phase-angle. The values of ˆ ( )iA k  and ( )ˆcos iϕ
 
should 

be non-zero at the initializing step as discussed above. 

However, setting the non-zero initial values for ˆ ( )iA k  and ( )ˆcos
i

ϕ  is a required 

condition to have a well-defined 
1

oiR
−

 and does not guarantee a stable and proper 

initialization since the conditions of the power system is unknown at the initial step. 

Nevertheless, it is still possible to initialize the DRLS technique independent of the 

initial values of amplitude and phase-angle. To initialize the DRLS technique, the input-

waveform correlation matrix resetting strategy [86] can be used. Setting the initial value 

of 
oi

R  at any coefficient of the 2×2 identity matrix results in a well-defined 
1

oiR
−

 
for the 

initial step. This approach has been used to initialize the DRLS calculations for 

MATLAB simulations and DSP real-time experiments in this chapter. 

Figure 3.2 shows initialization of DRLS technique from zero for the sampling 

frequency of 10 kHz, 0.97λ = . 1%, 20%, and 100% of the 2×2 identity matrix were 
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used as the initial values of for input-waveform correlation matrix to exemplify the 

initialization strategy. The reference value of the amplitude to be estimated is 1.0 p.u. 

As seen, the DRLS technique convergences to the reference value faster by setting 

bigger initial values for oi
R . However, the steady state estimate is the same for all 

initializations. 

 

A
m
p
lit
u
d
e
 (
p
.u
.)

 
Figure 3.2. DRLS initialization from zeros by using 1%, 20%, and 100% of the 2×2 

identity matrix for the initial value of input-waveform correlation matrix. 

 

3.3.2. Comparison between RLS and DRLS 

Techniques 

The advantages of the proposed DRLS technique are: 

i. The proposed DRLS technique directly estimates the amplitude and phase-angle of 

harmonics. 
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ii. The input-waveform correlation matrix of the DRLS technique includes N (2 2)×  

matrices and one scalar value while the conventional RLS technique requires a matrix 

of ( )( )2 1 2 1N N+ +
 
dimension. Therefore, the computational complexity of the DRLS 

is of order N while that of the conventional RLS is of the order of 2
N . 

iii. The DRLS technique has the flexibility of using different forgetting factors for 

different units while the RLS technique does not provide this option as it will be 

presented in Section 3.3.4. 

iv. Eigen values calculation of the DRLS technique requires calculating the Eigen values 

of N (2 2)×  matrices and one scalar value which is straight forward and far less 

complicated than calculating the Eigen values of the ( ) ( )2 1 2 1N N+ × +  covariance 

matrix of the RLS technique. 

v. Therefore, covariance management techniques, such as the method presented in [86], 

become feasible to improve the estimation pace and dynamics of the DRLS technique 

for real-time DSP applications. 

3.3.3. Simulation Studies 

This section presents simulation studies in MATLAB-Simulink. The sampling 

frequency is 10 kHz. The practical range for the forgetting factor (λ ) is 0.95-0.99 [98].

λ is 0.97 for DRLS and initial values of all oi
R  matrices are set to the 2×2 identity 

matrix according to Section 3.3.1. 

3.3.3.1. Case 1: Fault Simulation in MATLAB-Simulink 

Figure 3.3 shows the power system which is simulated to study a voltage sag due to a 
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fault on a power distribution feeder. 

In Figure 3.3: 

the nominal power system frequency is 50 Hz, 

the voltage source and eqZ  simulate a distribution equivalent network with 

the voltage level of 25 kV, 

the equivalent impedance of the network ( eqZ ) is ( )0.625 5.208j+ Ω , 

the 3 km feeder is the π model of all-aluminium-conductor (ACC) type 

cable for which: 

positive sequence resistance and inductance are 0.2394 Ω/km 

and 1.1 mH/km respectively [144] and 

the zero sequence resistance and inductance of the π model 

are 0.4599 Ω/km and 3.1 mH/km respectively [144]. 

A solid phase-to-phase-to-ground (A-B-G) fault is simulated on Bus 2 at 2.0 s. The 

governing equations of ADALINE2 and RDFT2 techniques have been reviewed in 

Chapter 1. 

The voltage and current waveforms have been captured at Bus 1. The model order is 

40 for DRLS, RDFT2, and ADALINE2. Figure 3.4 shows the three-phase voltage and 

current waveforms. Phase-A voltage is the reference for phase-angle estimation of 

phasors. As Figure 3.5-Figure 3.10 show, DRLS, ADALINE2 and RDFT2 converge to 

the same steady state values for amplitude and phage angle of voltage/current phasors 

which prove the equivalence of their average model in tracking phasors. 
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eqZ

 

Figure 3.3. Case 1: Fault simulation 

Simulated power system in the MATLAB-Simulink software. 

 

 

Figure 3.4. Case 1: Fault simulation 

(a) three-phase line-to-neutral voltage waveforms 

(b) three-phase line current waveforms. 
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Figure 3.5. Case 1: Fault simulation 

(a) phase-A fundamental frequency line current amplitude estimation 

(b) phase-A fundamental frequency line current phase-angle estimation. 
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Figure 3.6 Case 1: Fault simulation 

(a) phase-A-to-neutral fundamental frequency voltage amplitude estimation 

(b) phase-A-to-neutral fundamental frequency voltage phase-angle estimation. 
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Figure 3.7. Case 1: Fault simulation 

(a) phase-B fundamental frequency line current amplitude estimation 

(b) phase-B fundamental frequency line current phase-angle estimation. 
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Figure 3.8. Case 1: Fault simulation 

(a) phase-B-to-neutral fundamental frequency voltage amplitude estimation 

(b) phase-B-to-neutral fundamental frequency voltage phase-angle estimation. 
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Figure 3.9. Case 1: Fault simulation 

(a) phase-C fundamental frequency line current amplitude estimation 

(b) phase-C fundamental frequency line current phase-angle estimation. 
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Figure 3.10. Case 1: Fault simulation 

(a) phase-C-to-neutral fundamental frequency voltage amplitude estimation 

(b) phase-C-to-neutral fundamental frequency voltage phase-angle estimation. 

3.3.3.2. Case 2: Noise Immunity 

This section presents estimation errors of DRLS, ADALINE and RDFT techniques 

for different signal-to-noise-ratios (SNR) levels. The noise is zero-mean Gaussian. The 

proposed DRLS technique shows better accuracy to cancel the higher levels of noise in 

comparison with the RDFT and ADALINE techniques according to Table 3.1 
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TABLE 3.1. CASE 2: AVERAGE VALUE OF ABSOLUTE ESTIMATION ERROR PERCENTAGE 

FOR DIFFERENT SNR LEVELS. 

 Technique 

SNR (dB) DRLS ADALINE RDFT 

0 1.68 2.46 1.9 

10 0.50 0.81 0.62 

20 0.18 0.28 0.22 

30 0.06 0.09 0.07 

40 0.02 0.03 0.02 

3.3.4. Real-Time DSP Implementation 

3.3.4.1.  Investigating Turnaround-Time on Different DSP 

Platforms 

Table 3.2 and Table 3.3 present the turnaround-time of implementing DRLS, RLS, 

ADALINE, and RDFT techniques on the hardware platforms of DS1104 and DS1103 

respectively for different model orders. The model order is the number of harmonics 

being estimated. The sampling frequency for DSP implementation should comply with 

the Nyquist-Shannon theorem such that the sampling frequency is at least twice the 

frequency of the highest order of harmonics in the voltage/current waveform [61]. If the 

highest order of harmonics (which is referred to as the model order in Table 3.2 and 

Table 3.3) is N, the sampling period equivalent to the Nyquist rate ( nqstT ) is calculated 

as: 

1

2
nqst

o

T
Nf

=  (3.69) 

 

The turnaround-time should be smaller than nqstT  for feasible real-time DSP 
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implementation of harmonics estimation. It should be noted that the Nyquist sampling 

rate ( 2 oNf ) is the minimum sampling frequency required to avoid the aliasing 

phenomenon and is not necessarily the DSP sampling frequency. 

IEC Standard 61000-4-13 requires harmonics estimation up to the 40th order [146]. In 

this section, the harmonics estimation up to the 60th order is considered to investigate 

the required range by the IEC and beyond. ADALINE1, ADALINE2, RDFT1, and 

RDFT2 techniques have been reviewed in Chapter 1. As presented in Table 3.2, RLS, 

DRLS, RDFT1, RDFT2, ADALINE1, and ADALINE2 DSP implementation are 

feasible, according to the Nyquist-Shannon theorem, up to the order of 12, 40, 30, 28, 

40, and 35 respectively on DS1104. Therefore, real-time implementation of DRLS and 

ADALINE1 techniques on the DS1104 can conduct harmonics estimation up the 40th 

order in compliance with the required harmonic bandwidth of IEC Standard 61000-4-

13. 

DS1103 has a much more powerful processor [136] which reduces the turnaround 

time for all techniques proportionally. As seen in Table 3.3, implementation of all 

techniques is feasible for the order of 60 expect for the RLS technique which stops at 

the 20th order. Therefore, real-time implementation of DRLS, ADALINE1, 

ADALINE2, RDFT1, and RDFT2 on DS1103 meet the required harmonic bandwidth of 

IEC Standard 61000-4-13. Overall, the proposed DRLS shows better computational 

efficiency (smaller turnaround-time) in comparison with other techniques. 
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TABLE 3.2. TURNAROUND-TIME ON DS1104 R&D CONTROL BOARD (µs). 

 Technique 

 

D
R

L
S

 

R
L

S
 

R
D

F
T

1
 

A
D

A
L

IN
E

1
 

R
D

F
T

2
 

A
D

A
L

IN
E

2
 

 

  

Model  
Order nqstT  

1 10 14 9 12 10 15 10000 

2 11 27 12 18 14 24 5000 

3 17 42 14 24 20 32 3334 

4 19 59 18 30 25 38 2500 

5 23 91 22 36 27 44 2000 

6 25 131 26 40 36 51 1667 

7 28 186 36 43 46 55 1429 

8 37 247 38 51 54 64 1250 

9 40 347 48 56 65 72 1112 

10 45 475 57 62 77 78 1000 

11 48 612 70 66 95 83 910 

12 56 737 84 71 103 87 834 

13 59 946 95 78 115 98 770 

14 64 1094 104 83 133 104 715 

15 75 1327 116 86 137 107 667 

16 84 1636 130 95 153 115 625 

17 88 1855 136 102 167 127 589 

18 97 2178 154 106 175 131 556 

19 106 2545 164 110 202 138 527 

20 112 3535 175 117 205 144 500 

21 118 4478 191 121 225 150 477 

22 127 5963 198 129 235 160 455 

23 136 7187 215 134 250 164 435 

24 140 8215 229 136 270 170 417 

25 148 9484 243 141 290 176 400 

26 153 10489 256 149 300 180 385 

27 159 11650 268 153 320 186 371 

28 165 15150 283 160 330 200 358 

29 170 15283 298 164 350 204 345 

30 173 15524 308 171 360 206 334 

35 201 23749 370 192 430 236 286 

40 231 34147 433 218 500 270 250 

45 265 47839 504 245 580 300 223 

50 298 64443 564 271 645 330 200 

55 324 85571 630 297 720 370 182 

60 348 108022 692 320 790 395 167 
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TABLE 3.3. TURNAROUND-TIME ON DS1103 R&D CONTROL BOARD (µs). 

 Technique 

 

D
R

L
S

 

R
L

S
 

R
D

F
T

1
 

A
D

A
L

IN
E

1
 

R
D

F
T

2
 

A
D

A
L

IN
E

2
 

 

  

Model  
Order nqstT  

1 3.4 4.4 3.4 4.0 3.6 4.4 10000 

5 4.8 19.8 4.8 8.7 6.2 10 2000 

10 6.4 78 6.8 14 9.6 16.5 1000 

15 8.1 209 8.8 18.7 12.8 22.5 667 

20 9.8 413.2 11.6 24.7 17.2 30 500 

25 11.8 776.5 14.6 30.5 22.5 37 400 

30 13.8 1315 18.4 36 27.1 44 334 

35 16.2 2120 21.7 41 32.2 50 286 

40 19.2 2990 25.2 46.5 38 57 250 

45 21.4 4222 30.6 52 44 64 223 

50 23.8 5693 35.4 57 51 71 200 

55 25.8 7518 40.8 62.5 57 77 182 

60 27.8 9477 45.6 68 63 84 167 

 

3.3.4.2. Case 3: Real-Time Harmonics Estimation 

A harmonics distorted voltage waveform is produced by using a programmable power 

supply [137]. The nominal fundamental frequency is 50 Hz. The voltage waveform is 

sensed by a voltage transducer [147] and fed into an analogue-to-digital converter 

(ADC) which digitizes the waveforms for the DSP input. The model order is 40 for the 

DRLS technique, RDFT1 arrangement, and ADALINE1 arrangement. The 

implementation has been carried out on the DS1103 board and the sampling frequency 

is 4 kHz. 

One of the benefits of the decoupled model of DRLS is the possibility of assigning 

different forgetting factors for different units to control the required dynamics of each 

unit as discussed in Section 3.3. The forgetting factor for the first unit which estimates 
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the fundamental frequency component is 0.96 to track the changes faster. The forgetting 

factors for the other units which estimate harmonics are all 0.97 to provide a smoother 

response. 

Figure 3.11(a) shows the produced harmonics distorted voltage waveform by the 

power supply for which the voltage amplitude drops by 10%. Figure 3.11 (b) and (c) 

show the estimated fundamental and 5th harmonic amplitudes respectively. Figure 3.12 

shows 7th, 11th, and 13th, harmonics amplitudes estimation. 
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Figure 3.11. Case 3: Real-time harmonics estimation 

(a) line-to-neutral voltage waveform 

(b) fundamental component amplitude estimation 

(c) 5th harmonic amplitude estimation.  



 

118 
 

 

 

A
m
p
lit
u
d
e
(V
)

A
m
p
lit
u
d
e
(V
)

A
m
p
lit
u
d
e
(V
)

 
 

Figure 3.12. Case 3: Real-time harmonics estimation 

(a) 7th harmonic amplitude estimation 

(b) 11th harmonic amplitude estimation 

(c) 13th harmonic amplitude estimation. 
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3.4. Synchronized Phasors and Instantaneous 

Symmetrical Components Extraction by 

Using the DRLS Technique 

Synchronized symmetrical components extraction is of paramount importance in 

power system application such as mode estimation [148], dynamic phasor estimation 

[149], stability margin assessment [150], state estimation [151], active distribution 

network monitoring [152], fault analysis [153], reactive power compensation [154], and 

grid fault-control schemes for distributed generation (DG) [155]. 

Several techniques have been used for symmetrical components extraction including 

DFT [68], KF [156], ADALINE [59], NTA [33], and PLLs [10], [53], [54], [58], [157], 

[158] for which their capability to produce synchronized estimates will be revisited in 

the following sections. All these techniques can effectively extract the amplitude of 

symmetrical components while each showing distinctive dynamics. 

However, the DFT, KF, and ADALINE techniques do not produce synchronized 

estimates of phasors because they are frequency-domain techniques and they need to 

recover the concept of time for synchronization [10] such as application of a PLL to 

synchronize the ADALINE technique [59]. Moreover, they function based on linear 

decomposition of a waveform into its in-phase and quadrature-phase elements and using 

the inverse tangent of quadrature-to-in-phase ratio to extract the phase angle, while the 

sign of the in-phase element should be considered in a logic loop [57]. On the other 

hand, the NTA technique is capable of direct synchronized extraction of phase-angle 

which however requires incorporating recursive-least-squares (RLS) technique to 

reduce the heavy burden of computing the pseudo-inverse Jacobian matrix [79]-[82]. 
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The PLLs are nonlinear techniques capable of direct synchronized phasor detection 

which are arguably the most widespread employed synchronization algorithms due to 

their structural simplicity and frequency adaptation feature [157]. However, PLLs are 

prone to errors where the signal amplitudes vary over a wide range [53], the three-phase 

power system is severely unbalanced or harmonics distorted [54], and dc components 

appear either caused by a fault or analogue-to-digital conversion stage [10]. 

The RLS technique has also been employed to estimate phasors in the nonlinear form 

[79]-[82], [85] and linear form [14], [83], [86], [92], [96]-[98] which both handle dc 

components, frequency variations, and fault conditions effectively. The linear form of 

RLS technique, presented in [14], [83], [86], [92], [96]-[98], shares the same 

shortcomings of DFT, KF, and ADALINE techniques as mentioned earlier. The 

nonlinear form of RLS technique, presented in [79]-[82], [85], produces synchronized 

estimates directly. However, the computational complexity of a high order RLS 

technique, which can accommodate harmonics, impedes its real-time application on 

digital signal processors (DSPs) [85]. 

The proposed DRLS technique reduces the computational complexity of the 

conventional RLS technique as presented in Section 3.3.4.1. This Section presents the 

application of the DRLS technique for synchronized phasors and instantaneous 

symmetrical components extraction. The presented RDSPOC frequency estimation 

technique of Chapter 2 is also modified for three-phase power systems. The DRLS 

technique is associated with the modified RDSPOC frequency tracking technique to 

deliver frequency adaptive estimates. 

The DRLS technique directly extracts the synchronized voltage or current amplitudes 
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and phase-angles of three phases (A, B, and C) which are converted into the 

instantaneous zero ( 0 ( )d k ), positive ( ( )d k
+ ), and negative ( ( )d k

− ) sequences based on 

the Fortescue theory as follows. 

( )0

1 1 1 1 1 1

1 ˆ ˆ ˆˆ ˆ ˆ( ) ( ) sin( ( )) ( ) sin( ( )) ( ) sin( ( ))
3

A A B B C C
d k A k k A k k A k kϕ ϕ ϕ= + +  

(3.70) 

1 1 1 1 1 1

1 2 2ˆ ˆ ˆˆ ˆ ˆ( ) ( ) sin( ( )) ( ) sin( ( ) ) ( ) sin( ( ) )
3 3 3

A A B B C Cd k A k k A k k A k k
π π

ϕ ϕ ϕ
 + = + + + − 
 

 

(3.71) 

1 1 1 1 1 1

1 2 2ˆ ˆ ˆˆ ˆ ˆ( ) ( ) sin( ( )) ( ) sin( ( ) ) ( ) sin( ( ) )
3 3 3

A A B B C C
d k A k k A k k A k k

π π
ϕ ϕ ϕ

 − = + − + + 
 

 

(3.72) 

where 

1
ˆ A
A is the fundamental frequency voltage or current amplitude of phase-A, 

1
ˆ B
A is the fundamental frequency voltage or current amplitude of phase-B, and 

1
ˆ C
A is the fundamental frequency voltage or current amplitude of phase-C. 

1
ˆ Aϕ , 

1
ˆ Bϕ , and, 

1
ˆ Cϕ  are evaluated as follows: 

( )( )1 1
ˆ ˆˆ ( ) 2 ( )A A

s o d
k kT f f kϕ π θ= + +  

(3.73) 

( )( )1 1
ˆ ˆˆ ( ) 2 ( )B B

s o d
k kT f f kϕ π θ= + +  

(3.74) 

( )( )1 1
ˆ ˆˆ ( ) 2 ( )C C

s o d
k kT f f kϕ π θ= + +  

(3.75) 

in which 

1
ˆ ( )A

kθ
 
is the estimate of the fundamental frequency voltage or current phase-angle by 

the DRLS technique for phase-A, 

1
ˆ ( )B

kθ
 
is the estimate of the fundamental frequency voltage or current phase-angle by 
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the DRLS technique for phase-B, and 

1
ˆ ( )C

kθ
 
is the estimate of the fundamental frequency voltage or current phase-angle by 

the DRLS technique for phase-C. 

The term ( )( )ˆ2
s o d

kT f fπ +
 
on the right-hand-side of (3.73)-(3.74) is generated by the 

modified three-phase RDSPOC frequency estimation technique. The RDSPOC 

technique  was presented in Chapter 2. Figure 3.13 presents the modified three-phase 

RDSPOC frequency estimation technique. 

In Figure 3.13: 

A
v is the voltage waveform of phase-A 

B
v is the voltage waveform of phase-B 

C
v is the voltage waveform of phase-C 

a
v is the α component of the three-phase-to-αβ Clarke transformation from which the 

power system frequency is estimated 

1vα is the in-phase component of vα , 2vα  is the quadrature-phase component of vα  

o
f is the nominal power system frequency (which is 50 Hz or 60 Hz), 1/ ( )

o s o
N T f=  

ˆ
df is the estimated frequency drift for its nominal value ( o

f ). 

According to the testing requirements in IEC Standard 61000-4-30 [176] (page 18), 

the power system frequency estimation bandwidth is 42.5-57.5 Hz for 50 Hz power 

systems and 51-69 Hz for 60 Hz power systems. Therefore, in Figure 3.13, the low-

pass-filter (LPF) bandwidth is chosen to be 10 Hz which complies with the IEC 

Standard 61000-4-30 requirements for both 50 Hz and 60 Hz power systems. The LPF 
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of  Figure 3.13 is a first order filter for which the cut-off frequency is 10 Hz. Figure 

3.14 shows the proposed DRLS technique real-time implementation for instantaneous 

synchronized symmetrical components extraction where 
Ad , 

Bd , and 
Cd  are three-

phase instantaneous voltage or current waveforms. 
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Figure 3.13. Implementation of the modified three-phase RDSPOC frequency 

estimation technique.  
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Figure 3.14. DRLS technique real-time implementation for instantaneous synchronized 

symmetrical components extraction. 
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3.4.1. Simulation Studies 

This section presents the simulation studies results in MATLAB-Simulink. The 

sampling frequency is 4 kHz. λ  is 0.97 for DRLS and initial values of all oi
R  matrices 

are set to the 2×2 identity matrix according to Section 3.3.1. 

3.4.1.1. Case 4: Fault Condition 

This section presents a fault simulation study in the MATLAB-Simulink. Figure 3.15 

shows the radial distribution power system which is simulated to study a fault on the 

power distribution line. 

In Figure 3.15: 

the nominal power system frequency is 50 Hz, 

the voltage source and eqZ  simulate a distribution equivalent network with the 

voltage level of 25 kV, 

the equivalent impedance of the network ( eqZ ) is (0.625 5.208)j+  Ω, 

the distribution line cables (L1 and L2) are all-aluminium-conductor (ACC) type 

for which: 

the π model positive sequence resistance and inductance are 0.3854 Ω/km 

and 1.8 mH/km respectively [144] 

the zero sequence resistance and inductance of the π model are 

0.7455 Ω/km and 5.1 mH/km respectively [144]. 

 

A solid single-phase-A-to-ground (A-G) fault is simulated on the Bus 3. The fault 

occurs at 2.01 s and is cleared at 2.11 s. For distribution applications, the arc 
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deionization and clearing is less than 11.5 cycles according to IEEE Standard C37.230 

[159]. The first reclosing attempt is 0-5 s after the fault for distribution voltages less 

than 35 kV according to IEEE Standard C37.104 [160]. The reclosers reconnect the 

transmission line L1 0.2 s after fault at 2.21 s. 

The voltage and current waveforms have been captured at Bus 1. The EPLL technique 

is an improved PLL-type technique which is proposed to handle harmonics and the dc 

components [10]. Both the DRLS and EPLL techniques accommodate odd harmonics 

up to the 17th in their governing equations in this case study. Figure 3.16 shows the 

three-phase voltage and current waveforms. Figure 3.17 and Figure 3.18 show extracted 

instantaneous zero, positive, and negative sequences for three-phase voltages and 

currents respectively. As seen in Figure 3.17, the DRLS technique shows a better track 

of current symmetrical sequences under fault condition and the subsequent reclosing 

operation. 

Figure 3.19-Figure 3.21 show the amplitude and phase-angle estimates of three-phase 

currents. Figure 3.22-Figure 3.24 show the amplitude and phase-angle estimates of 

three-phase voltages. As seen in Figure 3.19, the DRLS delivers synchronous and stable 

estimation of the current amplitude and phase-angle of phase-A (which is involved in 

the fault) although EPLL temporarily loses its synchronism with the grid during the 

fault and reclosing operation and restores it only when the fault is cleared. Both DRLS 

and EPLL techniques show accurate and fast track of voltage amplitude and phase angle 

of phase-A as seen in Figure 3.22. The DRLS and EPLL techniques show synchronous 

and stable estimation of current amplitude and phase-angle in phase-B and -C which are 

not involved in the fault. Both DRLS and EPLL techniques show accurate and fast track 
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of voltage amplitude and phase-angle in three-phases. 

This however does not mean undermining the overall stability of the EPLL technique 

for normal operation but highlights the difficulties to tune it for fault conditions which 

are arbitrary drastic changes. On the other hand, the proposed DRLS technique benefits 

from its inbuilt correlation procedure to cope with the drastic changes during fault 

conditions. 
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Figure 3.15. Case 4: Fault condition 

Simulated radial power distribution system in MATLAB-Simulink. 
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Figure 3.16. Case 4: phase-A-to-ground fault simulation 

(a) three-phase current waveforms 

(b) three-phase voltage waveforms. 
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Figure 3.17. Case 4: phase-A-to-ground fault simulation 

(a) estimate of current instantaneous zero sequence 

(b) estimate of current instantaneous positive sequence 

(c) estimate of current instantaneous negative sequence. 
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Figure 3.18. Case 4: phase-A-to-ground fault simulation 

(a) estimates of voltage instantaneous zero sequence 

(b) estimates of voltage instantaneous positive sequence 

(c) estimates of voltage instantaneous negative sequence. 
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Figure 3.19. Case 4: phase-A-to-ground fault simulation 

(a) phase-A current estimate of amplitude 

(b) phase-A current estimate of phase-angle. 
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Figure 3.20. Case 4: phase-A-to-ground fault simulation 

(a) phase-B current amplitude estimate 

(b) phase-B current phase-angle estimate. 
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Figure 3.21. Case 4: phase-A-to-ground fault simulation 

(a) phase-C current estimate of amplitude 

(b) phase-C current estimate of phase-angle. 
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Figure 3.22. Case 4: phase-A-to-ground fault simulation 

(a) phase-A-to-neutral voltage estimate of amplitude 

(b) phase-A-to-neutral voltage estimate of phase-angle. 
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Figure 3.23. Case 4: phase-A-to-ground fault simulation 

(a) phase-B-to-neutral voltage estimate of amplitude 

(b) phase-B-to-neutral voltage estimate of phase-angle. 
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Figure 3.24. Case 4: phase-A-to-ground fault simulation 

(a) phase-C-to-neutral voltage estimate of amplitude 

(b) phase-C-to-neutral voltage estimate of phase-angle. 
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3.4.1.2. Case 5: Frequency Drift in a Balanced Three-Phase 

System 

This section presents a case study to evaluate the performance of DRLS and EPLL 

techniques to track the phasors and instantaneous symmetrical components when the 

power system frequency drifts from 50.0 Hz to 49.0 Hz in a balanced three-phase 

system. 

Figure 3.25 shows the three-phase voltage waveforms, Figure 3.26 shows the 

estimated instantaneous symmetrical components, Figure 3.27 shows estimates of line-

to-neutral amplitude and phase-angle for phase-A, Figure 3.28 shows estimates of line-

to-neutral amplitude and phase-angle for phase-B, and Figure 3.29 shows estimates of 

line-to-neutral amplitude and phase-angle for phase-C. Both DRLS and EPLL 

techniques show stable and accurate amplitude, phase-angle, and instantaneous 

symmetrical components estimation in a balanced three-phase system. 
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Figure 3.25. Case 5: Frequency drift in a balanced three-phase system 

Three-phase voltage waveforms. 
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Figure 3.26. Case 5: Frequency drift in a balanced three-phase system 

(a) estimate of zero sequence 

(b) estimate of the positive sequence 

(c) estimate of the negative sequence. 
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Figure 3.27. Case 5: Frequency drift in a balanced three-phase system 

(a) phase-A-to-neutral amplitude estimate 

(b) phase-A-to-neutral phase-angle estimate. 
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Figure 3.28. Case 5: Frequency drift in a balanced three-phase system 

(a) phase-B-to-neutral amplitude estimate 

(b) phase-B-to-neutral phase-angle estimate. 
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Figure 3.29. Case 5: Frequency drift in a balanced three-phase system 

(a) phase-C-to-neutral amplitude estimate 

(b) phase-C-to-neutral phase-angle estimate. 
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3.4.1.3. Case 6: Frequency Drift in an Unbalanced Three-

Phase System 

This section presents a case study to evaluate the performance of DRLS and EPLL 

techniques to track the phasors and instantaneous symmetrical components when the 

power system frequency drifts from 50.0 Hz to 49.0 Hz in an unbalanced three-phase 

system. The unbalanced three-phase system information is presented in Table 3.4. 

Figure 3.30 shows the three-phase voltage waveforms, Figure 3.31 shows the 

estimated instantaneous symmetrical components, Figure 3.32 shows estimates of line-

to-neutral amplitude and phase-angle for phase-A, Figure 3.33 shows estimates of line-

to-neutral amplitude and phase-angle for phase-B, and Figure 3.34 shows estimates of 

line-to-neutral amplitude and phase-angle for phase-C. As seen in Figure 3.33, the 

DRLS technique shows faster and more stable estimation performance under the severe 

unbalance and drastic amplitude variation when compared with the EPLL technique. 
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TABLE 3.4. CASE 6: FREQUENCY DRIFT IN AN UNBALANCED THREE-PHASE SYSTEM, 
UNBALANCED SYSTEM INFORMATION. 

 Amplitude (p.u.) Phase-angle (rad) 

Phase-A 1.0 0 

Phase-B 0.1 
3

π
 

Phase-C 0.7 
2

π
 

 
 
 
 
 
 

 

 

 

Figure 3.30. Case 6: Frequency drift in an unbalanced three-phase system 

Three-phase voltage waveforms.  
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Figure 3.31. Case 6: Frequency drift in an unbalanced three-phase system 

(a) estimate of zero sequence 

(b) estimate of the positive sequence 

(c) estimate of the negative sequence. 
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Figure 3.32. Case 6: Frequency drift in an unbalanced three-phase system 

(a) phase-A-to-neutral amplitude estimate 

(b) phase-A-to-neutral phase-angle estimate. 
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Figure 3.33. Case 6: Frequency drift in an unbalanced three-phase system 

(a) phase-B-to-neutral amplitude estimate 

(b) phase-B-to-neutral phase-angle estimate. 
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Figure 3.34. Case 6: Frequency drift in an unbalanced three-phase system 

(a) phase-C-to-neutral amplitude estimate 

(b) phase-C-to-neutral phase-angle estimate. 

  



 

148 
 

3.4.2. Investigating Turnaround-Time on Different 

DSP Platforms 

Table 3.5 and Table 3.6 respectively present the turnaround-time of implementing 

DRLS, RLS, DRLS-RDSPOC, and EPLL techniques on the hardware platforms of 

DS1104 and DS1103 for different model orders. The model order is the number of 

harmonics being estimated. 

IEC Standard 61000-4-13 requires harmonics estimation up to the 40th order [146] 

although IEEE Standard C37.118 considers harmonics up the 50th order [145]. In this 

section, the harmonics up to the 60th order are considered to cover the bandwidth of 

both standards, and beyond, for real-time implementation. The power system nominal 

frequency ( o
f ) is considered to be 50 Hz in this section. The discussion can be made 

for the 60 Hz power systems by simply multiplying the last column of each table by the 

factor of (
50

60
). 

The real-time DSP implementation of DRLS, EPLL, and DRLS-RDSPOC techniques 

is feasible on the DS1104 board up to the order of 40 while the RLS technique stops at 

the 12th order according to Table 3.5. It should be noted the task of the RDSPOC is to 

track the changes in the frequency. The DRLS-RDSPOC turnaround-time becomes 

smaller than the EPLL one from the 45th order onward as marked in Table 3.5. This 

shows that the EPLL technique is a more computationally efficient technique where the 

waveforms are less distorted by harmonics. 

The DS1103 board has a much more powerful processor which reduces the 

turnaround-time proportionally. The EPLL, DRLS, DRLS-RDSPOC techniques real-
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time DSP implementation on DS1103 is feasible up to the 60th order while the RLS 

technique stops at the 20th order. The DRLS technique is more efficient than the EPLL 

after order 20 when implemented on DS1103 according to Table 3.6. The combined 

DRLS-RDSPOC technique is more computationally efficient than EPLL after order 25 

when implemented on DS1103 according to Table 3.6. This proves that the DRLS and 

DRLS-RDSPOC are more efficient in the environments which are distorted by high 

orders of harmonics. 

 

TABLE 3.5. TURNAROUND-TIME ON DS1104 R&D CONTROL BOARD (µs). 

Technique 

Model Order 

D
R

L
S

 

E
P

L
L

 

D
R

L
S

-
R

D
S

P
O

C
 

R
L

S
 

nqstT

 

1 10 7.8 14 14 10000 

5 23 17 30 91 2000 

10 45 32 55 475 1000 

12 56 36 68 737 834 

15 75 49 96 1327 667 

20 112 76 132 3535 500 

25 148 106 164 9484 400 

30 173 139 189 15524 334 

35 201 187 217 23749 286 

40 231 239 250 34147 250 

45 265 305 288 47839 223 

50 298 366 310 64443 200 

55 324 437 335 85571 182 

60 348 506 364 108022 167 
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TABLE 3.6. TURNAROUND-TIME ON DS1103 R&D CONTROL BOARD (µs). 

Technique 

Model Order 

D
R

L
S

 

E
P

L
L

 

D
R

L
S

-
R

D
S

P
O

C
 

R
L

S
 

nqstT

 

1 3.4 3.4 4 4.4 10000 

5 4.8 4.4 5.4 19.8 2000 

10 6.4 5.8 7.2 78 1000 

15 8.1 7.2 8.8 209 667 

20 9.8 11.4 10.8 413.2 500 

25 11.8 13.6 12.8 776.5 400 

30 13.8 15.8 14.8 1315 334 

35 16.2 18 17.6 2120 286 

40 19.2 20.6 20.2 2990 250 

45 21.4 23.2 22.6 4222 223 

50 23.8 25.8 24.4 5693 200 

55 25.8 28.4 26.8 7518 182 

60 27.8 32 28.8 9477 167 

 
 
 
 

3.5. Conclusion 

This chapter proposed the decoupled recursive-least-squares (DRLS) technique to 

bridge the gap between off-line applications of RLS technique and its implementation 

on DSPs for real-time power system phasors and harmonics estimation. Detailed 

mathematical justification of the new DRLS technique was presented in this chapter. 

The comparison between the proposed DRLS technique and the conventional RLS 

technique has shown considerable improvement in terms of reducing the turnaround-

time on two different off-the-shelf R&D DSP platforms. The computational efficiency 

of the DRLS is also higher than the ADALINE and RDFT techniques. The DRLS 

technique also shows better noise immunity in comparison with that of the ADALINE 

and RDFT techniques. 
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The stability and accuracy of the DRLS technique are better than that of the EPLL 

technique under fault and unbalance conditions. The real-time DSP implementation 

efficiency of the DRLS technique is also comparable with that of the EPLL technique 

under low harmonics distortion but it is superior under higher harmonics distortion. The 

correct performance of the proposed DRLS technique has been evaluated by presenting 

MATLAB-Simulink simulation studies and real-time implementation experiments. 
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Chapter 4 : Real-Time Slow Sampling 

Estimation of 

Harmonics/Interharmonics and 

Phasors 
 

4.1. Introduction 

With the increased use of nonlinear loads, battery chargers, electronic ballasts, single-

phase power supplies, motor drives, saturable devices, active power filters (APFs), 

harmonic distortions in voltage and current have become more serious than ever before 

[114], [115]. Harmonic pollution causes power quality (PQ) decline, extra losses in 

electric networks and cables, overheating of electrical machines, and malfunction of 

relays and breakers in power systems [161].  

Harmonic estimation is an important part of monitoring, benchmarking and 

compensation practices in power systems. Phasor estimation is also a pivotal part in 

active/reactive power metering, WAMSs [162], protection devices [163], [164], power 

system reliability assessment [165], power system state estimation [166], and flicker 

mitigation [167]. 

The most widely utilized algorithms for harmonic analysis are the FFT and the DFT 

which, however, suffer from three major pitfalls namely aliasing, picket-fence effect, 

and leakage [5]. The aliasing problem can be fixed by using a low-pass filter. However, 

the picket-fence effect and leakage phenomenon need windowing and interpolation 

which demand extra computation [172]. 
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Moreover, in the emerging smart grid paradigm, both power and information flows 

will be bidirectional [99]. Smart meters are the information gateways in the smart grid 

vision realization which will be placed across the grid in millions [100]. The IEC Smart 

Grid Standardization Roadmap defines power quality assessment as one of the features 

of smart meters [101]. Installing smart meters, which are a part of the advanced 

metering infrastructure (AMI), should be economically feasible to widen the cost-

benefit margin [99], [107], [108]. On the other hand, over their lifespan, smart meters 

should be able to perform possible tasks which will be defined as the smart grid 

concepts continue to grow. This demands sparing some of the processing power and 

memory at the software implementation level since they will be installed once over their 

lifespan. One possible solution to reduce the hardware cost and spare microprocessors’ 

memory is to use low band-width sensors and, consequently, adopting slow sampling 

phasor estimation techniques which need simple hardware templates. In addition, load 

signature and composite studies at the macro level with sampling rates as low as one 

sample per cycle can capture the electrical load characteristics [102]-[106]. In this 

regard, the multi-rate algorithms [110] and undersampling techniques [111]-[114] can 

be used to enhance the estimation efficiency and reduce the computational burden on 

DSPs. 

However, estimation latency and non-stationary characteristics of electrical loads 

should be considered when applying slow sampling techniques. On the other hand, 

smart meters use network platforms such as ZigBee, a low-speed low-rate wireless 

personal area network (LR-WPAN) which complies with IEEE Standard 802.15.4, to 

report to the data centre every 15 minutes [100], [173]-[175]. In other words, there is a 
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question if the high sampling frequency measurement effort is actually discarded in 

digesting measurements and translating data into meaningful information while 

aggregation methods (such as the 3-second, 10-minute, and 2-hour aggregation methods 

of IEC Standard 61000-4-30 [176]) are practically used at the metering level. Moreover, 

diagnostics and protection tasks are usually assigned to the upstream protection relays 

and bay control units which are equipped with powerful processors and wide bandwidth 

sensors. Therefore, although applying a low sampling rate creates estimation delay, its 

application is possible as long as it can capture the characteristics of load variations and 

catch up with the smart meter reporting cycle. 

The objective of this chapter is to propose a real-time undersampling technique for 

harmonics/interharmonics and phasors estimation. The well-known staggered 

undersampling technique is adopted to perform the spectral estimation at a lower 

sampling rate than that of the Nyquist theorem. A low computational modified gradient 

search (MGS) algorithm is proposed for real-time power system voltage/current spectral 

estimation. The estimation latency of the proposed method to perform time-frequency 

analysis and its computational complexity in comparison with the DFT and FFT 

algorithms are also discussed. 

Moreover, the concept of staggered undersampling is extended for synchrophasor 

estimation in WMASs. The proposed extended staggered undersampling reduces the 

estimation delay in comparison with that of the conventional staggered undersampling. 

The proposed synchrophasor estimation technique is based on a direct transfer of 

waveform samples over the communication link. The synchrophasor detection task is 

performed in a control/data centre. The phase-angle information is preserved within the 
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transferred samples given that the communication network time reference is used to 

time-tag the samples. This technique could assist the adoption of communication 

technologies, such as broadband services, to monitor events across the power 

distribution network synchronously. The proposed method can bypass the errors of DSP 

time reference synchronization. The performance principle of this technique also makes 

it a reliable backup option for transmission level synchrophasor detection when a global 

positioning system (GPS) is not viable. The correct performance of the proposed 

method is demonstrated by simulation results obtained with MATLAB. 

The chapter is organized as follows. Section 4.2 reviews the staggered undersampling 

concept. Section 4.3 presents the MGS algorithm for harmonics/interharmonics 

estimation, and Section 4.3.1 reviews the harmonic assessment via the grouping 

approach. Sections 4.3.2 and 4.3.3 include simulation studies and real-time 

implementation results respectively. Section 4.4 presents extended staggered 

undersampling for synchrophasor estimation in WAMSs and the simulation evaluations. 

Finally, Section 4.5 concludes the chapter. 

4.2. Staggered Undersampling Concept 

The main idea in staggered undersampling is to manipulate sparse samples of a signal 

to obtain a set equivalent to the one obtained by a substantially higher sampling 

frequency. This equivalence is possible for periodic signals [111]. The classic theory on 

sampling being the Nyquist theorem states that a band-limited signal can be exactly 

reconstructed from samples provided that the sampling rate is greater or equal to twice 

the bandwidth of the signal. Slower sampling would in principle introduce deviations in 
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the frequency content (aliasing). This can, however, be avoided if the signal belongs to 

a restricted class (e.g., periodic) and samples are: 

1) taken at instants which are carefully chosen, and  

2) precisely manipulated before performing spectral analysis [111].  

Assume that a sampling frequency of 2sf = kHz is applied to a signal to map it to 

the discrete time domain which means a sampling period of 0.5 ms. If the power 

system fundamental frequency is considered to be 50of = Hz, / 40o s oN f f= =

samples represent a full cycle of the sinusoidal voltage/current waveform. 

Although the Nyquist theorem requires the sampling frequency to be at least twice the 

highest frequency component existing in the waveform, the undersampling concept 

states that it is possible to reduce the sampling frequency to ( 2000 /δ ) Hz which can be 

considerably lower than the Nyquist frequency and, still, extract the same frequency 

components which could be extracted by following the Nyquist theorem. For example, 

if the downsampling factor (δ ) is 19, the sampling period will be 19 0.5 9.5× = ms 

which means two samples per cycle for 50 Hz power systems. As the sampling 

frequency will be 2000/19=105.2632 Hz, extracting frequency components up to 

105.2632 / 2 52.6316=  Hz is possible according to the Nyquist theorem. However, the 

undersampling concept proves that if δ  and the number of samples in one cycle of the 

fundamental frequency ( oN ) are mutually coprime, the undersampling process 

provides a one-to-one relationship between the signal sampled based on the Nyquist 

theorem ( d ) and the undersampled signal ( u
d ) [111]. The relationship between ud  and

d is: 
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( ) ( )ud k d kδ=  (4.1) 

As the relationship between ud
 
and d is one-to-one, every frequency component in 

d will be mapped into one and only one frequency component in ud and vice versa. 

Consequently, a careful and proper spectral decomposition on the undersampled version 

of a signal ( ud ) gives the same result that would be achieved by analysing d . 

4.3. Modified Gradient Search Algorithm for 

Harmonics/Interharmonics Estimation 

In this section, a simple MGS algorithm is introduced to estimate 

harmonics/interharmonics from an undersampled signal ud . The proposed MGS 

algorithm shares the main features of the well-known linear vector fitting algorithms 

which use gradient search; but, it also uses the rate of change in the estimation error to 

adapt the vector weights. At the k
th sampling instance, for steady-state conditions, a 

non-sinusoidal periodic instantaneous voltage or current waveform is represented in the 

discrete-time based on the frequency components as: 

( )
1

( ) cos( )sin(2 ) sin( )cos(2 )
GN

G G
u dc l l r s l r s

l

d k S S klf T klf Tθ π θ π
=

= + +∑  (4.2) 

where 

GN  
is the order of the estimation model which is determined according to the target 

application and DSP capability  

rf  is the frequency resolution 

s
T

 
is the sampling period which is given by 1 /s sT f=  
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sf  is the sampling frequency 

dcS
 
is the dc offset 

lS
 
is the amplitude of the spectral component at rlf Hz 

G
lθ

 
is the phase-angle of the spectral component at rlf Hz 

and the power system fundamental frequency is equivalent to /o rl f f= . 

IEC Standard 61000-4-7 recommends a frequency resolution of 5 Hz to estimate 

harmonics and interharmonics [57]. 

The following linear estimation model is considered for solving eqn. (4.2) and finding 

its ( 2 1
G

N + ) unknowns as: 

ˆ ( ) ( ,1: 2 1) (1: 2 1)u G k Gd k O k N N= + Λ +  (4.3) 

where ˆ ( )ud k
 
is an estimation of ( )ud k

 
and ( ,1: 2 1)GO k N +

 
is the observation vector 

at the kth sample. (2 1)k GNΛ +  estimates dcS , (1 : 2 )k GNΛ  carries estimations of the 

2
G

N unknown in-phase and quadrature components such that (2 1)k lΛ −  estimates

cos( )G
l lS θ  and (2 )k lΛ  estimates sin( )G

l iS θ  at the k
th sample. Elements of 

( ,1: 2 1)GO k N +  are defined as: 

( , 2 1) sin(2 )

( ,2 ) cos(2 ) 1

( ,2 1) 1

r s

r s G

G

O k l klf T

O k l klf T l N

O k N

π

π

− =


= ≤ ≤
 + =

 (4.4) 

To find a solution for (1: 2 1)k GNΛ + , two error functions ( )MGSe k  and ( )MGSe k′  are 

considered which are evaluated as: 
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ˆ( ) ( ) ( )MGS u ue k d k d k= −  (4.5) 

( ) ( ) ( 1)MGS MGS MGSe k e k e k′ = − −  (4.6) 

where  

( )MGSe k  is the estimation error at the kth sample and  

( )MGSe k′  is the rate of change in the estimation error.  

The goal is to minimize ( )
2

1( ) 0.5 ( )MGSG k e k=
 

and ( )
2

2 ( ) 0.5 ( )MGSG k e k′=
 

through an estimation process which uses updated information coming from new 

samples. The steepest descent direction for line search method is applied to minimize 

the weighted sum of 1G  and 2G . The steepest descent direction is a search direction 

which creates the biggest decrease in an objective function [132]. The steepest descent 

directions for 1G and 2G are respectively calculated as: 

1 1

( )
( ) ( ) ( ) MGS

MGS

k

e k
p k G k e k

∂
= −∇ = −

∂Λ
 

(4.7) 

2 2

( )
( ) ( ) ( ) MGS

MGS

k

e k
p k G k e k

′∂
′= −∇ = −

∂Λ
 

(4.8) 

According to eqns. (4.3) and (4.5), ( )

k

e k∂

∂Λ
is calculated as: 

ˆ( ) ( )( )
( ,1 : 2 1)Tu u

G

k k k

d k d ke k
O k N

∂ ∂∂
= − = − +

∂Λ ∂Λ ∂Λ
 

(4.9) 

where ( ,1: 2 1)T
GO k N +  is the transpose of ( ,1: 2 1)GO k N + . ( )MGSe k′ and ( )MGS

k

e k′∂

∂Λ
 

can be rewritten according to eqns. (4.5) and (4.6) as follows: 

ˆ ˆ( ) ( ) ( 1) ( ) ( 1)MGS u u u ue k d k d k d k d k′ = − − − + −  (4.10) 
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ˆ ˆ( ) ( ) ( 1)
( ( ) ( 1))MGS u u

u u

k k k k

e k d k d k
d k d k

′∂ ∂ ∂ −∂
= − − − +

∂Λ ∂Λ ∂Λ ∂Λ
 

(4.11) 

Owing to the fact that the previous iteration estimation ˆ ( 1)ud k −  and the measured values 

of ( )ud k  and ( 1)ud k−  do not change with respect to the present estimation vector kΛ , 

terms ( )( ) ( 1)u u

k

d k d k
∂

− −
∂Λ

 and 
ˆ ( 1)u

k

d k∂ −

∂Λ
 on the right hand side of eqn. (4.11) are 

equal to zero. Therefore, eqn. (4.11) is rewritten as: 

( ) ( )
( ,1 : 2 1)TMGS u

G

k k

e k d k
O k N

′∂ ∂
= − = − +

∂Λ ∂Λ
 

(4.12) 

Eqns. (4.7)-(4.12) result in the following expressions for the search direction vectors 

1( )p k  and 2 ( )p k : 

1( ) ( ) ( ,1: 2 1)T
MGS Gp k e k O k N= +  (4.13) 

2 ( ) ( ) ( ,1: 2 1)T
MGS Gp k e k O k N′= +  (4.14) 

where ( )MGSe k  and ( )MGSe k′  are evaluated from eqns. (4.5) and (4.6) respectively. The 

line search algorithm is adopted to update the estimation vector as follows: 

1 1 1 2 2(1: 2 1) (1: 2 1) ( ) ( )k G k GN N p k p kα α+Λ + = Λ + + +  (4.15) 

where 1(1: 2 1)kX N+ + is the estimated vector for the next iteration ( 1k + ). 1α and 2α are 

regulating factors which are respectively found to be 0.0035 and 0.0025 through testing 

different values to provide a stable and fast estimation. The estimation process which is 

described by eqns. (4.3)-(4.6) and (4.13)-(4.15) extracts the amplitude ( lS ) and phase-

angle ( G
lθ ) of the lth spectral component as follows: 
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2 2( ) (2 ) (2 1)l k kS k l l= Λ + Λ −  (4.16) 

tan( (2 ) / (2 1)) , (2 1) 0
( )

tan( (2 ) / (2 1)) , (2 1) 0

k k kG
l

k k k

Arc l l l
k

Arc l l l
θ

Λ Λ − Λ − ≥
= 

Λ Λ − Λ − <
 (4.17) 

Figure 4.1 shows the real-time MGS harmonics/interharmonics estimation algorithm. 

 

 

(1)kΛ

(2)kΛ

(2 1)k GNΛ +

ˆ ( )ud k

( )ud k

( )MGSe k

( 1)MGSe k −

( )MGSe k′

( , 2 1)GO k N +

( , 2)O k

( ,1)O k

 

Figure 4.1. Real-time MGS harmonics/interharmonics estimation algorithm. 
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4.3.1. Harmonics Grouping and Smoothing 

For the assessment of harmonics, the output of spectral analysis is first grouped to be 

the sum of squared intermediate frequencies’ rms values between two adjacent 

harmonics according to the following formula for 50 Hz systems [57]: 

22 24
2 5 5

4
10

( ) ( ) ( )
( )

4 42

i
l l i l

g

i
l g

S k S k S k
C k

=
− + +

=−
=

   
= + +  

   
∑  

(4.18) 

where 

lS  is the amplitude of a spectral component at 5l Hz 

g is the considered harmonic group order which is corresponding to 10l g=  in the 

estimation model 

gC
 
is the resulting rms value of the harmonic group g . 

A smoothing of the signal shall be performed over the rms value gC . The 

recommended smoothing filter by IEC Standard 61000-4-7 is a first-order low-pass 

filter with a time constant of 1.5 s as [57]: 

1

1.5 1s +
 (4.19) 

where s is the Laplace complex variable.  

Figure 4.2 shows a normalized digital realization of the above filter where 
1 0.0063κ =  

and 
2 0.9937κ = . 
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1κ

2κ

 

Figure 4.2. Realization of a digital smoothing low-pass filter. 

4.3.2. Simulation Results 

This section presents three simulation case studies in MATLAB-Simulink [177] to 

evaluate the performance of the proposed technique. The fundamental power system 

frequency is 50 Hz. 

4.3.2.1. Case 1: Harmonics and Interharmonics 

The signal, which is simulated in MATLAB-Simulink, is produced based on the IEC 

Standard 61000-4-13 definition for the second class test level [146]. The sampling 

frequency at which the estimation is carried out is 105.2632 Hz (the downsampling 

factor of 19). The simulated signal includes 1 p.u. fundamental frequency (50 Hz) with 

phase-angle of / 3π rad, 0.08 p.u. third harmonic with phase-angle of 2 / 3π  rad, 

0.09 p.u. fifth harmonic with phase-angle of / 15π  rad, 0.03 p.u. second harmonic with 

phase-angle of 0.0 rad, and 0.05 p.u. of an interharmonic at 170 Hz with phase-angle of

/ 4π  rad. The simulated signal is shown in Figure 4.3 which is captured at 200 kHz 

sampling frequency to mimic the analogue voltage waveform as much as possible. 

Figure 4.4 shows the undersampled waveform and the irregular sampling pattern which 

emerges because of the staggered undersampling. The estimated rms values for the 

fundamental frequency, harmonics and interharmonics are shown in Figure 4.5. 
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Figure 4.3. Case 1: Harmonics and interharmonics 

Instantaneous voltage waveform contaminated by harmonics and interharmonics at the 

sampling frequency of 200 kHz. 

 

Figure 4.4. Case 1: Harmonics and interharmonics 

Instantaneous voltage waveform contaminated by harmonics and interharmonics at the 

sampling frequency of 105.2632 Hz. 
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Figure 4.5. Case 1: Harmonics and interharmonics 

Harmonics and interharmonics rms estimation (at 105.2632 Hz sampling frequency).  
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4.3.2.2. Case 2: Out-of-Resolution-Step Interharmonic 

Contamination 

In this case, effects of a frequency component which is not an integer multiple of the 

frequency resolution on the fundamental frequency phasor estimation are presented. The 

sampling frequency at which the estimation is carried out is 105.2632 Hz (again the 

downsampling factor of 19). A voltage waveform is simulated which contains 1 p.u 

fundamental frequency with angle of /15π  rad and 0.2 p.u. of an interharmonic at 

177.5 Hz with phase-angle of / 4π  rad. Figure 4.6 shows the simulated instantaneous 

voltage waveform and Figure 4.7 shows its undersampled version where the signal 

information is compressed into a few samples. 

As Figure 4.8. and Figure 4.9 show, the 177.5 Hz interharmonic component, which 

fits in no integer multiple of 5 Hz, causes fluctuations in the estimated fundamental 

frequency rms voltage value and phase-angle. The fundamental frequency rms voltage 

estimation shows fluctuations in the range of ±0.22 % around the actual value and the 

estimation of the fundamental frequency phase-angle shows fluctuations in the range of 

±0.11 degrees around the actual value. 
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Figure 4.6. Case 2: Out-of-resolution-step interharmonic contamination 

Voltage waveform contaminated by the 177.5 Hz interharmonic component at the 

sampling frequency of 200 kHz. 

 

 

Figure 4.7. Case 2: Out-of-resolution-step interharmonic contamination 

Voltage waveform contaminated by the 177.5 Hz interharmonic component at the 

sampling frequency of 105.2632 Hz.  
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Figure 4.8. Case 2: Out-of-resolution-step interharmonic contamination 

The fundamental frequency rms voltage estimation in presence of the 177.5 Hz 

interharmonic (at 105.2632 Hz sampling frequency). 

 

 

 

Figure 4.9. Case 2: Out-of-resolution-step interharmonic contamination  

The fundamental frequency phase-angle estimation in presence of the 177.5 Hz 

interharmonic (at 105.2632 Hz sampling frequency).  
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4.3.2.3. Case 3: Non-Stationary Load and Estimation 

Latency 

This case presents performance of the MGS algorithm to track non-stationary changes 

in the load current and voltage. The estimation latency of the MGS algorithm at 

different downsampling factors and with different frequency resolutions are also 

presented. The simulated non-stationary voltage and current waveforms are shown in 

Figure 4.10 and Figure 4.11 respectively. The estimation performance and latency are 

evaluated at the down sampling factors of 3 (the sampling frequency of 

2000/3= 666.6667 Hz) and 19 (the sampling frequency of 2000/19= 105.2632 Hz) for 

the frequency resolution of 5 Hz in Figure 4.12-Figure 4.16. The estimated fundamental 

and harmonic voltage amplitudes are shown in Figure 4.12 and Figure 4.13. The 

estimated fundamental and harmonic current amplitudes are shown in Figure 4.14 and 

Figure 4.15. The reference active power and the estimated active power are shown in 

Figure 4.16. The maximum demand should be measured with less than 1% error 

according to IEC Standard 62052-21 [178]. The peak demand in Figure 4.16 is 0.3725 

p.u. The estimated peak demand value with the downsampling factors of 19 and 3 are 

respectively 0.3762 p.u. (-0.98% error) and 0.3721 (0.12% error). The area under the 

active power curve (Figure 4.16) is the consumed energy which is billed according to 

the kWh price. The kWh price is cleared every 5 minutes in the Australian electricity 

market as an example [179]. For end-users, the electricity price remains fixed even for a 

much longer period depending on the regulations and the distribution retailer/operator 

contract with the customers. The area under the reference active power curve (which is 

equivalent to the energy consumption) is 18.6823 [p.u.×second], the estimated area with 
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the downsampling factor of 19 is 18.7230 [p.u.×second] (-0.22% error), and the 

estimated area with the downsampling factor of 3 is 18.7109 [p.u.×second] (-0.15% 

error) for the 60 s period in Figure 4.16.  

As seen in Figure 4.12-Figure 4.15, the MGS algorithm tracks the changes in the 

current and voltage waveforms with some delays. Two defining factors for estimation 

latency and estimation sharpness (to track fast changes) are the downsampling factor 

(see Section 4.2 for definition) and the frequency resolution (Eqn. (4.2)). The estimation 

latency with respect to the downsampling factor (δ) and the frequency spectrum 

resolution ( rf ) is summarised in Table 4.1. The equivalent sampling frequency for the 

downsampling factor of δ is (2000/δ) Hz in Table 4.1. It should be noted that the 

downsampling factor of 1 is equivalent to the dense sampling. As Table 4.1 shows, the 

estimation latency increases as the downsampling factor increases and the value of 

frequency spectrum resolution decreases. Therefore, the frequency spectrum resolution 

can be selected according to the required functions of the meter, e.g. if the aim of the 

measurement is to estimate harmonics (multiples of 50 Hz) the bottom row of the Table 

4.1 can be referred to. If the aim of estimation is to produce high resolution frequency-

domain analysis, a high frequency resolution will be assigned in the MGS model. For 

example, from a statistical frequency-domain point of view based on high resolution 

spectral estimation, the voltage flicker can be measured by extracting interharmonics 

[180]. Therefore, the frequency resolution of 5 Hz will be assigned in the MGS model. 
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Figure 4.10. Case 3: Non-stationary load and estimation latency 

Non-stationary current waveform. 
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Figure 4.11. Case 3: Non-stationary load and estimation latency  

Non-stationary voltage waveform.  
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Figure 4.12. Case 3: Non-stationary load and estimation latency 

(a) fundamental frequency voltage amplitude estimations at the downsampling factors 

of 19 and 3 

(b) third harmonic voltage amplitude estimations at the downsampling factors of 19 and 

3.  
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Figure 4.13. Case 3: Non-stationary load and estimation latency  

(a) fifth harmonic voltage amplitude estimations at the downsampling factors of 19 and 

3 

(b) seventh harmonic voltage amplitude estimations at the downsampling factors of 19 

and 3. 
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Figure 4.14. Case 3: Non-stationary load and estimation latency  

(a) fundamental frequency current amplitude estimations at the downsampling factors of 

19 and 3 

(b) third harmonic current amplitude estimations at the downsampling factors of 19 and 

3.  
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Figure 4.15. Case 3: Non-stationary load and estimation latency 

(a) fifth harmonic current amplitude estimations at the downsampling factors of 19 and 

3 

(b) seventh harmonic current amplitude estimations at the downsampling factors of 19 

and 3. 
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Figure 4.16. Case 3: Non-stationary load and estimation latency 

Active power estimation at the downsampling factors of 19 and 3.  

 

 

 

 

TABLE 4.1. ESTIMATION LATENCY FOR DIFFERENT DOWNSAMPLING FACTORS (δ) AND 

SPECTRAL ESTIMATION FREQUENCY RESOLUTIONS (fr). 

 
Down sampling factor ( δ ) 

1 3 7 9 11 13 17 19 

F
re

q
u

en
c
y
 

re
so

lu
ti

o
n

 (
f r

 H
z)

  5 0.20 s 0.60 s 1.40 s 1.80 s 2.2 s 2.6 s 3.40 s 3.80 s 

10 0.10 s 0.30 s 0.70 s 0.90 s 1.1 s 1.3 s 1.7 s 1.90 s 

25 0.04 s 0.12 s 0.28 s 0.36 s 0.44 s 0.52 s 0.68 s 0.76 s 

50 0.02 s 0.06 s 0.14 s 0.18 s 0.22 s 0.26 s 0.34 s 0.38 s 
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4.3.3. Real-Time Implementation 

The real-time implementation results for the proposed MGS estimation algorithm are 

presented in this section. The proposed MGS estimation algorithm has been 

implemented on a DS1104 R&D digital control board [136]. The voltage waveforms are 

produced by a programmable power supply [181]. The current is sensed by a current 

transducer [182], and the voltage is sensed by a voltage transducer [138]. Figure 4.17 

shows the schematic of the experimental setup. Some of existing metering equipment, 

such as ADE5166/ADE5169/ADE5566/ADE5569 energy measurement ICs, digitizes 

the voltage and current waveforms via a high resolution sigma-delta analogue to digital 

converter (ADC). This ADC outputs a signed, two’s complement, 24-bit data-word 

[183]. The ADC, which is provided for DS1104, outputs a 12-bit signed word in the 

parallel mode and a 16-bit signed word in the multiplex mode [136]. Since 

instantaneous current and voltage waveforms should be captured simultaneously, the 

parallel mode with the ADC resolution of 12-bit has been used. The genuine accuracy 

of the proposed estimation method without the contribution of ADCs’ resolution is 

presented in the previous section where the simulation results are presented. 

The fundamental frequency is 50 Hz, the fundamental frequency rms voltage is 

240 V. The sampling frequency is 2000/19=105.2632 Hz. It may be confusing that 

producing this sampling frequency needs a DSP with high resolution on the sampling 

frequency. However, practically, the resolution on the sampling time steps is the main 

factor. 105.2632 Hz sampling frequency is simply the equivalence of capturing one 

sample out of every 19 samples from a signal which have been sampled at 2 kHz. In 

other words, by setting the sampling interval at 19/2000=9.5 ms, the estimation will be 
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carried out at 105.2632 Hz sampling frequency. Since the time step resolution of the 

DS1104 board is 0.05 ms, it can easily produce the 9.5 ms time step. The MGS model 

order is chosen to be 128N =  according to the hardware and DSP limitations. This 

choice of model order can estimate phasors up to 640 Hz with the frequency resolution 

of 5 Hz. The estimation vector includes 2 128 1 257× + = elements in which 2 128 256× =

elements are used to estimate the in-phase and quadrature components and one element 

is used for dc component removal. In addition to the estimation vector, two error 

functions ( ( )MGSe k and ( )MGSe k′ ) are also used in the MGS algorithm. At the DSP 

implementation level, the proposed MGS algorithm requires 2 128 1 2 259× + + =  real 

multiplications and 259 real additions. The same estimation will be achieved by using 

either an FFT or a DFT algorithm for which the computational effort will be discussed 

next. The sampling frequency in the following discussion is the minimum required 

sampling frequency to have the bandwidth of 640 Hz (according to the Nyquist 

theorem) which is solely used to discuss the arithmetic operations of the FFT and the 

DFT algorithms. To have the same bandwidth (128 5 640× =  Hz) and frequency 

resolution (5 Hz) by using the FFT algorithm, a 2 128 256× = -point FFT algorithm is 

required. The aforementioned number of points (
8256 2= ) and frequency resolution 

(5 Hz) dictate the sampling frequency of 256 5 1280× =  Hz. This is also the minimum 

sampling frequency to have the bandwidth of 640 Hz according to the Nyquist theorem. 

A 256-point FFT algorithm requires ( ) 2256/ 2 log 256 1024=  complex multiplications 

and 2256log 256 2048=  complex additions according to the well-known radix-2 

Cooley-Tukey FFT algorithm [5]. It should be noted that the number of points for the 
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radix-2 Cooley–Tukey FFT algorithm should be a power of 2. However, at the DSP 

implementation level, a complex number should be decomposed into its real and 

imaginary parts. Therefore, in fact, the FFT algorithm requires 2 1024 2048× =  real 

multiplications and 2048 2 4196× =  real additions. The DFT algorithm, at the sampling 

frequency of 1280 Hz, requires 1280 / 5 2 512× =  real multiplications and 

( )2 256 1 510× − =  real additions to extract every single frequency component at 5 Hz 

frequency resolution (which means a window of samples over a 200 ms time-slot 

according to IEC Standard 61000-4-7). Therefore, the DFT algorithm requires 

128 512 65536× = real multiplications and 128 510 65280× = real additions to cover the 

640 Hz bandwidth with the frequency resolution of 5 Hz. The recursive implementation 

of the DFT algorithm requires 2 128 256× =  real multiplications and 512 real additions 

to produce the same results. However, the recursive DFT algorithm is sensitive to the 

frequency variations and requires windowing and interpolation if the power system 

frequency changes [172], [184], [63]. On the other hand, the frequency is considered as 

a parameter which can be fed into the proposed MGS algorithm since it is a curve-

fitting algorithm. 
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Figure 4.17. Schematic of the laboratory setup for real-time implementation. 
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4.3.3.1. Case 4: Quasi-Stationary Third Harmonic 

Variation 

A 3rd harmonic fluctuating current waveform has been emulated according to one of 

the IEC Standard 61000-4-7 examples [57]. The 3rd harmonic voltage is produced by the 

programmable power supply. The produced voltage is connected to a 265 Ω resistor. 

The current is sensed by a current transducer to provide a signal for the digital control 

board input. Figure 4.18 presents the current waveform captured at the current 

transducer output terminal which shows a dc offset in the sensor output. Figure 4.19 

shows an undersampled version of the current sensor output. Since the proposed model 

allocates one of the estimation vector elements for dc component estimation, it tracks 

the dc offset which has been added by the transducer internal operation as can be seen in 

Figure 4.20. The total expected rms value rmsI
 
is defined as [57]: 

( )
2

1

1
( )

rmsN

rms

rms l

I d l
N =

= ∑  (4.20) 

where rmsN  is the number of samples in one period of the event which are used for 

the calculation of rms value. Figure 4.21 shows the third harmonic group rms ( 3C ) 

estimation. The expected rms current value which is obtained by using eqn. (4.20) at 

20 kHz sampling frequency is 0.6322 A and the smooth rms value calculated at 

105.2632 Hz sampling frequency is 0.644 A which shows a –1.83 % error. The reason 

to use the 20 kHz sampling frequency to produce the expected rms value is that the 

DS1104 limit for the sampling frequency is 20 kHz based on our experiment in the 

laboratory. Since the sampled current waveform at 20 kHz is closer to the actual 

analogue current waveform, the rms calculation at this sampling rate has been used as 
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the best existing reference to compare it with the estimated value. Figure 4.22 shows the 

spectral estimation and the third harmonic group which is used to estimate the rms 

current value. 
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Figure 4.18. Case 4: Quasi-stationary third harmonic variation 

Instantaneous current waveform sensed by a current transducer and captured by DS1104 

at the sampling frequency of 20 kHz. 
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Figure 4.19. Case 4: Quasi-stationary third harmonic variation 

Instantaneous current waveform sensed by a current transducer and captured by DS1104 

at the sampling frequency of 105.2632 Hz. 

 

 

 
Figure 4.20. Case 4: Quasi-stationary third harmonic variation 

The dc offset estimation from the current transducer output signal (at 105.2632 Hz 

sampling frequency). 
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Figure 4.21. Case 4: Quasi-stationary third harmonic variation  

Third harmonic group rms voltage C3 estimation (at 105.2632 Hz sampling frequency). 

 

 

 

Figure 4.22. Case 4: Quasi-stationary third harmonic variation  

Spectral estimation (at 105.2632 Hz sampling frequency). 
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4.3.3.2. Case 5: Harmonics Estimation 

The programmable power supply used for real-time implementation is able to produce 

harmonics but cannot produce any interharmonic and this is a hardware limitation in 

this research. The power supply is programmed to produce a voltage waveform based 

on the IEC Standard 61000-4-13 definition for the third class test level as presented in 

Table 4.2 [146]. The produced voltage waveform which is captured by a digital 

oscilloscope at 250 kHz sampling frequency is shown in Figure 4.23 and its 

undersampled version which is captured at 105.2632 Hz sampling frequency by DS1104 

is shown Figure 4.24. Table 4.2 presents the harmonics estimation results. It should be 

considered that the reference values in this table are the values which have been used to 

program the power supply. However, the power supply control system may show some 

errors to follow these reference values. This is a part of uncertainty in conducting the 

experiment. In addition, the noise created by the sensors and the power electronics 

switches may contaminate the samples as can be seen in Figure 4.23 . 
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Figure 4.23. Case 5: Harmonics estimation 

Line-to-neutral instantaneous voltage waveform which is captured by a digital 

oscilloscope at the sampling frequency of 250 kHz. 

 

 

Figure 4.24. Case 5: Harmonics estimation  

Undersampled line-to-neutral instantaneous voltage waveform which is captured by 

DS1104 at 105.2632 Hz sampling frequency. 
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TABLE 4.2. CASE 5: HARMONICS ESTIMATION. 

Harmonic 

order 

Reference 

rms value (V) 

Estimated 

rms value(V) 

Reference phase-

angle (degrees) 

Estimated phase-

angle (degrees) 

1 50.0 49.9217 0.0 0.0 

2 2.5 2.4819 30.0 30.1 

3 4.5 4.4618 45.0 45.3 

4 1.0 0.9758 60 60.5 

5 6.0 5.7771 60 60.5 

7 5.0 4.6598 90.0 91.1 

9 2.0 1.7961 120.0 122.0 
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4.3.3.3. Case 6: Desktop Personal Computer Load 

The total current of a desktop personal computer (PC) and a liquid crystal display 

(LCD) monitor is captured to estimate the fundamental frequency current amplitude, 

active power and reactive power. The voltage waveform of the outlet to which the PC 

and LCD are connected has also been captured. The estimation has been done by using 

two MGS algorithm implementation options from Table 4.1. The MGS algorithm has 

been implemented for the downsampling factor of 19 (the sampling frequency of 

2000/19 Hz) with the frequency resolution of 50 Hz (multiples of 50 Hz) and the dense 

sampling (the sampling frequency of 2 kHz) with the frequency resolution of 5 Hz 

(multiples of 5 Hz). IEC Standard 61000-4-7 recommends the sliding window DFT 

method, which uses a sliding window with the fixed length of 200 ms for 50 Hz power 

systems, for harmonics/interharmonics estimation. The 200 ms sliding window DFT 

algorithm has been implemented in this case for comparison. The dense sampling at 

2 kHz is used for the sliding window DFT algorithm to avoid delays due to 

downsampling. Figure 4.25 and Figure 4.26 show the captured current and voltage 

waveforms. Figure 4.27, Figure 4.28, Figure 4.29, and Figure 4.30 show the estimated 

fundamental frequency current amplitude, voltage amplitude, active power, and reactive 

power respectively. The total active energy estimations, for the snapshot of Figure 4.29, 

by the DFT algorithm, the MGS algorithm at the downsampling factor of 19 with 50 Hz 

frequency resolution, and the dense sampling MGS algorithm with 5 Hz frequency 

resolution are respectively 2184.6 [W×second], 2185.9 [W×second], and 2171 

[W×second]. The total reactive energy estimation, for the snapshot of Figure 4.30, by 

the DFT algorithm, the MGS algorithm at the downsampling factor of 19 with 50 Hz 
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frequency resolution, and the dense sampling MGS algorithm with 5 Hz frequency 

resolution are respectively 775.3−  [VAr×second], 786.4− [ VAr×second], and 772.2−  

[VAr×second]. 

 

 

Figure 4.25. Case 6: Desktop personal computer load 

(a) current waveform 

(b) a magnified section of the current waveform.  
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Figure 4.26. Case 6: Desktop personal computer load  

(a) phase-to-neutral voltage waveform 

(b) a magnified section of the phase-to-neutral voltage waveform. 

 

 

Figure 4.27. Case 6: Desktop personal computer load  

The fundamental frequency current amplitude estimation.  
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Figure 4.28. Case 6: Desktop personal computer load  

The fundamental frequency voltage amplitude estimation. 

 

 

 

 

Figure 4.29. Case 6: Desktop personal computer load  

Active power estimation. 
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Figure 4.30. Case 6: Desktop personal computer load  

Reactive power estimation. 

 

4.4. Extending the Undersampling Concept for 

Synchrophasor Estimation in Wide-Area 

Measurement Systems 

Recent developments in wide-area measurements systems (WAMSs) present 

opportunities for more applications to utilize them to improve flexible AC transmission 

system (FACTS) controllers performance [37], voltage security [38], state estimation 

[39], wind generation integration to power transmission systems [40], power system 

model validation [41], and protection schemes [42]. In principle, WAMSs rely on 

phasor measurement units (PMUs) to collect synchrophasor data across the transmission 

network. 

Moreover, power flow may become bidirectional within distribution networks and 
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upstream transmission systems under the smart grid paradigm due to high penetration of 

distributed generation [185], [99]. PMU applications at distribution level offer a higher 

visibility to manage power flows through fault event monitoring [186], synchronous 

harmonics detection [187], state estimation [188], and islanding detection [152]. 

However, communication delays [189], [190], inter-operation of a multi-supplier 

PMU system [191], PMU installation cost [162], and system reliability [192] are some 

of the technical challenges in realizing real-time WAMSs applications in power 

systems. 

The communication link delays, which range from 100 ms for fibre optics to 700 ms 

for satellite links, are generally attributed to the fixed delay, data rate, propagation 

delay, and random delay jitters [190]. The delays associated with data rate will be 

continually changing as utilities move towards using state-of-art technologies such as 

fibre optics and broadband services [193]-[195].  

A number of techniques have also been proposed to compensate for the delays 

associated with the limitation on data rate including application of the predictor-

corrector [37] and the power oscillation damping (POD) [196]. 

Phase-angle estimation accuracy [197], different methods used by individual vendors 

for data windowing, input filtering, phasor calculation, and anti-aliasing filter phase-

shift compensation are challenges of interoperability even considering the most 

fundamental parts of WAMSs being the PMUs [191], [195], [198]. 

The PMU installation cost ranges between $10k to $70k depending upon the utility, 

location, and availability of communications [162]. Alternative sources of 

synchrophasor measurement can be digital distance relays since the additional cost 
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associated with equipping a distance relay with synchrophasor detection is negligible 

when compared with an ordinary digital relay [199]. However, since time 

synchronization is the secondary function of global positioning system (GPS), both 

PMUs and digital relays are at the mercy of service provided for the primary navigation 

functions of GPS to receive reliable synchronization on a wide bandwidth in the long-

term [145]. 

The objective of this section is to propose a new synchrophasor estimation technique 

based on direct transfer of waveform samples over the communication link to the 

control/data centre, where the synchrophasor estimation task is performed. In the 

proposed technique, the transferred data are time-tagged with respect to the 

communication link time reference which can be finally synchronized to a common 

time reference e.g. universal time coordinate (UTC). The concept of staggered 

undersampling has also been extended to estimate the synchrophasors from the samples 

which have been collected at the communication link data rate. The extended staggered 

undersampling technique reduces the estimation latency of conventional staggered 

undersampling. 

The advantages of this technique are bypassing the DSP clock synchronization errors 

and preserving time-domain characteristics (e.g. phase-angle and frequency). The 

presented technique, which relies on the communication link time-tagging, also lays the 

basis of a bottom-up approach to gain an insight into the transmission system events by 

observing the distribution network under the bidirectional power/data flow smart grid 

paradigm [101]. Its implementation requirements are what the residential area 

broadband internet services can already offer, e.g. event detection  and frequency 
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estimation described in [186], [200]. As an example, the national broadband network 

(NBN) will be developed mainly on fibre optics communications across Australia [201]. 

Since the fibre optics can deliver reliable synchronism at the accuracy of 1µs or better, it 

meets the IEEE Standard C37.118 criterion as a source of time-tagging [145]. 

4.4.1. Synchrophasor Definition 

The synchrophasor representation s
X  of a the waveform ( )

k
d t  is the complex value 

in the following form [145]: 

s r iX X jX= +  (4.21) 

cos( )
2

m
r s

X
X ϕ=  (4.22) 

sin( )
2

m
i s

X
X ϕ=  (4.23) 

The time-domain waveform ( )
k

d t for which s
X  is the phasor representation is defined 

as follows: 

( ) cos( )k m o k sd t X tω ϕ= +  (4.24) 

where  

k s
t kT=  is the discrete time instance of observation 

k  is the sampling index 

s
T  is the sampling period 

o
ω  is the power system angular frequency, and  

/ 2mX  is the rms value of waveform ( )
k

d t  
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sϕ  is the instantaneous phase-angle relative to a cosine function at nominal system 

frequency synchronized to UTC.  

This angle is defined to be 0° when the maximum of x occurs at the UTC second 

rollover (1 pulse per second (PPS) time signal), and -90° when the positive zero 

crossing occurs at the UTC second rollover. 

Synchrophasor measurements shall be synchronized to UTC with accuracy sufficient 

to meet the accuracy requirements of IEEE Standard C37.118 [145]. The system must 

be capable of receiving time from a highly reliable source which can provide sufficient 

time accuracy to keep the total vector error (TVE) within the ±1% limits [145]. 

Therefore, the time reference of the PMU should be synchronized with UTC to extract 

the correct phase-angle sϕ  from x . 

The most common technique for determining the phasor representation of an input 

signal is to use data samples taken from the waveform and apply the DFT to compute 

the phasor [162]. The DFT can be used to estimate the values of r
X  and i

X  for which 

their relationship with sϕ  and m
X  is defined by (4.22) and (4.23). 

If the difference between the DSP internal clock and UTC is 
d

T , ˆ
rX  and ˆ

iX  will be 

calculated by using DFT as follows: 

( )
1

ˆ  ( ) cos ( )
2 2

ok N
o

r k o k d
ks

X d t t T
T

ω
ω

π

− +

= −∑  (4.25) 

( )
1

ˆ  ( )sin ( )
2 2

ok N
o

i k o k d
ks

X d t t T
T

ω
ω

π

− +

= − −∑  (4.26) 

where ˆ
rX  and ˆ

iX  are estimates of r
X  and iX  respectively. ( )2 /o o sN Tπ ω= . 
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Equations (4.25) and (4.26) are simplified according to the trigonometric identities as 

follows: 

ˆ  cos( )
2

m
r s o d

X
X Tϕ ω= +  (4.27) 

ˆ  sin( )
2

m
i s o d

X
X Tϕ ω= +  (4.28) 

As seen from (4.27) and (4.28), the estimated phase-angle is offset by ( )o dTω . The 

values of ˆ
rX  and ˆ

iX  only estimate the correct corresponding values for 
r

X  and 
i

X  if 

d
T  becomes zero. When the PMU clock is synchronized to UTC, d

T  becomes zero and 

phase-angle estimation is correct. The synchronization is achieved by using a sampling 

clock which is phase-locked to the one-pulse-per-second signal provided by a GPS 

receiver. The receiver may be built in the PMU, or may be installed in the substation 

and the synchronizing pulse distributed to the PMU and to any other device which 

requires it [162]. Therefore, onsite synchrophasor estimation accuracy depends on how 

precise the time synchronism is performed at the PMU or substation location. This 

poses a real challenge for interoperability in multi-supplier PMU systems [191]. 

4.4.2. Extended Staggered Undersampling for 

Synchrophasor Detection 

The proposed synchrophasor detection technique is based on direct transfer of 

instantaneous waveform samples through the communication link. The synchrophasor 

detection is carried in the control/data centre. 

Although the limitation on the data rate portrays a delay in the time-domain [190], it 
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is seen as slow sampling observation of an event from the frequency-domain 

perspective in the proposed technique. The main idea is to collect the samples of 

voltage/current waveforms at the communication link data rate and time-tag them 

according to the communication system time reference to perform the synchrophasor 

estimation at the control/data centre. The advantage of this approach is that the time 

synchronization is not required at the point of measurement but the synchronization 

happens once at the control/data centre. 

Although the dedicated WAMS infrastructure typically uses a data rate of 25 to 60 

samples per second (25-60 Hz) [37], [145], the sampling frequency to extract a phasor 

from a 50 Hz waveform should be higher than 100 Hz (100 samples per second) 

according to the Nyquist-Shannon theory. Therefore, using the communication link data 

rate requires considering an undersampling technique to avoid the aliasing phenomenon. 

The delays associated with phasor and frequency estimation from an undersampled 

waveform have been characterised in Section 4.3.2.3 of this chapter. 

The challenges to extract synchrophasors from waveform samples captured at the rate 

of communication link are considering the effect of time reference and reducing the 

delay of undersampled phasor detection as the following subsections will discuss. 

4.4.2.1. Effect of Time Reference 

As mentioned in Section 4.4.1, synchrophasors detection depends on the correct time 

reference. This subsection presents the mathematical justification to show that the 

instantaneous waveform of fundamental frequency component reconstructed by the 

DFT technique carries the correct phase-angle independently of the time reference of 
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the DSP. The same concept but a different technique has recently been proposed for 

distribution level synchrophasor monitoring in [152]. 

The instantaneous waveform of fundamental frequency component can be reproduced 

by using values of ˆ
rX  and ˆ

iX  at the point of measurement where there is a time 

difference of d
T  between the DSP clock and UTC as follows: 

( ) ( )( )ˆ ˆ ˆ2 cos ( ) sin ( )
r o k d i o k d

d X t T X t Tω ω= − − −  (4.29) 

where d̂  is the estimate of ( )
k

d t . Substituting ˆ
rX  and ˆ

iX  from (4.27) and (4.28) 

results in the following equation: 

( ) ( )ˆ cos( )cos ( ) sin( )sin ( )m s o d o k d m s o d o k dd X T t T X T t Tϕ ω ω ϕ ω ω= + − − + −

 
(4.30) 

Simplifying the above equation by applying the angle sum identity results in : 

( )ˆ cos
m o k o d s o d

d X t T Tω ω ϕ ω= − + +  (4.31) 

and therefore: 

( )ˆ cos
m o k s

d X tω ϕ= +  
(4.32) 

Comparing (4.32) with (4.24) shows that they are identical. Therefore, the reproduced 

waveform d̂  has the same rms value and phase-angle as the original waveform ( )
k

d t  

independent of the DSP time reference. This property allows direct estimation of phase-

angle and rms values from the waveform samples collected from the point of 

measurement without onsite synchronization of the DSP clock to UTC. If samples are 

collected and time-tagged based on the communication system clock, the only place 

which requires synchronization to UTC is at the centre which performs the control and 
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monitoring procedures. This approach bypasses the errors associated with synchronizing 

the DSP clock to UTC. This is beneficial especially in the case of multi-device/multi-

supplier systems since the samples of d̂  provided by PMUs, remote terminal units 

(RTUs), intelligent electronic devices (IEDs), and digital relays carry the correct phase-

angle and rms values whether their time reference is synchronous to UTC or not. 

4.4.2.2. Extended Staggered Undersampling 

Since the rate at which the waveform samples can be transferred to the control/data 

centres is considerably below what Nyquist-Shannon theory requires, the extended 

staggered undersampling is proposed for synchrophasor estimation in this chapter. 

Consider a periodic waveform at the power system fundamental frequency of o
f . It is 

assumed that harmonics higher than ( )/ 2 1oN −  have been completely eliminated by a 

pre-filtering stage. Therefore, the sampling frequency of 
oN o o

f N f=  can be used 

according to the Nyquist-Shannon theory to extract the waveform phasor. 
oN

f  is called 

the dense sampling frequency. Therefore, in the dense sampling, samples are taken 

every 1/
oN

f  seconds. One period of the densely sampled waveform is represented by 

/
oo N o

N f f=  in the discrete-time domain to perform DFT. 

The main idea in the staggered undersampling is to manipulate sparse samples of a 

waveform to obtain an equivalent set to the one obtained by dense sampling. The 

staggering undersampling is based on taking samples every /
oN

fδ  seconds such that 

δ  and oN  are mutually coprime integers. δ  is called the downsampling factor. 
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Applying the undersampling factor of δ  means that a lower sampling frequency is 

applied to estimate phasors. The undersampled values can be shuffled such that they can 

provide the image of one period of the signal [111]. The required shuffling maps the pth 

sample of the undersampled waveform to the n
th position according to the following 

equation: 

( )mod( )on p Nδ′ ′=  (4.33) 

where ( ) mod( )
o

p Nδ′  denotes the positive reminder of ( )p δ′  divided by oN . p′, n′ , 

δ , and o
N  are integer numbers. A shuffling map for the case of 2

N
f = kHz, 40oN = , 

and 7δ =  for a waveform contaminated by the third harmonic is schematically 

exemplified in Figure 4.31. 

The proposed extended staggered undersampling is based on considering the 

particular case of synchrophasor estimation from the reconstructed waveform of d̂  

which is produced by using (4.25), (4.26), and (4.29). Since the waveform of d̂  only 

contains the fundamental frequency, choosing 4
o

N =  is applicable to define the dense 

sampling frequency of 4
oN o

f f= . The downsampling factor δ  can be any odd integer 

i.e. { }3,5,7,δ ∈ ⋯ . Using an undersampled waveform for real-time estimation will 

introduce an estimation delay proportional to the downsampling factor as discussed and 

characterized in Section 4.3.2.3. The delay associated with the downsampling factor of 

δ  is 
o

f

δ
seconds for phasor estimation according to Table 4.1. 
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Figure 4.31. (a) Voltage waveform contaminated with the 3rd harmonic 

(b) undersampled unshuffled waveform 

(c) shuffled map of undersampled waveform. 
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Therefore, although using a bigger downsampling factor reduces the required data 

rate, it creates a bigger delay which degrades the time-resolution for event detection. 

The introduced extended staggering undersampling technique presents a solution to 

reduce the estimation delay. 

The index map of (4.33) can be rewritten in the following form for the specific case of 

4oN = ; 

( ) mod(4)n p δ′ ′=  (4.34) 

This mapping presents a one-to-one relationship [111]. Proof of this one-to-one 

relationship will be revisited next by extending the concept of staggered undersampling. 

Consider two values of 1p′  and 2p′  which are hypothetically mapped to the same 

position of n′  as follows: 

1

2

( ) mod(4)

( ) mod(4)

n p

n p

δ

δ

′ ′=


′ ′=
 (4.35) 

Therefore: 

1 2( )mod(4) ( ) mod(4)p pδ δ′ ′=  (4.36) 

1 2( ) mod(4) 0p pδ δ′ ′− =  (4.37) 

Since δ  is an odd integer and the solution space ( SP ) for both 1p′  and 2p′  is 

{ }1,2,3,4SP = , the only solution for (4.37) is that 1 2p p′ ′= . This proves that the 

undersampling and the subsequent shuffling map are in a one-to-one relationship. 

To extend the concept, (4.37) can be rewritten as: 

1 2( ) 4p p Qδ′ ′ ′− =  (4.38) 

and reconfigured as: 
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1 2( ) 2
2

p p Q
δ

′ ′ ′− =  (4.39) 

where Q′  is an integer number which fits in the above equality. Eqn. (4.39) is indeed 

another presentation of (4.37) which has the same solution over SP . Since the solution 

1 2p p′ ′=  is the only solution for (4.37) over SP , this solution is valid over any subset of 

SP . { }1 1,2SP =  is a subset of SP  on which the solution 1 2p p′ ′=  is also valid. 

Therefore, solving (4.39) is equivalent to solving the following equation set over 1SP : 

1

2

( ) mod(2)
2

( ) mod(2)
2

n p

n p

δ

δ


′ ′=


 ′ ′=


 
(4.40) 

Interpretation of the above equation set is that the undersampling factor is 
2

δ
 for the 

signal representation by 2oN =  samples. In other words, the undersampling can be 

carried out for the dense sampling frequency of '

2
2

o
o

N o o o
N

f N f f
=

= =  and the 

undersampling factor of 
2

δ
δ ′ =  if δ  is an odd integer. The only solution for (4.40) is 

the same solution for (4.37) which is 1 2p p′ ′= . Therefore, the undersampling and 

shuffling map create a one-to-one relationship. 

This justification means that the downsampling factor can be reduced to half of any 

odd integer number i.e. 
3 5 7

, , ,
2 2 2

δ
 

′∈ 
 

⋯  under the following conditions: 

(1) the waveform is band-limited to o
f ; and, 
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(2) the dense sampling frequency is ' 2
oN o

f f= . 

Since waveform of d̂  has been pre-filtered and only contains the fundamental 

frequency component, it meets the former requirement. Therefore, sampling d̂  every 

2
o

f

δ ′
 seconds meets the requirements to apply the proposed extended staggered 

undersampling. Application of the fractional undersampling factor δ ′  reduces the 

phasor estimation delay to half of what would be imposed by the integer downsampling 

factor δ . 

4.4.2.3. Proposed Synchrophasor Detection Technique 

The data massage format for synchrophasor applications is defined by the IEEE 

Standard C37.118 which allocates 4 bytes to each synchrophasor in the rectangular 

format [145]. The first two bytes contain the real part of the phasor r
X  and the second 

two bytes contain the imaginary part i
X . Figure 4.32 (a) shows the data frame when 

the synchrophasor is estimated onsite and transferred over the communication link. 

Figure 4.32  (b) shows the proposed technique of transferring the waveform samples 

of d̂  through the communication link to the control/data centre where c
t  is the 

communication network time reference which is used to time-tag the waveform 

samples. It should be noted that the proposed technique of Figure 4.32  (b) occupies the 

same space in the data frame as Figure 4.32  (a). Therefore, both techniques can be 

compared based on the same data rate of transfer over the communication link. 

The proposed method accommodates two consecutive undersampled values of d̂  in 
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the data frame instead of 
r

X  and 
i

X . If the communication link collects the samples 

of d̂  every 
o

f

δ ′
 seconds, the undersampling process can be carried out every 

2
o

f

δ ′
 

seconds because two samples of d̂  can be transferred per data frame according to 

Figure 4.32  (b). 

r
X

i
X

ˆ( )
2

c

o

d t
f

δ ′
− ˆ( )cd t

 

Figure 4.32. (a) Synchrophasor detection IEEE Standard C37.118 

(b) Proposed technique to utilize the communication link to transfer samples of d̂  to the 

data centre. 
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4.4.3. Simulation Results 

4.4.3.1. Case 7: Numerical Simulation 

 

Figure 4.33 (a) shows a voltage waveform which includes 20% third and 10% fifth 

harmonics. The amplitude of the waveform changes from 1 p.u. to 1.1 p.u. and its 

phase-angle changes from 45 degrees to 60 degrees. The staggered undersampling 

factor of 3 and extended staggered undersampling factor of 1.5 have been used to 

estimate amplitude and phase-angle as presented in  

Figure 4.33 (b) and (c). As seen, the proposed extended staggered undersampling 

techniques shows less estimation latency compared to the conventional staggered 

undersampling technique. 
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Figure 4.33. Case 7: Numerical simulation  

(a) voltage waveform 

(b) amplitude estimation 

(c) phase-angle estimation. 
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4.4.3.2. Case 8: MATLAB-Simulink Simulation 

Figure 4.34 shows the IEEE 14-bus test system [202] which has been simulated in 

MATLAB-Simulink. The communication link reports the PMU estimates every 30 ms. 

Therefore, matching the proposed extended staggered undersampling technique requires 

considering 0.03
50

δ ′
=  and 1.5δ ′ =  for the fundamental frequency of 50 Hz. A single-

phase-A-to-ground fault is cleared on the line between buses 2 and 4 for which the 

current waveforms are shown in Figure 4.35. Figure 4.36 shows the rms values of 

voltage at buses 4 and 5. The voltage phase-angle of bus 5 with respect to bus 4 is also 

presented in Figure 4.36 (c). The current rms flowing from bus 3 to bus 4, current rms 

flowing from bus 4 to bus 5, phase-angle of current flowing from bus 3 to bus 4 with 

respect to bus 4, and phase-angle of current flowing from bus 4 to bus 5 with respect to 

bus 4 are presented in Figure 4.37. As seen, both PMU and extended staggered 

undersampling estimate the same steady-state values of rms and phase-angle although 

their estimation transition trajectories are different. 
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Figure 4.34. Case 8: MATLAB-Simulink simulation  

IEEE 14-bus test system. 

 

 
Figure 4.35. Case 8: MATLAB-Simulink simulation of phase-A-to-ground fault 

Three-phase current waveforms flowing from bus 2 to bus 4. 
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Figure 4.36. Case 8: MATLAB-Simulink simulation of phase-A-to-ground fault 

(a) voltage rms at bus 5 

(b) voltage rms at bus 4 

(c) phase-angle of bus 5 voltage with respect to bus 4. 
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Figure 4.37. Case 8: MATLAB-Simulink simulation of phase-A-to-ground fault 

(a) current rms flowing from bus 3 to bus 4 

(b) current rms flowing from bus 4 to bus 5 

(c) phase-angle of current flowing from bus 3 to bus 4 with respect to bus 4 

(d) phase-angle of current flowing from bus 4 to bus 5 with respect to bus 4. 
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4.5. Conclusion 

This chapter presented a real-time MGS technique to estimate harmonics and 

interharmonics. The proposed MGS technique has a lower computational burden on 

DSPs when compared with the DFT and the FFT algorithms. Application of the 

undersampling strategy to reduce the hardware requirement and processing power to a 

lower level has also been proposed. The proposed slow sampling MGS technique has 

been used to estimate harmonic/interharmonic components of voltage/current 

waveforms. The proposed technique has been evaluated through a selection of 

simulation studies and real-time implementation experiments. The estimation latency of 

the proposed technique in tracking non-stationary loads has been discussed and its 

computational effort is compared with that of the DFT and FFT algorithms. The 

proposed slow sampling MGS estimation technique shows comparable accuracy with 

the IEC Standard 61000-4-7 DFT method while having considerably lower computation 

burden on the DSP. The presented results prove accuracy, robustness and stable 

operation of the proposed technique in performing the assigned task of 

harmonics/interharmonics estimation. 

This chapter also presented a new synchrophasor detection technique based on 

extended staggered undersampling for WAMSs applications. Application of extended 

staggered undersampling reduces the estimation latency to half of what is associated 

with the conventional staggered undersampling. The proposed synchrophasor detection 

technique utilizes the communication link to transfer the samples of the waveform 

directly to a control/data centre in which the synchrophasor detection will be carried 

out. The proposed technique promises the benefit of using a limited bandwidth from an 
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existing communication link to monitor the events synchronously. This technique can 

be implemented by using communication networks such as broadband internet 

connections which are or will be widely available at the distribution level. The proposed 

method also bypasses the errors associated with synchronising the DSP floating clock 

with UTC since phase-angle information is preserved within the transferred samples. 

This technique can improve WAMS reliability if used as a secondary procedure for 

transmission level synchrophasor detection in case of GPS unavailability. The correct 

performance of the proposed method has been demonstrated by simulations in 

MATLAB software. 
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Chapter 5 : Slow Sampling Real-time 

Optimization Approach to Estimate 

Power System Frequency 

 

5.1. Introduction 

The task of accurate power system frequency measurement has become more 

important to control the dynamic load-generation balance due to electricity industry 

deregulation [20] and ever-increasing distributed generation (DG) penetration into the 

power grid [203], [204]. Efficient low bandwidth sensing techniques for frequency and 

phasor estimation contribute to the economical realization of the smart grid vision for 

phasor measurement units (PMUs) [17], [162], frequency disturbance recorders (FDRs) 

[18], wide-area control (WAC) and special protection scheme (SPS) [205], failure 

diagnosis [206], load-shedding and load-restoration functions [207], power quality [27], 

and accommodating renewable energy resources [208].  

The power system frequency encompasses information about the system operation 

and dynamics [17], [18]. It is a universal parameter across the entire interconnected 

power system [19]. This characteristic gives the frequency estimation the same value at 

the distribution level as it has at the transmission level to control and monitor the power 

flow [18]. Moreover, the increasing penetration of DG and plug-in electric vehicles 

(PEVs) [203] at the distribution level will transform the power flow from being almost 

unidirectional in the traditional utility environment to being bidirectional under the 

smart grid paradigm [99]. Although PMUs and FDRs have been installed in a limited 
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number [17], smart sensors and smart meters will be placed across the distribution grids 

in millions [107]. Therefore, the advent of smart sensors and meters provides an 

unprecedented access to the power grid information to control the bidirectional power 

flow and monitor the frequency at the distribution level with low-cost smart sensors. 

These metering gateways enable smart grid to perform control, diagnostics, and 

monitoring tasks through a two-way communication system in a feasible cost-benefit 

margin [99], [209]. One solution to extract power system information from a few 

observations, decrease the smart sensors’ data acquisition requirements and hardware 

cost is to reduce the rate of sampling by adopting undersampling strategies [111], [210]-

[212]. 

However, slow sampling techniques compromise the frequency estimation speed. The 

effects of delays associated with the undersampling on estimating the frequency of the 

power system have not been addressed in the technical literature comprehensively. One 

way of considering this problem is to look upon some recent dense sampling techniques 

as benchmarks in our effort to adopt a slow sampling technique. This will give us a 

sense of how fast the existing frequency estimation techniques perform. For instance, 

the well-established PLL type techniques show an average settling time of 0.2 s to track 

step frequency changes in a harmonic distorted environment [114], [49]. Reference 

[184], as another example, presents a DFT demodulation frequency estimation method 

which has been designed to comply with the endorsed requirements by the North 

American Synchrophasor Initiative (NASPI). The presented method of [184] shows a 

settling time of 0.27 s to track step frequency changes. This delay is, of course, the 

result of compromising the estimation pace to have a distortion free and stable response 
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in presence of harmonics, interharmonics, and noise contamination. 

The objective of this chapter is to introduce a slow sampling real-time power system 

frequency estimation algorithm, which can show comparable estimation speed with 

those of the aforementioned dense sampling methods. The advantage of adopting a slow 

sampling strategy is to reduce digital signal processor (DSP) requirements. Another 

important motivation behind developing this technique is to embed the FDR estimation 

task with no extra installation at the distribution level based on collecting a few 

observations of waveform samples. The introduced frequency estimation method is 

based on the Newton-type algorithm and the least squares (NTA-LS) approach which is 

applied to a window of voltage waveform samples with a specific length. The 

performance of the proposed method has been evaluated through MATLAB-Simulink 

simulation studies and real-time DSP implementation experiments. 

The rest of this chapter is organized as follows. Sections 5.2 and 5.3 describe a new 

hybrid Newton-type algorithm and least squares (NTA-LS) frequency estimation 

method and mathematical development respectively. Section 5.4 reviews the 

decomposition of single-phase to orthogonal components (DSPOC) and PLL frequency 

estimation techniques. Section 5.5 includes the simulation study results. Section 5.6 

presents the real-time implementation results and evaluates field performance of the 

NTA-LS method through mimicking power system operation by using a hardware 

power system simulator and a programmable power supply. Section 5.7 concludes the 

chapter.  
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5.2. Newton-Type Algorithm and Least 

Squares Method for Power System 

Frequency Estimation 

The main idea of the proposed method is formed around the fact that the phase-angle 

of the voltage waveform changes proportionally with time during frequency drifts [145]. 

This phenomenon happens if the phasor measurement is set on the nominal power 

system frequency (50 Hz or 60 Hz). Figure 5.1 shows the fundamental frequency 

voltage phase-angle ( 1( )ktθ ) with respect to time where df  is the frequency drift from 

the nominal power system frequency.  

dt

( )1 kd tθ

( )1 ktθ

( )1( )
2

k
d k

d t
f t

dt

θ

π
=

 

Figure 5.1. Principle of frequency estimation from the phase-angle. 

 

As it is shown in Figure 5.1, the simplest way to extract the frequency drift is to 

differentiate the phase-angle 1 ( )ktθ  with respect to time. The DFT-based demodulation 

techniques adopt this path [25]. Another option is to use the PLL technique which 

applies a loop filter and the gradient search method to estimate the slope of the phase-

angle [19], [114], [49]. However, the PLL shows some delays because of the loop low-

pass filter (LPF) time constant [49]. 
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The method proposed in this chapter is based on estimating the phase-angle 1( )
k

tθ  by 

using the Newton-type algorithm (NTA) and, then, extracting the frequency drift based 

on the least squares (LS) minimization technique [132]. The LS algorithm estimates the 

1( )
k

tθ  slope which is 2π  times the frequency drift. A peak notch filter is used as a pre-

filtering stage to separate the fundamental frequency component which is of interest to 

estimate the power system frequency. This pre-filtering stage also helps to reduce the 

digital signal processor (DSP) arithmetic operation by rejecting harmonics. Figure 5.2 

shows the magnitude and phase response of the peak notch filter with the centre 

frequency of 50.0 Hz respectively. The peak notch filter is a cascade six-order 

Butterworth filter with bandwidth of 10 Hz. This bandwidth allows estimation of 

frequency according to the requirements of IEC Standard 61000-4-30 [176]. 
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Figure 5.2. (a) Magnitude response of the peak notch filter 

(b) Phase response of the peak notch filter. 
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The fundamental frequency line-to-neutral voltage at a given power system node 

which is sampled at the kth instance is defined as [32]-[34]: 

( )( ) ( )NTA NTA kv k h X k ε= +  (5.1) 

where 

NTA
h  is the estimation function 

( )
NTA

X k  is a time-varying estimation vector 

k
ε  is a random noise vector. 

It should be noted that the frequency is a universal component across the power 

system so the voltage waveform ( )v k  is the phase-to-neutral waveform in the case of a 

single-phase power system or any of the phase-to-neutral voltage waveforms (phase-A, -

B, or -C) in the case of a three-phase power system. 

For the purpose of frequency estimation, the following time-varying vector is defined: 

( ) [ ( ) ( ) ( )]T
NTA NTA NTA NTAdcX k V k k V kθ=  (5.2) 

where 

( )
NTA

V k  is the fundamental frequency line-to-neutral voltage amplitude 

( )
NTA

kθ  is the fundamental frequency line-to-neutral voltage phase-angle 

( )
NTAdc

V k  is the dc offset component of the captured instantaneous voltage waveform. 

The estimation function is defined as: 

( ) ( )( ) ( ) ( )sin 2 / ( )NTA NTA NTAdc NTA o s NTAh X k V k V k f k f kπ θ= + +  (5.3) 

where 

o
f  is the power system nominal fundamental frequency and 
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s
f  is the sampling frequency. 

The sampling frequency is chosen to be 2000/7=285.71 Hz and is equivalent to the 

downsampling factor of 7 with respect to 2 kHz based on the staggered undersampling 

concept [111]. The selection of the undersampling factor is based on the estimation 

latency analysis, which was presented in Chapter 4. This selection is a trade-off between 

the estimation latency and the goal of keeping the sampling frequency at a low value. 

Choosing a smaller undersampling factor will increase the sampling frequency while 

choosing a bigger undersampling value will increase the estimation latency. 

The estimation error at the kth sample according to the generic model of (5.1) and the 

estimation function of (5.3) is calculated as: 

( )( ) ( ) ( )NTA NTA NTAe k h X k v k= −  (5.4) 

Owing to the fact that the number of unknowns in (5.2) and (5.3) is three, the error 

vector is of dimension three which is desired to converge to zero as the following 

equation states: 

( ) 3 1( ) ( ) ( 1) ( 2) 0
T

NTA NTA NTA NTA NTA
E X k e k e k e k ×= − − =    (5.5) 

where 

3 10 ×  is a 3 1×  zeros vector. 

The estimation vector at the (k+1)th sample ( ( 1)
NTA

X k + ) can be calculated by 

solving the vector equation in (5.5). Having the kth estimation vector ( ( )
NTA

X k ), there 

exists an unknown correction vector ( ( )
NTA

X k∆ ) which has to be determined so that the 

following holds true: 
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3 1( ( ) ( )) 0
NTA NTA NTA

E X k X k ×+ ∆ =  (5.6) 

The following linear expansion is obtained by using the Taylor series expansion of the 

( ( ) ( ))
MTA NTA NTA

E X k X k+ ∆  in the close neighbourhood of
 

( )
NTA

X k : 

( ) ( )( ) ( ) ( ) ( ) ( )NTA NTA NTA NTA TNA NTA NTAE X k X k E X k J k X k+ ∆ = + ∆  (5.7) 

where 

( )
NTA

J k  is the Jacobian matrix which is the 3 3×  matrix of first partial derivatives of 

the errors and is calculated as: 

( ) ( ) ( )

( ) ( ) ( )

( 1) ( 1) ( 1)
( )

( 1) ( 1) ( 1)

( 2) ( 2) ( 2)

( 2) ( 2) ( 2)

NTA NTA NTA

NTA NTA NTAdc

NTA NTA NTA
NTA

NTA TNA NTAdc

NTA NTA NTA

NTA NTA NTAdc

e k e k e k

V k k V k

e k e k e k
J k

V k k V k

e k e k e k

V k k V k

θ

θ

θ

 ∂ ∂ ∂
 

∂ ∂ ∂ 
 ∂ − ∂ − ∂ −

=  
∂ − ∂ − ∂ − 
 ∂ − ∂ − ∂ −
∂ − ∂ − ∂ − 




 (5.8) 

where: 

( )
( )

sin 2 / ( )
( )

NTA
o s NTA

NTA

e k
f k f k

V k
π θ

∂
= +

∂
 (5.9) 

( )
( )

( )cos 2 / ( )
( )

NTA
NTA o s NTA

NTA

e k
V k f k f k

k
π θ

θ

∂
= +

∂
 (5.10) 

( )
1

( )
NTA

NTAdc

e k

V k

∂
=

∂
 (5.11) 

Eqns. (5.6) and (5.7) result in the following equation to calculate
 

( )
NTA

X k∆ : 

( )( ) ( ) ( )NTA NTA NTA NTAJ k X k E X k∆ = −  (5.12) 

The above equation can be solved by defining the objective function to be the sum of 

error squares as: 
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2

2

1
( ) ( )

2

k

NTA NTA
l k

G k e l
= −

= ∑  (5.13) 

The correction vector to satisfy (5.6) and minimize (5.13) is obtained according to the 

Newton method [132] and the linear Taylor expansion model of (5.7) as: 

( )
1

2( ) ( ) ( )
NTA NTA NTA

X k G k G k
−

∆ = − ∇ ∇  (5.14) 

where 

( )
NTA

G k∇  is the gradient of the objective function. 

2 ( )NTAG k∇  is the Hessian matrix of the objective function which are calculated 

according to the error function of (5.4) and the objective function of (5.13) as follows: 

( )
2

( )
( ) ( ) ( ) ( ) ( )

( )

k
TNTA

NTA NTA NTA NTA NTA NTA
l kNTA

G k
G k e l e l J k E X k

X k = −

∂
∇ = = ∇ =

∂
∑  (5.15) 

2
2

2

2

2 2

2

2

( )
( )

( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

NTA
NTA

NTA
k k

T
NTA NTA NTA NTA

l k l k
k

T
NTA NTA NTA NTA

l k

G k
G k

X k

e l e l e l e l

J k J k e l e l

= − = −

= −

∂
∇ =

∂

= ∇ ∇ + ∇

= + ∇

∑ ∑

∑

 (5.16) 

Since the considered Taylor model of (5.7) is linear, the terms ( 2

2

( ) ( )
k

NTA NTA
l k

e l e l
= −

∇∑ ) 

on the right hand side of (5.16) become zero and the Hessian matrix 2 ( )NTAG k∇  is 

obtained as: 

2 ( ) ( ) ( )T
NTA NTA NTAG k J k J k∇ =  (5.17) 

By substituting (5.15) and (5.17) into (5.14), the following formula for the correction 

vector is obtained: 
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( )
1

( ) ( ) ( ) ( ) ( )T T
NTA NTA NTA NTA NTAX k J k J k J k E k

−
∆ = −  (5.18) 

The next iteration estimation vector is updated as: 

( 1) ( ) ( )
NTA NTA NTA

X k X k X k+ = + ∆  (5.19) 

When the power system frequency is 50.0 Hz, the estimated voltage phase-angle by 

(5.4)-(5.19) is a constant value. However, if the power system frequency changes, the 

voltage phase-angle becomes a time-varying function of the frequency drift value. Since 

the NTA fundamental frequency is set to 50 Hz, the frequency drift from 50 Hz will 

appear in ( )
NTA

kθ  as a result of the modulation effect on the phase-angle. The NTA 

estimated values for the line-to-neutral fundamental frequency voltage phase-angle (

( )
NTA

kθ ) are fed to an LS optimiser to track the instantaneous frequency drift. 

Another Taylor series estimation platform is developed to process the data in 

( )
NTA

kθ  which is based on the LS estimation model. The LS model for the time-

varying phase-angle is expressed as: 

( ) ( ) ( )
NTA c k

k k k tθ θ β= +  (5.20) 

where 

k s
t kT=  is the discrete time of observation, 

s
T  is the sampling period, 

( )kβ  estimates the frequency drift from 50.0 Hz in the power system, and 

( )
c

kθ  is the constant part of the phase-angle estimation. 

In the assembled LS problem to solve (5.20), the objective function ( ( )
LS

F k ) has the 

following form: 
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( )
21

( )
2

LS LSF k R k=  (5.21) 

ˆ( ) ( ) ( ) ( )LS LS LSR k H k k k= Γ − Θ  (5.22) 

where 

 
is the Euclidean norm function [132] 

k
Θ  is a vector which contains m consecutive estimations of the voltage phase-angle by 

the Newton method which is defined as: 

( ), , ( 1)T
k NTA NTAk k mθ θΘ = − +  ⋯  (5.23) 

where 

m is chosen to be 10 after testing different values of m to have a stable response. 

( )LSR k  is the vector of residual values ( ( )LSr l ) at the kth sample for a window of m 

data points which is defined as: 

( ) [ ( ) ( 1)]T
LS LS LSR k r k r k m= − +⋯  (5.24) 

( ) ( ) ( ) ( ) , 1
LS c l NTA

r l l l t l k m l kθ β θ= + − − + ≤ ≤  (5.25) 

where 

ˆ ( )LS kΓ  is the estimation matrix which is defined as: 

ˆ ( ) ( ) ( )T
LS c

k k kθ βΓ =     (5.26) 

( )
LS

H k  is the 2m×  partial derivatives of the residual values ( ( )
LS

r l ) at the kth sample 

which is calculated as: 

( ) ( ), , ( 1)T
LS LS LS

H k r k r k m= ∇ ∇ − +  ⋯  
(5.27) 

where 
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( )
LS

r l∇  is calculated as: 

( ) 1 , 1T
LS l

r l t k m l k∇ = − + ≤ ≤    (5.28) 

Therefore, ( )
LS

H k  is obtained as: 

1

1 1
( )T

LS
k k m

H k
t t − +

 
=  
 

⋯

⋯
 (5.29) 

ˆ ( )
LS

kΓ  is estimated by minimizing the norm of the residual vector based on the LS 

algorithm as [132]: 

( )
1

ˆ ( ) ( ) ( ) ( ) ( ) ( )
T T T

LS c LS LS LS k
k k k H k H k H kθ β

−
Γ = = Θ    (5.30) 

As it is shown in Figure 5.1, the derivative of the phase-angle ( ( )
NTA

kθ ) with respect to 

time is the frequency drift from its nominal value ( o
f ). Differentiating the Taylor series 

of (5.20) with respect to time results in: 

( ) ( )
( ) ( ( ) ( ) )

2 2 2
NTA k

d c k

t k
f k k k t

t t

θ β
θ β

π π π

∂ ∂
= = + =

∂ ∂
 

Therefore, the frequency drift ( ( )
d

f k ) is calculated as: 

( )
( )

2
d

k
f k

β

π
=  (5.31) 

The power system frequency is estimated by adding the frequency drift to the nominal 

power system frequency as follows: 

( )
k o d

f f f k= +  (5.32) 

Figure 5.3 shows the proposed NTA-LS frequency estimation algorithm where 
1

z
−

 is 

the unit delay.  
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( )( )
NTA NTA

h X k

1
z
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1z−

( 1)NTAe k −

( 2)NTAe k −

( )NTA kθ
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Figure 5.3. NTA-LS algorithm to estimate power system frequency. 
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5.3. Mathematical Development 

This section presents the mathematical analysis and applied simplifications to 

implement the proposed NTA-LS method. 

5.3.1. Newton Technique Algorithm Development 

The equation presented in (5.18) uses inversion of the Hessian matrix 

( )
1

( ) ( )T

NTA NTA
J k J k

−

. Based on the fact that
 ( )det( ( )) det ( )T

NTA NTAJ k J k= , the determinant 

of ( )( ) ( )T

NTA NTA
J k J k  is calculated as: 

2det( ( ) ( )) det( ( ))det( ( )) det( ( ))T T

NTA NTA NTA NTA NTAJ k J k J k J k J k= =  (5.33) 

where 

det( )  calculates determinant of a matrix. 

Therefore, analysing determinant of ( )
NTA

J k  indicates if the inversion can be done 

properly. det( ( ))
NTA

J k  is calculated as: 

( ) 1 1

2 2

2 2

1

sin( ) ( ) cos( )
det ( ) det

sin( ) ( 2)cos( )

sin( ) ( ) cos( )
det

sin( ) ( 2)cos( )

sin( ) ( ) cos( )
det

sin( ) ( 1)cos(

k NTA k

NTA

k NTA k

k NTA k

k NTA k

k NTA k

k NTA

V k
J k

V k

V k

V k

V k

V k

ϕ ϕ

ϕ ϕ

ϕ ϕ

ϕ ϕ

ϕ ϕ

ϕ

− −

− −

− −

−

′ ′  
=   ′ ′−  

′ ′  
−   ′ ′−  

′ ′
+

′ − 1)
k

ϕ −

  
  ′  

 (5.34) 

where 

2
( )o

k NTA

s

f k
k

f

π
ϕ θ′ = + . 

At each iteration, the voltage amplitude and phase-angle are assigned to the values 
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which have been updated through the previous estimation by (5.18) and (5.19) for three 

consecutive voltage samples to maintain the algorithm stability. Therefore, the 

following equalities hold true for the three consecutive samples which are involved in 

the estimation: 

( ) ( 1) ( 2)

( ) ( 1) ( 2)

NTA NTA NTA

NTA NTA NTA

V k V k V k

k k kθ θ θ

= − = −

= − = −
 (5.35) 

Eqn. (5.34) is rewritten as follows: 

( ) ( )

( )

( )

1 2 1 2

2 2

1 1

1 2 2

det ( ) ( ) sin( )cos( ) cos( )sin( )

( ) sin( ) cos( ) cos( )sin( )

( ) sin( ) cos( ) cos( )sin( )

( ) sin( ) sin( ) sin(

NTA NTA k k k k k

NTA k k k k

NTA k k k k

NTA k k k k k

J k V t

V k

V k

V k

ϕ ϕ ϕ ϕ

ϕ ϕ ϕ ϕ

ϕ ϕ ϕ ϕ

ϕ ϕ ϕ ϕ ϕ ϕ

− − − −

− −

− −

− − −

′ ′ ′ ′= −

′ ′ ′ ′− −

′ ′ ′ ′+ −

′ ′ ′ ′ ′ ′= − − − + −( )1)k−

 (5.36) 

and: 

1 2

2

1

2 /

4 /

2 /

k k o s

k k o s

k k o s

f f

f f

f f

ϕ ϕ π

ϕ ϕ π

ϕ ϕ π

− −

−

−

′ ′− =

′ ′− =

′ ′− =

 (5.37) 

Eqn. (5.36) is simplified into the following form by using trigonometric functions 

properties and substituting 50
o

f =  Hz and 
2000

7
sf =  Hz: 

( ) ( )

( )

det ( ) ( ) 2sin(2 / ) sin(4 / )

( ) 2sin(2 / ) 2sin(2 / )cos(2 / )

NTA NTA k o s o s

NTA o s o s o s

J k V t f f f f

V k f f f f f f

π π

π π π

= −

= −  

( )

( )
2

2 ( )sin(2 / ) 1 cos(2 / )

4 ( )sin(2 / ) sin( / )

NTA o s o s

NTA o s o s

V k f f f f

V k f f f f

π π

π π

= −

=  

24sin(0.35 )sin(0.175 ) ( ) 0.973 ( )NTA NTAV k V kπ π= =

 

(5.38) 

Therefore, determinant of the Hessian matrix will not become zero if ( ) 0
NTA

V k ≠  

during the estimation process. To avoid possible singularity in cases of abrupt changes, 
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term ( )
1

( ) ( )T

NTA NTA
J k J k

−

 will be replaced by a scalar value of 0.2 if ( ) 0
NTA

V k = . This 

conditional alteration produces enough momentum to revive the solution from 

singularity. 

5.3.2. Least-Squares Technique Development 

The second stage of the estimation technique works based on the LS estimation 

equation which uses matrix operations as presented in (5.30). This section presents a 

closed form formula for (5.30) which has been used to avoid heavy matrix operation in 

real-time. Recalling (5.30), the LS estimation vector is calculated as:  

( )
1

ˆ ( ) ( ) ( )T T
LS LS LS LS kH k H k H k

−
Γ = Θ  

The first term on the right hand side is expanded according to (5.29) as: 

1 1

1 2
1

1 1

11
1 1

( ) ( )

1

k k

lk
l k m i k mT

LS LS k k
k k m

k m l l
l k m l k m

tt

H k H k
t t

t t t

= − + = − +

− +
− +

= − + = − +

 
   

     = =           
  

∑ ∑

∑ ∑

⋯
⋮ ⋮

⋯
 (5.39) 

where 

k s
t kT=

 

1/
s s

T f= . 

The terms on the right hand side can be reduced to the following equations: 

1

1
k

l k m

a m
= − +

′ = =∑  (5.40) 
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1 1 1 1
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in which: 

1
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 (5.42) 

where the sum of integers squared which is also called square pyramid numbers is 

calculated as: 

2

1

(2 1)( 1)

6

m

l

m m m
l

=

+ +
=∑ . 

Therefore, by using (5.40)-(5.42), ( )
1

T
k k

H H
−

 is calculated as: 

( )
1

2

1
( ) ( )T

LS LS

c b
H k H k

b aa c b

− ′ ′− 
=  ′ ′−′ ′ ′−  

 (5.43) 

The same approach can be used to find a closed form for term 

( )
1

( ) ( ) ( )T T
LS LS LS

H k H k H k
−

 which results in the following alternative equations for 

(5.30), (5.32) respectively: 
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l k m

k o

b l a t l

f f
a c b

θ θ

π

= − +

′ ′− +

= +
′ ′ ′−

∑
 (5.45) 

This equation reduces the computational burden by replacing matrix inversion with 

basic math operations for real-time implementation. 

5.4. Methods for Comparison 

This section reviews the DSPOC and PLL techniques which will be implemented to 

conduct the comparative studies. 

 

5.4.1. DSPOC Algorithm to Estimate Power 

System Frequency 

The DSPOC technique has been used for power system frequency estimation in 

PMUs [184], [213]. The recursive implementation of DSPOC is used in the comparative 

studies. The recursive implementation of DSPOC, as presented in Chapter 2, is shown 

in Figure 5.4. 
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Figure 5.4. Recursive implementation of the DSPOC frequency estimation. 

 

 

5.4.2. Phase-Locked-Loop Technique 

PLL has been widely applied to estimate frequency and synchronize power 

electronics devices with grid [208], [214], [215]. The structure of a single-phase PLL 

which exists in the MATLAB-Simulink library is shown in Figure 5.5. The details of 

each component and the settings of parameters can be found in [216]. The “mod” 

function calculates the positive reminder of the integrator output with respect to 2π  in 

Figure 5.5. 
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Figure 5.5. MATLAB-Simulink single-phase PLL [216]. 

 

 

5.5. Simulation Studies 

This section presents the simulation results to evaluate the frequency estimation 

performance of the proposed NTA-LS method and compares it with the NTA, DSPOC, 

and PLL techniques. The power system nominal frequency is 50.0 Hz and the sampling 

frequency is 2000/7= 285.71 Hz. The voltage waveform has been used to estimate 

frequency. The implemented NTA is based on the NTA frequency estimation in [32], 

which was reviewed in Chapter 1. The simulations are conducted in the MATLAB-

Simulink software. 
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5.5.1. Case 1: Frequency Step Change 

In this case, a step frequency change is simulated in which the voltage frequency 

changes from 50.0 Hz to 59.0 Hz at 3.0 s. As Figure 5.6 shows, maximum steady state 

error for NTA-LS, NTA, DSPOC, and PLL are 0.002 Hz, 0.004 Hz, 0.009 Hz, and 

0.002 Hz respectively. The settling time is the time taken by the response to converge in 

to the ±5% error range in estimating the final value [184]. It should be noted that the 

final value is the value of the frequency drift from the nominal value (50 Hz or 60 Hz). 

The settling times for NTA-LS, NTA, DSPOC, and PLL are 0.248 s, 0.507 s, 0.507 s, 

and 0.528 s respectively. 

 

Figure 5.6. Case 1: frequency step change 

Frequency estimation at 285.71 Hz sampling frequency by the NTA-LS, NTA, DSPOC, 

and PLL techniques. 
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5.5.2. Case 2: Voltage Step 

This case presents the effect of voltage step on the frequency estimation. The voltage 

amplitude drops from 1.0 p.u. to 0.8 p.u., as Figure 5.7 (a) shows, while the frequency 

remains unchanged at 50 Hz. The estimated frequency is shown in Figure 5.7 (b). The 

DSPOC and NTA-LS show smaller over/undershoot than that of NTA and PLL before 

restoring to the correct value. 

 

 

Figure 5.7. Case 2: voltage step 

(a) frequency estimation at 285.71 Hz sampling frequency by the NTA-LS, NTA, 

DSPOC, and PLL techniques 

(b) voltage waveform. 
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5.5.3. Case 3: Harmonic/Interharmonic 

Contamination 

In this section, the performance of NTA-LS, NTA, PLL, and DSPOC algorithms is 

examined in the presence of harmonic/interharmonic contamination. The phase-A line-

to-neutral voltage waveform comprises of 1.0 p.u. fundamental frequency, 0.03 p.u. 

second harmonic, 0.08 p.u. third harmonic, 0.015 p.u. fourth harmonic, 0.09 p.u. fifth 

harmonic, and 0.075 p.u. seventh harmonic based on the definition for the second level 

test class in IEC Standard 61000-4-13 [146]. All harmonic components are / 4π rad 

apart from the fundamental component. The frequency is programmed to change from 

50.0 Hz to 49.0 Hz at 3.0 s to observe the frequency estimation performance under the 

simulated condition. 

Figure 5.8 shows the simulated voltage waveform and a magnified snapshot of the 

voltage waveform. Figure 5.9 shows the estimated voltage frequency by the NTA-LS, 

NTA, DSPOC, and PLL methods. TVE calculation is described in the Appendix. The 

NTA settling time is 0.4760 s and its maximum steady state error is 0.0148 Hz 

(maximum TVE of 0.0949 %). The DSPOC settling time is 0.43 s and its maximum 

steady state error is 0.001 Hz (maximum TVE of 0.0064 %). The NTA-LS settling time 

is 0.262 s and its maximum steady state error is 0.0002 Hz (maximum TVE of 

0.0013%). The PLL settling time is 0.297 s and its maximum steady state error is 

0.006 Hz (maximum TVE of 0.0385%). Figure 5.10 shows the estimated frequency for a 

voltage waveform with 1.0 p.u. fundamental and 0.2 p.u. of an 110 Hz interharmonic. 

The frequency changes from 50.0 to 56.0 Hz at 1.0 s. 

The NTA-LS, NTA, DSPOC, and PLL maximum steady state errors are 0.001 Hz, 
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0.05 Hz, 0.006 Hz, and 0.002 Hz respectively. The NTA-LS, NTA, DSPOC, and PLL 

maximum steady state TVEs are 0.006%, 0.28%, 0.03%, and 0.01% respectively. The 

settling times for NTA-LS, NTA, DSPOC, and PLL are 0.18 s, 0.218 s, 0.40 s, and 

0.39 s respectively. 

 

 

 

Figure 5.8. Case 3: Harmonic contamination 

Instantaneous voltage waveform captured at 10 kHz sampling frequency. 
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Figure 5.9. Case 3: Harmonic contamination 

Frequency estimation at 285.71 Hz sampling frequency by the NTA-LS, NTA, DSPOC, 

and PLL techniques. 
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Figure 5.10. Case 3: Interharmonic contamination 

Frequency estimation at 285.71 Hz sampling frequency by the NTA-LS, NTA, DSPOC, 

and PLL techniques. 
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5.5.4. Case 4: Noise Immunity 

This section evaluates the robustness of the proposed method against noise 

contamination. A zero mean Gaussian noise is added to the 1.0 p.u. fundamental 

component voltage waveform. The signal-to-noise-ratio (SNR) is 10 dB. The voltage 

frequency changes from 50.0 Hz to 54.0 Hz at 1.0 s. Figure 5.11 shows the simulated 

voltage waveform and Figure 5.12 shows the frequency estimation. The maximum 

steady state errors for NTA-LS, NTA, PLL, and DSPOC are 0.009 Hz, 0.071 Hz, 

0.032 Hz, and 0.0103 Hz respectively. The maximum steady state TVEs for NTA-LS, 

NTA, PLL, and DSPOC are 0.0524%, 0.4131%, 0.1862%, and 0.06%. 

Coloured noise is conveniently generated by passing white noise through an LPF 

[217], [218]. When the dense sampling frequency is considered to be 2 kHz, the cut-off 

frequency should be smaller than the half of the dense sampling frequency (1000 Hz) 

according to the discussions of Chapter 4. Accordingly, the LPF is chosen to be a first 

order filter with the cut-off frequency of 950 Hz. Table 5.1 and Table 5.2 respectively 

show the average TVEs for compliance levels 0 and 1 according to IEEE Standard 

C37.118-2005 at different coloured noise levels. eω
 

is the angular frequency 

estimation error absolute value. 

Another type of noise in the electrical systems is cyclostationary noise which shows 

periodically time-varying properties [219], [220]. The noise is produced based on the 

cyclostationary noise model of [220]. The noise is modulated at the frequency of 

500 Hz. Table 5.3 and Table 5.4 respectively show the average TVEs for compliance 

levels 0 and 1 according to IEEE Standard C37.118-2005 at different cyclostationary 
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noise levels. 

 
 
 

 

Figure 5.11. Case 4: Noise immunity 

Voltage waveform contaminated with a zeros mean Gaussian noise, SNR=10 dB, 

captured at 10 kHz. 
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Figure 5.12. Case 4: Noise immunity 

The estimated frequency in presence of a Gaussian noise, SNR=10 dB, estimation at 

285.71 Hz sampling frequency. 
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TABLE 5.1. CASE 4: NOISE IMMUNITY FOR COLOURED NOISE AND COMPLIANCE LEVEL 0,  
TVE FOR DIFFERENT LEVELS OF COLOURED NOISE FOR 0.5 HZ FREQUENCY DRIFT. 

SNR (dB) 
Average TVE (%) Average eω  (radian/s) 

NTA−LS NTA DSPOC PLL NTA−LS NTA DSPOC PLL 

0 0.19 1.62 0.17 0.40 0.19 1.61 0.17 0.40 

5 0.10 0.16 0.09 0.20 0.11 0.20 0.09 0.20 

10 0.06 0.12 0.05 0.12 0.06 0.15 0.05 0.12 

15 0.03 0.10 0.03 0.07 0.03 0.11 0.03 0.07 

20 0.02 0.05 0.016 0.04 0.02 0.06 0.016 0.04 

25 0.01 0.04 0.01 0.02 0.01 0.05 0.01 0.02 

30 0.006 0.02 0.005 0.01 0.006 0.02 0.005 0.01 

 

 

TABLE 5.2. CASE 4: NOISE IMMUNITY FOR COLOURED NOISE AND COMPLIANCE LEVEL 1, 
TVE FOR DIFFERENT LEVELS OF COLOURED NOISE FOR −5.0 HZ FREQUENCY DRIFT. 

SNR (dB) 
Average TVE (%) Average eω  (radian/s) 

NTA−LS NTA DSPOC PLL NTA−LS NTA DSPOC PLL 

0 0.21 2.75 0.70 0.80 0.20 2.83 0.65 0.70 

5 0.12 0.87 0.37 0.57 0.11 0.90 0.35 0.55 

10 0.07 0.80 0.21 0.40 0.06 0.86 0.19 0.32 

15 0.04 0.71 0.12 0.25 0.03 0.61 0.11 0.23 

20 0.02 0.32 0.07 0.15 0.02 0.31 0.06 0.13 

25 0.01 0.30 0.04 0.09 0.01 0.30 0.04 0.08 

30 0.008 0.10 0.03 0.05 0.007 0.11 0.03 0.05 
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TABLE 5.3. CASE 4: NOISE IMMUNITY FOR CYCLOSTATIONARY NOISE AND COMPLIANCE 

LEVEL 0, 
TVE FOR DIFFERENT LEVELS OF CYCLOSTATIONARY NOISE FOR −0.5 HZ FREQUENCY 

DRIFT. 

SNR (dB) 
Average TVE (%) Average eω  (radian/s) 

NTA−LS NTA DSPOC PLL NTA−LS NTA DSPOC PLL 

0 0.26 1.14 0.22 0.56 0.26 1.15 0.20 0.54 

5 0.15 0.40 0.135 0.36 0.15 0.35 0.13 0.36 

10 0.09 0.25 0.08 0.2 0.09 0.25 0.074 0.2 

15 0.05 0.22 0.042 0.11 0.04 0.24 0.4 0.11 

20 0.03 0.10 0.023 0.07 0.03 0.12 0.025 0.07 

25 0.01 0.08 0.013 0.04 0.01 0.08 0.013 0.04 

30 0.008 0.06 0.007 0.03 0.008 0.06 0.007 0.03 

 
 

TABLE 5.4. CASE 4: NOISE IMMUNITY FOR CYCLOSTATIONARY NOISE AND COMPLIANCE 

LEVEL 1, 
TVE FOR DIFFERENT LEVELS OF CYCLOSTATIONARY NOISE FOR 5.0 HZ FREQUENCY 

DRIFT. 

SNR (dB) 
Average TVE (%) Average eω  (radian/s) 

NTA−LS NTA DSPOC PLL NTA−LS NTA DSPOC PLL 

0 0.27 2.55 0.72 0.80 0.30 2.76 0.80 0.85 

5 0.15 0.65 0.40 0.61 0.17 0.70 0.44 0.65 

10 0.09 0.50 0.23 0.39 0.10 0.53 0.25 0.43 

15 0.05 0.36 0.13 0.25 0.05 0.42 0.14 0.27 

20 0.03 0.15 0.07 0.17 0.03 0.18 0.08 0.18 

25 0.02 0.11 0.04 0.09 0.02 0.11 0.05 0.10 

30 0.01 0.10 0.03 0.05 0.01 0.10 0.03 0.06 
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5.5.5. Case 5: Switching Notches and Harmonics 

Figure 5.13 shows a dc motor which is fed from an inductive three-phase source (Gv 

and ZG) through a six-pulse thyristor bridge. The dc motor is simulated by the 

equivalent circuit model of Figure 5.13. A pulse generator synchronized on the source 

voltages provides the trigger pulses for the six thyristors. The system has been simulated 

in the MATLAB-Simulink software. In Figure 5.13, Gv is an ideal three-phase voltage 

source with the voltage of 380 line-to-line rms. The source impedance (ZG) is made of a 

0.01 Ω resistance and a 1 mH inductance. R', L' and E' are respectively 1 Ω, 20 mH, and 

120 V for the dc motor model. The voltage waveform is captured at B1. The fast Fourier 

transform (FFT) analysis on the voltage waveform has been done at 50 Hz and is shown 

in Table 5.5. 

The voltage source is programmed to change the frequency from 50 Hz to 45 Hz at 2.0 s 

and the voltage waveform is shown in Figure 5.14. As seen in Figure 5.15, the 

maximum steady state errors for NTA-LS, NTA, DSPOC, and PLL are 0.016 Hz, 

0.045 Hz, 0.012 Hz, and 0.03 Hz respectively. 

  



 

248 
 

 

 

 
Figure 5.13. Case 5: Switching notches and harmonics 

Simulated dc motor powered by a six-pulse thyristor converter. 

 

 

 

TABLE 5.5. CASE 5: SWITCHING NOTCHES AND HARMONICS, 
HARMONIC CONTENT OF THE VOLTAGE WAVEFORM AT B1. 

Harmonic 

order 

Percentage of the fundamental 

amplitude 

Harmonic 

order 

Percentage of the fundamental 

amplitude 

5 4.90 23 3.19 

7 2.08 25 2.75 

11 3.69 29 3.08 

13 2.52 31 2.87 

17 3.40 35 3.06 

19 2.67 37 2.82 
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Figure 5.14. Case 5: Switching notches and harmonics 

Phase-A line-to-neutral voltage waveform captured at 10 kHz. 

 

 

 
Figure 5.15. Case 5: Switching notches and harmonics 

Frequency estimation at 285.71 Hz sampling frequency by the NTA-LS, NTA, DSPOC, 

and PLL techniques.  
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5.6. Real-Time Implementation 

This section presents real-time implementation of the NTA-LS and DSPOC methods 

to track the power system fundamental frequency. The DS1104 R&D digital control 

board (dSPACE) is used for real-time implementation [136]. The voltage waveform is 

used to estimate the frequency. Three types of experiments have been conducted and the 

results are presented. The sampling frequency for the digital control board to implement 

all algorithms is 285.71 Hz and the nominal fundamental power system frequency is 

50.0 Hz. 

Three types of devices have been used to conduct the experiments as follows: 

• Using a function generator to produce voltage waveforms; 

• Using a power system simulator hardware; and 

• Using a programmable power supply.  

5.6.1. Case 6: Non-Sinusoidal Waveform 

Frequency Tracking 

A triangle voltage waveform is produced by a function generator to produce a non-

sinusoidal voltage waveform. The typical shape of the produced voltage at 50.0 Hz with 

3.0 V amplitude is shown in Figure 5.16 (a) where the voltage waveform is captured by 

a digital oscilloscope at 100 kHz sampling frequency. The undersampled voltage 

waveform captured by the dSPACE at 285.71 Hz sampling frequency is shown in 

Figure 5.16 (b). The frequency of the produced voltage changes from 50.0 Hz to 

49.0 Hz and the performance of the NTA-LS and DSPOC are presented in Figure 5.17. 

The NTA-LS algorithm estimates the correct frequency after 0.14 s and the DSPOC 
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completes its frequency estimation task after 0.30 s. 
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Figure 5.16. Case 6: Non-sinusoidal waveform frequency tracking 

(a) the triangle voltage waveform produced by a function generator captured at 100 kHz 

by a digital oscilloscope 

(b) the triangle voltage waveform produced by a function generator captured at 

285.71 Hz by the dSPACE. 
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Figure 5.17. Case 6: Non-sinusoidal waveform frequency tracking 

Frequency estimation at 285.71 Hz sampling frequency. 

 

 

5.6.2. Case 7: Stepwise Dynamic Frequency 

Change 

The function generator is used to produce a sinusoidal voltage waveform with 

constant amplitude of 3.0 V and variable frequency which changes from 46.0 Hz to 

54.0 Hz in a stepwise manner to study the dynamic performance of the proposed 

method. The typical sinusoidal voltage waveform at the constant frequency of 50.0 Hz 

and its undersampled pattern are shown in Figure 5.18 (a) and Figure 5.18 (b) 

respectively. As Figure 5.19 shows, the NTA-LS estimation shows a faster dynamic 

than what the DSPOC method does in tracking the frequency variation. 
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Figure 5.18. Case 7: Stepwise frequency change between 46.0 Hz and 54.0 Hz 

(a) the typical sinusoidal voltage waveform produced by a function generator which is 

captured at 100 kHz sampling frequency by a digital oscilloscope 

(b) the typical sinusoidal voltage waveform produced by a function generator which is 

captured at 285.71 Hz sampling frequency by the dSPACE.  
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Figure 5.19. Case 7: Stepwise frequency change between 46.0 Hz and 54.0 Hz 

Frequency estimation at 285.71 Hz sampling frequency. 

 

5.6.3. Case 8: Power System Simulator 

Frequency Monitoring 

In this case, two experiments have been conducted on the power system simulator 

(PSS1). The PSS1 is a hardware, scale model of a power system, designed to mimic real 

systems and modern practices [221]. The single-line diagram of the considered power 

system is shown in Figure 5.20 and Figure 5.21 shows the PSS1 laboratory setup. To 

describe the power system parameters in per unit, the base voltages are chosen to be 

220 V/110 V (line-to-line) and the base currents are 5.25 A/10.5 A correspondingly. 

The base voltampere is 2 kVA for the whole system. The power system parameter 

values of Figure 5.20 for 50.0 Hz are presented in Table 5.6 [221]. In Table 5.6, 
d

X  is 

the d-axis reactance, d
X ′  is the transient d-axis reactance, d

X ′′  is the sub-transient d-axis 

reactance, qX  is the q-axis reactance, qX ′  is the transient q-axis reactance, and qX ′′  is 
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the sub-transient q-axis reactance, 2X  is the negative sequence reactance, and 0X  is 

the zero sequence reactance of the generator. 

Figure 5.22 (a) shows the typical phase-A line-to-neutral voltage waveform on B1 at 

50.0 Hz fundamental frequency which is captured by a digital oscilloscope at 100 kHz 

sampling frequency, when the resistive load and the capacitor bank are connected. The 

undersampled phase-A line-to-neutral voltage waveform for the aforementioned 

condition which is sampled at 285.71 Hz by the dSPACE is shown in Figure 5.22 (b). 

The first experiment shows the effect of load switching on the power system 

frequency when the resistive load on B4 is connected. The result is temporary drop in 

the generator frequency. The phase-A line-to-neutral voltage is captured at B1 and is 

shown in Figure 5.23 (a). The reference generator frequency is measured by using the 

generator shaft speed which is provided as a voltage signal on the PSS1 front panel. The 

estimated frequency by the NTA-LS and DSPOC methods is presented in Figure 5.23 

(b). The NTA-LS algorithm tracks the instantaneous changes faster than the DSPOC. 

The NTA-LS shows 0.10 s estimation delay and the DSPOC delay is around 0.24 s in 

this case. IEEE Standard C37.118-2005 defines the required PMU reporting rates of 10 

and 25 times per second for 50 Hz power systems depending on the type of application. 

The NTA-LS frequency estimation matches the required PMU reporting rate of 10 times 

per second although its measurement will show 0.06 s delay for the reporting rate of 25 

times per second. 

The second experiment on the PSS1 is conducted by using the supervisory control and 

data acquisition (SCADA) system which controls and monitors the PSS1 operation. A 

frequency step change of −0.38 Hz is applied to the generator G by using the SCADA 
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frequency control system. The power system circuit is the same as shown in Figure 5.20 

and the phase-A line-to-neutral voltage which is captured at B1 is shown in Figure 5.24 

(a). As seen in Figure 5.24 (b), the NTA-LS algorithm estimates the correct frequency 

after 0.10 s although the DSPOC estimation takes about 0.20 s in this case. 

 

 

 

 

Figure 5.20. Case 8: Power system simulator frequency monitoring 

Single-line diagram of the power system for the frequency estimation experiment on the 

PSS1. 
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Figure 5.21. Case 8: Power system simulator frequency monitoring 

The power system simulator PSS1 in a laboratory setup for real-time power system 

frequency measurement experiment. 

TABLE 5.6. CASE 8: POWER SYSTEM SIMULATOR FREQUENCY MONITORING 
PARAMETER VALUES OF THE SIMULATED POWER SYSTEM COMPONENTS FOR FIGURE 5.20 

AT 50.0 Hz. 

System component Line volts (V) 3-Phase (kVA) Reactance (p.u.) Resistance (p.u.) 

Generator 220 6.5 - - 

dX  - - 0.478 - 

qX  - - 0.167 - 

d
X ′  - - 0.047 - 

qX ′  - - 0.167 - 

dX ′′  - - 0.039 - 

qX ′′  - - 0.191 - 

2X  - - 0.044 - 

0X  - - 0.017 - 

Transformer T1 220/220 5.0 0.052 0.15 

Transformer T2 220/110 2.0 0.13 0.054 

Earthing transformer 220/110 2.0 0.018 0.074 
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Figure 5.22. Case 8: Power system simulator frequency monitoring 

(a) the typical phase-A line-to-neutral voltage captured at the sampling frequency of 

100 kHz by a digital oscilloscope 

(b) the typical phase-A line-to-neutral voltage captured at the sampling frequency of 

285.71 Hz by the dSPACE. 
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Figure 5.23. Case 8: resistive load switching 

(a) phase-A line-to-neutral voltage waveform samples at 285.71 Hz sampling frequency 

(b) frequency estimation at 285.71 Hz sampling frequency. 
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Figure 5.24. Case 8: step frequency change 

(a) phase-A line-to-neutral voltage waveform samples at 285.71 Hz sampling frequency 

(b) frequency estimation at 285.71 Hz sampling frequency. 
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5.6.4. Case 9: Harmonic Contamination and 

Ramp Frequency Variation 

In this section, the single-phase voltage waveform is produced by a programmable 

power supply [222] and sensed by a voltage transducer which provides a signal for the 

dSPACE input. The fundamental frequency of the produced voltage is 50.0 Hz and its 

fundamental rms value is 240 V, which are chosen according to the distribution 

frequency and voltage level of the Australian electricity network. The voltage harmonic 

contamination level is the same as Case 3, but all harmonic components are in phase 

with the fundamental component. This voltage waveform with a fixed fundamental 

frequency of 50.0 Hz which is captured by a digital oscilloscope at 100 kHz and its 

undersampled version are shown in Figure 5.25 (a) and (b) respectively. 

The voltage fundamental frequency is programmed to change monotonously from 

50.0 Hz to 50.5 Hz during 0.5 s in presence of the aforementioned harmonic 

contamination level. The undersampled voltage waveform of the line-to-neutral is 

shown in Figure 5.26 (a). Figure 5.26 (b) shows the estimated frequency by the NTA-

LS and DSPOC methods. The NTA-LS method shows faster estimation performance 

than the DSPOC one, but both approaches complete the frequency estimation task with 

the same accuracy. 
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Figure 5.25. Case 9: Harmonic contamination and ramp frequency variation 

(a) line-to-neutral voltage waveform captured at 100 kHz sampling frequency by a 

digital oscilloscope 

(b) line-to-neutral voltage waveform captured at 285.71 Hz sampling frequency by the 

dSPACE. 
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Figure 5.26. Case 9: Harmonic contamination and ramp frequency variation 

(a) undersampled line-to-neutral voltage waveform samples at 285.71 Hz sampling 

frequency 

(b) frequency estimation at 285.71 Hz sampling frequency. 
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5.7. Conclusion 

This chapter presented a new real-time optimisation approach to estimate the 

instantaneous power system frequency based on slow sampling frequency 

implementation. The adopted optimisation approach is based on a two-stage 

mathematical model. The first stage is a Newton-type algorithm (NTA) which estimates 

the line-to-neutral voltage phase-angle and its variation. The second stage works based 

on the least-squares (LS) minimization technique which extracts the instantaneous 

power system frequency by processing the information in the NTA phase-angle 

estimation. 

The correct performance of the proposed NTA-LS approach in presence of 

harmonics/interharmonics and noise is evaluated by presenting simulation results in 

MATLAB-Simulink environment. Moreover, the introduced method shows its precise 

and correct performance for real-time slow sampling implementation on a DSP platform 

through extensive real-time experiments. The proposed NTA-LS technique is more 

stable than the conventional NTA technique. The presented mathematical developments 

for NTA and LS techniques also improve their calculation efficiency for real-time DSP 

implementation. The proposed NTA-LS frequency estimation technique shows faster 

estimation speed and higher accuracy in comparison with the PLL, NTA, and DSPOC 

techniques for slow sampling frequency estimation according to the simulations results 

and experiments presented in this chapter. 
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Chapter 6 : Summary and Conclusion 

 

In the previous chapters, the thesis documented the claims of originality summarised 

in Section 1.3 while providing technical literature overview to offer justification of the 

research motivation and base such claims. The simulation studies and real-time 

implementation results, which have been presented in Chapters 2-5, have proven the 

correct performance of the presented new estimation tools. The IEEE and IEC standards 

have been used to conduct the case studies and evaluate the performance of each 

method. Specifically, the thesis in each chapter offered the following. 

Chapter 1 critically reviewed the ANF, EPLL, ADALINE, RDFT, LS, KF, NTA, and 

RLS techniques. 

In Chapter 2, a new hybrid LSK technique was proposed for frequency adaptive 

voltage envelope and flicker estimation. The LS and Kalman techniques were critically 

revisited to modify them for stable DSP implementation. The DSPOC frequency 

estimation technique has also been modified for recursive implementation on DSPs. The 

correct and stable performance of the proposed LSK technique in presence of 

harmonics, frequency variation, voltage amplitude variations, and noise was evaluated 

by presenting extensive experimental results. 

In Chapter 3, the RLS technique has been critically revisited. This very detailed 

analysis was used to introduce a new DRLS harmonics and phasors estimation 

technique for real-time DSP implementation. The concept of the DRLS technique is 

also extended for synchronized phasors and instantaneous symmetrical components 



 

266 
 

extraction. The proposed DRLS technique shows considerable improvement in terms of 

reducing the DSP turnaround-time when compared to the conventional RLS one. The 

presented simulation results prove its correct performance under drastic fault conditions 

and frequency variations. The DSP implementation experiments prove its correct, 

stable, and efficient performance for real-time phasors and harmonics estimation. 

In Chapter 4, the estimation of harmonics and interharmonics based on the 

undersampling strategy was presented. The concept of staggered undersampling was 

used for harmonics/interharmonics estimation by using a very low sampling frequency. 

This chapter also presented an efficient MGS technique. The estimation accuracy and 

latency of the proposed MGS technique for different downsampling factors were also 

investigated. The staggered undersampling concept has been extended for 

synchrophasor detection in WAMSs. The presented simulation studies and real-time 

DSP experiments prove the correct performance of the proposed slow sampling 

technique for harmonics, interharmonics, and phasors estimation. 

In Chapter 5, the problem of slow sampling real-time power system frequency 

estimation is addressed along with presenting a new NTA-LS technique. The effects of 

noise, harmonics, notches, voltage steps, and load switching on the proposed slow 

sampling frequency estimation technique were investigated by presenting extensive 

MATLAB simulations and real-time DSP experiments. The presented simulation case 

studies and experimental results prove correct, accurate, and robust performance of the 

proposed frequency estimation technique. 
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6.1. Conclusion 

This thesis has focused on the application of new numerical optimisation techniques 

as tools for power system phasors, harmonics, and frequency estimation. The key 

objective was to introduce new numerical techniques as power system estimation tools 

for DSP implementation. 

A critical analysis of the LS, KF, RLS, gradient search, and NTA techniques is 

provided. This very detailed analysis lays the basis to modify these techniques for 

accurate and stable power system parameters estimation. 

The presented extensive simulation studies and real-time experiments resulted into the 

following findings and observations: 

� A new least-squares-Kalman (LSK) technique was presented for frequency 

adaptive voltage envelope and flicker estimation in Chapter 2. The 

conventional LS technique relies on quantizing the power system frequency 

and repeating the calculations to find the optimum answer. The proposed 

frequency adaptive LS technique eliminates the inherent calculation 

redundancy of the conventional LS technique and significantly improves the 

LS technique estimation efficiency. The two-layer form of KF for flicker 

estimation requires prior knowledge of the number of harmonics which distort 

the voltage waveform. Accommodating a large number of harmonics in the 

KF equations brings a huge computational burden and impedes its practical 

application. Besides, there is always the possibility that some harmonic 

components appear in the power system which have not been assigned in the 

KF equations. Chapter 2 presents a solution to modify the KF technique by 
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replacing the envelope tracking layer of KF with the presented frequency 

adaptive LS technique. The proposed LSK method effectively improves the 

efficiency and stability of the KF for DSP implementation by accommodating 

the dc component and high order harmonics in the residual term of LS 

technique. The correct performance of the proposed LSK method in presence 

of harmonics, noise, frequency variations, and voltage fluctuations has been 

evaluated by conducting extensive real-time experiments on R&D DSPs. The 

accuracy of the LSK technique to track the IFL is superior to that of the DFT 

in presence of frequency drifts. The proposed adaptive LS technique has also 

shown higher accuracy than that of the EPLL and ANF techniques for DSP 

implementation when the sampling frequency becomes smaller due to 

hardware limitations. 

� A new DRLS technique has been introduced in Chapter 3 to improve the 

computational efficiency and stability of the conventional RLS technique. The 

basis of developing the DRLS technique is presenting a new analysis on the 

average model of the nonlinear form of the RLS technique. The RLS 

technique is decoupled into parallel units for a modular implementation. 

Absence of presumed harmonic components will cause singularity in the 

conventional RLS technique, as it has been discussed in Chapter 1. The 

proposed new arrangement of DRLS technique rectifies the problem of 

singularity since each module is dedicated to track a single harmonic 

component. Real-time DSP implementation of the new DRLS technique has 

proven that it is considerably more computationally efficient when compared 
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with the conventional RLS technique according to the findings of Chapter 3. 

The fault simulation studies have also proven the DRLS technique superior 

performance in comparison to that of the EPLL technique. The DRLS 

technique is also more efficient than RDFT and ADALINE techniques to 

estimate harmonics and phasors in highly distorted power systems 

environments. 

� The undersampling strategy has been investigated to estimate 

harmonics/interharmonics, and phasors of power systems in Chapter 4. The 

gradient search technique has also been revisited by proposing a new slow 

sampling modified gradient search (MGS) estimation technique. The aim of 

this chapter was to provide extensive simulation studies and real-time DSP 

experiments to verify the possibility of applying sampling frequencies lower 

that what the Nyquist-Shannon theorem defines. The application of 

undersampling has been presented in the technical literature based on the data 

windowing and FFT technique but iterative tracking of nonstationary loads 

has not been addressed comprehensively. The proposed slow sampling MGS 

technique successfully tracks the nonstationary load variations. The delays of 

applying the undersampling technique have been characterised and a 

guideline to choose the proper undersampling factor is presented in Chapter 4. 

The proposed slow sampling MGS harmonics/interharmonics estimation 

technique is also more efficient than the conventional undersampled DFT 

technique since it relays on iterative calculations and does not need data 

windowing. This chapter has also presented an extension of staggered 
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undersampling concept to reduce the estimations delays associated with 

undersampled estimates. This improvement in the estimation pace of 

undersampling technique and the fact that the communication delays can be 

seen as undersampling (as discussed in Chapter 4) form the basis to introduce 

a novel application of undersampling for WAMSs. The proposed extended 

staggered undersampling technique for synchrophasor estimation is a 

promising method to use the internet broadband services for distribution level 

WAMSs implementation and offers a reliable backup for transmission level 

synchrophasor detection in absence of GPS. 

� This research work also reported a new real-time NTA-LS optimisation 

technique for slow sampling estimation of power system frequency in chapter 

5. The new NTA-LS method significantly reduces the computational burden 

of conventional NTA. The proposed modification of NTA also improves its 

stability and presents a new solution to revive it form singularity during 

drastic changes in the voltage amplitude. The mathematical justifications of 

NTA and LS techniques also significantly reduce their matrix operations for 

more efficient DSP implementation. The NTA-LS technique shows better 

stability and estimation pace than the conventional NTA one. The estimation 

pace and accuracy of the NTA-LS technique is also superior to that of the 

DSPOC and PLL techniques for slow sampling frequency estimation. The 

NTA-LS reaches the required TVE level by the IEEE Standard C 37.118-2005 

faster than the DSPOC and PLL techniques. The proposed NTA-LS technique 

frequency estimation accuracy is also superior to that of the NTA, PLL, and 
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DSPOC under the presence of noise, harmonics, interharmonics, frequency 

steps, voltage steps, and notches. 

6.2. Future Research  

The following future research is proposed in line with the application of numerical 

optimisation techniques for power system parameter estimation: 

� Flicker estimation based on IFL detection by using KF and LS technique has 

been presented in this thesis. Voltage flicker is also considered in terms of 

interharmonic components in the power system technical literature. On the 

other hand, the RLS technique is capable of tracking state transitions and 

calculating autocorrelation matrixes recursively. Therefore, developing a 

platform to estimate the flicker based on interharmonic components extraction 

by using the proposed DRLS technique remains to be investigated. 

� The EPLL technique is a simple and efficient technique which however 

requires further improvement under fault and severe unbalance conditions. 

The EPLL is controlled by its regulating parameters as discussed in Chapter 1. 

The EPLL regulating parameters are tuned based on nominal per-unit power 

system parameters and assuming a certain amount of unbalance in the power 

system. These settings do not remain optimum when there is a drastic change 

in the power system because of faults and severe unbalances. Tuning the 

EPLL under these conditions proves to be a very hard task which requires 

considering different scenarios and observing its performance under each one 

of them. Therefore, adding a supervisory mechanism to keep the EPLL 
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regulating parameters tuned, improve its accuracy, and enhance its estimation 

pace is yet another open field of research. 

� The RLS technique has already been applied for a wide range of problems 

including power system parameter estimation and mode estimation. The RLS 

technique operation is greatly influenced by choosing its forgetting factor. The 

RLS dynamics is also controlled by its Eigenvalues. Therefore, developing 

supervisory strategies to regulate the forgetting factor and relocate the 

Eigenvalues to improve its tracking performance is a very interesting subject 

for future research. 

� The presented linear form of MGS technique is capable of tracking harmonics 

and interharmonics. Expanding the MGS technique to a nonlinear form by 

using the Taylor series for direct symmetrical components extraction and 

improving its estimation pace is yet another subject for further investigation 

and evaluation. 

� The concept of undersampling requires generalization for the specific case of 

real-time power system monitoring. Applying different downsampling factors 

from the conventional staggered undersampling requires further investigations 

to extract more diagnostics and improve the estimation delays. This is a 

potential research opportunity since it has not been addressed extensively in 

the context of power systems. 

� The fact that the information is collected with some delays throughout the 

power systems has resulted in application of global positioning system (GPS) 

to synchronize the measurements in the time-domain as it has been discussed 
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thoroughly in the technical literature. In the frequency domain, these delays 

can be seen as sampling frequency modifications in terms of observing an 

undersampled event. The synchrophasor estimation based on extending the 

staggered undersampling concept has been presented in this thesis. Further 

investigation of the possibilities for real-time power network frequency-

domain event-mapping, phase-angle bias cancelation, state estimation, and 

frequency tracking based on undersampling remains to be investigated for 

WAMSs applications. 
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Appendix: Total Vector Error 

IEEE Std. C37.118-2005 defines the synchrophasor representation of a voltage signal 

with the amplitude of m
X ′  and phase-angle of 

1θ  as [145]: 

( )( )1 1/ 2 cos( ) sin( )r i mA X jX X jθ θ′ ′ ′ ′= + = +  (A. 1) 

When there is an error in the frequency estimation, the phase-angle will change 

uniformly with respect to the time [145]. The measured synchrophasor is calculated as 

follows: 

( )( ) ( )1 1

0

1
/ 2 cos( ) sin( ) cos( ) sin( )

T

m m e e
A X j t j t dt

T
θ θ ω ω′ ′= + −∫  (A. 2) 

( )( ) ( )1 1

1
/ 2 cos( ) sin( ) cos( ) sin( ) 1m m e e

e

A X j T j T
Tj

θ θ ω ω
ω

′ ′= + − −
−

 (A. 3) 

where e
ω  is the angular frequency estimation error and T is the voltage waveform 

period. The total vector error (TVE) for steady state is calculated as [145]: 

2

2
( ) 1m m

e

A A A
TVE

AA
ω

′ ′− ′
= = −

′′
 

(A. 4) 

where A′  is the theoretical vector. By substituting (A. 2) and (A. 3) into (A. 4), the TVE 

is calculated as: 

( )
1

( ) 1 cos( ) sin( ) 1
e e e

e

TVE T j T
Tj

ω ω ω
ω

= + − −  
(A. 5) 

Since ( ) ( )
e e

TVE TVEω ω= − , TVE is an even function with respect to
 e
ω . Eqn. (A. 5) is 

therefore rewritten as: 
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( )1
( ) 1 cos( ) sin( ) 1e e e

e

TVE T j T
Tj

ω ω ω
ω

= + − −  (A. 6) 

where  performs the absolute value function. 
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