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ABSTRACT

The thesis investigates the transaction of mood between
small group and environment by studying mood diffusion processes
between two T-groups and their environments. The relevant small
group and emotion literature is reviewed and criticism made of
the fact that despite the presence of small group open system
models relating to emotion variables no coherent theory of the
relationship between small group and environment exists. A
model is then outlined describing the mood diffusion process
as it occurs in social networks and a rudimentary theory of mood
diffusion advanced. The diffusion of three basic moods:
Euphoria, Anger, and Depression, was measured by polar word
questionnaires administered at the end of each T-group and during
each week for environment, and an open-ended Remembered Mood
Diffusion Questionnaire filled out at the end of the T-group
course. Phase movement processes were measured by the content
analysis of self mood references in reports written by members at
the end of each T-group. The content analysis categories used
were a modification of Dunphy's Interpersonal Action Analysis
category scheme. Different kinds of diffusers were measured on
the characteristics that were felt to affect diffusion:
personality, role behaviour, centrality, involvement, and type
of social network.

Using these measures a variety of hypotheses about the
extent of, and the factors influencing, mood diffusion, were

investigated. It was found that over the fourteen week T-group
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course, members reported an average of 2.05 incidents of mood
diffusion. These examples illustrate how a mood, originating

in one group situation, can be carried to another group situation
and there have impact. The overall amount of mood diffusion was
found to be small but significant. The major factors affecting
the mood diffusion impact of the T-group were leader experience,
style and personality and the personality composition of the
groups. Outward mood diffusion occurred more significantly than
Inward mood diffusion - indicating the greater impact of the
T-group on its environment than vice versa. Depression was found
to be significantly associated with high group impact and a
theory of depression as an integral part of the learning-growth
process was advanced. A phase movement model relating to mood
diffusion in T-groups was proposed. The model predicts the
sequences: confrontation with the leader; defensive depression;
premature euphoria; resistance to openness; affiliation;
intimacy-depression; and separation. The phase sequences are
essentially similar to those described by previous researchers.
Outward mood diffusion was found to occur maximally during the
intimacy-depression (or internalization) phase. Moods of
Euphoria and Depression diffused most, and moods of Anger
diffused least. The low diffusion of Anger was attributed to its
object-specific nature. T-group members were divided into nine
categories of diffuser depending on the mood diffused and its
direction. These categories were found to be significantly
associated with meaningful clusters of different individual
variables (mentioned above).

The study concludes generally that mood diffusion is a



significant social-psychological process which links together

the emotional climates of disparate groups.
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CHAPTER 1

INTRODUCTION

ORIGIN OF THE THESIS TOPIC

While participating in a T-group at the University of
Manitoba, Canada, in 1967, the researcher noticed that the group
underwent distinct phases during which certain moods (Euphoria,
Anger, and Depression) and interpersonal behaviours appeared to
dominate meetings over a period of weeks. Co-terminous with this
particular small group phase movement, the researcher noticed
what seemed to be a similar phase sequence among the student
community in the residence in which he was living at the time:
University College Men's and Women's Residence (n=250). During
the Euphoria phase there would be a great deal of partying,
sing-a-long get-togethers, whistling and humming in public areas
of the residence; during the Anger phase there would occur a
great upsurge in 'pranks' and 'practical jokes' with aggressive
overtones. (On one occasion students on one floor took all the
furniture out of the recreation room and piled it up to the
ceiling opposite the door of a sleeping student - effectively
barricading him into his room for a portion of the following
morning). During this period, raids by one residence on another
resulting in occasional property damage were frequent; during
the Depression phase there was a conspicuous absence of activity -
social gatherings decreased, more and more people seemed to stay
in their rooms, conversations were characterized by 'sad" faces

and a general lack of zest so characteristic of the Euphoria phase,



and there appeared to be an increase in the number of drunk
students returning to residence at midnight (when the pubs
closed).

This suggested that both the residence community and the
T-group (only one of whom was a University College member) were
experiencing essentially the same general '"phase movement', one
which logically seemed connected with the University campus of
which they were a part. Two questions evolved as worth
investigation:

1) Was it possible for a social group as large and as
disparate as a University campus to undergo a phase
movement - even of the most general kind? and

2) Could this phase movement have impact on the
developmental processes (i.e. phase movement) of a
small group such as a T-group? That is, could an
'external' phase movement process in a small group's
environment so overlay the small group process as to
heighten or retard the small group's 'internal'
developmental processes?

A pilot study designed to explore the first question was
undertaken during the period October, 1967-April, 1968 as a credit
for a course in small group Sociology. Objective data gathered
on various indicators of group moods for the University (e.g.
counselling statistics, student health statistics, figures for
attendance at dances and other university social functions) were
shown to bear some correlation to several measures used to tap
mood shifts within the University College residence (e.g. a polar-

word questionnaire administered at fortnightly intervals to tap



self-reported mood change, acoustical analysis of recordings of
sound levels in the residence dining hall, and content analysis
of a diary kept by the researcher which recorded all aspects of
the "emotional" life of the residence that he was able to
notice.) While the study lacked the methodological rigor to
make a conclusive statement possible, it indicated that further
research into the problem was warranted.

The research done in this pilot study sensitized the
researcher to the possiblity that the small group and the
organization/community could be linked to their multiple group
environments by mood processes (in addition to the traditional
sociological linking pin: the role and multiple-role occupancy).
Just what the relationship between small group and environment,
with respect to mood, was, remained a mystery.

In January, 1970, the researcher began a Master's thesis in
Sociology (at the University of New South Wales) titled: '"Phase
Movements in Large Populations'". Derived from the previous pilot
study the thesis as originally conceptualized was designed to
test for the presence of a synchronized mood phase movement
involving most of the people in an urban population: Sydney. The
rationale for this unusual hypothesis was developed in a 200 page
paper which reviewed the relevant previous research on phase
movement, expectation, and mood diffusion networks. A model of
the city as an enormous extended network system within which moods
diffused was developed. A large number of measures designed to
tap the city's "mood" were selected, and, after nine months .
selection and collection all of these measures were dropped. It

was decided that the methodological problems connected with



measuring the '"city'" as a whole (especially problems in
validation) were too severe to permit adequate control and
statistical handling of the data.

On re-examining the theoretical basis for the urban thesis,
it became clear to the researcher that the central issue was not
that of an urban phase movement but one of mood spreading from
one group situation to another; how often in a small group are
moods brought in by group members which affect the functioning
of the group? how often are moods taken out by group members
into external situations or groups which are then influenced by
that mood? 1In short, the researcher had turned to an examination
of what was essentially the '"second question" formulated above.
The greater control of variables and the reduction in validation
problems associated with small group analysis made it appear more

likely that the problem could be '"got round".

THE SIGNIFICANCE OF THIS STUDY

The literature abounds in the examples of this mood
diffusion - the "carrying'" of a mood from group to group - that
show how the internal emotional processes of one group may be
linked up with the internal emotional processes of another,
sometimes completely unrelated, group. And yet there exists no
linking theory to tie together these disparate examples. This
thesis will attempt to formulate such a theory.

Most small group researchers are in agreement that the small
group is an open system of some sort: there is an interaction or
exchange between the small group and its environment. But what

is exchanged, in what direction, to what degree, and with what



effeet has not always been made clear. The current state of
theorizing about the small group open system model seems to stress
only that the small group and its environment are like two rooms
connected by a single door through which there is some sort of
inflow and outflow of "something'". What we need to know now is
how wide open the 'door'" is, exactly what sorts of things pass in
and out; whether the environment "room" is better thought of as
a variety of rooms with different passages connecting with the
small group "room"; in which direction material tends to flow
(inwards or outwards) and whether inflow or outflow is tied to
certain things; the specific variables that affect inflow and
outflow (e.g. group characteristics). What is needed is a more
specific open system model (or models) of the small group. By
focusing on mood which has a lower viscosity (i.e. diffuses more
easily across group boundaries) that many other behaviours, this
thesis will attempt to formulate hypotheses relevant to a more

specific open system model.

LIMITATIONS OF THE STUDY

The chief limitation of the study is that it involves a small
sample of 2 T-groups (Total N=25) over a relatively short period
(14 weeks). For certain measures this greatly hinders statistical
treatment. It should be made clear, however, that this is a
field study, not an experimental one, and having as its main
objective the generation of relevant hypotheses, rather than the

testing of hypotheses.1 The researcher feels that this approach

1'Similar small sample studies using 2 or less groups have been
reported by Dunphy (1968), Mills (1964), Mann (1961),
Hartman (1969), Slater (1966).



is warranted by the absence of theory and empirical work in

this area.

ORGANISATION OF THE THESIS

Chapter II reviews some classic and current small group
models and critically analyzes their value for investigation
of exchange between small group and environment.

Chapter III reviews previous research on boundary exchange
and defines some basic terms used in the thesis. Special attention
is paid to studies emphasizing the impact of the T-group on its
environment and the environmental impact on the T-group. Studies
on phase movement in T-groups are reviewed to identify the ways
the group makes a selective emotional impact on members over time.

Chapter IV outlines previous research in psychology, social-
psychology and sociology, on emotion and mood. The relationship
between mood and other behavioural levels is discussed and some
evidence for mood diffusion is presented. A tripartite
classification of mood is then synthesized from an examination
of several typologies of mood/emotion.

Chapter V presents a model of the mood diffusion process
linking small group with environment. Basic terms in the mood
diffusion model are defined and several hypotheses and areas for
generating hypotheses are presented.

Chapter VI outlines the nature of the sample, the measuring
instruments used, and the scoring of reports, questionnaires, and
other tests.

Chapter VII presents and analyzes the results.

Chapter VIII summarizes and indicates some important



implications of the results. Finally, some suggestions are

made to guide future research on mood diffusion.



CHAPTER I1I

THE DEVELOPMENT OF THE OPEN SYSTEM SMALL GROUP MODEL

The significance of open system models of small group
behaviour is that they attempt to specify the nature of the
relationship between the small group and its environment., Closed
system models ignore the interaction with environment much as
early studies on personality in psychology ignored the interaction
between group and person that affects "individual" behaviour.1

A model, defined loosely, is an image or analogy of how
something operates. Atoms, for instance, cannot be seen, but
physicists, through the progressive development of models, ranging
from descriptions of the atom as a hard round ball to the notion
of different particles arranged in solar system fashion about a
central nucleus with electron movement forming an "electron
cloud", have been able to predict with increasing accuracy how
atoms will behave. By taking a relatively unknown phenomenon and
saying it is '"like" something else that we are already familiar
with, we increase our conceptual grasp on the phenomenon.

A more stringent definition of a model is offered by Dunphy
who defines a model as "a formal identity between a conceptual

organization and a real phenomenon, made in order to organize the

l.Berne has written: "Theories of internal individual psycho-

dynamics have so far not been able to solve satisfactorily
the problems of human relationships. These are transactional
situations which call for a theory of social dynamics that
cannot be derived solely from consideration of individual
motivations'". (Berne, 1964, p.59).

For a discussion of Sullivan's notion of "The Illusion of
Personal Individuality'" that forms part of his interpersonal
theory of personality, see Hall and Lindzey (1957).



data on the phenomenon in a meaningful way and to suggest
important areas for further study" (Dunphy, 1972, p.82).

The significance of models in the study of small groups has
been underlined by Mills who describes the sociology of small
groups as a self-conscious attempt to create workable models of
groups:

. « . workable in the sense that they help
organize disparate data into a more coherent
whole, that they are stated clearly enough to
be understood by others, that they seem to be
consonant with our intersubjective experience
of reality, and that their implications can
be examined and tested and modified in terms
of alternative ones, Like the group member,
the sociologist builds his model out of
experience and knowledge; and, like the
member, his model affects his orientation to
groups: 1t provides a frame for defining
what is relevant or irrelevant, what is
observable and what is not, what is compre-
hensible and what is not, what is testable and
what is not, and so on.

(Mills, 1967, pp.10-11).

CLOSED SYSTEM MODELS

The closed nature of most early models of small groups is
probably due to an early concern with defining exactly what a
small group was.2 By focusing solely on internal processes it is
easier to draw a boundary separating group from environment. Only
after specifying what a group is and does, does it make sense to
show the interconnections between group and environment. Thus,
the early closed system models were functional in drawing the

boundary separating what a group was from what it was not.

2'Disagreements over an adequate definition still continue.
See Golembiewski (1962).
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A more critical appraisal of closed system models has been

given by Dunphy:

One of the problems in many theoretical schemes
and models that have been proposed for under-
standing small group behaviour is that they
treat the small group as a closed system.
Historically this seems to have taken place
because most small group theory has derived
from the study of experimental groups where
the experimenter has adopted the polite
"scientific fiction" that he has controlled all
the relevant environmental variables; or if
the effect of environmental variables has been
studied, one or two are systematically varied
and the effects of this variation observed on
one or two variables internal to the group.
In studying primary groups in field settings,
it is seldom possible to achieve such
controls, and complex interrelationships
between the small group and its environment
must be looked at realistically.

(Dunphy, 1972, p.90)

A brief review of some of the closed system small group

models will now be made giving special emphasis to where reference

is made to articulation between small group and environment.3

1)

The Quasi-Mechanical Model describes the small group as

an interaction machine: group interaction follows
universal and unchanging laws and is "like a game that is
played over and over again so many times that one knows
both the game and the players well enough to predict what
will happen next" (Mills, 1967, p.12). Although this
model acknowledges that environment may have some effect
on the group, the effect is negligible compared to the

group's internal process.

3'This review is based on Mills' succinct analysis of small group

models in Mills (1967).
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3)

4)
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The Organismic Model compares the small group to a

biological organism: 1like a plant it forms, grows, and
reaches maturity. The relationship of the group to its
environment is one of self-preservation: the group
protects itself from external danger and exploits the

environment to fulfil its own needs.

The Conflict Model presents the group as a Hobbesian

arena of endless conflict and struggle between members.
Although the group may mirror conflict in the larger
society, conflict in the small group originates from
within the group itself. This is the most closed of
the group models, making few, if any, specifications

about group-environment processes.

The Equilibrium Model is homeostatic, it describes the

group as a system tending toward equilibrium in the face
of internal or external disturbance. Bales' equilibrium
model states that "a push toward achieving the group
goal disrupts solidarity and consequently tends to be
followed by efforts to pull the group together again -
and that, since this reconsolidation deflects energy
from goal achievement, it tends to be followed by a
renewed push toward the goal. And so it goes, until a
point of equilibrium is reached between the pushing and
pulling tendencies . . ." (Mills, 1967, p.l15). This
model, although mainly closed in emphasis, does high-
light the fact that the environment can affect the

group's internal process.



5)

OPEN

The Structural-Functional Model defines the group as a

goal-seeking, boundary-maintaining system whose
survival is dependent on the fulfilment of four central
demands: adaptation, goal attainment, integration, and

pattern maintenance.4

This model is more open in its
emphasis on the environment because it "acknowledges the
role of learning and, consequently, the role of culture
and its accumulation'" (Mills, 1967, p.18). There is
input from the environment that can form a vital part

of the group. This is the most open of the closed system
models and its placement in the closed category is

mainly one of convenience. Since all of these models
have a certain amount of openness, they should be thought

of as lying on a continuum. We turn now to several models

that place greater emphasis on the environment.

SYSTEM MODELS

6)

The Cybernetic-Growth Model treats the small group as an

information-processing system potentially capable of
increasing its capabilities: through monitoring itself,
altering its direction, and learning how to determine its
history, the group grows (Mills, 1967, p.19). The group
can attain consciousness, a system's awareness of itself:
"From the viewpoint of the cybernetic-growth model of

Deutsch, small groups are a source of experience, learning,

12

4

For a more detailed statement see Parsons, Bales, and Shils

(1953).
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and capabilities, rather than just recipients'". (Mills,
1967, p.21). In outlining indicators of group growth

for this model, Mills refers to environmental connections
in three of four demand areas:

1. Adaptation

a) ". . . an increase in openness - that is,
an increase in the range, diversity, and
effectiveness of [a group's] channels of
intake of information from the outside
world . . ."

b) Capacity to extend the scope of the
group's contacts and obligations beyond
current boundaries.

c) Capacity to alter the group's customs,
rules, techniques, and so on, to
accommodate new information and new
contacts.

2. Goal-attainment
a) Capacity to hold goal-seeking effort in
abeyance while alternative goals are
being considered.
b) Capacity to shift to, or add, new goals.

3. Integration

a) Capacity to differentiate into sub-parts
while maintaining collective unity.

b) Capacity to export resources without
becoming impoverished and to send
emissaries without losing their loyalty.

4, Pattern-maintenance and extension

a) Capacity to receive new members and to
transmit to them the group's culture
and capabilities.

b) Capacity to formulate in permanent form
the group's experience and learning and
to convey them to other groups and to
posterity.

(Mills, 1967, p.21)

The emphasis placed on exchange with environment in the

demand areas of adaptation, integration, and pattern-
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maintenance and extension make the model an open

system one.

7) Lewin's Field Theory Model - This model is derived from

Lewin's term ''field theory" (borrowed from physicsé) used
to describe his holistic approach to the study of groups

and individuals.

The momentary field is comprised of any element,
and all elements in combination, which exert an
active influence (a push, a pull, a block, a
detour, and so on) upon what a person does or
does not do. The field is a momentary, cross-
sectional view of the multiple causes of a bit
of human behaviour.

(Mills, 1967, p.93)

To describe how behaviour is a function of elements in the

field, Lewin used the formula:

B = f (P.E)

where: Behaviour

Function of

Personality

™ e H o]
]

Environment

(P.E) The Field

While Lewin's actual model of the small group itself
has not proved productive to most researchers, the importance
of field theory in emphasizing the significance of the
environment for the group cannot be understated (Dunphy,

1972).

5'Mills also presents his own adaptation of this growth model

in Mills (1967), Chapter 7.
6‘For example, the notion of a magnetic field whose lines of
force are arranged systematically around the magnet.
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Mills' Field Theory Model - Mills' model of the small

group has two important components. The first is its
division of interpersonal processes into five distinct
levels: behaviour, emotions, norms, group goals, and
group values. Each level is organized into sub-systems
with distinct characteristics and principles of
organization: the behavioural levels with their sub-

systems are shown below:

Behavioural level Subsystem

1. Behaviour Interaction System
2. Emotions Group Emotion

3. Norms Normative System
4, Goals Technical System
5. Values Executive Systemn.

According to Mills the five systems are empirically
interrelated "for certainly our feelings are affected by
what we and others do, our actions are influenced by our
ideas, and our rules often change with a change in our
goals", (Mills, 1967, p.59). The rationale for using such
a system is: a) the intrinsic differences between the
behavioural levels, and b) the fact that at any one time
all or part of the group may be participating at a specific
level (Mills, 1967, p.59).

This classification is useful in pointing out areas
of neglect (e.g. level 2) as opposed to those areas
already given a great deal of attention by researchers
(e.g. levels 1 and 4).

These five levels of interpersonal processes are
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integrated with the model's second component: a
classification of elements in the momentary situation.
Mills has expanded on Lewin's formula for the momentary
field with his own formula delineating the elements in

the momentary situation:

E_=f (P.G.
g = £ (2.G.0

where: = a given group event
= is a function of
Lelements inl] Personality

= Group

(@] (op] e Hh t
1}

= The Group's Context.
(Mills, 1967, p.94)

With this tripartite division of the field, Mills presents
a table (reproduced as Table 1) showing the relevant
behavioural levels for each division in the group's field.

The significance of this model lies in its emphasis
on the ways different behavioural levels interconnect with
the environment. The model is considerably more explicit
than Lewin's model and is the most open model we have
discussed thus far. Mills emphasizes in particular that
the multiplicity of environmental factors can have more
than superficial impact on the group:'". . . the inverse
of possible causal elements spreads far beyond the
physical and organizational boundaries of the group itself,
at the same time, penetrates into the deeper recesses of
personalities" (Mills, 1967, p.94). As presented the model

is fairly static, but elsewhere Mills has presented a
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TABLE 1
CLASSIFICATION OF ELEMENTS IN THE MOMENTARY SITUATION?

PERSONALITY GROUP CONTEXT
Behaviour Traits Interaction System Physical and Soecial
How person tends to The pattern of Contacts
act and interact interpersonal be- Environmental re-
under given haviour among sources and limits;
circumstances members the pattern of

contacts with out-
side persons,
groups, and

socleties.

Personal Needs and Group Emotion Emotional Relations

Feelings The distribution The distribution
The structure of of emotional of libidinal
physical and psychic states, and the attractions, en-
needs and affective structure of mities, and
processes, and the affective re- alienations between
conscious or un- lations among the group (and its
conscious processes members (conscious members) and out-
associated with and unconscious). siders, including
them. the member's nation

and other societies.

Internalized Norms Normative System Contractual (or
The set of conscious The set of shared 'treaty") Relations
and unconscious ideas ideas (conscious The set of recip-
about how one should and unconscious) rocal obligations
feel, and what one about how persons, and privileges be-
should do. as group members, tween the group as

should feel, and a unit, and outside
what they should bodies.

do under given

circumstances;

ideas about what

the interaction

system and group

emotion should be.

Beliefs and Values Group Culture (in Cultural Interchange
Explicit and im- addition to norms) Definitions and
plicit definitions The set of shared evaluations of one
of the world, and of (explicit or im- another by group
preferences among plicit) definitions members and out-
alternative objects, of reality; prefer- siders; the content
ideas, and states of ences among objects, of information,
affairs. ideas, and states ideas, ways of learn-

of affairs; and ing etc., exchanged
standard procedures between group and
for pursuing the outsiders.

desirable--all as
collectively de-
fined.



The Ego

The persons's capa-
bilities for assess-
ing realities and
for rearranging his
habits, feelings,
norms, beliefs, and
goals according to
new circumstances
and to new pur-
poses.

The Executive

The group's cap-
abilities for
developing con-

sciousness, for re-

arranging itself,
and for altering

its goals according
to new circumstances
and to new purposes.
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The Inter-Group
Executive System

The capabilities
of the group,
together with
outsiders, to
assess, negotiate,
and renogotiate
their contacts,
emotional re-
lations, obli-
gations, exchange,
and, in general,
their degree of
interdependence.

a
Source:

9)

Mills, 1967, p.95.

dynamic model of growth.7

The significance of this model for this study is that

it emphasizes the interaction between group and environment

at an emotional level.

Dunphy's Dynamic Open System Model is derived mainly from

general systems theory in its emphasis on openness.

More specifically, Dunphy's model is composed of four
general classes of variables; adaptive variables - system
parts specializing in adaptation to the environment (e.g.
maintenance of group boundaries and input/output inter-
change with the environment); structure variables -
system parts relatively fixed or constant over time;

content variables - '"the class of variables which comprise

the group culture, the systems of meanings evolved in the

7

‘See Mills, .1967, Chapter 7.
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group setting" (Dunphy, 1972, p.96); and process
variables - the dynamic regulated interchanges between
different parts of the structure,

Each of these classes of variables is subdivided

by Dunphy into five different areas:

a) The Global Pattern - gross undifferentiated
characteristics of the group.

b) Interaction - interchange within the group
and between the group and its environment.

c) Differentiation - specialization of group
functions,

d) Resource Allocation - the distribution of
resources within the group.

e) Integration - the maintenance of group
equilibrium. (Dunphy, 1972, p.96)

In this model the group is an open system.8 In
discussing open systems Dunphy employs Allport's succinct
definition:

If we comb definitions of open systems we
can piece together four criteria: there is
intake and output of both matter and energy;
there is achievement and maintenance of
steady (homeostatic) states, so that the
intrusion of outer energy will not seriously
disrupt internal form and order; there is
generally an increase of order over time,
owing to an increasein complexity and
differentiation of parts; finally, at least
at the human level, there is more than mere
intake and output of matter and energy;
there is extensive transactional commerce

with the environment. (Allport, 1960, p.303)
This definition is interesting because it highlights
connections with previous small group models that are
incorporated in the open system model. Criteria 1
represents a basic tenet of field theory; criteria 2 the

essence of the equilibrium model; criteria 3 the central

8.Sece Dunphy (1972), pp.88-95.
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thesis of the cybernetic-growth model; and criteria
4 - something new - the notion of interaction and
transaction (i.e. the possibility of patterned re-
lationship) with the environment. A fifth criterion given
by Dunphy is that the group is a system of interrelated
parts: and here we see connections with the structural-
functional model.

In clarifying the issue of the open system's
boundary, Dunphy states: ''an open system is one with
a boundary sufficient to maintain a certain degree of
inner integrity and distinctiveness, yet sufficiently
flexible and permeable to be able to use the environment
in maintaining and perpetuating its own existence.
Consequently, interaction within the group and between the
group and its environment will differ both quantitatively
and qualitatively." (Dunphy, 1972, pp.91-92). Further-
more, Dunphy indicates that inputs and outputs across
the group's boundary are not necessarily equivalent
(Dunphy, 1972, p.92). This is an important point which

we will return to in Chapter V.

An overview of the scope of the model is given by
Dunphy in the table reproduced below:

TABLE 2 DUNPHY'S DYNAMIC OPEN SYSTEM MODEL?

GLOBAL PATTERN

1. Global pattern--adaptive: '"adaptive stability"

The major settings in which the‘group.operates_and those
persons, groups, or collectivities which exercise a
significant influence on the group or are influenced by
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it. The stability of the relationships which are
involved.

Global pattern--structure: '"group characteristics"

The physical, temporal, and membership (personnel)
boundaries of the group and the basic activities in which
the group members are involved as a group.

Global pattern--content: 'group composition"

Member characteristics which are properties of individual
members but which influence the character of the group,
e.g. age, sex, social class, roles held in the secondary
system. Differential participation in different
settings.

Global pattern--process: "member turnover and attendance"”

Rates of recruitment, graduation, desertion, and expulsion
from the group. Fluctuation in attendance in group
settings.

INTERACTION

5.

Interaction--adaptive: "the connection network"

The transactional channels between the group and significant
social objects in the environment.

Interaction--structure: "the communication network"

The interactional channels within the group, i.e., who
communicates with whom and how often.

Interaction--content: '"the communication content"”

The major kinds of information circulating within the

group.

Interaction--process: '"the communication processes"”

The sequences of information transmission in the group.

DIFFERENTIATION

9.

10.

11.

Differentiation--adaptive: "mediation roles"

Roles specialized in mediating with the group's environment.

Differentiation--structure: "internal roles"

The differentiation of functions within-the system and
their allocation to specific positions in the group.

Differentiation--content: '"norms"

The formulation of requirements for adequate role fulfilment
by individuals.
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Differentiation--process: '"role differentiation and role
specialization"”

The processes by which roles become more or less
differentiated and/or specialized.

RESOURCE ALLOCATION

13.

14.

15.

16.

Resource allocation--adaptive: '"adaptive systems'
The input and output of resources to and from the system.

Resource allocation--structure: "status systems"

The distribution of rank or status of various kinds

among group members.

Resource allocation--content: "values, symbols, and goals"

The key systems of meaning and orientation in the system
which represent the important cultural resources of the
group.

Resource allocation--process: '"resource distribution”

The processing, modifying, and distributing of group
resources.

INTEGRATION

17.

18.

19.

20.

Integration--adaptive: "enclosure"

The degree of definition of group boundaries and the
sharing of external reference groups and persons.

Integration--structure: "cohesiveness and consensus'”

The attractiveness of the group to its members and the
consensus which exists on this.

Integration--content: "rituals and myths"

The extent to which developed and accepted rituals, such
as rites of passage, exist and the extent to which common
myths exist about the nature and purposes of the group.

Integration--process: 'member satisfaction and
soctalization”

Outputs to the personality from the system which affect
the level of individual satisfaction and personal growth.

4Source: Dunphy, 1972, pp.97-98.
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This is the most sophisticated open system model of the
small group to date, differing from previous models in its
distinction between adaptive, structure, content and process
variables, and emphasizing in particular the open and dynamic
nature of the group.9 Of particular significance for this study,
is the model's emphasis on the connection network (Interactive -
adaptive) and the adaptive systems (Resource allocation -
adaptive).

The variables employed in the models of Mills and Dunphy are
comparable. Mills' variables: interaction, normative system,
beliefs and values, cultural interchange, and emotion are similar
to Dunphy's variables: interaction, differentiation, inte gration,
resource allocation, and integration, respectively. Both models
emphasize the openness of the small group, to a high degree.
Mills emphasizes emotion more, and structural factors less, than
Dunphy does.

The exact relevance of these two models for this study is
that they highlight a) the interpersonal connections between the
small group and its environment (Mills' "Physical and Social
Contacts'"; Dunphy's '"connection network") <nputs and outputs,
transactions with the environment (Mills' "Emotional Relations",
"Contractual Relations'", '"Cultural Interchange', '"The Inter-group

Executive System'"; Dunphy's '"adaptive systems'"). This study

9-vA model that is open and dynamic in character is strongly

favoured; the outline above is a compromise between this
ideal and previous models which have been, on the whole,
relatively closed and static in character" (Dunphy, 1972,
p.99). It is this emphasis on openness and dynamics that
prompted us to name Dunphy's model the Dynamic Open System
model. Doubtless, other categorizations are possible.
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focuses on mood input/output which is carried from small group to
environment via interpersonal or social networks.

A criticism that can be made of Mills' model and Dunphy's
model is that neither presents a total theory about the
relationship between small group and environment. The two models
together, however, delimit and clarify the specific area of small
group-environment interaction this study investigates (''mood
diffusion'") and provide a framework for relating that area to
other variables in a complete group model. In the broadest sense,
these small group models are of general theoretical value because
they represent microcosms, models of the larger society within
which the small group occurs.

Building on the variables specified in these two models, a
model of the mood diffusion process and the T-groupg social
network within which diffusion occurs is developed in Chapter V .

We turn now to an examination of what is known about boundary

exchange between the T-group and its environment.
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CHAPTER 111

BOUNDARY EXCHANGE AND THE T-GROUP

SOME DEFINITIONS

1) The term boundary exchange is frequently used in functionalist
theory to refer to the exchange or movement of items between
different subsystems of the social system.1 Boundary exchange

as used in this study refers to the exchange or movement of
anything: ideas, values, emotions, behaviour, skills, objects,
between the small group and its environment. T-group researchers
often refer to '"the transfer of learning" from the T-group to

the back-home situation. This is an example of boundary exchange.
The rationale for using this more general term is that it helps

to place information about interaction between the small group

and its environment in a wider theoretical perspective.

2) Diffusion is a term used in anthropology to indicate the
process by which culture traits or complexes spread from one
society to another, or one part of a society to another (Theodorson,
1969). A classic example of between-culture diffusion is the
British adoption of the Indian habit of wearing pyjamas

(Parkinson, 1963). When diffusion occurs in a short space of

time and lasts only temporarily the term social contagion is

sometimes used. Theodorson defines social contagion as '"'the

1'For a detailed discussion of boundary exchange between the
economy (the adaptive subsystem) and its "environment"
(society's other subsystems) see Parsons and Smelser
(1956).
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spread of ideas, moods, or forms of behaviour in a rapid,
emotionally toned manner, as in the case of rumors and fads"
(Theodorson, 1969). Diffusion as used in this study refers to
the spread of an idea, mood, or behaviour from one person to
another, or from one group situation to another group situation.

For example: At time1 a mood originates or is induced

in individual 'X' in group situation A, and he '"carries"

this mood with him into group situation B so that it

exerts some influence on him at time2 although he is

in an ostensibly different group situation. A

common example of this occurs in the businessman who

has a "bad" day at the office, comes home, and has

a "fight" with his wife. This is an example of

mood diffusion.

As with boundary exchange, the term diffusion helps to place
this study in a wider theoretical perspective. Diffusion may
refer to boundary exchange which is one way (e.g from small group
to environment only) or two way (e.g. from small group to

environment and from environment back to small group).

3) The T-group or sensitivity training group (or self analytic
group) is a primary group. Its primary characteristics are that
it is:
a) a small group which persists long enough to develop
strong emotional attachments between members;
b) having at least a set of rudimentary, functionally
differentiated roles, and

c) a sub-culture of its own including an image of the
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group as an entity and an informal normative

system which controls group-relevant action of

members.

(Dunphy, 1972, p.5)

The T-group differs from other primary groups (such as the
family, the peer group, and informal organizational groups) in
that it is a resocialization group (similar in most respects to
therapy and rehabilitation groups). The unique characteristics
of the resocialization group are explained by Dunphy in the

following quote:

What do these groups do? Because socialization
takes place predominantly in primary groups,
resocialization must also take place in primary
groups. Resocialization groups function to
change the ways in which people view their
behaviour by providing "open feedback'" from
fellow participants about the meaning of each
individual's behaviour for them, by increasing
the range of behavioural phenomena consciously
perceived by the individual, by making apparent
and challenging in a variety of ways the working
assumptions about human behaviour held by him.

(Dunphy, 1972, p.32)
According to Tannenbaum, Weschler, and Massarik (1961) there
are three main features distinguishing the T-group from a
conventional group discussion:

1) The training is primarily 'process-oriented'’
rather than 'content-oriented'": stress 1is
placed on the feeling level of communications
rather than on the informational or
conceptual level.

2) The group is unstructured: the members are
not told what they ought to talk about.

As they concern themselves with the
problems caused by this lack of
direction, they begin to act in
characteristic ways: some people
remain silent, some are aggressive,
some tend consistently to initiate
discussions, and some attempt to
structure the proceedings. With
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the aid of the staff member, these
approaches or developments become
the focal points for discussion
and analysis.
(Cooper and Mangham,
1971, p.v)

3) The group is small enough to permit a high
level of participation, intense involvement,
and free communication.

RATIONALE FOR STUDYING T-GROUPS

In this study, the T-group has been selected as the small
group for research into boundary exchange because:
1) T-groups are known to generate a high level of
emotional involvement (i.e. produce diffusable
moods) .
2) The values of "openness'" and '"scientific
validation of data" in the T-group movement
makes them more receptive to being researched
than some other types of primary groups where
a great deal of suspicion must first be over-
come before some (if any) research can be done.
Although this research focuses on T-groups for reasons of
methodological necessity, it is hoped that the results will have

theoretical implications for small group theory as a whole.2

I OUTWARD DIFFUSION: THE IMPACT OF THE T-GROUP ON ITS
ENVIRONMENT

There are quite a few studies available - based on empirical

2'For a more detailed description and definition of T-groups
see Bradford, Gibb, and Benne, 1964.
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research - that indicate that T-groups cause change in group
members. The changes vary from increased job effectiveness and
interpersonal competence to changes in attitude, perception,
personality and diagnostic ability (Cooper and Mangham, 1971).
In studying the effects of the T-group, researchers - who are
often trainers themselves - have been primarily concerned with
the question "Is training transferable?'" probably because they
feel a positive answer justifies the use of T-groups.
Consequently, research on T-groups relating to boundary exchange
tends to focus on transfer of learning skills (interpersonal
competence) rather than on those aspects of mood diffusion that
are more relevant for this study. Furthermore, most of these
studies are ''before-after" studies which ignore ongoing inter-
action processes between the group (and group members) and the
environment.

Some of the more common changes that are reported by group
members after participating in a T-group have been shown by
Miles (1965), Bunker (1965) and Moscow (1969) to be:

Receiving Communications: more effort to understand,
attentive listening.

Relational Facility: cooperative, easier to
deal with.

Awareness of Human Behaviour: more analytic
of other's actions, clearer
perception of people.

Sensitivity to Group Behaviour: more conscious
of feelings of others, more
sensitive to the reactions of
others.

Sensitivity to Other's Feelings: sensitivity
to the needs and feelings of
others.

Acceptance of Other People: more tolerant,
considerate, patient.
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Tolerant of New Information: willing to accept
suggestions, less dogmatic.

(Cooper and Mangham, 1971, p.3)
In these studies the changes reported by experimental groups
(T-groups) are significantly higher than those reported by members
of control groups.

A study by Schutz and Allen (1966) on 71 T-group participants,
who completed questionnaires before and after training, reports
that 83 per cent of all responses indicated favourable effects of
the T-group experience; 4 per cent indicated unfavourable change;
and 13 per cent indicated no change. Participants reported
increased understanding of interpersonal situations and increased
interpersonal competence. In addition, "a great many of the
respondents felt that their insight and awareness about people
had increased and many found specific applications to their back-
home jobs. Participants also reported a decrease in personal
feelings of tension, an increase in flexibility, honesty,
confidence and acceptance in their relations with other people.
Some reported no change and still others reported worsening of
relations with others. However, the latter, in almost every case
reported, felt the overall effect was positive even though the
initial results were not rewarding" (Cooper and Manghan, 1971,
p.-4).

Three additional findings presented by Schutz and Allen
are relevant:

1) They found that depending on the initial
personality of members, people were changed
selectively by the T-group experience (e.g.

the overly dominant became less dominant;
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the overly submissive became more assertive).
2) It took the T-group up to 4 months to make
its impact on members noticeable.
3) Members attributed their changes virtually

entirely to the T-group experience.
Several other studies indicate that compared with more conventional
human relations training programmes, T-groups are more effective
in producing change: Boyd and Ellis (1962), Argyris (1965).

A more productive approach to the study of the impact of the

T-group on its environment is evidenced in studies focusing on
the effects of the T-group within a particular organization. Here
the "environment' is held in common by all group members and may
be objectively studied. Argyris (1964) studied the effects of 5
T-group sessions on the behaviour of a board of directors as
measured by two independent observers working from tape recordings.
When Argyris compared pre-T-group board meeting scores for
antagonism, concern for others, feelings and ideas, openness, and
helping others with scores for board meetings 8-12 months after
training, he tentatively concluded that a significant growth in
interpersonal competence had occurred. (His results are tentative
because no control group was used.) This study is similar to
Friedlander's study (Friedlander, 1967) of organizational training
laboratories in focusing on a complete work group (e.g. the board
as opposed to a composite group made up members from all levels of
the organization). Friedlander found that work groups receiving
organizational training (mainly task oriented groups with some
emphasis on interpersonal and intra-group processes) showed

significant changes in group effectiveness, mutual influence among
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members, personal involvement and participation (Friedlander,
1967) . Bennis (1963), Shepard (1960), Harrison (1962), and Mann
(1962) report that organizational members who do not attend as
a team have little effect on their organizational environment
(although some personal change in participants may result).

The above review is selective and is not meant to be
comprehensive.3 Its purpose is to present some typical findings

from research into outward diffusion from the T-group.

RESEARCH ON PHASE MOVEMENT

Studies on changes within the group over time indicate a
tendency for T-groups to go through developmental phases (i.e.
phase movement) which are quantitatively and qualitatively
different from each other. The significance of these findings
for boundary exchange is that they indicate that the specific
impact of the T-group varies over time. If we assume the
theoretical possibility of outward diffusion occurring throughout
the group's life, then it seems reasonable to assume that during
different phases different ''things'" will be diffused or taken out
of the group (e.g. anger during an "anger'" phase). An examination
of phase movement research is therefore relevant to this study.

Lakin (1960) carried out a case study on participants'
interpretations of a T-group using a recall measure. Members were
asked to describe their feelings and reactions during the meetings

they remembered as the best and the worst. The reported themes

3‘For a review of some of the more equivocal studies on

organizational and individual change in T-groups see Cooper
and Mangham (1971), Chapters 1,2,3.
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centred around symbolised authority, peer conflict, self-exposure
and self-insight. The worst meetings were characterized by
authority conflict, inconsistency and disagreement. Although this
study does not focus primarily on developmental sequence, it
indicates the types of phases that make a conscious impression on
members.

Some of the early work giving intuitive descriptions of
developmental phases in self-analytic groups was done by Bion
(1959) and Bennis and Shepard (1956). Bion emphasized the ways
group issues of dependency, fight-flight, and pairing tended to
dominate groups before a work oriented phase was begun. Bennis
and Shepard describe a detailed developmental sequence of
dependence, counter-dependence, resolution, enchantment, disen-
chantment, consensual validation. During the dependence and
counter-dependence phase the group deals with the issue of
Authority. When the initial responses of submission and rebellion
are resolved during the third phase, the group moves to a concern
with Interpersonal Relationships. During the phase of enchantment
group members have high expectations about the satisfactions they
hope to receive from the group (i.e. each other). Under the myth
of mutual acceptance and universal harmony the group appears to
be happy, cohesive and relaxed. The disenchantment phase occurs
when the fantasied expectations of group life are not met and
members experience feelings of depression and disappointment.
During the phase of consensual validation members begin to work on
real problems.

Two of the earliest studies concerned with empirically

measuring phase movement were conducted by Heinicke and Bales
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(1953) and Philp and Dunphy (1959) using laboratory groups that
were mainly task oriented. These studies demonstrated that as
task activity drops, social-emotional behaviour rises. During
the second session, however, there is a leadership struggle which
generates hostility.4

Mills (1964) and Mann (1961) conducted empirical studies on
phase movement in T-groups in academic settings. Both studies
produced comparable findings in phase sequence which Dunphy has
summarized as follows:

an initial phase of personal frustration
and expression of hostility among members, then
a shift to a re-evaluation of instructor-peer
relationships, to a stage concerned with
internalization and affection; next a work-
oriented phase, followed by a final phase where
members are primarily concerned with the
termination of the group.

(Dunphy, 1968, p.199)

In his own study of phase movement in two T-groups, Dunphy
(1964) found an early period (phases 1-3) where counter-personal
relationships and negativity were predominant. This early period
is characterized by the attempt to import external normative
standards. Phases 2-3 are characterized by rivalry and aggression.
Phase 4 shows concern with negativity, absenteeism and
communication. Phases 5 and 6 have emotional concerns, especially
affection, relatively high. These phases are described as being
similar to those in previous studies of self-analytic groups

(Dunphy, 1968, p.214).

Hartman (1969) studied phase movement in two T-groups and

ben review of phase movement research which preceeded the study
of developmental phases in self analytic groups 1s given
in Dunphy (1968).
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distinguished four distinct periods that were comparable in each
group. Phase 1 was characterized by distress and revolt against
the leader. Phase 2 saw an attempt to create a utopian group
through honesty and closeness. Phase 3 realized the impossibility
of utopia and was characterized by disappointment and sexual
rivalry. Phase 4 centred around feelings of sadness associated
with separation. In addition, Hartman demonstrated that shifts

in the level of anxiety in the group were associated with changes
in "phase'.

The studies mentioned above are fairly consistent in the
developmental tendencies they describe. More equivocal findings
have been produced by other researchers: Reisel (1959), Lakin
and Carson (1964) and Lubin and Zuckerman (1967). Focusing on
the dimensions: involvement, degree of emotionality, and
satisfaction, Reisel found a variety of patterns in these variables
amongst the three T-groups studied: all groups seemed to maintain
the pattern of involvement (though only one group showed this to
a significant degree); satisfaction tended to be high at the
beginning, declining over time, for all groups; and for
emotionality no consistent patterns across groups appeared.
Reisel's conclusion was that T-groups develop in a systematic
fashion although '"each group develops an individualized personality,
patterning or identity, coupled with generally meaningful
regularities of development." (Reisel, 1959).

A similar conclusion as to the uniqueness of each T-group's
experience was made by Lakin and Carson (1964). They investigated
perceived changes in the group process of four T-groups and found

significant variations in participant ratings over time. Although
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competitiveness declined and cooperation showed an increase in

all groups, other variables (especially group atmosphere) did not
show a discernable trend.

Lubin and Zuckerman (1967) studied affective and perceptual
cognitive patterns in four T-groups. The five cognitive variables
studied were: worthwhileness of session, degree of activity,
degree of open sharing of feelings, level of conflict, and
relevance of discussion to issues within the group. The affective
variables studied were: anxiety, depression, and hostility. The
authors conclude that there are significant differences among
sessions, implying some degree of similarity of group trends over
sessions, but no consistent trends common to all groups. Lubin
and Zuckerman also report some significant association between
different variables: the negative affect variables show high
intercorrelations ranging from .81 to .92; the perceptual-
cognitive variables show intercorrelations ranging from .41 to
.85; and there is a general tendency for the affective variables
to be negatively correlated with the perceptual-cognitive variables.
Lubin and Zuckerman state:

To the extent that participants feel that sessions

are worthwhile, they report less anxiety,
depression, and hostility . . .

There is a significant negative relationship be-
tween the affect variables and the degree to
which feelings are openly shared in the group.
As feelings are shared more openly, participants
report experiencing less anxiety, depression

and hostility

It is interesting to find that there is a
significant negative relationship between Q5
(Relevance of discussions to issues within the
group) and the affect variables. Overall, as
discussions focus more upon issues within the
group, Ss report experiencing less disturbing

affect .
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There is some suggestion also that participants
experience less negative affect in those
sessions in which they have been more active
and in which there has been conflict within the
group. The last statement refers to the
possibility that confrontation and conflict,
within the levels occurring in training groups,

may be experienced by participants as stimulating
rather than disturbing.

(Lubin and Zuckerman, 1967,
PP.227-230)

The differences between the findings of the last three
studies and those preceeding (Mills, Mann, Dunphy) is possibly due
to the fact that the latter, who have fairly consistent findings,
used comparable variables, used a greater variety of variables,
and tended to focus on the relevant group issues associated with
the rise and fall of different variables (e.g. hostility and ''the
group revolt'"). The studies of the former use fewer and widely
differing variables, and tend to ignore relevant content in
sessions that relate to significant group issues. Nevertheless,
we note in all of these studies a fluctuation over time in various
mood related variables indicating that the T-group can effect
differing kinds of emotional impact at various times in the group's

. 5
existence.

FACTORS AFFECTING GROUP IMPACT

The central factors affecting the impact of the T-group

experience on participants seem to be group composition,

5'This review of phase movement research has been highly selective
For a more comprehensive review see Tuckman (1965), who
summarizes most theories into a model having the developmental
stages: forming, storming, norming, and performing, and
reviews by Dunphy (1964), Mann (1967) and Hartman (1969).
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personality, involvement, and trainer behaviour.

Several researchers have claimed that heterogeneous groups
foster greater change and learning: Bennis and Shepard (1956),
Schutz (1958), Harrison and Labin (1965) and Harrison (1965).
Stock (1964), however, has argued that homogeneous groups can
facilitate communication and empathy and produce a better learning
climate. Summarizing the research on group composition, Cooper
and Mangham (1971) conclude that as composition increases from
minimum to maximum heterogeneity there is a corresponding increase
in participants'learning. At a certain critical point, however,
further heterogeneity is associated with decreasing success
(Cooper and Mangham, 1971, p.153).

It is clear from the research that groups composed mainly
of particular personality types or interpersonal orientations will
experience quantitatively different behaviours than groups other-
wise composed. Schutz (1961) found that groups selected according
to homogenous criteria, seemed to settle on different topics
which were dealt with at greater depth than in other groups.
Lieberman (1958) composed one T-group of individuals with a marked
preference for each of the five modalities of fight, pairing,
dependency, counter-dependency, and flight and a second group
similar to the first except that it excluded individuals high on
the pairing dimension. He found that counter-dependents changed
least in the group that excluded pairers, and that authority issues
preoccupied this group for its entire life. "A climate obtained
of continuous counter-dependent struggle'". (Cooper and Mangham,
1971, p.149). This study also highlights the significance of role

specialists (e.g. persons high on one dimension such as
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counter-dependency or pairing) for the types of behaviour that
occur in the group. The importance of role specialists for
developmental phases has been investigated elsewhere by Dunphy
(1964) .

A study by Vroom (1960) on the effects of personality on
decision making participation in work groups has some implications
for T-group situations. He found that participation was
satisfying for persons having a high need for independence and
low authoritarianism scores; those with low need for independence
and high authoritarianism scores found participation less
satisfying. Miles (1960) found that ego strength, flexibility,
and need for affiliation were not related to gain at the end of
the training course, ''rather, ego strength, flexibility, and need
for affiliation played a clear role in the person's interaction
with the lab, permitting him to unfreeze, become involved, and
receive feedback. These process factors, in turn, were the major
determinants of learning.'" (Miles, 1960). That is, the change
effect that ego strength, flexibility, and need for affiliation
have depend on their interaction with other variables: commitment,
involvement, feedback, trainer behaviour.

Reviewing these studies, Steele (1968) concludes that
personality may be an important factor limiting participation.
Persons who are most stereotyped, rigid and authoritarian tend to
become dissatisfied and/or drop out of the group. In her review
of personality factors influencing outcome, Stock (1964) suggests
that receptivity, involvement, lack of defensiveness and openness
are important factors aiding learning. Steele (1968) cdnducted

an important study into the effects of personality on T-group
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behaviour using the Sensation-Intuition (S-N) scale of the Myers-

Briggs Type Indicator which classifies persons according to their

preferred mode of perception: Sensation or Intuition.

Sensation (S): This is the process of becoming
aware of things directly through one of the five
senses. The focus here is on factual stimuli

in the environment. The type of individual who
prefers this process focuses on facts, attention

to detail, realism, practicality, and thorough-
ness.

Intuition (N): This is, by contrast, the

process of indirect holistic perception, where

the perceiver adds to whatever is given (in

the stimulus situation itself) through ideas

and associations generated from within. The

individual who prefers intuition cares as much

about the multiple possibilities that occur to

him as he does about the actualities. This

type of person is characterized by insight,

originality, ingenuity, grasp of the complicated,

comfort with abstract thought and a bent for

experimentation.

(Steele, 1968)

Steele found a general connection between stable preferences for
Intuition and a general factor he calls the ''laboratory style"
of behaviour which encompasses high activity, individuality,
collaboration, helping, experimenting, dealing with feelings,
involvement, and understanding interpersonal processes. Steele
also refers to the laboratory style as requiring the adoption of
a scientific posture toward the world.

Harrison and Lubin (1965) investigated differences in
interpersonal behaviour and learning in T-groups between highly
person-oriented and highly work-oriented participants. They found
that person-oriented members behaved more expressively and warmly
and were more comfortable and effective in the training situation
than were work-oriented members. Contrary to expectation the

researchers found that the work-oriented members learned more than
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the person-oriented members. Harrison and Lubin give the

following explanation:
It is hypothesized that the person-oriented
group found the laboratory a kind of psychic
home without much challenge, whereas the

work-oriented members experienced 'culture
shock', and that this in fact pushed them

toward change.
(Harrison and Lubin, 1965, p.286)

Several studies indicate that involvement must be high for
the group to have impact on participants: Stock (1964); Miles
(1960); Reisel (1959); Cooper and Mangham (1971). Reisel in
particular notes that the greater the trainee involvement, the
greater the emotional reaction. He also reports that there is a
strong suggestion that the greater the emotional reaction, the
more dissatisfaction is experienced. This suggests that the
intense involvement that leads to personal change involves a
stressful, perhaps painful period of growth (i.e. leading to
growth). Cooper and Mangham describe intense involvement as an
essential feature of T-groups and state: '"On the face of it this
involvement should be of advantage in producing lasting changes
in the attitudes and behaviour of participants. It is certainly
true that most studies report few attitudinal changes for
participants who show low involvement in training activities"
(Cooper and Mangham, 1971, p.v).

A number of studies indicate that the trainer's behaviour has
a significant impact on the T-group. Stermerding (1961) compared
the effects of two trainers on their groups. Trainer A used a
group oriented approach while Trainer B used a more individual
centred approach. Correspondingly, group A accenuated the 'group'

aspect of learning, described a central case study in process-
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analytic terms, and were perceived by their trainer as sensitive
and effective, whereas group B emphasized equally self learning
and their jobs, described the case study in role functioning
terms, and were perceived by their trainer as being primarily
task oriented. Mann (1966) in his study of the member-to-trainer
relationship concluded that differences in the timing and
intensity of the developmental stages: appraisal, confrontation,
re-evaluation, internalization, and separation, were a result of
the way in which each group dealt with the trainer in the
confrontation period. By confronting and appraising the authority
position of the leader vis-a-vis their dependency, group 1
resolved these issues and moved forward to a phase of internal-
ization. Group 2 expressed hostility without appraisal during
the confrontation phase, became distressed at the outburst of
aggression, and failed to resolve the authority-dependency issue
in a satisfactory manner. Consequently, group 2 failed to enter
the internalization phase to a significant degree. Unresolved
issues were still being felt. Mann makes the following
observations about differences between leaders: leader 1 is
described as younger (late twenties), less experienced in trainer
role, and more volatile and likely to express impatience or
irritation; 1leader 2 was older (late thirties), more experienced
in trainer role, and more distant in dealing with group members.
"The range of personal feelings expressed by the S1 trainer was
greater, and the psychological distance between him and the group
was correspondingly less than for the S2 trainer." (Mann, 1966,
quoted in Cooper and Mangham, 1971, p.245).

Mann's study is of particular importance as it highlights
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the interactive effect of group and trainer on group process.
The exact nature of this interactive effect is not made clear,
however.

Peters (1966) found that participants who identified with
the trainer, showed personal learning. For certain participants,
certain leaders stood out as desirable role models.

Culbert (1968) concludes that trainers who are more self-
revealing speed the process by which groups reach a higher level
of self-awareness. Furthermore, self-revealing trainers have
groups in which members enter relationships more often with other
members. Bolman (1969) found that trainer congruence-empathy
was directly related to participant learning.

A fuller review of studies on trainer impact has been made
by Cooper and Mangham (1971)? The few studies quoted above indicate
some of the major dimensions of trainer behaviour affecting the
T-group experience of participants. We turn now to a consideration

of the effect of the environment on the T-group.

ITI INWARD DIFFUSION: THE IMPACT OF THE ENVIRONMENT ON THE T-GROUP

Empirical studies documenting the effect of the environment
on processes within the T-group are virtually non-existent. Mills'
study (Mills, 1967) is unique in its emphasis on the ways the
"environment'" makes significant impact on the T-group. Because
his argument is so focal to this study, Mills has been quoted at
length on the following pages. Certain parts of Mills' analysis
have been underlined to emphasize passages particularly relevant

to this study.

67'0f more general relevance is Redl's classic study on group
emotion and leadership (Redl, 1955).
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Absences remind members, as well as students of
groups, that the group is neither complete unto
itself nor detached from other systems but
instead is interlaced with them. Processes in
the group are subject to processes within this
more complex network. Absences signal Ioyalties--
greater loyalties--to systems other than the
group (one's family, one's friends, other
courses, other interests). A frequent fantasy
upon the absence of the leader, for example, is
that he has abandoned this group for another

he likes better

Accordingly, the observed cyclical movement

occurs because of the group's interrelationship
with other segments of society./ It results from
alternating demands, first, from commitment to

the group's task (negative peak), then from
reactions to commitments to other systems
(positive peaks). Regularity of peaks and troughs
may be accounted for by the regularity of absences
or separations, which 1n turn are due to the
regularity of the academic calender--or put
another way, due to the regularity with which
other systems demand an expression of Ioyalty. In
short, the swings are between two poles: this
group and systems other than thils group. The
regularity is determined by factors which ramify
into an ancient chronology and an institutionalized
provision that various collectivities of a society
have their season .

In any case, the data indicate the inadequacy of
an explanation based solely upon the 1mmediate
group as a closed system. The 1mplication for
group theory is simple and important. Small
groups are not closed systems. A theory of their
dynamics must extend beyond the immediate scene
and incorporate those demands which make them-
selves felt in a systematic way upon the immediate
scene . .

Counting waking and sleeping hours, members of
this Tearning group spend, at best, less than two
per cent of their week 1n the group. Members have
many other commitments: theilr personal interests;
friends; other classes; religions, political,
familial, peer, and many other associations.
Reference-group theory has helped emphasize the
fact that a member may refer privately to one of
these units as a basis for his beliefs and
standards. As essentially part of the same

7'Mills refers here to the cyclical movement of positive over

negative scores for the T-group.



process, he may express within the group strains
(or satisfactions, as the case may be) which are
born elsewhere--just as he may wait until he 1is
in other contexts before he overtly manifests
internal processes begun within the group. This
conveyanced on the part of members renders the
group a nontotal institution. That to which

and from which there is conveyance is within the
field of the group, and, as such, is part of

1ts periphery. There i1s no question that
ramifying the group into this often widely
dispersed field complicates theory-building; but,
on the other hand, bounding the group by
physical walls and by what can be seen and heard
must leave many processes unexplained.

This barrier is especially obvious when
connections to external collectivities are not
idiosyncratic but instead are common among
members and reactions to them are shared,
scheduled, and routinized.® Christmas vacation
is one of the clearest of many examples: The
university closes down; all ways are opened
for a return home; there is no choice of
meeting or not meeting; separation is en-
forced; there can be no giving and getting from
the group during this period; group process 1is
suspended. The giving and getting--the gift
exchange--is in another context among other
authorities and peers. Traces of the group are
taken to the family, and family traces are
returned. There is an exchange, but the
unequivocal act of moving from one collectivity
to another as an acknowledgment of loyalty to
the second is what makes the exchange possible.
Just what loyalty is felt may be important for
some investigators. The more general point,
however, is that provisions for the move, for
taking traces to the family, for re-enacting
facts of the group's process and returning

with new traces--society's provision for this
is patterned. Society's calendar schedules a
particular impact upon the group. Without
meeting, its members go through similar
experiences,; without meeting, the group changes
in systematic ways. These patterned influences
during dispersal of a group need to be brought
within the field of group theory.

(Mills, 1964, pp.92-94)

8‘i.e. Diffusion.

9'i.e. Synchronized inward diffusion.
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The essence of Mills' argument is that inward diffusion,
whether synchronized (by the calendar) or originating in the
environment of a particular member, can alter processes within
the T-group. His evidence is not conclusive, however, since his
measuring instruments are designed to tap the T-group only. The
methodological problems in measuring the processes in a T-group's
environment are fairly severe--which probably accounts for the
absence of research in this area.

Mills also clarifies what 'the environment'" is for most T-
group members: personal interests, friends, other classes,and
religious, political, familial, peer and other associations. The
term environment is used very loosely in the literature, as
though it were identical for each group member. In reality, it
is more likely that members have unique environments composed of
varying types of primary and secondary groups having differing
impacts on the individual. As Mills has noted, on certain
occasions (e.g. holidays) certain features of everyone's
environment are synchronized. For the most part, however, it may

be more appropriate to speak of member-specific environments.

OTHER RESEARCH ON ENVIRONMENT

Dunphy (1972) has presented a detailed theory of the
coordination of the primary group with the larger social system
which emphasizes in particular structural relations between small

. . 10 .
groups and their environment. Depending on the amount of control

10
"This theory fills in details about adaptive-global pattern
("adaptive stability'") referred to in Dunphy's primary group
model in Chapter II above.
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over goals and means permitted by the environment, primary groups
develop along different lines. Apathetic groups such as
retreatist drug addict groups, and apathetic work groups in
industry--for instance--derive their apathy from occupying a
subjugated position with no control over the environment (no
ability to influence goals or means). At the opposite end of
the continuum are conservative groups such as large stockholders
and upper elite families who exert a high degree of control over
goals and means in the environment (Dunphy, 1964, pp.65-66). The
significance of this theory is that it portrays the environment
as a key determinant of the general type of primary group formed.
The theory also predicts the dominant roles and group behaviours
arising in groups under these environmental constraints (e.g.er-
-ratic groups with the dominant role of the aggressor and dominant
feelings of frustration frequently lending to explosive behaviour.)
A second area of research which emphasizes the effect of
the environment on the small group are the organizational studies
of mental hospitals: Caudill (1958); Stanton and Schwartz (1954);
Rapoport (1956); Stotland and Kobler (1965). These studies
treat the hospital organization as an environment in which
collective disturbances may occur having impact on individuals
and small groups. Stanton and Kobler (1965) give several examples
of diffusion in their study of the life cycle of Crest Hospital.
The authors describe a "sick'" Halloween party held by the staff
which becomes violent with a brawl and widespread breaking of
glass (and two divorces which were reportedly started that night).
The unit director is quoted as saying that the party was '"simply

a symptom of the ills of the hospital'. (Stanton and Kobler,
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1965, pp.144-145). Instances of diffusion between staff and

patient groups are also frequent:
The low morale of the ward staff, the staff's
low level of motivation to be therapeutic,
their sagging self-esteem and self-confidence,
created hopelessness and anxiety among the
patients.
(Stanton and Kobler, 1965, p.146)
Stanton and Kobler also describe how factors in the outside
environment can affect the hospital environment:
Patient behaviour, for example, is subject
to more influences than the hospital can
control--acute upsets are bound to occur.
The staff, too, are not immune to upsets
stemming from sources outside the hospital;

personal problems affect the clinical
performance of therapeutic personnel.

(Stanton and Kobler, 1965, p.218)

Caudill (1958), in his study of a mental hospital, describes
it as a small social system of interrelated parts such that
"events occurring at one point would have ramifications throughout
the system" (Caudill, 1958, p.4). Caudill presents empirical
evidence which shows how behaviours in daily administrative
conferences of staff are influenced by collective processes
involving the entire hospital (Caudill, 1958, Chapter 12). His
study also traces the interconnections between different staff
role groups and shows how inadequately expressed disagreement and
dissatisfaction among staff role groups fostered collective
disturbance among the patient group.

The emphasis these studies place on the mood diffusion
impact of '"mood sweeps'" in mental hospitals has particular
significance for this study.

Although there is general agreement among small group

theorists now that the small group is some sort of open system, the
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empirical research on transactions with environment has been
meagre and in some instances (with respect to inward diffusion)
virtually non-existent. This lack of research can be attributed
to the cultural bias concerning the myth of individuality
(discussed in Chapter IV), the "scientific fiction'" employed by
researchers investigating experimental laboratory groups that
environmental variables were not relevant, the difficulties
involved in empirically measuring ''the environment', an imprecise
definition of "environment", and perhaps a reluctance on the part
of researchers to probe the private world of the small group
member,

The next chapter discusses the social significance of emotion
and mood, and indicates the relevance of emotion for small group

research.
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CHAPTER IV

THE SOCIAL SIGNIFICANCE OF EMOTION

EMOTION AND SOCIAL RESEARCH: A NEGLECTED AREA

For methodological reasons the study of emotion has been
largely neglected by sociologists and social psychologists:
emotion is the most private of subjective experiences and its
presence in an individual can only be inferred from secondary
sources - verbal reports, vocal tension, subtle shifts in kinesic

patterns (Arnold 1968; Mills, 1967):

While a sensory experience can be verified

by others, given the same object or situation,
an emotional experience is essentially unique
even though the emotion can be recognized by
others. For this reason, the fortunes of
emotion as a scientific category have
fluctuated sharply. Whenever subjective
experience was frowned upon and repeatable
experience or observable behaviour was
emphasized, emotion fell into disrepute.

(Arnold, 1968, p.9)
Empirical research on emotion is fraught with difficulty.
The difficulty has been further compounded by the fact that
psychologists have long disagreed as to a basic definition of
emotion. Writing in 1928 Claparéde states:

The psychology of affective processes is

the most confused chapter in all psychology.
Here it is that the greatest differences
appear from one psychologist to another.
They are in agreement neither on the facts
nor on the words. Some call feelings what
others call emotions.

(Clapar&de, 1928, Chapter 9)

A similar complaint was made by Duffy in 1941:
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For many years the writer has been of the
opinion that 'emotion', as a scientific
concept, is worse than useless,

(Duffy, 1941, p.283)

Although some consensus as to what emotion is, what causes
emotion, and what the basic emotions are, was attained by the
1950's, the late arrival of consensus on a definition of emotion
and the absence of adequate methodology has certainly retarded
emotion research among psychologists.

While the same factors have retarded research into emotion
among sociologists and social psychologists, a particular cultural
bias has probably interfered with their seeing the interactional,
the sociological aspects of emotion. This bias is the tendency
of the Westerner to see individual behaviour in "individual"
or closed system terms. An example of what Galbraith calls
"conventional wisdom" (however foolish) is the mainly unverbalized
belief by many people that they are 'unique individuals' possessing
a 'free will' and having separate, personal, unique and entirely
individual 'emotional states'. The linking thread through these
beliefs is the notion of separateness: "I am separate from you;
my internal dynamics are not influenced by your internal dynamics."
Social psychological research has demolished the 'reality' of this
myth, but the myth persists. It is rooted in our culture.

Similarly in human affairs we have a long
cultural tradition that predisposes us to
think in terms of causation rather than of
interaction. Our systems of morals, ethics
and law, from the time of the Jews, Greeks
and Romans, have been predicatedon a sort
of simple, causal type of psychology.
Western culture has viewed man as an
individual self-determining psyche, which

(for good or evil) causes the body @n
which it resides to carry out certain
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actions. Each person, as an independent
agent, must therefore, be responsible for
the actions of the body he controls.

(McCall and Simmons, 1966, p.54)

This cultural bias is contra-sociological in nature, for
sociology, as Homans (1962) defines it, is the study of how men
influence other men; and if a man's behaviour is continually
being 'influenced' by others, then he can hardly be considered
an 'independent agent'. This would be especially so if his
emotions - those most personal and private of subjective
experiences - were a function of varying social situations. This
in fact is what occurs: current research had demonstrated the
interaction between emotion and social situation.1 And yet the
myth of 'individuality' persists., It is difficult to formulate
a social psychological theory of emotion in the face of such bias.

It seems reasonable that social psychologists have favoured
concepts such as role and norm which have been defined with
greater consensus and have yielded more readily to objective
measurement. Now that both theory and research techniques have
reached a level that permits empirical research on emotion,2 the
time has come to integrate the emotional dynamics of groups with
more traditional concepts used by social scientists.

As Slater has pointed out, research on small groups that

ignores emotional dynamics is bound to be restrictive: Slater

lopor example: Mills (1967), Mills (1964), Redl (1955), La
Piere (1938), Durkheim (1952), Lewin, Lippitt and White
(1939), any text or chapter on collective behaviour, the
studies on phase movement reviewed in Chapter III above.

2‘See Mahl and Schulze (1964), Birdwhistell (1952), Horwitz and
Cartwright (1953), Torrance (1955), Mills (1964), Mann
(1964).
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refers to '"the imprisoning and blinding effects of the traditional
psychological and sociological units of person and role" (Slater,

1966, p.251):

I wonder if the favored sociological unit -
the disembodied role, divested of the needs,
the motives, the feelings which, however
group-specific they may be, nonetheless derive
from a breathing organism - has not also
exhausted its limited fertility. While most
progress in the sciences has come from
systematically ignoring large portions of
the data at any given time, I cannot see how
an understanding of groups can proceed
beyond its current level unless the unit of
analysis in some way embodies that segment
of an individual's instinctual 1ife which he
commits to a group. Social scientists have
too long tried to operate under the implicit
assumption that when more than a few people
are gathered together their emotionality and
animality can somehow be disregarded.3

(Slater, 1966, p.251)

Mills (1967) in his discussion of group emotion, makes clear
why emotion must be carefully regarded in small group research:

1. Emotions are always present in inter-
personal situations.

2. In interpersonal situations emotional
interaction occurs frequently (usually
at a covert level). One's emotions both
influence, and are influenced by, the
emotions of others.,

3. This emotional interaction produces a
complex configuration called group
emotion,

4, Primordial roles are conferred by the
system of group emotion (e.g. "the
scapegoat'",'"the person everyone loves")
and can have a strong influence on
'individual' behaviour. In Mills'
words: '"'the darling' of the group
tends to be kept just that while 'the
instigator' is egged-on." (Mills, 1967,
p.71).

3'The underlining is my emphasis.
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5. The particular structure of group emotion
that occurs can either limit or advance
group and individual growth,

(Mills, 1967, p.71).
The essence of Mills' argument is that an understanding of
emotion in groups helps explain social behaviour.
Homans (1964) makes a similar point in his article "Bringing
Men Back In'" where he launched an attack on functionalism in
sociology. Dismantling Smelser's structural-functional study of
innovations in the British cotton textile industry, Homans shows
that the actual explanation of innovation given by Smelser is not
a functional one involving role and social system, but a
psychological one involving emotion.
From the foregoing section we can conclude two things:
1) Social science research on emotion has been
neglected.
2) Some social scientists believe emotional
factors are of central importance in

explaining social behaviour.

SOME DEFINITIONS OF EMOTION

1. Emotion as Interference - According to Whittaker (1966) the

word emotion is derived from the Latin '"emovere' which means
to stir up, to agitate or excite. This definition implies
the opposite of a calm, relaxed, and (some say) a rational
state, viz, '"He is too emotional to make a rational
decision." This stirred up aspect of emotion is incorporated
in theories of emotion as interference: a result of conflict,

an arrest of action tendencies that result in a disorganized
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and disorganizing response called emotion. (Rapaport,

1950; Dumas, 1948; Hebb, 1941; Claparéde, 1928; Leeper,
1948; Pradines, 1958).

Dumas (1948), for instance, speaks of "emotional

shocks" that strike and disorganize us. Munn (1946)

states:

Perhaps as satisfactory a definition as can
be given at the present time describes emotion
as 'an acute disturbance of the individual as
a whole, psychological in origin, involving
behaviour, conscious experience, and visceral
functioning'. . . We say acute because emotion
comes over us suddenly and, after a time,
weakens and disappears. . . We say disturbance
because all but the mildest emotions disturb
or upset whatever activities are in progress
at the time of arousal. We say of the
individual as a whole because when an
individual is emotionally disturbed, he is
disturbed all over.

(Munn, 1946, p.263)

The disorganizing effect that emotion can have on our
behaviour is further borne out by Morgan and King:

On the other hand, when our emotions are too

intense and too easily aroused, they can get

us into a good deal of trouble. They can

warp our judgment, turn friends into enemies,

and make us as miserable as if we were sick

with fever.

(Morgan and King, 1965)

The emotions we experience have impact on us, they are tied
up with our whole existence, our consciousness, our self-

identity, our being.

Emotion as Organized Tendency - This definition of emotion

emphasizes the organizing, directional, purposeful aspect of

emotion:
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The word emotion is derived from Latin roots
meaning '"to move out'". This conveys the idea
of an outward expression of something inside,
which is one aspect of emotion. '"To move out"
also implies a second aspect of emotion - its
motivational quality. Emotion supplies the
motive power for a great deal of our
behaviour.

(Morgan and King, 1965)

The most notable studies treating emotion as organized
tendencies and as motives are Arnold and Gasson (1954), Young
(1961), Leeper (1963), and Lazarus (1966). This approach to
emotion 1is significant because it emphasizes the need to
understand emotion in order to fully comprehend a person's
behaviour. Emotion has a motivational aspect: it directs
and explains behaviour. Our actual behaviour in a social
situation may not be the result of our conscious goal and
expressed aim, but directed by an 'emotional need" that
impels us in another direction. Much of psychodynamic theory
from Freud to Berne is based on this analysis of hidden or
covert "scripts". In sociology Pareto (1935) has emphasized
the effect of non-logical factors or ''sentiments' in
determining social behaviour. Goldthorpe (1969) has shown
that this Paretian method of analysis of covert behaviour
("sentiments") underlies many sociological studies ranging
from C. Wright Mills' exposé of political myths in The Power
Elite to the Hawthorne studies.

* * *
These two somewhat opposite definitions of emotion - ironically
derived from the same Latin root - are significant to the social

scientist because they emphasize that:

1) emotion can have a disorganizing effect; it can
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disrupt our normal activity, our social
intercourse;
2) an understanding of the motivational aspect

of emotion is necessary to fully explain overt

behaviour.

THEORIES OF EMOTION: CAUSATION

There are four main theories of emotion which are concerned

with establishing the antecedents or causes of emotion.

1.

The Conventional Wisdom Theory is the '"general" belief that

the physiological changes typical of strong emotions follow
the conscious experience of the emotion. There is no

empirical evidence that supports this theory.

The James-Lange Theory holds that the reverse is true, that

the physiological changes must precede the conscious experience
of emotion. The emotional experience occurs after the bodily
change. Instead of 'we see a bear - are afraid - and run",
this theory asserts that '"we see a bear - run - and are

afraid" (James, 1884). Numerous experiments have thrown doubt
on this theory. Maranon (1924) in particular has demonstrated
that the physiological changes normally associated with

emotion are not in themselves sufficient to produce a true

emotional experience.

The Cannon-Bard Emergency Theory asserts that both the

conscious experience of emotion and the physiological changes
are activated simultaneously by the hypothalamus. This theory
plays down the role of cognitive factors in producing emotion

(Cannon, 1927).



58

4. The Cognitive Theory comes in two forms, both of which stress
the importance of cognitive factors (evaluation, interpre-
tation) in producing emotion. Schachter and Singer (1962)
state that the emotion which we feel is an interpretation of
stirred-up bodily states., They propose that the state of
emotional arousal is almost identical for many different
emotions.4 However, we interpret and label the bodily state
and then we experience the emotion that seems appropriate
to our situation.

The second form of the cognitive theory suggests that
both the emotional experience and the bodily state (i.e.
associated physiological changes) are the result of interpre-
tation. Duffy (1941) defines emotion as the conscious aspect
of a response, or group of responses, which the individual
makes to a stimulating situation which he interprets as having
marked significance for himself, favorable or unfavorable.

Hence, 'emotion' is the individual's response

to situations which promise well or ill for

the attainment of his goals. The term refers

to how the individual feels and how he acts

when his eapectations in regard to a situation

are that it will, or it will not, permit him

to reach some rather strongly desired goal.

. . . the response of the individual, or the

'emotion' he manifests, is that which is

appropriate to the situation as he interprets

it, not that which would be appropriate to

the situation in the opinion of other

individuals . . . Older children, for example,

fear situations which younger children do not

fear. Their expectations in regard to these

situations are different.

(Duffy, 1941, p.285)
4

*See also Duffy's concept of energy level in emotion (Duffy,

1941).
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The interpretative element is similarly stressed by
Arnold and Gasson:
Emotions, we have said, are aroused as the

result of a value judgement, made primarily
on the basis of sensory appeal or repulsion.

(Arnold and Gasson, 1954, p.294)
Several other studies concur in the importance of prior
cognitive factors: appraisal, judgement, evaluation, interpre-
tation, attitude in determining emotion: Arnold (1960), Berkowitz

(1962), Peters (1963), Lazarus (1966).5

EMOTION AND OTHER BEHAVIOUR LEVELS: THE INTERRELATED WEB

The significance of the cognitive theories of emotion for
the sociologist and the social psychologist is that the evaluative,
interpretative, cognitive activity that leads to the emotion is
itself structured by cultural and situational influences ranging
from widely held social norms about what situations are to be
feared or regarded with joy (and the socially approved manner of
expressing our fear and joy) to idiosyncratic personal definitions
of the situation. By structuring our interpretations of
situations, society affects our emotional responses, delimits our
range of feeling, and the manner in which we express our feelings.

Cognitive and affective levels of behaviour, then, are
interrelated. The exact nature of this relationship is further
borne out by Mills (1967) who relates emotions to the other five
behaviour levels: behaviour (overt actions), norms, goals, and

values. According to Mills: '"These five systems are empirically

5'For a review of neurological theories of emotion see Arnold

(1960) .
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interrelated, for certainly our feelings are affected by what
we and others do, our actions are influenced by our ideas, and our
rules often change with a change in our goals." (Mills, 1967, p.59).
Mills points out that activity at the cognitive level affects the
affective level (emotion) and that the reverse can also occur:
emotion can affect our other behaviour levels. Furthermore, this
interactive effect occurs on both individual and group levels:

What a person in a group does makes a

difference to other members; how one feels

has a contagious effect upon the feelings

of others; and one's needs, or signs of

those needs, arouse emotional responses in

others. There is perhaps constant interplay

among the emotional experiences of persons

in groups.
This "contagious' person-to-person spreading of mood has been well
documented in studies of dyads, small groups, crowds, and
communities: Sullivan (1955); Lewin, Lippitt, and White (1939);
La Piere (1938); Johnson (1945); Cantril (1940).°

Four important studies in sociology bear out this inter-

relationship between cognitive, affective, and behavioural levels.
The first, by Lubin and Zuckerman (1967) has been reviewed in the
previous chapter. Briefly, this study traces out the
interconnections between three affective variables (anxiety,
hostility, and depression) and five perceptual-cognitive variables
during the life of a T-group. The authors demonstrate that there
is a significant correlation between the two behaviour levels.

Two other T-group studies are comparable to this one. Hartman

(1969) has shown that phase movement appears to be a function of

6'This is not intended to be a comprehensive list of emotional
contagion studies.
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shifting intensities of anxiety. Hartman describes the phases
(e.g. work, group revolt, millenarianism) as solutions to the
eruption of anxiety. Changes from one phase to another were due
to new eruptions of anxiety and new group solutions to relieve
the anxiety. This theory postulates that group development is
basically due to changes at an emotional level. Dunphy (1964)
has argued that concurrent with shifts in phase that are
characterized by moods of varying intensities, there is a shift
in the prevalent group mythology (e.g. the myth of the instructor
as weak and impotent is associated with anomie, confusion and
scapegoating behaviour; the myth of the instructor as a cold,
rejecting, evil authority figure is associated with a phase where
aggression is high). Dunphy concludes that '"'these images derive
primarily from the inner emotional experiences of the group members
at successive stages in the cultural evolution of the group"
(Dunphy, 1968, p.222).

The fourth study is Durkheim's investigation of suicide
(Durkheim, 1952). Durkheim's theory of suicide is actually an
ideational theory of social change: he explains suicide with
reference to disconfirmed expectations. Durkheim classified
suicide into three types: egoistic, anomic, and altruistic, each
of which he has explained in terms of expectation and the factors
which change expectation.

1. Egoistic suicide varies inversely with the degree of
integration of the social group of which the
individual forms a part. When the ties between the
individual and the group are weakened by a

disintegration or weakening of cohesion in religious,



domestic and political society, egoistic suicide
occurs. The well integrated group disciplines the
expectations of the individual: when a group's
integration weakens or dissolves then the
individual's expectation is undisciplined, it
aspires to unrealistic levels, reality brings

disappointment, and suicide occurs.7

2. Altruistic suicide occurs when the individual is
not detached enough from the group; he has
importance only in relation to the group. This
prepares the individual psychologically to
sacrifice himself for the group: any act which
is apt to bring disgrace or dishonour to the
group is atoned for by self-sacrifice. Altruistic
suicide occurs when the individual fails to live
up to the expectations of the group which, in a
sense, become his own self-expectations. The

failure demandssﬂcrifice.8

3. Anomic suicide is caused by a disturbance in the
social equilibrium, by a state of anomie, or
normlessness, during which the conduct of the
individual ceases to be regulated by the norms
set by society. Anomic suicide typically occurs

when society is subject to abrupt transitions

7-Aron (1967), pp.29-32; Durkheim (1955), p.248.
8 Aron (1967), p.33.



that significantly alter the relationship between
expectation and reality. Sudden economic change
resulting in prosperity or depression, and divorce,
foster anomic suicide. Of divorce, Durkheim
states:

The divorced man returns to indiscipline,
to the disparity between desires and
satisfaction. As he has the right to
form attachment whenever inclination
leads him, he aspires to everything and
is satisfied with nothing.

(Durkheim, 1955, p.271)
And during sudden prosperity:
Social existence is no longer ruled by
customs; individuals are in endless

competition with one another; they
expect a great deal of life, they demand

a great deal from it. They are in
perpetual danger of suffering from the
disproportion between their aspirations
and their satisfactions. This atmosphere
of restlessness and dissatisfaction is
favourable to the growth of the
suicidogenic impulse.

(Aron, 1967, p.33)
Durkheim's theory of suicide is actually a theory of
satisfaction in large populations, in which the chief
explanatory concept is expectation. Satisfaction is a
function of the size of the gap between expectation and
reality ("the coefficient of aggravation'): where the gap
is large, satisfaction is low; and when satisfaction is
extremely low, suicide occurs. What Durkheim is saying is
that satisfaction (affective, emotional level) is a group
phenomenon and that it is a function of expectation
(cognitive level). Where satisfaction is very low, it

manifests itself in a particularly dramatic form of overt

63
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behaviour: suicide. Suicide is therefore a barometer that
measures the general level of satisfaction, mood, and
expectation in society. The significance of Durkheim's
theory is that it makes explicit some of the interconnections
between cognitive, affective, and interactional levels of
behaviour in large populations. Further, his study suggests
that the most fundamentally psychological phenomena (emotion)
is essentially social, collective in origin.

ES * *

Although the repertoire of emotions available to all men

appear to be similar and the product of genetic factors,9

the
manner in which emotions are expressed is largely determined by
cultural factors. '"Men in our culture', says Whittaker, "seldom
cry, while women are much more easily given to tears. French men,
on the other hand, cry more easily than American men . . .
Children raised in our culture often show displeasure by sticking
out their tongues. A Chinese, however, may indicate surprise
through the same behaviour." (Whittaker, 1966, pp.137-138). The
proper expression of emotion is learned.

Social norms govern not only the manner of emotional expression,
but also the degree of expression. The open expression of
aggression is taboo in most civilized societies. Instead, anger
is expressed by adults in our culture in more subtle and indirect
ways: the insult, the "humorous put-down', vocal tension, kinesic
"aggression', the withholding of affection. Similarly, there are

unverbalized (i.e. not openly acknowledged) norms restricting the

Watson (1924); Goodenough (1932); Whittaker (1966).
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expression of affection. A common problem experienced in T-groups
is that of the person who cannot "unfreeze'" and easily express
his strong but '"locked-in" feelings of love and anger. The
commonness of this problem is testimony to the repressive aspects
of society in overcontrolling the expression of certain emotions.
Furthermore, according to McKellar (1968) society shields

us from situations that produce strong and unpleasant feelings
such as fear, anger, disgust and jealousy. A study conducted by
Hebb and Thompson (1954) showed that despite the commonness of
death, out of a group of 198 persons (including nurses and returned
servicemen) 37 had never seen a dead person, 91 had only seen a
corpse after it had been ritually prepared by the undertaker: a
total of 66 per cent had been shielded by society from the
emotional upsets of death. McKellar states:

There are many such taboos which serve to

insulate people from emotional excitement,

to which people in general are so susceptible.

As our lives are usually arranged, with our

comfortable repertoire of taboos of this

kind, we can also maintain the self-

deception that as a species we are

unemotional.

(McKellar, 1968, pp.235-236)
The foregoing discussion has dealt with some of the

sociological aspects of emotion. We turn now to a consideration

of the classification of emotions.

TYPOLOGY OF EMOTIONS

In a most general sense, emotion can be defined as a state
of arousal or excitement, or as Duffy (1941) prefers, as a change

in energy level.
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. . . emotion represents a change in the

energy level, or degree of reactivity of

the individual. The excited individual has

an energy level which is higher, and the

depressed individual an energy level which

is lower, than that which he ordinarily

experiences.

(Duffy, 1941, p.285)
This state of activation (or lack of activation) can be separated
into different categories or emotions. Psychologists are in
general agreement that the basic emotions are: anger, love,
sadness, fear, anxiety, happiness. Each of these is capable of
further subdivision. For example, anger can include feelings of
rage, anger, annoyance; happiness can include ecstacy, joy,
happiness, pleasure, serenity, calmness.
Several psychologists have presented typologies of emotion.

The simplest category system divides emotions into two categories:
positive and negative.10 Freud (1922) used such a category
system in his writings on the pleasure principle in his postulation
of a "pleasure-unpleasure' agency. Young (1961) in a study on
affective processes in animals, refers to a hedonic continuum
which is labelled positive and negative at opposite ends. Young
writes:

According to the hedonic hypothesis, neuro-

behavioural patterns are organized that

minimize negative affectivity (distress)
and maximize positive affectivity (delight).

(Young, 1961, p.153)
Leeper (1948) in espousing his motivational theory of emotion,

makes reference to the'pleasurable' or 'positive' emotions and the

10‘This does not mean that positive emotions are always useful

and that negative emotions are always useless and to be
avoided.
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'unpleasurable' or 'negative' emotions. Arnold and Gasson (1954)
in their sophisticated typology of emotions, classify emotions
according to a) their aim as directed toward a suitable object and
away from a harmful one (positive and negative emotions) and b)
their degree of operation or impulsion depending on whether
conditions are favourable or unfavourable (impulse and contending
emotions). Positive emotions like love, desire, hope, delight and
joy, they define as tending toward suitable or desirable objects.
Negative emotions: hate, dislike, sorrow, despair, anger, fear
are defined as those tending away from harmful objects. Spitz
(1963) makes frequent reference to negative and pleasurable
expression of emotion in his paper on emotional development in

the infant.

The utility of the positive-negative dichotomy is evidenced
by the frequency with which it is used by psychologists and laymen
alike. Terms like pleasure-pain, happy-unhappy, joy-sorrow are
in common use and reflect the same basic polar dichotomy.

Positive and negative emotions are easily broken down into
finer categories. The fourfold classification scheme (positive,
negative, impulse, contending) of Arnold and Gasson (1954) has
been noted above. Plutchik (1962) has devised a category system
.that is noteworthy in that it classifies emotions around "basic
types of adaptive behaviour" (shown in Table 3 as "dimensions')
and gives an intensity rating based on mean scores from a group of

30 raters.



TABLE 3 THE MEAN JUDGED INTENSITY OF SYNONYMS FOR EACH OF THE EIGHT PRIMARY EMOTION DIMENSIONS

Destruction Repro- Incorpor- Orien- Protection Deprivation Rejection Exploration
duction ation tation
Rage Ecstasy Admission  Astonishment Terror Grief Loathing Anticipation
(9.90) (10.00) (4.16) (9.30) (10.13) (8.83) (9.10) (7.30)
Anger Joy Acceptance Amazement Panic Sorrow Disgust Expectancy
(8.40) (8.10) (4.00) (8.30) (9.75) (7.53) (7.60) (6.76)
Annoyance Happiness Incorpor- Surprise Fear Dejection Dislike Attentiveness
ation
(5.00) (7.10) (3.56) (7.26) (7.96) (6.26) (5.50) (5.86)
Pleasure Apprehen- Gloominess Boredom Set
sive
(5.70) (6.40) (5.50) (4.70) (3.56)
Serenity Timidity Pensiveness Tiresome-
ness
(4.36) (4.03) (4.40) (4.50)
Calmness
(3.30)

89
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In connection with Plutchik's findings, Morgan and King (1965)
have pointed out that negative emotions have higher levels of
activation. Moore, in a study of the effects of emotions on mental
functioning, had college students work at cognitive tasks (e.g.
mathematics) after anger, fear, and embarrassment had been art-
ificially induced. He concluded that both fear and anger have
the most detrimental effects on mental work.

A simpler category system is provided by Duffy (1941) who
classifies emotions into three basic categories related to goal
expectation level. Anger and fear occur in situations which are
interpreted as threatening or thwarting. When an individual
expects that his goal may not be attained his emotional response
is characteristically one of increased energy (negative emotion).
Joy and elation occur in situations which facilitate progress
towards an important goal. When an individual expects that his
goal will be attained he responds with increased energy (positive
emotion). Depression and sorrow result from situations where an
individual's progress toward a goal is completely blocked by some
circumstance which he interprets as an insuperable obstacle. In
this situation the individual expects that he will not attain his
goal (negative emotion). In depression, the energy level is very
low: the individual has '"given up" or is '"resigned". In this
classification it is useful to subdivide negative emotion thus:
active negative emotion (anger) and passive negative emotion
(depression).

There are other emotions not included in the schemas above.

Some mentioned by Spitz (1963) are:
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. . . jealousy, envy, possessiveness,
demanding attitudes, anger, rage, love
amusement, laughter, boredom (yawning and
fatigue) . . . doubt, hesitation, quizzical
attitudes, trust and mistrust . . .

(Spitz, 1963, p.59)

In the absence of a classification scheme one is apt to be
left confused by the variety and subtle nuances of emotional state
our language has words to describe. Fortunately, Spitz's list
(and others similar) can be shortened by considering that some
of his "emotions'" are actually feelings (e.g. fatigue); some are
better thought of as attitudes (e.g. trust); others are derived
directly from a more primary emotion (e.g. boredom as part of
Plutchik's "rejection'" dimension mentioned above); and some are
a mixture of more primary emotions. With respect to the latter,
Plutchik advocates an emotion analogue to the theory of colour
mixture:

In order to develop this analogy, it is
necessary to conceive of the primary
emotions as hues which may vary in degree
of intermixture (saturation) as well as

intensity, and as arrangeable around an
emotion-circle similar to a color-wheel.

(Plutchik, 1962, p.110)
An example, given by Arnold (1960) illustrates how an
emotion like homesickness can be related to other more basic
emotions:

To guess at these effects [of homesickness],
we must consider the kind of emotion to
which homesickness might be related: sadness
and grief at the absence of what we love;
hope alternating with despair, depending on
our confidence at a given moment that we may
go back or the suspicion that we shall never

do so.
(Arnold, 1960, p.224)

But what are the most basic or primary emotions? The most
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frequently mentioned in articles on emotion seem to be four:

1. Happiness/Joy/Love.

2. Anger.

3. Depression/Sorrow.

4. Fear.
Cluster 1 represents positive emotions; clusters 2, 3 and 4
represent negative emotions. It is significant that each of these
basic emotions (or emotion areas) occurs with distinct physio-
logical reactions (Arnold, 1960). It should be emphasized though
that agreement among psychologists as to exactly what the basic
emotions are is not complete: some, for example, omit depression
from their list; others add on anxiety, and so forth. Despite
a lack of complete consensus, it is most probable that these four

emotional areas represent the most primary emotions.11

EMOTION AND MOOD

Several authors have distinguished emotion qualitatively
from its near 'relatives'. McDougall (1928), for instance,
distinguishes emotions from feelings and Shand (1922) distinguishes
emotions from sentiments. Some psychologists agree, however, that
the difference between emotion and mood is one of duration or
quantity, not quality. Arnold and Gasson (1954) define feelings
as affective states where the psychological reference is to how
a particular object affects the individual's sensory and motor

functioning (and not how it affects him as a person). Emotion

11.50e McKellar (1968), p.211; Dumas (1948), p.89; Larguier des

Bancels (1921); Whittaker (1966), p.115.
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they define as an affective state where the psychological
reference is to the individual's 'person' not his physiological
functioning. Mood is defined as a protracted feeling state which
may be initiated by a specific emotion. Arnold and Gasson play
down the connection between mood and emotion, treating mood as

an after-effect - mainly physiological - of a prior emotion. An
earlier article by Lehmann (1914) suggests that the attitude or
interpretation that causes a specific emotion (what Lehmann refers
to as '"'a change of the self'") is also present in mood:

experiments show that the bodily
accompaniments of emotion continue beyond
the emotional episode proper. The abnormal
physiological state can be observed as
long as the subject is aware of his mood.
Since no definite images can be found in
awareness which are causally related to
such moods, it is possible to consider the
changed organic sensations as the content
of mood. This view, however, does not
seem altogether satisfying. The results of
my experiments show that any indifferent or
deliberate activity, whether carried on for
a long or a short time, can cancel out the
expression of mood; as soon as this activity
is finished, the original mood appears again.
It is not easy to see how heart, blood
vessels and respiration can bring about this
reversal. Only a central cause which has
not been abolished by the intervening
activity can reproduce the earlier bodily
state. Consequently, we are forced to
assume that mood, Iike emotion, depends on
a central process, a change of the self,
which reflexly arouses an adequate reaction,
the physiological accompaniment.l/

(Lehmann, 1914, p.421)

For Lehmann, then, mood is a protracted emotion. Duffy (1941)

similarly treats mood as prolonged emotion. In 4 Modern Dictionary

12'Underlining is my emphasis.



73

of Sociology, Theodorson (1969) defines mood as:

. . a temporary and often recurrent
emotional feeling (happiness, anger,
sadness, etc.) that is relatively mildl3
but persists beyond the situation that
created or aroused it.

(Theodorson, 1969, p.263)
It would probably be fair to say that this definition of mood

as protracted emotion is the one most commonly held by psychologists.

MOOD DIFFUSION

Emotion has impact on the person experiencing it. According
to Whittaker (1966) this impact is of two types: selectivity and
dominance. Selectivity describes how any strong emotion causes
concentration on certain stimuli, while excluding other competing
stimuli. |

The old saying '"'love is blind", for example,
refers to the difficulty people in love
have in seeing faults or shortcomings in
the person to whom they are attracted. The
strong emotion of love focuses the
individual's conscious awareness on
positive attributes, causing him to pay
little attention to the negative.

(Whittaker, 1966, pp.117-118)

But whether a person is dominated by the
mood of objectless depression or the
enraged excitement caused by some object, he
always lives more in himself than in his
environment because in his depression he
does not see things that might please him if
he were calm, and because in his 'blind'
rage he risks acting against his better
intentions.

(Klages, 1950, p.161)

Dominance refers to the characteristic effect of strong emotion

13'This does not mean that a mood cannot be intense and long

lasting.
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in dominating conscious experience.

A terrified person can think of nothing but
his fear. He does not eat, has difficulty
sleeping, and cannot carry out his normal
daily activities.

(Whittaker, 1966, p.118)
Because mood is protracted emotion, mood effects the twin "impacts"
of selectivity and dominance.
The social psychological significance of mood is that it
permits mood diffusion to occur. It makes it possible for
emotions generated in a specific situation to "live beyond" that

situation and influence the individual in other and different

situations.14

If we return to the quote by Lehmann, above, we note:

. experiments show that the bodily
accompaniments of emotion continue beyond
the emotional episode proper.

(Lehmann, 1914, p.421)
Duffy has explained how this diffusion or spread of mood from one
situation to another occurs in depression:

[In depression] This lack of responsive-
ness, this low energy level, may persist
for a considerable length of time and may
affect the individual's responses to other
goals which are not in themselves
unattainable. Because the individual has
given up hope of reaching some highly
desired goal, other goals have lost their
appeal. There is no longer sufficient
'motivation' for normally vigorous action.

(Duffy, 1941, p.286)

An example of anger mood diffusion is recounted in detail by

14'The term mood diffusion as used here does not refer to the

spread of a mood from one person to another: it refers to
the carrying of a mood from one situation to another by the
same person.
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Karl Menninger in his book The Vital Balance. Out driving with
his family Menninger accidently runs into the back of another car.
He experiences fright, then anger (when he realizes no one has
been hurt) at the other driver. This anger is intensified by the
rudeness of the other driver who points out (correctly) that the
accident was Menninger's fault.

In embarrassment and relief, no doubt, he
laughed. This greatly intensified my anger
and I felt impelled to do something to
change his arrogant, callous, unrepentant
manner--hit him, perhaps. This being both
imprudent and impossible, I asked in a tone
of forced calmness for his name and address.
He refused to give it, retorting that the
accident was my fault, and it was just luck
that I had not damaged his car. This,
insult added to injury, excited in me a
painful degree of suppressed rage, plus
mortification at my helplessness to express
it effectively. Yet there was nothing to
do but to note down his license number and
drive on in silence.

Well, scarcely silence. Driving along,
acutely uncomfortable, I recited the entire
event to my wife (who, of course, had seen
and heard it all). I emphasized the
recklessness of the man's driving, saying
nothing about the fact that I was obviously
driving too close behind him for safety.

(I kept myself completely oblivious of this
fact for some time, and even when my wife
suggested it a little later, I rebutted it
vigorously.) I proclaimed the danger of
sudden slowing in traffic. I formulated
various retorts that I should have made to
the man when he accused me of being careless.
I repeated over to myself several times his
license number, which I had noted, and
resolved to call the state Vehicle
Department to get his name, despite his
refusal to give it. I would "do something
about it." Fantasies of what I would do
raced through my mind: I would find out all
about him and prove that he was an incompetent
scurrilous ne'er-do-well who ought not to be
permitted to have a car, let alone a license.
I would report him to the police. I would
write him a vitriolic letter.

Evidently these Walter Mitty fantasies of
direct action had relieved the tension

somewhat by the time we had arrived at my
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father's house. I described the event at
supper, passing over the unpleasantness
lightly. It did not seem quite so impor-
tant now. It recurred to my mind, however,
several times during the evening as we
were playing cards, and I noticed that I
felt a little shaky and uneasy. That
night I did not go to sleep immediately,
and a few more fantasies returned, but when
I did fall asleep I slept well. (I may
have dreamed about the episode, although I
do not recall doing so.)

The next morning it all seemed amusing. But
it was obviously still on my mind. I told
several people about it as a joke on
myself--how I had averted an accident by skill-
ful driving only to be accused of having
almost caused one! Gradually other matters
claimed my attention more completely, and I
ceased to think at all about the event. Then,
an evening or so later, while I was engaged
in teaching a psychoanalytic seminar, the
whole thing suddenly popped into my mind as
an example of something we were discussing
and seemed most apropos!

Some tension remained, even after this
controlled distribution of the aroused
aggression, and various well-known means of
tension-reduction were employed such as
talking out, repetition, humor, and
intellectualization. We shall shortly dis-
cuss these systematically. Afterward the
incident rapidly paled in importance and
vividness for me, and only at the insistence
of my co-authors is it used in this chapter,
because it now seems almost unreal.

(Menninger, 1963, pp.131-132)

Ainslie Meares describes numerous examples of mood diffusion

in his book The Way Up which deals with interpersonal problems in

business:

The man has a bad time at work. He is
frustrated and hostile; but he controls his
hostility because his job depends on it. But
at home his wife makes some minor slip and
all his hostility is vented on the innocent
woman . . . Similarly an executive may be
frustrated at home, and vents his pent-up
anger on some junior at work. It is all so
simple; but it happens so frequently. And
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it 1s just because people have not learned
to cope with themselves

Sometimes people like to think that their
domestic life and their business life are
water-tight compartments quite independent
of each other. This is simply not true.

We live life as a whole. Tensions and
anxieties which arise in one part are
carried over to the other . . . everybody
brings to work with him the nervous tension
which is created in the home.

Anxiety in the mind affects the muscles of
the body. A quarrel at home, and it takes
longer to sign the cheques in the office.

A setback from the boss and one's sexual
response may be impaired. Anxiety can seep
through our whole 1life.

(Meares, 1970, pp.68-78)

These quotes from Meares are significant because they
underline the occurrence of diffusion between the work organization
and one's family life and personal environment. In these examples
the mood diffusion occurs in two directions: organization to home;
home to organization. Disparate groups are linked by men who
"carry" their moods.

This mood diffusion seems to occur because of man's capacity
for recall and imagination; two cognitive activities which put
him in touch with past and future (anticipated) situations thereby
"bringing" these situations into his '"present'. Morgan and King
provide an illustration:

Human beings, in the third place, are
particularly prone to anxiety because they

have the ability to recall and imagine
experiences. By thinking of fear-provoking

situations that have happened or might
happen, people elicit in themselves the
same fear or anxiety that they would have
if they were in the real situation.

(Morgan and King, 1965, p.257)
The role of thought in mood diffusion is further borne out by

Whittaker:



. . man not only reacts to objects and
events immediately present, but also to
symbols of these events or objects that he
carries in his mind. Thus, a stimulus for
fear or anger need not be present to create
intense emotions in man - an idea or memory
may be just as effective as some concrete
visible stimulus in producing emotion. A
person who becomes angry or fearful at the
office may continue to be angry or fearful
when he is at home. He may continue to
react as if the anger- or fear-producing
stimulus were still present, and this
reaction may persist for days or even
months.

(Whittaker, 1966, p.130)
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We are reminded of Hamlet's phrase that "thinking makes it so."

An example from Lindgren, Byrne and Petrinovich (1961) shows how

moods of love and anger can diffuse from the situations in which

they originate to other situations which are considerably altered

by the presence of the '"alien'" mood:

The idea that emotional behaviour is dis-
organizing probably stems from incidents
like these. A taxpayer who expected to
get a five-dollar refund for overpayment
of income tax was surprised to get a check
for a million and five dollars in the mail.
It turned out that a lovelorn clerk had
inadvertently both punched a wrong key in
making out his check and omitted punching
a key for a check to be sent to a large
corporation, and the errors balanced. The
errors should have been caught by the
accountant in charge of the office, but he
had just concluded an angry telephone
conversation with his wife. Emotional
factors certainly had disorganizing re-
sults in these two events - not because
love or anger are inherently disorganizing,
but because they organized the two
individuals for something different than
what they were doing. The clerk was
emotionally organized for activities re-
lated to being with her boy friend, and

the accountant was organized to do battle
with his wife. 1In both instances they were
organized for activities at cross purposes
with their assigned responsibilities.

(Lindgren, Byrne, and Petrinovich,
p.215)

1961,
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The essential process in this mood diffusion example is that
both clerk and accountant were thinking about situations
(unconnected with their jobs) that produced in them a mood
sufficiently strong to disrupt their job activity.15

That the above examples are all anecdotal is testimony to the
virtually complete absence of empirical research on mood diffusion.
Despite numerous examples of mood diffusion in social science
literature, there has been, to this researcher's knowledge, no
attempts to empirically measure and clarify the mood diffusion
process. The reason for this state of affairs is possibly
attributable to the few studies (until recently) on emotion in
small groups. The reliance of early small group researchers on
small, temporary, laboratory groups that lasted only a few hours
and generated little emotional data, is probably a key reason for
the absence of research on emotion on small groups. These
transitory experimental groups were probably not very emotionally
involving; and where no or little emotion is produced, none or
little is observed; the researcher's conclusion is (wrongly) that
emotion is not a terribly relevant variable.

One of the factors influencing the lack of research on
emotion in sociology, is the belief by many sociologists that
personality and related variables like emotion are not an
appropriate field for sociological research. By defining emotion
as '"psychology'" it is magically removed from the researcher's set

of variables for investigation. This attitude still persists

15'For an example of mood diffusion between T-group and environment,

see Mills' discussion in Chapter III.



80

among some sociologists despite the presence of a rationale -

put forward by several sociologists - for incorporating personality
and other "psychological" variables within a sociological framework.
Parsons (1964) in "The Superego and the Theory of Social Systems'
in Soetal Structure and Personality advocates bringing the theory
of personality and the theory of the social system within
essentially the same general conceptual scheme. Inkeles (1959) in
an article titled "Personality and Social Structure'"advocates the
articulation of sociology and psychology for certain specific
purposes under specific conditions. He writes:

But the action of individuals in any situation
are personal, however much they reflect the
determining influence of the social environ-
ment. And that environment, in turn, can be
reflected in individual action only to the
extent that it is mediated through the
personal system as personality. A full
understanding of any social situation and of
its probable consequences, therefore,
assumes, a knowledge not only of the main
facts about the social structure - the
gathering of which is presumably the special
province of sociological study - but also

of the main facts about the personalities
operating in that structure. What is
required, therefore, is an integration or
coordination of two basic sets of data in a
larger explanatory scheme - not a reduction
of either mode of analysis to the allegedly
more fundamental level of both.

(Inkeles, 1959, p.273)

We have already noted the incisive comments of Slater and
Homans, (above) with which this researcher is in complete
agreement.

The study of mood diffusion requires the analytic and
conceptual tools of both psychology and sociology. When mood

passes from one group situation to another, we are dealing with
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a "psychological variable" (mood) in a '"sociological context"
(intergroup and small group situations). This problem can only
be investigated by employing some sort of synthesis of psychology
and sociology. It is easy to see how a rigid definition of what
is appropriate research material has restricted the investigation
of mood diffusion among sociologists and psychologists alike.
Despite the absence of empirical research on mood diffusion,
there is one important study of attitude diffusion which clarifies
the mood diffusion process. Druckman (1967) investigated
dogmatism, prenegotiation experience, and simulated group
representation as determinants of dyadic behaviour in a bargaining
situation. The object of this research was to investigate the
relative contribution of personality (dogmatism) and situational
variables as determinants of bargaining behaviour in a non-zero-
sum, simulated, labor-management bargaining game. Druckman
compared the behaviour of groups that had formulated a bargaining
strategy before entering the bargaining dyads (unilateral position),
with groups that had not previously decided on a strategy, but
had instead taken a bipartisan stand in looking at '"both sides of
the case'": 1labor's side and management's side (bilateral
position). After being subjected to one of the two types of
prenegotiating experience, bargaining dyads were formed with one
member from each group: 1labor and management, so that the members
of each dyad had had the same prebargaining experience. In the
bargaining between participants with opposing 'group" interests
that subsequently took place, Druckman found that strategy
experience (unilateral prenegotiating experience) before bargaining

led to a hardening of positions as indicated by measures of
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agreement and amount of yielding. Bilateral pre-negotiating
experience, however, resulted in faster agreement and more
yielding: overall a more flexible bargaining position. Druckman
concluded that these results were a function of pre-negotiating
experience: the type of external situational stimuli prior to
the small group influenced the small group behaviour. In short,
there was a diffusion of specific attitudes from the environment
into the small group (dyad). Druckman's study is important
because it empirically demonstrates the diffusion process whereby
a person carries a mood, attitude, idea or behaviour from one
group situation to another, where it acts as a central determinant
of his behaviour in the new situation. Druckman points out that
this kind of diffusion is of great practical importance, having
relevance for diplomats and professional bargainers in industry
and government. The impact of attitude diffusion on decision
makers has ramifications extending to the broader range of
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