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source of visual beauty; the greatest source of intellectual interest. It is the greatest

source of so much in life that makes life worth living.”
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Abstract

Since the 1970s, the ocean has absorbed over 90% of the excess heat trapped in the

Earth system due to increasing greenhouse gases. However, sparse observations limit

our understanding of the processes driving this heat uptake and its regional patterns.

In this thesis, three numerical modelling projects demonstrate how ocean warming has

played out over the last 50 years, including how it is affected by El Niño-Southern

Oscillation (ENSO), the Earth’s dominant mode of interannual climate variability.

Part 1 of this thesis investigates recent multi-decadal ocean heat content trends

basin-by-basin, including what proportion of the total trend is forced by atmospheric

surface warming, surface wind changes or both. The analysis reveals that Southern

Ocean heat uptake accounts for almost all the planet’s ocean warming since the 1970s,

thereby controlling the rate of climate change. This heat uptake is facilitated in almost

equal parts by both warming of the atmosphere and changes in the surface winds.

An integral part of forecasting ENSO is the analysis of the Pacific warm water

volume (WWV), the volume of water above 20°C between 5°S and 5°N of the equator.

This is because WWV variations lead ENSO events by 6-8 months. WWV variability

is thought to be dominated by adiabatic advection of warm water into and out of the

equatorial latitude band. Part 2 uses a complete heat budget to illustrate that WWV

changes associated with diabatic processes (surface heat fluxes and vertical mixing) are

also important.

ENSO impacts remote regions around the globe, including West Antarctica through

its atmospheric teleconnections to the Amundsen Sea. Subsurface warming associated

with ENSO in this region has the potential to affect basal melting of West Antarctic

ice shelves, yet our knowledge of the oceanic ENSO response remains limited. Part
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3 reveals that during El Niño, the Amundsen Sea Low and coastal easterlies in West

Antarctica weaken and reduce the poleward Ekman transport of cold waters across

the shelf break. Consequently, warm Circumpolar Deep Water (CDW) flows onto the

continental shelf to balance this mass deficit. The La Niña shelf circulation response is

largely opposite and inhibits cross-shelf upwelling of CDW. This has implications for

global sea level rise as basal melting can reduce the buttressing of the ice sheets behind

the West Antarctic ice shelves.
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Preface

Motivation and Objectives

The global ocean covers 71% of our planet’s surface and plays a key role in regulating

our climate system. Over the last 50 years, the ocean has taken up over 40% of our

carbon dioxide emissions and over 90% of the excess heat trapped in the Earth system

(von Schuckmann et al., 2020; Cheng et al., 2022). On the one hand, this buffers the

worst impacts of climate change in the atmosphere and on land. On the other hand,

ocean warming causes sea level rise through thermal expansion of water masses (IPCC,

2019), increases stress for marine ecosystems (McWhorter et al., 2022), and increases

the intensity of tropical cyclones because warm sea surface temperatures (SSTs) are

needed to sustain them (Knutson et al., 2020). To limit the worst impacts of climate

change on the natural world, it is therefore critical to understand what has driven the

unprecedented changes in ocean temperatures over the last 50 years, as well as how it

is distributed in both space and time.

Our current understanding of ocean heat content (OHC) changes is limited by sparse

observational data, especially before the onset of the international Argo program of

profiling floats in 2005 (Argo, 2021). These floats measure temperatures and salinity

throughout the upper 2000 m between 60◦S–60◦N, and over 12,000 data profiles are

collected each month (Argo, 2023). However, observations are especially rare in the

deep ocean and in sea ice covered regions because of access difficulties. Deep Argo, a

program that includes floats descending down to 4000 m depth, is currently in its pilot

stage (Johnson et al., 2015; Liu et al., 2023; Zilberman et al., 2023).

In observational data sets, it is not possible to separate the individual mechanisms

that change ocean temperatures. For example, there is no clear way to attribute a given

ocean warming signal to wind- vs. radiation-driven changes. A better understanding

through alternative methods is therefore needed to not only separate these different

1
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Figure P1: The Earth’s heat inventory (ZJ = 1021 J) relative to the year 1960 from von
Schuckmann et al. (2020). The largest amount of anomalous heat is stored in the upper
700 m of the ocean. The land, ice and atmosphere contributions are much smaller. The
uncertainty in the total estimate is given as the black dashed line and decreases with time
as more observations became available. The red line represents the net heat flux at the top
of the atmosphere (TOA) from the NASA CERES program (e.g., Loeb et al., 2012). This
figure has been reproduced from von Schuckmann et al. (2020) under the CC BY licence
(see page xxxv).

drivers of ocean warming but also to separate the anthropogenic forcing from internal

climate variability, because major modes of internal variability are projected to change

in the future (Cai et al., 2014, 2015, 2021; Goyal et al., 2021b; McGregor et al., 2022).

This is one of the goals of this PhD thesis.

The dominant mode of global interannual climate variability is El Niño-Southern

Oscillation (ENSO). Its impacts include droughts, heatwaves, heavy rainfall and it

changes the occurrence of tropical cyclones around the globe (Diaz et al., 2001; Smith

et al., 2007). Due to these large impacts on society, it is critical to better understand

its underlying dynamics to improve ENSO forecasts, and to understand how climate

change might influence this mode in the future. While it is well known that ENSO

impacts global ocean temperatures (Roemmich and Gilson, 2011; Roemmich et al., 2015;
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Wu et al., 2019a), many uncertainties about its underlying dynamics remain including

exactly how its two phases (El Niño and La Niña) recycle heat and how asymmetries

in the oscillation manifest as residual ocean heat anomalies. These uncertainties stem

in part from the difficulties in measuring and modelling the various processes that

contribute to the heat budget in the upper equatorial Pacific where ENSO variability

originates from. Part 2 of this thesis will be focusing on these uncertainties.

A key metric to assess the state of ENSO and to predict future events is the equa-

torial Pacific warm water volume (WWV, defined as the volume of water above 20◦C

between 5◦S and 5◦N in the equatorial band). WWV is a key metric because it leads

El Niño and La Niña by 6 to 8 months (e.g., Meinen and McPhaden, 2000; Bosc and

Delcroix, 2008; McPhaden, 2012; Izumo et al., 2018; Timmermann et al., 2018; Neske

and McGregor, 2018). While the horizontal recharge and discharge of WWV into or

out of the equatorial band is well understood based on surface wind and surface water

mass transport changes (Meinen and McPhaden, 2000, 2001; Lengaigne et al., 2012;

McGregor et al., 2013, 2014; Neske and McGregor, 2018), WWV is influenced by more

than just horizontal fluxes. Vertical and diabatic processes also influence WWV and are

less understood. Research into this area is important as the vertical heat fluxes have the

potential to store anomalous heat in layers away from the surface region, causing sea

level rise by thermal expansion, or potentially alter ENSO variability when resurfacing

later. In Part 2 of this thesis, a WWV heat budget analysis will be used to determine

the contributions of all fluxes to heat content changes during ENSO’s recharge and

discharge phases.

While ENSO’s impact on ocean temperatures is largest in the equatorial band, it

also has strong links elsewhere in the world, including to West Antarctica due to its

atmospheric teleconnections to the Amundsen Sea. These teleconnections are semi-

stationary weather patterns that typically co-occur during either El Niño or La Niña

events. The dynamics of the atmospheric teleconnection to the Amundsen Sea have been

highlighted in various studies (e.g., Turner, 2004; Hoskins and Ambrizzi, 1993; Hosking

et al., 2013; Raphael et al., 2016), but their oceanic impact on the West Antarctic

circulation still remains largely unknown. Observations in this region are sparse and

variability from other sources can mask the ENSO signal. Recent studies by Paolo et al.

(2018); Holland et al. (2019); Naughten et al. (2022); Oelerich et al. (2022) suggest that
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ENSO, through its teleconnections, can have a considerable impact on West Antarctic

shelf temperatures, and thus on melting rates of ice shelves in this region. However,

the ocean dynamics driving this shelf warming during El Niño are not well understood.

Therefore, in Part 3 of this thesis, the link between atmospheric ENSO anomalies and

their imprint on the West Antarctic shelf circulation will be investigated to better

understand the interannual variability of ice shelf melting.

Numerical ocean circulation models are important tools to investigate the processes

and dynamics of ocean temperature changes highlighted here. These models can be

forced by observed atmospheric fields which means that they keep track with the natural

variability in the observations. While subject to their own biases and limitations, a

major advantage of numerical models is that different drivers of OHC change can be

analysed in isolation by conducting perturbation experiments and using heat budget

diagnostics. In this way, models can help address some of the limitations arising from

using observational products alone. In this thesis, a global ocean-sea ice model will be

used to better understand the processes and dynamics of multi-decadal to interannual

global and regional ocean temperature changes over the last half century.

As this thesis evolved, three parts with the following goals were defined:

1. To show where and how excess heat is absorbed into the ocean and where it resides

today. This is important to understand global and regional thermosteric sea level

rise, as well as how it might affect marine ecosystems.

2. To analyse the processes driving variability in Pacific WWV during ENSO events,

in particular the diabatic processes associated with surface heat fluxes and turbu-

lent mixing. This can help improve predictions of future ENSO events as WWV

leads El Niño and La Niña events by 6 to 8 months (Meinen and McPhaden, 2000;

Bosc and Delcroix, 2008; McPhaden, 2012; Izumo et al., 2018; Timmermann et al.,

2018; Neske and McGregor, 2018).

3. To examine the impact of ENSO events on subsurface West Antarctic shelf tem-

peratures. This will give valuable information about how El Niño and La Niña can

modulate West Antarctic continental shelf temperatures today, and how future

events might contribute to accelerated basal melting of grounded ice shelves.
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The results from each of these goals are presented chronologically as self-contained

studies in Parts 1, 2 and 3 of this thesis. Each part contains an abstract, an introduction,

a methods section, a presentation of the results, a discussion that puts the results in

the context of other recent studies, and a conclusion. The Concluding Remarks in this

thesis briefly summarises the findings of each part and lists potential future projects

based on questions that arose while working on this thesis.

Background

This section explains key aspects of the large-scale dynamics in the Southern Ocean,

the main processes driving WWV changes during ENSO events as well as ENSO’s

teleconnections to the Amundsen Sea in more detail than in the ensuing parts of the

thesis, where the text had to be kept short to comply with manuscript guidelines.

The Southern Ocean and West Antarctic Circulation

The Southern Ocean plays a key role in global climate, despite covering only about

15% of the total ocean’s surface area (when defined south of 45◦ latitude). This stems

from its unique geographical setup with a circumpolar ocean and uninterrupted westerly

winds that encircle Antarctica, and drive the eastward flowing Antarctic Circumpolar

Current (ACC, Fig. P2, P3). This current has important implications for the global

ocean circulation and global climate because it enables exchanges between the Pacific,

Indian and Atlantic ocean basins. The Southern Ocean smooths out zonal (East-West)

differences in water properties, while also isolating Antarctica from warm waters further

north (Rintoul and Naveira Garabato, 2013). The strong westerly winds steepen density

surfaces towards the south of the ACC (Rintoul and Naveira Garabato, 2013), bringing

cold, nutrient rich water masses towards the surface.

This wind-induced upwelling of cold water masses to the surface allows for efficient

heat uptake from the atmosphere, sustained by persistent Ekman transport of these

waters northward, where they subduct below warmer (and less dense) subtropical waters

into the ocean’s interior (Fig. P3 and Lenn and Chereskin (2009); Frölicher et al. (2015);
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Figure P2: (a) Climatological Southern Ocean zonal winds in the JRA55-do data set (m s−1,
Tsujino et al. (2018)). (b) Daily snapshot of mean surface speed (m s−1) from a hindcast
simulation of the 1/10◦ ocean-sea ice model used in this thesis, showing the Antarctic Cir-
cumpolar Current and highlighting the key role of mesoscale eddies in property transports
around the Antarctic continent.

Armour et al. (2016); Morrison et al. (2015)). The Southern Ocean therefore acts as an

important basin in exchanging heat, and also carbon dioxide and oxygen between the

atmosphere and the ocean on a global scale (Rintoul and Naveira Garabato, 2013).

Over recent decades and due to anthropogenic climate change, this natural overturn-

ing process has experienced changes. Cold upwelled water masses have taken up excess

heat from the warmer atmosphere and then transported this excess heat into the ocean’s

interior (Frölicher et al., 2015; Armour et al., 2016; Shi et al., 2018). However, whether

it is only the warming atmosphere and increased radiative fluxes that are driving this

anomalous heat uptake, or whether changing surface winds are also contributing, is not

clear. Furthermore, it is uncertain where the anomalous heat signal is accumulating

today. It is therefore of critical importance to investigate the individual heat uptake

drivers and their changes, given that anomalous ocean heat is leading to sea level rise

through thermal expansion. The main focus of Part 1 will be on separating the wind-

from radiation- and temperature-driven heat uptake, both globally and regionally.
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Figure P3: Schematic of key physical processes in the Southern Ocean and Antarctica from
Kennicutt et al. (2019). South and West are to the left and foreground of the figure.
The westerly winds encircling Antarctica drive the Antarctic Circumpolar Current (the
red arrows coming out of the plane) and the exchange of heat and freshwater at the
sea surface. These winds also drive a northward Ekman transport of surface waters in
the deep mixed layers. The consistent export of waters away from the surface enables
upwelling of intermediate waters, and the divergence of the westerly winds creates two
branches of these upwelled waters. The northward branch accumulates anomalous heat
from the atmosphere above and is eventually subducted below warmer subtropical waters
around 45◦S. Upwelled waters flowing south towards Antarctica, cool and get saltier when
sea ice is formed. They increase in density and are transformed into Dense Shelf Water
(DSW) and Antarctic Bottom Water (AABW). These two water masses experience mixing
and entrainment with the surrounding southward flowing waters as they cascade into the
abyssal ocean. The production of both DSW and AABW around the Antarctic continent
is closely linked to the strength of the prevailing coastal easterly and katabatic northerly
winds as they modulate the production of sea ice and brine rejection. Brine rejection is
the process whereas salty water is expelled during sea ice formation as the salt does not fit
into the ice crystal structure. The katabatic winds can open up polynyas, regions of open
water surrounded by all sides with sea ice, when the winds advect ice packs away from
the coast. The coastal easterlies also drive a wedge of cold water towards the continent
via Ekman transport and inhibit the upwelling of warm Circumpolar Deep Water onto the
shelf in warm shelf regimes around the continent. This figure has been reproduced from
Kennicutt et al. (2019), see page xxxv for the copyright statement.

Further south and towards the continental shelf of Antarctica, the prevailing wind

direction is easterly (Fig. P2a and P3). These coastal winds sustain the Antarctic

slope current and the Antarctic slope front (Thompson et al., 2018; Huneke et al.,

2022; Neme et al., 2022; Dawson et al., 2023, Fig. P4). The Antarctic slope current

is a topographically constrained current that modulates the flow of water masses and
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nutrients along the Antarctic margin, while the Antarctic slope front separates warm

Circumpolar Deep Water (CDW) that resides mostly off the continental shelf from

colder water masses that reside dominantly on the shelf. The climatological coastal

easterly winds sustain a continuous poleward Ekman transport of cold surface waters

that keep a large reservoir of warm CDW north of the shelf break.

If the strength of these coastal easterlies decreases (whether through natural climate

variability or through anthropogenic forcing), more warm CDW might flow onto the

continental shelf, increase basal melting of grounded ice shelves, reduce their buttress-

ing of the Antarctic ice sheet and cause increased sea level rise. Spence et al. (2014,

2017); Holland et al. (2019); Naughten et al. (2022) have shown how wind anomalies

associated with changes in the Southern Annular Mode (SAM), decadal Pacific climate

variability or anthropogenic forcing can cause changes in the inflow of CDW onto the

shelf. However, the isolated role of ENSO on Antarctic shelf temperature variability

has not yet been shown in detail. This will be addressed in Part 3 of this thesis.

Figure P4: Schematic of the shelf circulation variability in the Amundsen Sea from Jenkins
et al. (2016). (a) Cooling of the shelf occurs when the easterly coastal wind/wind stress
increases (

⊗
indicates a flow into the plane). This increases the chance for polynyas to

form, increases DSW formation which in turn decreases the Antarctic slope current and
the volume of warm CDW that upwells onto the shelf. (b) Warming is promoted when the
easterly winds decrease, and polynyas occur less often. This decreases DSW formation and
enhances the inflow of warm CDW onto the shelf and into ice shelf cavities. This figure has
been reproduced from Jenkins et al. (2016) under the CC BY 4.0 licence (see page xxxv).
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ENSO’s Warm Water Volume and its Teleconnections to

Antarctica

The fundamental nature of heat recharge and discharge during ENSO events can be

understood with the Recharge-Discharge Oscillator theory by Jin (1997b). With this

idealised theory, ENSO is defined as a harmonic oscillator with two neutral phases, an

El Niño phase and a La Niña phase, and with the depth of the equatorial thermocline

(representing the WWV) as a key metric (Figure P5).

Figure P5: Idealised schematic highlighting the physical concepts of the ENSO Recharge-
Discharge Oscillator theory from Jin (1997b). The light arrows show wind stress anomalies
(τa) in the western equatorial Pacific, the SSTa labels show the anomalous sea surface
temperatures in the eastern equatorial Pacific and the bold black arrows wind-induced
Sverdrup discharge/recharge of warm water volume out of or into the equatorial band. The
solid black line in the depth-longitude panel is the thermocline (i.e., the 20◦C isotherm)
with the warm water volume (WWV) defined as the volume of water above. The dashed
black line is the climatological position of the thermocline. The EQ label highlights the
equatorial plane. An oscillation follows the panel numbering clockwise from I to IV with
Panel I representing El Niño and Panel III La Niña conditions. This schematic and caption
have been adapted from Meinen and McPhaden (2000), with permission from the American
Meteorological Society (see page xxxv).
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ENSO and Warm Water Volume Dynamics

In the climatological neutral state, large-scale ascent of air masses occurs over the

western Pacific basin with large-scale descent over the eastern basin (i.e., the atmo-

spheric Walker circulation). The associated atmospheric pressure gradient between

these two regions induces easterly trade winds that push warm water towards the west-

ern Pacific. Due to Ekman suction, cold water upwells along the eastern boundary and

the thermocline slopes towards the surface from West to East. The Bjerknes feedback

explains the positive feedback loop that results from changes in the trade winds: a

strengthening of the trade winds causes increased upwelling of cold water in the eastern

equatorial Pacific, decreases local SSTs, increases the East-West gradient of air pressure

across the basin which in turn increases the strength of the trade winds. This positive

feedback loop (given stronger trade winds) transitions the coupled atmosphere-ocean

system into a La Niña phase (panel III, Fig. P5). In this transition, WWV increases

through the wind-induced (Sverdrup) transport of water into the equatorial band (bold

black arrows in Panel III that highlight the zonally-integrated WWV transport arising

from the changes in the wind stress curl).

The La Niña event decays when easterly trade winds once again return to climato-

logical conditions. However, WWV is still large and this prepares the system to change

into an El Niño phase as soon as trade winds become weaker than during the climatol-

ogy. A weakening of the trade winds in this phase of the oscillation once again induces

the positive Bjerknes feedback loop: reducing upwelling of cold water in the eastern

equatorial Pacific, warming SSTs there, reducing the East-West air pressure gradient

which in turn further decreases the trade wind strength. While the strengthened trade

winds during La Niña caused an inflow of warm water into the equatorial band (i.e.,

WWV recharge), the weaker trade winds during El Niño cause the opposite and most

of the WWV previously built up is being discharged (panel I, Fig. P5).

While the recharge and discharge of WWV through adiabatic Sverdrup transport

has been highlighted here and is well understood (Meinen and McPhaden, 2000, 2001;

Lengaigne et al., 2012; McGregor et al., 2013, 2014; Neske and McGregor, 2018), dia-

batic surface heat fluxes and vertical mixing also influence this important metric. Their

role may be especially large in the eastern equatorial Pacific where SSTs vary strongly
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throughout the oscillation, yet the role of these diabatic fluxes has not yet been shown

conclusively. Highlighting the role of diabatic WWV fluxes will be the focus of Part 2

of this thesis.

ENSO teleconnections to West Antarctica

ENSO impacts the global weather and climate through its atmospheric teleconnec-

tions. While the strongest impacts are felt throughout the Indo-Pacific region, these

teleconnections extend to the Antarctic continent (Fig. P6).

Figure P6: Regression maps of atmospheric teleconnections during ENSO. (a) Map of the
Niño 3.4 index regressed onto SST (◦C, colour shading) and sea level pressure (hPa, con-
tours) anomalies. (b) ENSO regression map for surface wind anomalies (m s−1) with the
zonal component colour shaded. These panels were calculated by regressing the standard-
ised Niño 3.4 index from 1958-2018 onto the atmospheric anomalies throughout the same
period and calculating the average over the time dimension.

During El Niño events, the eastward shift in the large-scale Walker circulation that

coincides with the SST anomalies excites an atmospheric Rossby wave that travels

towards the West Antarctic region and manifests as a weakening of the Amundsen Sea

Low (ASL, Hosking et al. (2013); Turner (2004) and the bold H symbol over West

Antarctica in Fig. P6a that represents the anomalous high pressure anomaly during El

Niño). This weakening coincides with an anticyclonic (i.e., anticlockwise) circulation of

surface winds (Fig. P6b) together with changes in air temperatures, precipitation and

sea ice concentrations in West Antarctica (Hosking et al., 2013). The response during La

Niña is largely opposite, with an atmospheric wave excited from the western equatorial

Pacific that strengthens the ASL, and causing cyclonic (i.e., clockwise) surface wind

anomalies on the West Antarctic continental shelf. While this link between ENSO and
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the West Antarctic surface climate is well known (Turner, 2004; Hosking et al., 2013;

Rahaman et al., 2019; Li et al., 2021), the impact of these atmospheric anomalies, and

in particular the wind anomalies, on the ocean circulation has yet to be investigated.

This will be explored in Part 3 of this thesis.

Thesis Overview

The remainder of this thesis consists of three parts, each presented as its own self-

contained study. Parts 1 and 2 have been published as Huguenin et al. (2022a, 2020)

and have been reproduced with copyright permission (see page xxxv). The contents

of Part 3 have been submitted for a publication to Geophysical Research Letters. The

referenced Figures and Tables within each part can be found labelled throughout and

in the Extended Data sections for each part. The references to scientific literature are

consolidated into a single alphabetic bibliography at the end of the thesis. As each part

contains a specific Discussion and Conclusion section, the Concluding Remarks are kept

short. The appendices contain copies of the two published journal articles (Parts 1 and

2) alongside a study that was completed during the PhD research.

Part 1 focuses on the drivers and distribution of global ocean heat uptake (OHU)

over the last 50 years. This work is motivated by the observational study of Roem-

mich et al. (2015) who investigated OHC changes over the 2005 to 2015 period and by

Frölicher et al. (2015) who used coupled climate models with their own independent

climate variability to explore uptake, transport, and regional trends of oceanic anthro-

pogenic carbon and heat over 1861–2005. In this study, a global ocean-sea ice model

is first equilibrated to a 1960s climate, a period before the recent accelerated OHU oc-

curred. Then, the model is forced with observed atmospheric fields in different hindcast

simulations over the last 50 years. The analysis focuses on which atmospheric changes,

and over which part of the global ocean, have contributed to the large heat uptake since

the 1970s. Once taken up, it is investigated where the anomalous heat signal is being

transported to within the global ocean and where it is accumulating now.

Part 2 examines and quantified the processes that contribute to WWV variability in

the equatorial Pacific. Here, the water mass transformation framework in temperature
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space is employed to isolate the contribution of diabatic surface forcing and vertical

mixing to WWV change. Previous studies have found contradictory results, with some

suggesting their significance in changing WWV on ENSO time scales (e.g., Meinen

and McPhaden, 2000; Clarke et al., 2007; Lengaigne et al., 2012) while others find the

opposite (e.g., Bosc and Delcroix, 2008; Brown and Fedorov, 2010). In this part, an in-

depth analysis of the WWV budget is performed in both idealised and realistic settings

to resolve this disagreement.

Part 3 shows how changing coastal surface winds over West Antarctica during El

Niño and La Niña events impact the poleward Ekman transport of surface water masses

and enable or inhibit upwelling of warm Circumpolar Deep Water onto the continental

shelf. This part builds upon Paolo et al. (2018) that highlights the link between ice

shelf mass loss and ENSO events, and Holland et al. (2019) that studied the impact

of multi-decadal wind changes on the West Antarctic continental shelf. While these

studies find that interannual atmospheric variability has the potential to impact West

Antarctic ice shelves, they do not examine the associated ocean dynamics during ENSO

events. Here, the analysis focuses on shelf temperature impacts from composites of four

strong El Niño and four strong La Niña events observed since 1958.

In summary, this thesis aims to further our understanding of the processes and dy-

namics underlying the unprecedented ocean temperature changes and their interannual

variability over the last 50 years both globally and regionally. This is done using a

combination of idealised and realistic numerical ocean model simulations which make

it possible to (1) apply precise budget diagnostics to understand contributions to heat

content changes and (2) perform sensitivity experiments where individual forcing factors

are applied separately.
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Abstract Since the 1970s, the ocean has absorbed almost all of the additional energy

in the Earth system due to greenhouse warming. However, sparse observations limit

our knowledge of where ocean heat uptake (OHU) has occurred and where this heat

is stored today. Here, we equilibrate a reanalysis-forced ocean-sea ice model, using a

spin-up that improves on earlier approaches, to investigate recent OHU trends basin-by-

basin and associated separately with surface wind trends, thermodynamic properties

(temperature, humidity and radiation) or both. Wind and thermodynamic changes

each explain ∼50% of global OHU, while Southern Ocean forcing trends can account

for almost all of the global OHU. This OHU is enabled by cool sea surface temperatures

and sensible heat gain when atmospheric thermodynamic properties are held fixed, while

downward longwave radiation dominates when winds are fixed. These results address

long-standing limitations in multi-decadal ocean-sea ice model simulations to reconcile

estimates of OHU, transport and storage.

1.1 Introduction

The ocean plays a critical role in modulating the Earth’s climate system and over the

last 50 years it has taken up over 89% of the excess energy due to greenhouse warming

(von Schuckmann et al., 2020; Rhein et al., 2013; Levitus et al., 2012; IPCC, 2013;

Meyssignac et al., 2019). Since the early 1990s, the rate of ocean warming has likely

doubled (IPCC, 2019). However, our current understanding of the spatial distribution of

ocean heat uptake (OHU) and storage is limited, not least because of sparse observations

with large uncertainties, especially in sea-ice covered regions (Durack et al., 2014) and

the deep ocean (Levitus et al., 2012). For example, reliable observations of ocean heat

content (OHC) in the upper 2000 m only start in 2005 with the Argo program that

covers 60◦S to 60◦N (Argo, 2021). Before 2005, good observations are only available

in the upper 700 m from expendable bathythermographs (Abraham et al., 2013) and

from a few select deep ocean cruise ship measurements (Purkey and Johnson, 2010;

Desbruyères et al., 2016). Observation-based studies therefore focus mainly on trends

over much shorter time periods (e.g., since 2005 (Roemmich et al., 2015) or since the

early 1990s (Shi et al., 2021)).
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Fully coupled atmosphere-ocean general circulation models and ocean-sea ice mod-

els simulate a complete representation of the global ocean and are now increasingly

used to assess the OHC evolution. However, fully-coupled models from the Coupled

and Flux-Anomaly-Forced Model Intercomparison Projects (CMIP, Eyring et al. (2016)

and FAFMIP, Gregory et al. (2016) respectively) generally exhibit larger biases than

ocean-sea ice models, and simulate an internal climate variability that is independent

of observations. Modelling studies have investigated recent trends mainly in idealised

settings (Gregory et al., 2016; Dias et al., 2020) or in coupled simulations with an in-

dependent climate variability (Frölicher et al., 2015; Eyring et al., 2016). In contrast,

ocean-sea ice models are constrained by atmospheric fields from a reanalysis product,

and therefore follow the observed trajectory of internal and forced climate variability.

Global climate models (both fully coupled and ocean-sea ice only) suffer from inter-

nal model drift due to errors in the representation of physical processes, and thus they

require a spin-up to equilibrate their climate and minimise drift. In ocean-sea ice mod-

els, a common spin-up approach, used for the Ocean Model Intercomparison Project

phase 2 (OMIP-2, Tsujino et al. (2020), applies six repeat cycles of 1958 to 2018 atmo-

spheric forcing from the Japanese reanalysis data set JRA55-do (Tsujino et al., 2018).

However, there are two limitations associated with this approach: (1) after each cycle,

the model experiences a large shock and associated recovery period when the forcing

suddenly switches from the year 2018 back to 1958 and (2) it is unclear how to account

for model drift without a parallel running control simulation (Extended Data Fig. 1.7).

In this study we address these limitations of the OMIP-2 approach by introducing

a spin-up protocol for global ocean-sea ice models and illustrate its benefits using the

ACCESS-OM2 ocean-sea ice model (Kiss et al., 2020). The spin-up is performed using

repeat decadal cycles of the JRA55-do reanalysis forcing from 1962 to 1971, corrected

for pre-industrial times, to equilibrate the model to a state prior to the recent rapid

acceleration in OHU (Fig. 1.1 and Methods). There are no longer large initial shocks at

the beginning of each spin-up cycle and we can account for model drift by subtracting

the linear trend from a parallel control repeat decade simulation (Fig. 1.1b, c). Using

this approach in an observationally constrained model gives us an estimate of the actual

trajectory of OHC, including the multi-decadal internal variability since the 1970s. By
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decomposing the atmospheric trends into processes and regions (Methods), we can

attribute the global heat uptake by drivers and basins over this period.

Limitations in our results arise from the use of a single model with a 1◦ horizontal

resolution, the biases related to errors in the model’s representation of physical processes

and uncertainties in reconstructing past atmospheric forcing. Uncertainties also arise

from inherent uncertainties in the reanalysis product used, including the reliability

of the implied radiative heat flux trends due to both greenhouse gases and aerosols,

which remain poorly constrained in many observational products. Heat transport and

heat loss across the surface can be dependent on the model resolution (Grist et al.,

2018) with biases expected to decrease in a finer grid (Tsujino et al., 2020) because

mesoscale eddies (that are absent in our 1◦ configuration) have been shown to strongly

impact the ocean circulation and heat uptake on the global scale (Marshall et al., 2017;

Martínez-Moreno et al., 2021). The absence of eddies also adds a caveat to our specific

partitioning of the wind- and thermal property-driven heat uptake fluxes. However,

the model configuration used here matches the typical resolution of most OMIP-2 and

CMIP6 ensemble members, and heat content anomalies following the OMIP-2 protocol

are similar when using the higher resolution configurations of the model (Extended

Data Fig. 1.7b). The low computational cost of the model we employ also allowed us

to minimise deep ocean model drift with a long spin-up and permitted a suite of multi-

decadal simulations that would otherwise be too expensive to explore using higher-

resolution models.

1.2 Results

1.2.1 Global Ocean Heat Uptake

The observations of upper 2000 m global OHC (Levitus et al., 2012) reach 2.40× 1023

J in 2017 relative to the 1972 to 1981 baseline (dashed red line, Fig. 1.2a). We choose

this baseline as it ends before the volcanic eruption of El Chichón in mid-1982 and the

OMIP-2 models prior to 1972 undergo a very strong global cooling period (Extended

Data Fig. 1.8a). The multi-model mean from the fully coupled CMIP6 model suite
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Figure 1.1: Experimental design of the spin-up. a, Time series of global mean surface
ocean air temperature anomalies from JRA55-do (Tsujino et al., 2018) during the last part
of the ocean-sea ice model spin-up. The initial 1900 years of the spin-up are performed by
applying repeat cycles of 1962 to 1971 atmospheric reanalysis forcing, from which a pre-
industrial offset of 0.133◦C has been removed (light blue line and value). In orange the same
anomalies from the observational data set HadCRUT5.1 (Morice et al., 2021) which has a
mean offset of 0.133◦C over 1850-1879 relative to the 1960s. During the transitional spin-
up period, the offset increases by 0.017◦C decade−1 (light blue value and linear trend) back
to the 1960s level. This is to simulate the transition from the equilibrated pre-industrial to
the warmer 1960s oceanic state. The 1962-1971 decade is shown as the grey shaded period.
From 1972 onward, interannual hindcast simulations are then branched off (e.g., the full
forcing simulation in black where all the atmospheric forcing fields evolves in time). The
parallel control simulation is obtained by continuing the modified pre-industrial spin-up
(light blue line) unchanged through the transitional period past 1972. b, Time series of
global ocean heat content during the five-cycle OMIP-2 spin-up (dark blue line, 1025 J and
linear trend over the last two cycles, –3.55 × 1021 J year−1) and the pre-industrial spin-up
(red line, 1025 J). The offset between the two time series at year 1 of the spin-up is due
to the use of updated temperature fields and bathymetric changes in the repeat decade
spin-up. c, Inset of the last part of the spin-up, showing the transitional and hindcast
periods with the 1960s period shaded in grey. The control simulation is given in light blue
with its linear trend of –0.49 × 1021 J year−1 over 1972 to 2017. The black line is the
ocean heat content in the full forcing simulation initialised in 1971.
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(light blue line in Fig. 1.2a) tracks the observed OHC estimate closely, however with

an increasingly large spread among ensemble members. The full forcing ACCESS-OM2

hindcast (where all the atmospheric forcing fields evolve over time) simulates a global

OHC increase of 1.73 × 1023 J in the upper 2000 m (capturing 72% of the observational

estimate).

This simulation improves considerably on the ACCESS-OM2 simulation that used

the OMIP-2 spin-up approach, which lies at the bottom of the OMIP-2 ensemble (cf.

black and dark blue lines in Fig. 1.2a). The hindcast also improves on most of the

other 11 OMIP-2 models (Tsujino et al., 2020), whose multi-model-mean reaches 0.94

× 1023 J in 2017, and captures a more realistic rise in OHC without the rapid spuri-

ous global cooling adjustment prior to 1972 (Extended Data Fig. 1.8a). There is no

control simulation available to use for de-drifting in the OMIP-2 protocol, and we have

attempted to de-drift the global OHC by fitting and removing a linear trend over the

last two OMIP-2 cycles (e.g., black lines, Extended Data Fig. 1.7a). Without this de-

drifting, the positive trend in OHC in the OMIP-2 models would be even weaker (see

also Fig. 24e in Tsujino et al. (2020)). If a similar additive improvement, that we see

in ACCESS-OM2, were applied to the other models in the OMIP-2 ensemble, then the

multi-model mean of an ensemble using our alternative spin-up approach would reach

an upper 2000 m OHC anomaly of 2.31 × 1023 J in 2017, within four percentage points

of the observations (Levitus et al., 2012).

The spatial trend of the upper 2000 m OHC in the full forcing simulation corresponds

well with Argo observations (Li et al., 2017) (Fig. 1.2b, c and CMIP5 models over

2005 to 2015 (Rathore et al., 2020)), especially in the tropical Pacific and the Northern

Atlantic. However, accumulation of anomalous heat in the model is reduced in the South

Atlantic compared to Argo, and is likely caused by reduced ocean heat convergence in

this region (see below). Most of the excess heat absorbed during this period is stored

in the Southern Hemisphere (66.0% of the globally integrated trend relative to 72.7%

in Argo). Over this shorter 2006-2017 period, the hemispheric OHC asymmetry has

been linked to decadal climate variability (Rathore et al., 2020), the asymmetry in

anthropogenic forcing (Irving et al., 2019), the greater area of the Southern Hemisphere

ocean (Wijffels et al., 2016) as well as anomalous ocean heat transport (Roemmich et al.,

2015).
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Figure 1.2: Recent global ocean heat content (OHC) anomalies in observations
and hindcast model simulations. a, Global ocean heat content anomalies (1023 J) in
the upper 2000 m from ocean observations, reanalyses, and surface flux data with Earth
system model simulations (Cheng et al., 2019), observations (Levitus et al., 2012), 25
fully coupled historical CMIP6 model runs (Eyring et al., 2016) (including their multi-
model mean and 2σ variance), the full forcing ocean-sea ice simulation (ACCESS-OM2
repeat decade spin-up, where all atmospheric forcing fields evolve over time), 11 de-drifted
OMIP-2 ocean-sea ice model simulations (Tsujino et al., 2020) (including their multi-model
mean, and 2σ variance) and the de-drifted ACCESS-OM2 OMIP-2-based simulation. For
the individual time series of each CMIP6 and OMIP-2 ensemble member, see Extended
Data Fig. 1.8. The two triangle markers highlight the volcanic eruptions of El Chichón in
1982 and Mount Pinatubo in 1991. The baseline period for all time series is 1972 to 1981.
b, c, Spatial distribution of anomalous upper 2000 m ocean heat content trends over 2006
to 2017 in the Argo observations and in the full forcing ACCESS-OM2 simulation (108 J
m−2 year−1).
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1.2.2 Heat Uptake, Transport and Storage Rates

In order to quantify the spatial distribution of OHC trends, we consider the vertically

integrated heat budget which expresses the OHC tendency (termed here heat storage)

as the sum of the anomalous net surface heat flux (heat uptake) and the convergence of

the anomalous vertically integrated ocean heat transport (Eq. 1.2, Methods). Globally

integrated, the full-depth heat uptake/storage rate over the last half century in the full

forcing simulation is 5.4 × 1021 J year−1 (Fig. 1.3a). While trends have accelerated over

the last 20 years, the spatial pattern of heat uptake has remained robust (cf., Fig. 1.3a

and Extended Data Fig. 1.9a). The Southern Ocean dominates heat uptake with a rate

of 6.9 × 1021 J year−1. The dominant role of this region is a consequence of the strong

heat fluxes into the ocean where sea surface temperatures (SSTs) are colder than the

overlying atmosphere. These cold SSTs are maintained by strong westerly winds that

drive upwelling of cold water to the surface, insulating the Southern Ocean from forced

changes, and driving efficient heat uptake from the atmosphere (Armour et al., 2016;

Marshall et al., 2015; Frölicher et al., 2015; Morrison et al., 2016). This warming of cold

ocean waters has a relatively small impact on density due to the non-linear equation

of state for sea water. It enables the continuous subduction of newly warmed water in

the convergent zones on the edges of the Antarctic Circumpolar Current (ACC) that

would otherwise be terminated by density feedbacks on the ocean circulation like in

the tropics (Fasullo et al., 2020). In this simulation, heat uptake occurs predominantly

in the Indian and Pacific sectors of the Southern Ocean. Northward Ekman transport

subsequently subducts these water masses along isopycnals into mode and intermediate

water layers (Morrison et al., 2016). Heat storage is also significant in the Atlantic

sector of the Southern Ocean where it arises primarily from the convergence of oceanic

heat transport rather than from local atmospheric heat uptake (Fig. 1.3a, b).

Patterns of heat uptake outside of the Southern Ocean are more variable. Heat loss

is dominant in the Atlantic basin (–1.9 × 1021 J year−1), especially north of 45◦N. The

Atlantic heat loss arises from its connection to the Southern Ocean via the Atlantic

Meridional Overturning Circulation (AMOC). The AMOC transports 42% (2.9 ± 0.2

× 1021 J year−1) of the additional heat taken up in the Southern Ocean northward into

the Atlantic (red arrow in Fig. 1.3b), where two-thirds thereof is lost to the atmosphere
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Figure 1.3: Spatial distribution of ocean heat uptake, transport, storage, and sea
surface temperature trends over 1972 to 2017 in the full forcing simulation
(where all atmospheric forcing fields evolve over time). a, Time integrated net
surface heat flux anomalies (108 J m−2 year−1) with positive heat uptake defined as into
the ocean. The basin-wide values (1021 J year−1) show the total area integrated trends
over a particular ocean basin with the boundaries set by the black lines across the Southern
Ocean, the Indonesian Throughflow, the Bering Strait and the continental land masses.
The Southern Ocean ends at 36◦S, the Bering Strait is at 65◦N and the Indonesian Through-
flow is defined between Java, New Guinea (105◦W to 134◦W) at 3◦S and the Australian
continent (20◦S to 6◦S) at 137◦E. The Atlantic Ocean contributions include the Arctic
Ocean north of 65◦N and the marginal Hudson Bay, Baltic and Mediterranean basins. The
Indian Ocean component also includes the Red Sea. The basin-wide values are rounded
to one-decimal point accuracy. b, Anomalous heat transport convergence calculated as a
residual from the a heat uptake and c heat storage (108 J m−2 year−1). The anomalous
heat transport rates and their uncertainties across transects (1021 J m−2 year−1) are cal-
culated from anomalous heat and volume transports (Methods). d, Simulated sea surface
temperature trends (◦C year−1). Grid cells in d that have a climatological sea ice coverage
above 85% have been removed and are shaded white.
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via ocean-air heat fluxes. Compared to observations, the model’s AMOC maximum at

26.5◦N is weak (9.1 Sv relative to the observed estimate of 17 Sv over 2004 to 2012 in

McCarthy et al. (2015), 1 Sv = 106 m3 s−1, Extended Data Fig. 1.10a), lower than most

other OMIP-2 models (Tsujino et al., 2020), and may thus lead to weaker anomalous

Southern Ocean heat export into the Atlantic. However, the changes in the AMOC

strength in the full forcing simulation of ∼1 Sv are small compared to the decadal

variability of ±2 Sv (black line, Extended Data Fig. 1.10a).

Heat uptake in the Indian and Pacific subtropical and tropical basins plays only a

minor role on the global scale (Fig. 1.3a). This is likely because the Indian and Pacific

basins lack a convection-driven deep circulation (Godfrey et al., 2001; Talley et al.,

2011) that would efficiently take up heat over multi-decadal time scales. In addition,

heat uptake in the tropics is inhibited by the warming response of the SST (Fig. 1.3d).

In contrast, at the high latitudes of the Southern Ocean, the SST increases at a rate

that keeps pace with local atmospheric warming (due to wind-driven Ekman effects)

creating favourable conditions for continuous ocean heat uptake (Fig. 1.3d).

1.2.3 Wind Versus Thermal Effects

We next consider a set of hindcast simulations that isolate the impact of thermody-

namic (including air temperature, humidity and downward radiation) and wind-driven

atmospheric changes over the global ocean and specific regions to better understand the

drivers of recent OHU (Methods). In the wind-only simulation, zonal and meridional

surface winds evolve over time while the other forcing fields are held fixed in the 1960s

(and vice versa for the thermal experiment). The approach here differs from coupled

and flux-anomaly forced ocean-sea ice model simulations that also aim to isolate con-

tributions from winds and other changes (Gregory et al., 2016; Todd et al., 2020) in

that our experiments are forced by atmospheric trends from reanalysis instead of, for

example, doubled atmospheric CO2 concentrations, and thus they capture the observed

trajectory of internal climate variability. The strong decadal variability in our simu-

lations arises from the portion of the atmospheric forcing (whether thermal or wind

forcing) that cycles through the repeat decade (Fig. 1.4a, b).
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Figure 1.4: Simulated global and regional ocean heat content (OHC) changes due
to thermal/wind trends and due to regionally-constrained atmospheric trends.
a, Time series of full-depth global ocean heat content anomalies (1023 J) in the full forcing
simulation (black line), when only prescribing surface wind trends (i.e., Wind-only) and
when only prescribing thermodynamic trends (i.e., Thermal-only, Methods). The dashed
blue line shows the anomalies in both wind- and thermal-only hindcast simulations added
together. The two triangle markers highlight the volcanic eruptions of El Chichón in 1982
and Mount Pinatubo in 1991. The baseline period for all time series is 1972 to 1981.
b, Time series for the hindcast simulations where combined interannual wind and thermal
forcing is applied only over the Southern Ocean (south of 44◦S), the mid- and high northern
latitudes (north of 44◦S) and only over the tropics (30◦S to 30◦N) with the remaining ocean
area forced by the control repeat decade forcing. c, Basin integrated ocean heat content
trends (1021 J year−1) in the hindcast simulations of a and b.
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The two simulations that include only either thermal or surface wind trends explain

57% and 40% of the global OHC trend of 5.4× 1023 J (Fig. 1.4a, c). As in the full forcing

simulation, heat uptake in both thermal- and wind-only experiments is dominated by

the Southern Ocean (3.1 and 3.9 × 1021 J year−1, Extended Data Fig. 1.11a, e). In

the wind-only simulation, Southern Ocean heat uptake is large because the SST cools

as a result of enhanced northward Ekman transport of cool fresh Antarctic surface

waters (Fig. 1.5a, b). This heat uptake is driven by sensible and upward longwave heat

losses associated with the negative SST anomalies (Fig. 1.5c,d). Some compensation

by latent and upward shortwave heat flux anomalies, due to increases in sea ice, are

associated with cooling in this region (Wendler et al. (1997) and Extended Data Table

1.1). It is important to note that wind changes also have a direct impact on sensible

and latent heat fluxes through their dependence on wind speed in the model’s bulk

formulae. As opposed to the wind-only experiment, heat uptake in the thermal-only

experiment is associated mainly with changes in downward longwave radiation (Fig.

1.5c), which appear more important than air temperature changes (as the sensible heat

flux anomalies are reduced). Integrated over the Southern Ocean, the sensible heat flux

drives almost double the heat uptake than the longwave radiative flux in the wind-only

simulation (3.7 vs. 1.9 × 1021 J year−1), while in the thermal-only simulation heat

uptake through downward longwave radiation is more dominant (3.0 vs. 2.4 × 1021 J

year−1, Extended Data Table 1.1).

Both changes in surface winds and atmospheric thermodynamic properties can af-

fect the export of anomalous heat from the Southern Ocean into the Pacific, Indian and

Atlantic basins via the meridional overturning circulation. In particular, in the wind-

only simulation, anomalous heat export northward is stronger than in the thermal-only

simulation, due to the stronger westerlies which in turn increase the Ekman transport

and thus the Southern Ocean’s overturning circulation (Extended Data Fig. 1.11b, f).

In contrast, the parameterised submesoscale eddy mixing, eddy advection and diffusion

schemes play a minor role in contributing to ocean heat transport changes into the

Atlantic and Indo-Pacific. In a fully coupled framework, Liu et al. (2018) showed that

in response to quadrupled atmospheric CO2 concentrations, the poleward-strengthened

westerlies displace and intensify the Southern Ocean’s meridional overturning circula-

tion which results in anomalous heat transport divergence at 60°S and increased surface

heat fluxes while the opposite was shown for 45◦S. In our wind-only simulation, we see
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Figure 1.5: Southern Hemisphere ocean heat uptake, sea surface temperature
and surface air temperature, net longwave and net sensible heat flux trends
over 1972 to 2017. a, Zonally integrated heat uptake in the simulations with full, wind-
only and thermal-only forcing (1015 J year−1), equal to the zonal integral of the spatial
structure shown in Figs. 2a and Extended Data Fig. 1.11a, e. b, Zonal mean sea surface
temperature and surface air temperature trends (◦C year−1). c, d, The contribution of net
longwave and sensible heat fluxes to the total ocean heat uptake shown in panel a (1015

J year−1). The horizontal lines at 36◦S indicate the northern boundary of the Southern
Ocean in our analysis. A 5-grid cell rolling mean has been applied in panels a, c and d.

strong heat transport divergence at almost all latitudes of the Indian and Pacific sectors

of the Southern Ocean, while heat converges in the Atlantic sector between 60◦S-45◦S

(Supplementary Figure 5b), likely because the Southern Ocean surface wind trends in

JRA55-do are strongest in the Indian and Pacific sectors. We agree with Liu et al.

(2018), that wind stress changes are likely the primary drivers of ocean heat content

change in the wind-only simulation (through their induced SST changes), rather than

the direct wind-speed related turbulent heat flux change.

1.2.4 Regional Contributions

On the global scale, the OHC trend can be reproduced when atmospheric trends in

both winds and thermodynamic properties are applied only over the Southern Ocean

south of 44◦S (with repeat decade forcing applied north of this latitude, Fig. 1.4b).

However, an important regional difference between the full forcing and Southern Ocean-
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only forced simulation is that in the latter, heat storage is larger in the Pacific, Indian

and Atlantic Oceans and smaller in the Southern Ocean (cf., black and dark red bars in

Fig. 1.4c). This is likely caused by enhanced northward heat transport in the Southern

Ocean-only experiment across 36◦S, despite similar Southern Ocean heat uptake rates

in both simulations (6.98 vs. 6.97 × 1021 J year−1, Fig. 1.3a, b and Extended Data

Fig. 1.12a, b). However, heat transport rates in the Southern Ocean-only experiment

are influenced by the tapering zones between the repeat decade and interannual forcing

in the Southern Ocean-only experiment. In addition, the Pacific and Atlantic basins

experience weak heat loss across the surface due to these basins being forced by the

cooler 1960s atmosphere (Extended Data Fig. 1.12a).

Performing an experiment with interannual trends applied only north of 44◦S or

just over the tropics 30◦S to 30◦N, shows a global OHC trend of 0.3 to 0.4 × 1021 J

year−1 (Fig. 1.4c). A positive trend, distinct from the repeat decade forcing oscillation,

emerges only in the mid–1990s (light pink line, Fig. 1.4a), and is likely linked to the

observed shift of the Interdecadal Pacific Oscillation into a negative phase. This favours

La Niña-like conditions with increased trade winds and enhanced tropical heat uptake

(England et al., 2014; Henley and King, 2017). OHC trends over the 1992 to 2011 period

from the tropical 30◦S to 30◦N experiment appear mainly centred on the Equator in

the western Pacific at 150 m depth (Extended Data Fig. 1.13), and are consistent with

the observed trends over the same period (England et al., 2014). A rapid increase in

Indian Ocean heat content since the year 2000 has also been shown in observations

(Lee et al., 2015) and occurs in a simulation with interannual trends restricted to

only the Indian Ocean (not shown). This signal has been linked to the enhanced

trade winds that strengthened warm water transport across the Indonesian Throughflow

since the early 2000s (Lee et al., 2015; Maher et al., 2017). However, over the 50-year

time period, Interdecadal Pacific Oscillation-related trade wind and OHC changes for

the most part cancel each other out as this climate mode underwent a full oscillation

(England et al., 2014; Meehl et al., 2016). Additional model experiments with the

interannual atmospheric trend forcing only applied over individual ocean basins north

of 44◦S/35◦S (Pacific-only/Indian- and Atlantic-only experiments, Methods) reveal only

minor OHC trends (Extended Data Fig. 1.14, 1.15). This further emphasises the key

role of the Southern Ocean in driving global ocean heat content trends over the past

half century.
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1.3 Discussion

We have documented the evolution of ocean heat uptake, transport and storage

over the last 50 years in a global ocean-sea ice model following a spin-up approach that

improves on past simulations of OHC trends using the standard OMIP-2 protocol. The

full forcing hindcast simulation considerably improves on the simulation with the same

model but using the OMIP-2 spin-up, and reproduces the estimated trajectory of OHC

in observations better than most OMIP-2 ensemble members. If the OMIP-2 project

would follow the spin-up approach presented here, it is likely that both the multi-model

mean and ensemble spread in Fig. 1.2a would shift upwards and better capture the

observed trends.

Changes in surface winds and thermodynamic properties over the Southern Ocean

each drive about half of the global heat uptake signal over the last half century (Fig.

1.6). These heat changes have important consequences for the zonal transport of the

Antarctic Circumpolar Current with continued warming likely further accelerating the

zonal flow (Shi et al., 2021). As in the simulations with full or basin-wide forcing,

heat uptake in the wind- and thermal-only experiments in the Indian and Pacific basins

is minor, while the Atlantic Ocean is consistently losing heat across its surface (blue

arrows, Fig. 1.6). In the full forcing as well as the wind- and thermal-only simulations,

northward heat export from the Southern Ocean into the Atlantic dominates over export

into the Indian and Pacific basins. While the Indo-Pacific plays only a minor role in

multi-decadal heat uptake and storage, it can substantially impact global OHC trends

over shorter periods through enhanced ocean heat uptake and reduced SST warming

associated with the Interdecadal Pacific Oscillation (Meehl et al., 2011), e.g., during

global warming hiatus periods such as from 2000 to 2009.
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Figure 1.6: Schematic summarising anomalous global ocean heat uptake, heat loss and heat transport over the last half century in
different historical simulations. The spatial pattern shows ocean heat storage rates in the full forcing simulation where all atmospheric forcing
fields evolve over time (108 J m−2 year−1). The global ocean is divided into the Southern Ocean and the Indian, Pacific and Atlantic basins as in
Fig. 1.3. The red and blue vertical arrows into and out of the plane show the basin integrated heat uptake and heat loss rates in the full forcing
(left arrow), wind-only (middle arrow) and thermal-only (right arrow) simulations (1021 J year−1). The black arrows show the heat transport rates in
the same simulations (from left to right: full, wind-only and thermal-only forcing) across the transects that separate the basins (1021 J year−1). The
arrows are to scale, and values are rounded to one-decimal point accuracy. The transport rates across the Bering Strait are one magnitude smaller
and not shown.
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Over the last twenty years of the full forcing simulation, the weakening AMOC in

the North Atlantic (Extended Data Fig. 1.10) may be linked to positive redistribution

feedbacks that have been previously described in a coupled climate model (Liu et al.,

2020). In this feedback, a weakened AMOC decreases meridional heat transport in the

North Atlantic, leading to a divergence of heat, cooler SSTs and increased heat uptake

in the subpolar gyre, which in turn further weakens the AMOC (Couldrey et al., 2021;

Liu et al., 2020). It is unclear if this feedback mechanism is contributing to the North

Atlantic changes in the full forcing simulation, as heat uptake north of the Equator

decreases (–0.6× 1021 J year−1) and heat transport increases (+0.6× 1021 J year−1)

over the last twenty years of the run, compared to the full period.

In summary, our experiments emphasise that recent trends in Southern Ocean sur-

face winds, surface air temperature and radiation have driven almost all of the globally

integrated ocean warming of the past half century. Increased observational coverage

over the Southern Ocean is also key to reconcile global surface heat fluxes, ocean heat

uptake and heat content changes, as well as building increased confidence in climate

models and climate change projections for the coming decades.

While not studied here, further analysis of hindcast simulations relative to available

ocean reanalysis products (such as ECCO (Fukumori et al., 2021) or ORAS5 (Zuo et al.,

2018)) could help improve our understanding of the global energy imbalance, especially

when using eddy-resolving higher resolution models. An analysis with the ORAS5

reanalysis product would also give additional insight into the role of the Indonesian

Throughflow in interhemispheric heat transport anomalies since 1979 (Trenberth and

Zhang, 2019). Further validation with observation-based estimates of surface fluxes

from reanalysis budgets (e.g., by using the 2000-2023 CERES data that is used in Loeb

et al. (2022); Trenberth and Fasullo (2018)) would also be insightful. A more in-depth

comparison, for example with the data in Trenberth et al. (2019) and other large-scale

ocean energy budgets in time and space would also be helpful to better understand

meridional heat transport rates and the model’s AMOC. An extension of the simulations

in this project with JRA55-do up to current times would also be beneficial, especially

in light of the recent triple La Niña event with potential increased equatorial Pacific

heat uptake.
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1.4 Methods

1.4.1 Model, Forcing and Spin-up

We use the global ocean-sea ice model ACCESS-OM2 (Kiss et al., 2020) in a 1◦

horizontal resolution configuration with 50 z* vertical levels. ACCESS-OM2 consists of

the Geophysical Fluid Dynamics Laboratory MOM5.1 ocean model (Griffies, 2012) cou-

pled to the Los Alamos CICE5.1.2 sea ice model (Hunke et al., 2015) via OASIS3-MCT

(Craig et al., 2017). Atmospheric forcing for the model is derived from a prescribed

atmospheric state using the Japanese Reanalysis product JRA55-do-1-3 (Tsujino et al.,

2018) which covers the period 1958 to 2018. The forcing fields are 3-hourly zonal and

meridional wind speed, air temperature and specific humidity at 10 m as well as down-

ward short- and longwave radiation, rain- and snowfall, and sea level pressure at the

ocean’s surface at 0.5625◦ resolution. The river and ice-related runoff forcing field has

a daily time step and is provided at 0.25◦ resolution. These fields are used to calculate

zonal and meridional wind stress, surface heat and freshwater fluxes using bulk formulae

(Fairall et al., 1996). More details on the model setup and performance can be found

in Kiss et al. (2020).

We perform a 2000-year spin up of the model initiated from World Ocean Atlas

2013 v2 conditions (Locarnini et al., 2013) using modified repeat cycles of the JRA55-

do 1962 to 1971 decade. We choose this decade as it has no extreme El Niño-Southern

Oscillation events or tendencies (Huang et al., 2015) and has close to neutral conditions

in the Interdecadal Pacific Oscillation (IPO index: –0.1, Power et al. (1999)). However,

it has a positive Southern Annular Mode and three positive Indian Ocean Dipole events

occurred in this period (Saji et al., 1999). The choice of this decade is a compromise

between an early period with limited observations where our confidence in the atmo-

spheric forcing is low, and later periods where the anthropogenic signal is larger and

the hindcast experiments would be shorter.

For the first 1910 years of the spin-up, we subtract from the repeat 1962 to 1971

forcing a pre-industrial offset of 0.133◦C from the surface air temperature and 0.7 W

m−2 from the downward longwave radiation fields. This is to equilibrate the model
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to an estimate of the pre-industrial climate instead of a 1960s climate that already

incorporates an anthropogenic footprint. Additionally, we modify the specific humidity

in order to keep the relative humidity constant and avoid overly impacting evaporation

and the latent heat flux. The surface air temperature offset is calculated from the

difference between the JRA55-do mean during the 1962 to 1971 period and the years

1850 to 1879 in the HadCRUT5 (Morice et al., 2021) data set (light blue and orange

lines, Fig. 1.1a). The offset in downward longwave radiation is consistent with values

presented in the fifth Assessment Report of the Intergovernmental Panel for Climate

Change (IPCC AR5, Fig. SPM.5, IPCC (2013)). The overall ratio of surface air

temperature to downward longwave radiation offsets is the same as in the study by

Stewart and Hogg (2019) where they used offsets derived from the CMIP5 historical and

moderate greenhouse gas emission scenario (RCP4.5) to run idealised climate change

hindcast experiments. As in IPCC AR5 Fig. SPM.5 (IPCC, 2013), the uncertainty in

the pre-industrial offset of downward longwave radiation (and surface air temperature)

is likely as large as the value itself, but it is a reasonable approach given the limited

data available from pre-industrial times.

The period 1910 to 2000 of the spin-up (i.e., 1882 to 1971 Current Era) is the

transitional period where we linearly reduce the offsets in the forcing fields back to

1962 to 1971 levels (dark blue and dark red lines, Fig. 1.1a). This represents the de-

veloping anthropogenic impact on the ocean between the pre-industrial state and the

warmer 1960s climate. In year 2000 of the spin-up (i.e., year 1972 Current Era), the

interannually-forced hindcast simulations begin. The control simulation is a continu-

ation of the pre-industrial spin-up with modified repeat decade forcing beyond 1972

(light blue line, Fig. 1.1a).

1.4.2 Hindcast Experiments

We run a set of simulations that combine both climatological (1962 to 1971) and

interannual (1971 to 2017) forcing to investigate the contribution of changing surface

winds, thermodynamic properties and the role of individual oceanic regions to anoma-

lous heat uptake since the 1970s.
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The wind and thermal simulations include forcing the model over 1972 to 2017 with

interannual zonal and meridional surface wind trends (the wind-only experiment) or

combined surface air temperature, humidity, radiation, freshwater and sea level pres-

sure trends (the thermal-only experiment), while repeat decade forcing is used for the

other forcing fields. The hindcast experiments here do not allow a complete separation

between buoyancy effects (including heating) and wind effects because buoyancy and

heat fluxes both change in each of the wind- and thermal-only experiments; for exam-

ple, the winds can force an SST change that will feed back and alter the sensible heat

flux fields. Likewise the thermally-forced experiment can include changes in wind stress

wherever ocean circulation changes are simulated, because the wind stress is controlled

by the difference between wind speed and ocean current speed, although this effect is

generally second order. While surface air temperature and radiation variations domi-

nate the signal in the thermal-only simulation, freshwater fluxes can also contribute to

changes in ocean circulation and thus ocean heat uptake and redistribution via changes

in, for example, the meridional overturning circulation in the Atlantic and Southern

Oceans (Winton et al., 2013; Gregory et al., 2016).

The regional simulations (hereafter Southern Ocean-only, North of 44◦S, Tropics-

only 30◦S to 30◦S, Pacific-, Indian- and Atlantic-only forcing simulations) include ap-

plying interannual trending atmospheric fields over a specific region of the global ocean

while repeat decade forcing is applied over the remaining ocean area (e.g., blue contours

in Extended Data Fig. 1.15). For these simulations, a linear smoothing boundary region

of 4◦ latitude/longitude is used to combine the two forcing fields. For the Southern- and

Pacific Ocean-only simulations, we choose the boundaries at 44◦S as this latitude marks

the poleward extent of the shallow subtropical cells. For the Indian and Atlantic Ocean

simulations, we set the southern interannual forcing/repeat decade forcing boundary to

35◦S at the southern tip of Africa.

1.4.3 Ocean Heat Content Calculations

Heat content,

H =
∫∫∫

ρ0CpΘ dV, (1.1)
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is calculated using a reference density ρ0 = 1035 kg m−3, a specific heat capacity

Cp = 3992.1 J kg−1 K−1, the model’s prognostic temperature variable Conservative

Temperature Θ (K, McDougall (2003); McDougall and Barker (2011)) and the (time-

variable) grid cell volume dV (m3).

The vertically integrated Eulerian heat budget can be expressed as

∂

∂t

∫ 0

z
Hdt = Qnet −∇h · F , (1.2)

where the left-hand side is the depth integrated heat content tendency at a given loca-

tion (J m−2 year−1) between depth z and the surface, Qnet is the net surface heat flux

and ∇h ·F is the divergence of the vertically integrated ocean heat transport. Changes

in heat content arise from changes in heat exchange with the atmosphere (heat up-

take) and/or from changes in the convergence of horizontal ocean heat transport. The

anomalous heat uptake rate is calculated by first time integrating the net surface heat

flux tendencies, including the turbulent (latent and sensible), radiative (short- and

longwave), surface volume flux-associated and sea ice exchange components, before re-

moving the linear trend in the time integrated tendencies of the control simulation,

and finally fitting a linear trend to the result. The heat storage rate is calculated sim-

ilarly. The heat transport convergences are calculated as the residual between heat

uptake and storage (Eq. 1.2). These calculations would be more difficult without a

parallel-running control simulation (not available as part of OMIP-2) that can be used

to remove drift as well as the steady-state pattern of heat input at low-latitudes and

heat loss at high-latitudes connected by meridional ocean heat transport.

Ocean heat transport (OHT) rates across individual transects are calculated from

the vertical integral of horizontal advective and parameterised diffusive, mesoscale- and

submesoscale heat fluxes accumulated online. Uncertainties in these heat transport

rates arise from the presence of non-zero net volume fluxes, which result in a dependence

of the cross-transect heat transport on the arbitrary reference temperature (Holmes

et al., 2019b; Forget and Ferreira, 2019). We estimate the uncertainty in the anomalous

heat transport rate based on the change in the volume transport across the transect

∆Ψ (m3 s−1) and a maximum possible range for the temperature (∆Θ)max at which
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that net volume transport could be assumed to return:

∆OHT = ±ρ0Cp
(∆Θ)max

2 ∆Ψ. (1.3)

We define (∆Θ)max to be 30◦C, an estimate of the maximum temperature range of the

model. For example, if the maximum temperature of water transported through the

Indonesian Throughflow is 30◦C, then the maximum ambiguity in the change in heat

transport is estimated by assuming that this water returns back into the Pacific via

the Southern Ocean at 0◦C. This issue is discussed in more detail in Section S3 in the

Supporting Information of Holmes et al. (2019b) and Forget and Ferreira (2019).

1.4.4 CMIP6 Products

To compare the simulations in this study to atmosphere-ocean general circulation

models, we analyse 16 ensemble members from CMIP6 as shown in the Extended Data

Table 2. The choice of the models and anomaly calculation is based on Irving et al.

(2021) and includes first taking a cubic fit of the globally integrated 0 to 2000 m OHC

over the length of the pre-industrial control simulation in each model. The length of this

control simulation can be between 500 to 6000 years depending on the model. This fit

is then subtracted from the historical simulation (ending in 2014) and SSP5-8.5 (2014

to 2017) projection simulation before the removal of the baseline 1972 to 1981 period.

1.5 Data Availability

The model data to recreate the figures in this study have been deposited online in

the Zenodo database under https://doi.org/10.5281/zenodo.6873094 (Huguenin et al.,

2022b). The full model output is stored on the National Computational Infrastructure

and available upon contact to the first author. The Argo data were collected and

made freely available by the International Argo Program and the national programs

that contribute to it (http://www.argo.ucsd.edu, http://argo.jcommops.org). The Argo

Program is part of the Global Ocean Observing System (https://doi.org/10.17882/

42182). The product we used here was produced at the China Argo Real-time Data

https://doi.org/10.5281/zenodo.6873094
http://www.argo.ucsd.edu
http://argo.jcommops.org
https://doi.org/10.17882/42182
https://doi.org/10.17882/42182
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Center and available at http://www.argo.org.cn/english/. The CMIP6 data is available

at the Earth System Grid Federation: https://esgf-node.llnl.gov/projects/cmip6/.

1.6 Code Availability

The analysis scripts to create the forcing for the JRA55-do-1-3 repeat decade spin-

up and to reproduce the figures are published online in the Zenodo database under

https://doi.org/10.5281/zenodo.6873094 (Huguenin et al., 2022b).

http://www.argo.org.cn/english/
https://esgf-node.llnl.gov/projects/cmip6/
https://doi.org/10.5281/zenodo.6873094


38 DRIVERS OF RECENT OCEAN HEAT UPTAKE

1.7 Extended Data Figures and Tables

Extended Data Figure 1.7: Total ocean heat content anomalies in ACCESS-OM2.
a, Total ocean heat content (1025 J) in the 1◦, 1/4◦ and 1/10◦ model configuration following
the OMIP-2 protocol. Only three spin-up cycles are available in the 1/10◦ model due to
the cost involved in running this configuration. In black the linear trends over the last two
cycles with the trend values β0 in units of 1025 J century−1. b, Anomalies for the three
configurations of the model during the last cycle, calculated by removing the respective
linear trend over the last two cycles in a.
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Extended Data Figure 1.8: Simulated global ocean heat content in OMIP-2 and
CMIP6. a, Time series of 1958-2017 OHC anomalies in the eleven OMIP-2 models pre-
sented in Tsujino et al. (2020) and in ACCESS-OM2. The observations from Levitus et al.
(2012) are shown as the dashed black line. The new simulation with full interannual forc-
ing is shown as the dashed blue line. The anomalies are calculated by first removing the
linear trend over the last two spin-up cycles and then removing the mean of the 1972-1981
baseline period. b, As in a but for 25 CMIP6 models over 1972-2017.

Extended Data Table 1.1: Heat flux contributions to anomalous Southern Ocean
heat uptake. Contributions of the basin-wide integrated heat flux trends over the South-
ern Ocean south of 36◦S in the simulation with full interannual forcing, with wind-only
forcing and thermal property-only forcing (1021 J year−1). The values are rounded to
one-decimal point accuracy. Only the four major heat flux components (net short- and
longwave, sensible and latent heat fluxes) are shown here without the surface flux contri-
butions from surface volume exchanges and heat exchanges with sea ice.

Net shortwave Net longwave Sensible Latent

Full forcing simulation 0.1 3.1 3.3 -0.3

Wind-only forcing 0.6 1.9 3.7 -2.7

Thermal-only forcing 0.1 3.0 2.4 -3.1
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Extended Data Figure 1.9: Spatial distribution of ocean heat uptake and stor-
age trends over 1997-2017 in the simulation with full interannual forcing. a,
Time-integrated net surface heat flux anomalies (108 J m−2 year−1) with positive heat
uptake defined as into the ocean. The basin-wide values (1021 J year−1) show the total
area-integrated trends over a particular ocean basin with the boundaries set by the blue
lines. The Southern Ocean ends at 36◦S, the Bering Strait is at 65◦N and the Indone-
sian Throughflow is defined between Java, New Guinea (105◦W to 134◦W) at 3◦S and the
Australian continent (20◦S to 6◦S) at 137◦W. The Atlantic Ocean contributions include
the Arctic Ocean north of 65◦N and the marginal Hudson Bay, Baltic and Mediterranean
basins. The Indian Ocean component also includes the Red Sea. The basin-wide values
are rounded to one-decimal point accuracy. b, As in a but for the heat storage trends.
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Extended Data Figure 1.10: Maximum strength of the Atlantic Meridional Over-
turning (AMOC) streamfunction at 26◦N between 103◦W and 5◦W. a, Annual
mean upper overturning cell magnitude as a function of time (Sv, 1 Sv = 106 m3 s−1), de-
fined as the maximum value of the global overturning streamfunction computed on density
surfaces, measured at 26◦N, integrated between 103◦ and 5◦W and for potential density
classes that exceed 1035.5 kg m−3. Time series are shown for the full forcing simulation
as well as the control simulation, the Southern Ocean-only and the North of 44◦S experi-
ments. The mean AMOC strength in these experiments over the full time period is given
as the mean for each time series rounded to one decimal point accuracy. b, c As in a but
for the wind- and thermal-only experiments as well as the basin-wide Pacific-, Indian- and
Atlantic-only experiments.
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Extended Data Figure 1.11: Spatial distribution of ocean heat uptake, transport,
storage and sea surface temperature trends over 1972-2017 in the wind-only and
thermal-only forcing experiment. a, Time-integrated net surface heat flux anomalies
(108 J m−2 year−1) with positive heat uptake defined as into the ocean. The basin-wide
values (1021 J year−1) show the total area-integrated trends over a particular ocean basin
with the boundaries set by the black lines across the Southern Ocean, the Indonesian
Throughflow, the Bering Strait and the continental land masses. The Southern Ocean
ends at 36◦S, the Bering Strait is at 65◦N and the Indonesian Throughflow (ITF) is defined
between Java, New Guinea (105◦W to 134◦W) at 3◦S and the Australian continent (20◦S
to 6◦S) at 137◦W. The Atlantic Ocean contributions include the Arctic Ocean north of
65◦N and the marginal Hudson Bay, Baltic and Mediterranean basins. The Indian Ocean
component also includes the Red Sea. The basin-wide values are rounded to one-decimal
point accuracy. b, Anomalous heat transport convergence calculated as a residual from the
a heat uptake and c heat storage (108 J m−2 year−1). The anomalous heat transport rates
and their uncertainties across transects (1021 J m−2 year−1) are calculated from anomalous
heat and volume transports (see Methods). d, Simulated SST trends (◦C m−2 year−1).
Grid cells in d that have a climatological sea ice coverage above 85% have been removed
and are shaded white. e-f, As in a-d but for the perturbation experiment where only
atmospheric trends in thermal properties are applied (surface air temperature, humidity,
radiation, precipitation and sea level pressure trends, while repeat decade forcing is used
for the other forcing fields.
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Extended Data Figure 1.12: As in Extended Data Fig. 1.11 but for the Southern Ocean
experiment where interannual forcing is applied south of 44◦S over the region with blue
outlines. Repeat decade forcing is applied north of 40◦S and the tapering zone between
the two forcing fields is from 44◦S to 40◦S.

Extended Data Figure 1.13: Ocean heat content trends over 1992-2011 in the
Tropics-only 30◦S–30◦N experiment. a, Spatial pattern of anomalous ocean heat
content trend over 1992-2011 (108 J m-2 year-1). The horizontal blue lines indicate the
region over which interannual forcing is applied (30◦S–30◦N). b, Zonal mean ocean heat
content trends in the Pacific Ocean 100◦E–100◦W (1012 J m−2 year−1). The contours show
the climatological isotherms across the Pacific 40◦S–40◦N (◦C). c, Equatorial mean 5◦S–
5◦N ocean heat content trends in the Pacific Ocean (1012 J m−2 year−1). The contours
show the climatological isotherms across the Pacific 100°E-100°W (°C).
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Extended Data Figure 1.14: Ocean heat content changes since 1972 in the basin-
wide simulations. a, Time series of the full-depth ocean heat content anomalies where
interannual forcing is applied only over the Pacific, Indian and Atlantic basins compared
with the simulation where interannual forcing is applied over the full ocean area (1021

J year−1). For the Pacific Ocean simulation, we choose the southern interannual forc-
ing/repeat decade forcing boundary at 44°S as this latitude marks the poleward extent of
the shallow subtropical cells. For the Indian and Atlantic Ocean simulations, we set the
boundary to 35°S at the southern tip of Africa. b, The basin-integrated ocean heat content
trends for the perturbation experiments in a with the boundaries set by the dark blue lines
in Fig. 1.3 in the main manuscript.
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Extended Data Figure 1.15: As in Extended Data Fig. 1.11 but for the a-d Pacific Ocean-
only, e-h Indian Ocean-only and i-m Atlantic Ocean-only forcing experiment. The blue
outlines indicate the region over which interannual forcing is applied while repeat decade
forcing is used over the remaining ocean area.
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Extended Data Table 1.2: CMIP6 GCM ensemble model information. For a list of the
model acronyms, see http://www.ametsoc.org/PubsAcronymList.

Model acronym Ensemble

member

Reference

ACCESS-CM2 r1i1p1f1 Dix et al. (2019a,b,c)

ACCESS-ESM1-5 r1i1p1f1 Ziehn et al. (2019b,c,a)

CAMS-CSM1-0 r1i1p1f1 Rong (2019a,b,c)

CanESM5 r1i1p1f1 Swart et al. (2019a,b,c)

CESM2 r1i1p1f1 Danabasoglu et al. (2019); Danabasoglu (2019f,g)

CESM2-WACCM-

FV2

r1i1p1f1 Danabasoglu (2019a,b,c)

CESM2-WACCM r1i1p1f1 Danabasoglu (2019d,e,c)

CNRM-ESM2-1 r1i1p1f2 Seferian (2018a,b); Voldoire (2019)

EC-Earth3 r1i1p1f1 EC-Earth Consortium (2019a,b,c)

EC-Earth3-Veg r1i1p1f1 EC-Earth Consortium (2019d,e,f)

GFDL-ESM4 r1i1p1f1 Krasting et al. (2018a,b); John et al. (2018)

IPSL-CM6A-LR r1i1p1f1 Boucher et al. (2018a,b, 2019)

MCM-UA-1-0 r1i1p1f1 Stouffer (2019b,c,a)

MPI-ESM1-2-LR r1i1p1f1 Wieners et al. (2019b,c,a)

NorESM2-LM r1i1p1f1 Seland et al. (2019a,b,c)

NorESM2-MM r1i1p1f1 Bentsen et al. (2019a,b,c)

SAM0-UNICON r1i1p1f1 Park and Shin (2019a,b)

UKESM1-0-LL r1i1p1f2 Tang et al. (2019a,b); Good et al. (2019)
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Abstract The equatorial Pacific WarmWater Volume (WWV), defined as the volume

of water warmer than 20◦C near the Equator, is a key predictor for the El Niño-Southern

Oscillation (ENSO), and yet much about the individual processes that influence it re-

mains unknown. In this study, we conduct idealised ENSO simulations forced with

symmetric El Niño- and La Niña-associated atmospheric anomalies as well as a histori-

cal 1979 to 2016 hindcast simulation. We use the water mass transformation framework

to examine the individual contributions of diabatic and adiabatic processes to changes

in WWV. We find that in both sets of simulations, El Niño’s discharge and La Niña’s

recharge periods are initiated by diabatic fluxes of volume across the 20◦C isotherm

associated with changes in surface forcing and vertical mixing. Changes in adiabatic

horizontal volume transport above 20◦C between the Equator and subtropical latitudes

dominate at a later stage. While surface forcing and vertical mixing deplete WWV

during El Niño, surface forcing during La Niña drives a large increase partially com-

pensated for by a decrease driven by vertical mixing. On average, the ratio of diabatic

to adiabatic contributions to changes in WWV during El Niño is about 40% : 60%, dur-

ing La Niña this ratio changes to 75%:25%. The increased importance of the diabatic

processes during La Niña, especially the surface heat fluxes, is linked to the shoaling of

the 20◦C isotherm in the eastern equatorial Pacific and is a major source of asymmetry

between the two ENSO phases, even in the idealised simulations where the wind forcing

and adiabatic fluxes are symmetric.

2.1 Introduction

The El Niño-Southern Oscillation (ENSO) is a coupled ocean-atmosphere phe-

nomenon in the equatorial Pacific that dominates variability in the Earth’s climate

system on the interannual time scale. Although ENSO’s key dynamics are found in

the Pacific, its impacts occur on a global scale. The instrumental record of global sur-

face air temperature (SAT) shows the dominant role of ENSO during recent periods of

warming and cooling (Trenberth et al., 2007; Hartmann et al., 2013). High sea surface

temperature (SST) values in the equatorial Pacific during the 1997 to 1998 El Niño in-

creased global SAT by 0.2 to 0.64◦C (depending on the data product, Reynolds et al.,

2007; Morice et al., 2012), while global SAT decreases during La Niña events (Reynolds
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et al., 2007; Meehl et al., 2011; Roemmich and Gilson, 2011). While variations in global

SST and phases of ENSO track each other closely, this is not the case for global ocean

heat content Roemmich and Gilson (2011), suggesting a vertical redistribution of heat

across ocean layers when Pacific climate variability transitions into and out of El Niño

and La Niña events.

As a result of its profound socio-economic and environmental impacts (e.g., Diaz

et al., 2001; Collins et al., 2010; Timmermann et al., 2018), an increased understanding

of ENSO’s underlying dynamics and key metrics is necessary. Warm water volume

(WWV, defined as the volume of water above the 20◦C isotherm in the equatorial

region 120◦E to 80◦W and 5◦N to 5◦S) is one such metric, and is commonly used

to forecast ENSO events as it leads eastern Pacific SST anomalies by 6 to 8 months

(Bosc and Delcroix, 2008; McPhaden, 2012; Neske and McGregor, 2018). Since its

suggestion as a key ingredient in ENSO dynamics by Wyrtki (1975, 1985), the Warm

Water Volume has played a key role in many conceptual theories of ENSO, such as the

discharge/recharge oscillator theory (Suarez and Schopf, 1988; Jin, 1997b,a; Burgers

et al., 2005). In recent decades, WWV has been established as an integral component

of many analyses, models and statistical forecast schemes for ENSO (e.g., Meinen and

McPhaden, 2000; Izumo et al., 2018; Timmermann et al., 2018). However, knowledge

of the precise mechanisms influencing WWV remains limited. The goal of this study is

to analyse the relative importance of the various processes leading to changes in WWV.

Over a typical ENSO cycle, WWV undergoes discharge and recharge phases result-

ing from both adiabatic and diabatic volume fluxes. Adiabatic volume fluxes change

WWV through horizontal transport (above the 20◦C isotherm) into or out of the WWV

region, or through surface volume fluxes due to precipitation, evaporation and river

runoff (Lengaigne et al., 2012). Diabatic processes induce WWV changes via water

mass transformation (WMT) with heating/cooling of water near 20◦C leading to a

change in the temperature of that water, and thus a movement of volume across the

20◦C isotherm (Walin, 1982; Large and Nurser, 2001; Groeskamp et al., 2019; Holmes

et al., 2019a).

There are two main diabatic processes that alter WWV; first, the surface heat flux

comprising the radiative, sensible and latent heat fluxes, changes the temperature of
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water masses in the surface layers resulting in across-isotherm volume fluxes. The sur-

face heat flux is strongly dependent on SST, with enhanced heat loss occurring over

warm SSTs. During the build-up phase of El Niño the equatorial Pacific accumulates

heat, which following the peak of the event is subsequently discharged to extratrop-

ical latitudes where it is radiated back into the atmosphere or into space (Trenberth

et al., 2002) but also discharged into deeper ocean layers (Roemmich and Gilson, 2011;

Johnson and Birnbaum, 2017; Wu et al., 2019b). The other important diabatic process

relates to small-scale turbulent mixing, which can also drive significant across-isotherm

volume fluxes. Turbulent mixing is an important component of the cold tongue SST

budget and contributes to changes in SST over a range of time scales (Moum et al.,

2013; Bernie et al., 2005). Strong turbulence in the equatorial Pacific associated with

the large vertical shear above the eastward flowing equatorial undercurrent (EUC) mixes

the warmer surface waters with cold upwelled waters (Smyth and Moum, 2013) and,

depending on depth, leads to diabatic volume exchanges across the 20◦C isotherm. This

turbulence also plays an important role in the global ocean’s heat budget by moving

heat into deeper, colder layers that connect with the deep ocean’s overturning circula-

tion (Holmes et al., 2019b). The dynamics of upper equatorial turbulence are complex,

being influenced by processes such as the diurnal cycle, tropical instability waves, the

seasonal cycle, equatorial Kelvin waves and ENSO events themselves (Gregg et al.,

1985; Lien et al., 1995; Smyth and Moum, 2013; Holmes and Thomas, 2015; Pham

et al., 2017; Warner and Moum, 2019). Additionally, a third diabatic volume flux arises

in numerical climate models: numerical mixing, emerging from truncation errors in the

model’s advection scheme (Holmes et al., 2019a).

While the role of adiabatic fluxes during discharge and recharge periods is relatively

well understood based on data from the Tropical Atmosphere and Ocean Array (e.g.,

Meinen and McPhaden, 2000, 2001) and modelling studies (e.g., McGregor et al., 2013,

2014), much about the diabatic processes remains unknown and will be the focus here.

While studies by Meinen and McPhaden (2000); Clarke et al. (2007) and Lengaigne

et al. (2012) agree that diabatic processes are important contributors to WWV changes,

the observation-based study by Bosc and Delcroix (2008) and the modelling study by

Brown and Fedorov (2010) suggest that diabatic volume changes on ENSO-related time

scales are negligible, thus highlighting the importance for further analyses with other

models and data sets. Lengaigne et al. (2012) suggests that diabatic fluxes may also
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explain some of the asymmetries and non-linearities in ENSO’s underlying dynamics,

highlighting the need for a more in-depth analysis of the WWV budget in an idealised

setting where asymmetries are controlled. In addition, coarse resolution models do

not properly resolve mesoscale eddy characteristics and tropical instability waves which

are important in advecting heat into and out of the equatorial Pacific (Jochum and

Murtugudde, 2006). In most studies so far, either vertical mixing or both surface forcing

and vertical mixing fluxes were inferred by using a residual. Here, we use the WMT

framework (Walin, 1982; Large and Nurser, 2001; Holmes et al., 2019a; Groeskamp

et al., 2019) in temperature space applied online within a global ocean model to diagnose

the diabatic terms directly during idealised, symmetric ENSO events as well as during

a hindcast simulation over the 1979 to 2016 period.

The rest of this paper is organised as follows: in Section 2.2, the ocean models, at-

mospheric forcing and experimental design are described. To simulate idealised ENSO

events and examine asymmetries, an approach using Empirical Orthogonal Functions

(EOFs) similar to McGregor et al. (2014) is used. In Section 2.3 we discuss ocean-

sourced asymmetries in standard ENSO metrics arising in these idealised simulations

where the atmospheric forcing is symmetric. Section 2.4 introduces the theoretical

aspects of the WWV budget and how it is diagnosed within the models. After inves-

tigating the climatological WWV budget in Section 2.5, we take a closer look at the

anomalies during the idealised discharge and recharge phases of ENSO (Section 2.6).

We then compare the WWV budget terms from the idealised simulations to the event-

to-event variability over the 1979 to 2016 period (Section 2.8) before summarising our

results and their implications (Section 2.9).

2.2 Model, Data and Methods

2.2.1 The Ocean-Sea Ice Model

In this study, we use a 1/4◦ global ocean model with 50 z∗ vertical levels based on

the ocean component of the Geophysical Fluid Dynamics Laboratory (GFDL) CM2.5

coupled climate model (Delworth et al., 2012; Griffies, 2012). Atmospheric forcing for
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the model is derived from a prescribed atmospheric state using eight fields to calculate

zonal and meridional wind stress, and surface heat and freshwater fluxes using bulk

formulae (Fairall et al., 1996). The eight atmospheric fields are zonal and meridional

wind speed, air temperature and specific humidity at 10 m, and downward long- and

short-wave radiation, precipitation and sea level pressure at the ocean’s surface. Vertical

diffusion is parameterised using the K-profile parameterisation scheme (KPP, Large

et al., 1994). Our study focuses on the upper 500 m where the model has 24 of the

50 z* levels, ranging from 1.1 m depth at the surface to a grid cell of 72 m depth at

500 m. The model can be considered eddy-resolving in the tropics (Hallberg, 2013;

Jochum et al., 2008). In the baseline model, there is no explicit horizontal diffusion of

tracer gradients and thus sharp lateral tracer gradients are smoothed by the numerical

advection scheme. The associated diffusion is termed ‘numerical mixing’ as discussed

further in Section 2.4 and in Holmes et al. (2019a). More information and discussion on

the model details, diffusive mixing parameterisations and the model performance can

be found in Spence et al. (2017), Stewart et al. (2017) and Holmes et al. (2019a).

2.2.2 Forcing for the Idealised, Symmetric Simulations

For the idealised simulations, the model was spun-up over a 500–year period using

the climatological Coordinated Ocean-ice Reference Experiment Normal Year Forcing

(CORE-NYF, Large and Yeager, 2004). For our idealised simulations, we add ENSO-

related perturbations derived from the European Centre for Medium-Range Weather

Forecasts’ (ECMWF’s) ERA-Interim product for 1979 to 2016 (Dee et al., 2011) to the

base CORE-NYF fields.

Our perturbation experiments are constructed to isolate the most important aspects

of ENSO variability in the atmospheric forcing (as quantified by the leading two EOFs

of monthly tropical Pacific wind stress variability) to isolate oceanic-sourced asymme-

tries. Following the approach by McGregor et al. (2013, 2014), we first regress NOAA’s

ERSST v4 Niño3.4 (N34) index (Smith and Reynolds (2003), calculated as the SST

deviation in the equatorial region 170◦W to 120◦W and 5◦N to 5◦S) onto the ERA-

Interim wind stress anomalies from 1979 to 2016. This regression yields the spatial

pattern of wind stress anomalies that are linearly associated with El Niño (X1,τ , Fig.
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2.1a). This pattern captures the weakening of the Walker circulation during an El Niño

event and is characterised by westerly wind stress anomalies in the western tropical

Pacific, with slightly larger values in the Southern Hemisphere. Calculating the first

EOF of equatorial wind stress anomalies instead of regressing N34 gives a time series

which is highly correlated with N34 (correlation coefficient r = 0.76). As in McGregor

et al. (2014) we use the smoother N34 time series here. This first mode captures 58.6%

of the wind stress variability in the equatorial region.

Figure 2.1: The (a) first and (b) second mode of wind stress variability related to ENSO
from the ERA-Interim product (10−2 N m−2). The zonal wind stress component is shaded.
The Niño3.4 area (170◦W to 120◦W and 5◦N to 5◦S) is indicated as the framed area in (a).
(c) The associated time series with the observed N34 (Reynolds et al., 2007) in black and
PC2 in red. The red and blue shaded areas in (c) indicate the three strongest El Niño and
La Niña events, each covering a 24-month period centered around the peak N34 anomalies.
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To calculate the second pattern, the anomalies associated with X1,τ and N34 are

removed from the wind stress anomaly time series at each spatial location and the first

EOF of the residual wind stress over the tropical Pacific region 100◦E to 60◦W and

10◦N to 10◦S is calculated (as in McGregor et al., 2014). The resulting wind stress

pattern (X2,τ , Fig. 2.1b) and its associated principle component time series, (PC2, Fig.

2.1c) capture a strong meridional gradient of zonal wind anomalies across the Equator

and play a crucial role in the winds’ non-linearity related to ENSO (Zeller et al., 2019).

This mode gains importance when it changes sign during the peak of El Niño and

initiates a southward shift of the westerly wind anomalies (Fig. 2.1c, McGregor et al.,

2013; Stuecker et al., 2013). The resulting Ekman-induced transport is much higher

in the Northern than in the Southern Hemisphere, leading to an equatorial divergence

of water masses (McGregor et al., 2014; Stuecker et al., 2015; Timmermann et al.,

2018). This second mode drives 17.1% of the variability within the residual wind stress

anomalies and combined, the first two EOF patterns explain 75.7% of the total wind

stress variability within the ERA-Interim data set.

McGregor et al. (2014) used the two time series N34 and PC2 (Fig. 2.1c) from

observations to simulate the variability of the tropical Pacific over the time period 1979

to 2011. Instead of using the full time series, we construct idealised synthetic time series

for N34 and PC2 from the three strongest El Niño events as a basis to simulate isolated

symmetric El Niño and La Niña events (i.e. we only use the time series during the red

shaded periods in Fig. 2.1c). For our first experiments, the evolution of N34 and PC2

during the three strongest El Niño events for 1979 to 2016 are composited and centered

at their peak in December (i.e. month 12, Fig. 2.2). Fourth-order polynomials are fitted

to the mean of these three events so that anomalies increase from zero amplitude and

slowly evolve in a way that approximates the mean of the three strong ENSO events

(bold lines in Fig. 2.2). The polynomials are constrained to start close to zero, thereby

requiring minimal adjustment at the beginning in order to achieve a smooth event onset.

In addition, the N34 time series is adjusted to slowly return to zero during a spin-down

period of two years following the event (Months 24 to 48), while the PC2 time series

is zero during the full spin-down period (Fig. 2.2). We also simulate a symmetric ‘La

Niña’ event, where the time series are simply set to negative amplitude with respect

to the El Niño case. This allows us to investigate any asymmetric responses resulting

from ocean-sourced non-linearities in the presence of symmetric atmospheric forcing.
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Figure 2.2: The idealised synthetic time series in bold for N34 (black) and PC2 (red) during
the two-year-long El Niño event followed by a two-year-long spin-down period. The thin
lines show the observed N34 values (black) and the calculated PC2 time series (red) during
the three strongest El Niño events in Fig. 2.1c, namely 1982 to 1983, 1997 to 1998 and
2014 to 2016, centered in December.

The atmospheric fields that force the model are then derived using regressions of the

N34 index and PC2 time series as described in the Extended Data section. To increase

the signal-to-noise ratio, ensemble simulations were also performed. However we found

that differences between the ensemble members are more than two orders of magnitude

smaller than the variability in the ensemble mean, and so we only present results from

one ensemble member. We calculate the anomalies relative to the time-mean fields of

eight years in the control simulation, except for ocean heat content where we subtract

the time-varying control simulation to better account for the drift in the 200 to 2000

m layers.

2.2.3 Interannual Model Simulation

We follow-up our idealised, symmetric ENSO simulations with an interannual hind-

cast simulation for the period 1979 to 2016 with an updated configuration of the model

(Kiss et al., 2020). The forcing for this configuration is from the JRA55-do v1.3 re-

analysis for 1958 to 2018 (Tsujino et al., 2018) and the spin-up was performed by using

five repeat cycles of JRA55-do (Kiss et al., 2020). The resolution and model physics

in this configuration are identical to the base model, except that it uses an updated

50-level vertical grid and it includes the Gent and McWilliams (1990) parameterisation

for mesoscale eddies as well as explicit Redi (1982) along-isopycnal diffusion. However,
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these parameterisations are scaled with latitude and neither plays an important role in

the tropics. For our analysis, we analyse the 1979 to 2016 period of the last cycle where

the online WMT diagnostics are output.

2.3 ENSO’s Ocean-Sourced Anomalies During Ide-

alised Events

In this section, we first discuss the ocean-sourced anomalies and asymmetries in our

idealised symmetrically-forced El Niño and La Niña simulation before presenting an

in-depth analysis of the WWV budget in the following sections.

Although ENSO’s anomalies are strongest in the Pacific, they have impacts on a

global scale (e.g., Roemmich and Gilson, 2011; Wu et al., 2019b; Cheng et al., 2019).

Global mean sea surface temperature (GMSST) anomalies during the strong El Niño

1997 to 1998 exceeded 0.2◦C in NOAA’s OI SST V2 data set (Reynolds et al., 2007;

Roemmich and Gilson, 2011). This is mostly caused by the warm eastern equatorial

Pacific during El Niño. In our idealised El Niño simulation, maximum GMSST anoma-

lies are reached in December, with a value of 0.092◦C (blue line, Fig. 2.3a). These

anomalies are lower than the 0.2◦C in NOAA’s OI SST v2 product, but expected as

our idealised simulation is based on a composite events.

The N34 index explains a large part of the increase in GMSST (light blue line in

Fig. 2.3c). The maximum value of the N34 index (1.57◦C), is slightly lower than

given by the idealised time series (dashed line Fig. 2.3c), which is not unexpected

since SST is determined dynamically within the model. In the last four months of the

El Niño event (months 20 to 24), both the idealised and modelled N34 anomalies are

negative, indicating a change to developing La Niña-like conditions. This represents

the discharged state of the tropical Pacific at the end of the El Niño event. To first

order, the anomalies in the La Niña simulation (Fig. 2.3b, d) are opposite to the El

Niño event. In particular, the N34 index and GMSST anomalies are close to the exact

opposite during La Niña, with only a slightly increased amplitude (Fig. 2.3).
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Figure 2.3: Anomalous time series for the (a, b) global mean sea surface temperature
(GMSST) (◦C) and globally integrated ocean heat content (OHC) (J) as well as (c, d) the
idealised N34 index, the simulated N34 index (◦C) and the WWV anomalies (m3) during
the idealised and symmetric El Niño and La Niña events. In (c) the correlation coefficient
(r) between the observed and simulated N34 index is shown in blue. The vertical lines at
months 24 represent the end of the event and the subsequent start of the two-year-long
spin-down period with climatological forcing.

The rate of change of the ocean’s heat content (OHC) is highest when both GMSST

and the N34 index peak at month 12 (orange line, Fig. 2.3a). As expected, this suggests

that the warmest equatorial Pacific SST values coincide with the highest anomalous

surface heat fluxes into the atmosphere or into space during El Niño (and opposite

for month 12 during La Niña in Fig. 4, as in Meinen and McPhaden, 2001; Johnson

and Birnbaum, 2017; Cheng et al., 2019). The global ocean’s heat release continues

until month 20 of the simulation when equatorial SSTs and surface heat fluxes return

to neutral conditions. The WWV anomalies as a proxy for the upper equatorial OHC

show a similar behaviour as the global OHC anomalies, with discharge during El Niño

lasting 15 months and recharge occurring over a period of 14 months during La Niña (red

line, Fig. 2.3c, d). Unlike OHC, the anomalous WWV time series shows a considerable

positive and negative peak prior to the peak of El Niño and La Niña. This behaviour

is caused by the first EOF mode of wind stress anomalies initiating an equatorward

surface Ekman transport during El Niño, while causing a poleward transport during La

Niña (McGregor et al., 2014). The surface Ekman transport during this stage is more

dominant than the subsurface geostrophic transport of the opposing sign, effectively
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causing a recharge and discharge of WWV (McGregor et al., 2014). The global OHC

anomalies do not show this distinct increase or decrease prior to the peak of the events.

The WWV anomalies before the discharge phase (Fig. 2.3c) are lower compared to

those in Meinen and McPhaden (2000) and likely caused by the weaker build-up prior

to the event due to the transition from climatological forcing.

Additionally, our idealised experimental design also contains the following simpli-

fications that could each contribute to deviations from observed events: (1) we use

NOAA’s ERSST v4 N34 index as in McGregor et al. (2014) to derive the atmospheric

forcing. This index, in particular during strong El Niño events, is weaker than the same

index in the ERA-Interim reanalysis (Dee et al., 2011) and HadISST (Rayner et al.,

2003) products as it has larger parametric uncertainties at smaller spatial and shorter

time scales (including for ENSO events, Liu et al., 2015; McGregor et al., 2017). (2)

We force the model in these simulation with an interpolated atmospheric field from

monthly-averaged anomalies and a grid resolution of 220 km, and thus do not fully cap-

ture high-frequency variability such as westerly wind events, which are known to impact

WWV anomalies (Menkes et al., 2014). (3) In our simulations, we use only the first two

EOF modes of equatorial wind stress anomalies associated with El Niño which account

for 75% of the total variance. Despite these approximations, the idealised simulations

are able to reproduce the key physical processes throughout ENSO.

2.4 The Warm Water Volume Budget

In this section we give a brief theoretical introduction into the WWV budget and

how it is constructed within the model experiments. We define WWV as the volume

of water above the 20◦C isotherm in the area between Borneo (116◦30’E), the South

American coastline (78◦W) and 5◦N to 5◦S. This WWV definition has been previously

used in studies by Meinen and McPhaden (2000), Lengaigne et al. (2012), McGregor

et al. (2014) and others. We define the Indonesian Throughflow (ITF) as the transport

between Borneo (116◦30’E) and New Guinea (133◦45’E) at 2◦S.

In order to understand and diagnose the WWV budget, we not only evaluate hor-

izontal adiabatic volume fluxes, but also evaluate how volume is exchanged vertically
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across the 20◦C isotherm. Across-isotherm volume fluxes can be studied by using the

WMT framework, first introduced by Walin (1982). It describes the processes that

lead to a given water parcel’s change in temperature and subsequent movement across

isotherms.

Changes in WWV over time are dependent on both adiabatic and diabatic processes:

dWWV

dt
= T5◦N+5◦S + TITF + J︸ ︷︷ ︸

Adiabatic processes

+GF + GM + GI︸ ︷︷ ︸
Diabatic processes

, (2.1)

where dWWV/dt is the WWV tendency (m3 s−1), calculated by using snapshots of

the temperature field at the beginning and end of each month (the period over which

the right-hand side diagnostics in Equation 2.1 are accumulated online). The adiabatic

processes include the lateral transport of water masses above 20◦C into and out of the

WWV region across the three transects 5◦N, 5◦S (T5◦N+5◦S), and the ITF (TITF ) (m3

s−1). In addition, the surface volume flux J (m3 s−1) accounts for small adiabatic

volume changes due to river runoff, precipitation, and evaporation of water above 20◦C

when freshwater enters or leaves the ocean at the sea surface. The surface volume fluxes

in the model enter and exit the ocean at the sea surface temperature (Holmes et al.,

2019a). Thus, there is no additional sensible heat flux into the ocean associated with

differences in temperature between the freshwater and the surface sea water. There-

fore, in the model, these fluxes are considered adiabatic. These adiabatic variables are

diagnosed by summing the associated transports over all temperature classes warmer

than 20◦C. The calculations (i.e. the binning into temperature classes) take place online

at every time step of the model simulation. Here we show the monthly accumulated

averages of these online diagnostics.

The three diabatic WMT volume fluxes include surface forcing GF , vertical mixing

GM and numerical mixing GI , each expressed in units of (m3 s−1). The surface forcing

volume flux GF across the 20◦C isotherm is driven by the surface heat flux and its

different components (short-wave, long-wave, sensible and latent heat fluxes). GF is

the convergence of these heat fluxes within a given temperature class, which indicates

fluid warming and therefore crossing isotherms toward warmer or colder fluid. Like-

wise, GM is the WMT volume flux arising from parameterised diffusive vertical mixing

processes. Through heating and cooling fluid, diffusive mixing likewise moves water
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across temperatures classes. These two WMT fluxes are calculated as diagnostics from

the heat budget binned into temperature space (Holmes et al., 2019a), and depend on

the across-isotherm heat fluxes through,
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GF = 1
ρ0 · Cp

·
∫ ∫ ∂F

∂Θ

∣∣∣∣∣
20◦C

dA, (2.2)

GM = 1
ρ0 · Cp

·
∫ ∫ ∂M

∂Θ

∣∣∣∣∣
20◦C

dA. (2.3)

Here, ρ0 is the reference density of sea water (1035 kg m−3), Cp is the specific heat

capacity of sea water at constant pressure (3992.1 J kg−1 K−1) and F is the total surface

heat flux (W m−2) into all fluid warmer than a given potential temperature Θ at each

horizontal location (taking into account the penetration of short-wave radiation into

the interior). Similarly, M is the total heat flux into all fluid warmer than Θ at each

horizontal location due to vertical diffusion and the non-local heat flux component of

the KPP boundary layer mixing scheme (W m−2) of Large and Yeager (2004), although

this non-local term plays a minor role. Both F and M are diagnosed online by binning

the corresponding Eulerian heat budget diagnostics into temperature classes at every

time step. The temperature bin size is 0.5◦C. We evaluate the WWV budget at 20◦C

and the area integral is performed over the WWV region (116◦30’E to 78◦W and 5◦N

to 5◦S). More details on the numerical implementation of these WMT diagnostics are

presented in Holmes et al. (2019a).

Lastly, the WMT flux GI arises from numerical diffusion associated with truncation

errors in the model’s tracer advection scheme (i.e. numerical mixing). The advection

scheme is three-dimensional and acts to smooth both vertical and horizontal tracer gra-

dients at the grid scale (Colella and Woodward, 1984). Due to choices made to minimise

sources of explicit diffusion (namely, zero explicit lateral diffusion or background ver-

tical diffusivity), numerical diffusion makes a non-negligible contribution to the global

climatological heat budget (Holmes et al. (2019a); their Fig. 3) and the WWV budget.

We calculate GI as the residual of Equation 2.1.

The WWV budget additionally includes terms associated with the parameterisation

of submesoscale eddies (Fox-Kemper et al., 2008) and, in the 1979 to 2016 hindcast

simulation, mesoscale eddies (Redi, 1982; Gent and McWilliams, 1990). These fluxes

make negligible contributions to the WWV budget but are included in our calculation

as GE (eddy mixing) in order to accurately calculate numerical mixing as the residual.
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2.5 The Climatological Warm Water Volume Bud-

get

Before our analysis of the anomalous WWV budget terms during ENSO, we first

investigate its climatology as the anomalous fluxes are tightly linked to the seasonal

cycle.

The climatological WWV in the control simulation exhibits a small long-term spin-

up trend of 9.1 × 1012 m3 yr−1 (equivalent to 0.28 Sv). It is closely linked to the

equatorial overturning circulation and comprises a balance between the adiabatic and

diabatic fluxes. Vertical mixing in the annual mean cools surface water masses and

simultaneously warms deeper layers, represented by the negative (blue) and positive

(red) across-isotherm (or diathermal) velocity regions in Fig. 2.4a. Surface forcing is

consistently warming the surface region (Fig. 2.4b). The annual mean 20◦C isotherm

is positioned on average in the warming region of both diabatic fluxes, indicating a

net upward volume flux across the isotherm into the WWV above. Thus, vertical

mixing (+6.7 Sv, Sv = 106 m3 s−1) and surface forcing (+2.7 Sv) both show positive

contributions to the annual mean budget. Numerical mixing plays only a minor role.

The convergent diathermal transport is balanced by negative contributions from the

predominantly eastward trade winds driving a divergent Ekman transport across 5◦N

and 5◦S (−6.1 Sv) and transport through the ITF (−6.2 Sv, Schott et al., 2004). The

impact of the surface volume flux is negligible compared to the other terms (as in

Meinen and McPhaden, 2001; Lengaigne et al., 2012; Brown and Fedorov, 2010) and

will not be discussed further.

These processes (both adiabatic and diabatic) have a seasonal cycle linked to the

strength of the equatorial trade winds (Horel, 1982). The WWV peaks near the end of

the year, increasing in the second half of the year, and decreasing in the first half (black

line Fig. 2.5a). While meridional transport explains part of the WWV recharge in the

second half of the year, most of this increase stems from the enhanced diabatic fluxes

(Fig. 2.5b). The stronger trade winds in the second half of the year increase upwelling

of cold water masses, shoaling of the 20◦C isotherm and heat absorption from the

atmosphere (Fig. 2.4d). At the same time, shear- and wind-driven turbulence in the
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Figure 2.4: Depth-longitude transects across the equatorial Pacific of the water mass trans-
formation velocities (Equations 2.3 and 2.2) for (a, c) vertical mixing GM and (b, d)
surface forcing GF (m day−1) in the CORE-NYF control simulation. The WMT velocities
are accumulated in temperature space and remapped to depth using the mean isotherm
depths. The upper two panels show the annual mean and the lower panels the mean over
the September-November (SON) period when the diabatic fluxes are seasonally intense
(Fig. 2.5b). The contours show the distribution of the equatorial isotherms with the 20◦C
isotherm in bold. The dashed blue line in the upper-most layers indicates the mixed layer
depth defined as a 0.032 kg m−3 density difference from the surface. The discontinuity at
90◦W is caused by the model’s bathymetry near the Galápagos Islands.

upper EUC intensifies, driving stronger diabatic upwelling via vertical mixing across

the shallower 20◦C isotherm (Fig. 2.4c, Moum et al., 2013; Liu et al., 2016). Combined,

the two diabatic fluxes result in positive diathermal velocities across the 20◦C isotherm

in the eastern equatorial Pacific and an increase in WWV (i.e. the sum of Fig. 2.4c

and d results in an overall positive, red spatial pattern). Further, the stronger trade

winds also cause an increased sea surface height (SSH) difference between the Indian

and Pacific Ocean leading to an increased strength of the ITF, which partially offsets

the two diabatic fluxes in the second half of the year (green line, Fig. 2.5a, Shinoda

et al., 2012).

2.6 The Warm Water Volume Budget During Ide-

alised ENSO Events

We now examine the anomalous WWV budget terms and asymmetries during the

idealised, symmetric events before comparing them to events in the hindcast simulation.

Over the ENSO cycle, WWV undergoes changes associated with the recharge and dis-
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Figure 2.5: Annual cycle of the climatological (a) adiabatic and (b) diabatic WWV budget
terms (Sv ≡ 106 m3 s−1) in the CORE-NYF control simulation. The change in WWV as
the sum of the other fluxes is shown as the black line in (a). Positive values indicate a
volume flux into the WWV region (i.e. a recharge) and negative values indicate a volume
flux out of the region (i.e. a discharge). A 3–month running mean has been applied.

charge of heat. We define the discharge phase during the idealised El Niño as the period

when the WWV anomaly is decreasing, i.e. the rate of change in WWV is negative

(red shaded period from month 7 to 21, Fig. 2.6a, c). To ensure a symmetric analysis,

we define the recharge phase during La Niña as the same time period (blue shading,

Fig. 2.6b, d). The anomalies are calculated by subtracting off the climatological budget

discussed in the previous section.

2.6.1 The Idealised Symmetric El Niño Discharge

The discharge phase during El Niño is initiated in July when the rate of change in

the WWV anomaly becomes negative (Fig. 2.6a). WWV depletion in this simulation

thus starts five months ahead of the peak of El Niño and leads over the 15-month period

to a total volume decrease of 2.5×1014 m3 (corresponding to 6.3 Sv or a shoaling of the

20◦C isotherm by 12.8 m when averaged over the WWV region). Depletion of WWV

occurs in two phases, with an initial decrease driven mainly by diabatic fluxes across

the 20◦C isotherm (approximately months 7 to 14) followed by a period with dominant

horizontal adiabatic transport out of the equatorial region (approximately months 12

to 21, red area, Fig. 2.6a, c).

Changes in surface forcing and vertical mixing drive the initial phase of WWV

decrease (blue lines, Fig. 2.6c). This is consistent with the observation-based study by
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Figure 2.6: The (a, b) adiabatic and (c, d) diabatic WWV budget terms (Sv) as anomalies
throughout the idealised, symmetric El Niño and La Niña simulations. A five-month
running mean as in Meinen and McPhaden (2000) has been applied. The discharge phase
(red shaded period in panel a) is defined as the period when the change in WWV is negative
from months 7 to 21. To ensure a symmetric analysis during La Niña, the recharge phase
(blue shaded period) covers the same period. Positive values indicate volume transport
into the WWV region (i.e. a recharge), negative values represent transport out of the
WWV region (i.e. a discharge).

Meinen and McPhaden (2001) where there are suggestions that the WWV discharge

due to diabatic processes (inferred as the residual of the WWV change minus the lateral

transport) is dominant in the early part of the 1997 El Niño (e.g., Fig. 13 of Meinen and

McPhaden, 2001). However, uncertainties in their calculations are large (estimated as

±6 Sv). This highlights the need for future observation-based studies to better reconcile

the role of the observed diabatic, vertical fluxes. The weaker trade winds during El Niño

reduce upwelling of cold water masses to the surface, decrease shear- and wind driven

mixing and deepen the 20◦C isotherm. These effects combined result in an overall

reduced/anomalous surface forcing and vertical mixing flux across the 20◦C isotherm

compared to climatological conditions (compare Figs. 2.7a and 2.4c).

The reduced surface forcing and vertical mixing fluxes until the peak of El Niño

agree well with the observational study by Warner and Moum (2019). Numerical mix-

ing anomalies play a minor role throughout the discharge phase contributing only 4%
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Figure 2.7: Mean depth-longitude transects for September-November across the equatorial
Pacific of the water mass transformation velocities for (a, c) vertical mixing GM and (b, d)
surface forcing GF (m day−1) during the idealised, symmetric El Niño and La Niña events.
The contours show the distribution of the equatorial isotherms with the 20◦C isotherm in
bold. The dashed blue line in the upper-most layers indicates the mixed layer depth as
defined in Fig. 2.4.

to the overall changes in WWV (Fig. 2.8a). Together, the total diabatic volume flux

throughout the discharge phase amounts to a volume change of −1.1 × 1014 m3, con-

tributing ∼45% to the total change (Fig. 2.8a), and is comparable to the average

estimate over the 1976 to 2004 time period in Lengaigne et al. (2012).

The second phase of WWV discharge occurs about six months later, with meridional

transport as the dominant driver (red line in Fig. 2.6a). During the initial discharge

phase (months 7 to 11), anomalous adiabatic transport through 5◦N and 5◦S opposes

WWV depletion by off-equatorial westerly wind bursts, moving more warm water into

the equatorial band (McGregor et al., 2016). The high amplitude of the first EOF

mode (Fig. 2.1a) combined with the positive amplitude of the second EOF mode (Fig.

2.1b) of wind stress anomalies during the second year of the simulation drive a strong

Ekman divergence and geostrophic transport of warm water masses across 20◦C to

higher latitudes (McGregor et al., 2012, 2014; Zeller et al., 2019).

While the large-scale horizontal transport through 5◦N and 5◦S during the second

phase of discharge is high, the strength of the ITF is decreased throughout the full

discharge phase (green line in Fig. 2.6a, which is slightly positive throughout the time

period). This is the result of the reduced SSH gradient between the Indian and the

Pacific Ocean during El Niño (Sprintall and Révelard, 2014; Feng et al., 2018). Including
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Figure 2.8: Snapshots of the warm water volume during the peak of the idealised, symmetric
(a) El Niño discharge and (b) La Niña recharge phases alongside the time-integrated con-
tribution of the WWV budget terms over the full discharge/recharge period. The solid line
between 116◦E to 80◦W displays the climatological 20◦C isotherm depth and the dashed
line its anomalous position during the event. Before the El Niño event, WWV is anoma-
lously large (hence a deep isotherm) and the integrated WWV budget terms over the event
result in the net discharge of WWV. The blue and red shaded areas in the eastern equa-
torial Pacific indicate where vertical mixing is cooling and warming water masses that
lead to buoyancy-driven vertical heat and volume fluxes across isotherms indicated by the
light blue arrows. The dark blue arrows show how anomalous surface forcing leads to (a)
depletion and (b) build-up of WWV across the 20◦C isotherm. The two symbols ⊗ and
� illustrate meridional WWV transport out of and into the equatorial region respectively.
Meridional transport here combines the horizontal transport across 5◦N, 5◦S and the ITF.

the ITF, the total adiabatic transport during the discharge period contributes 1.4×1014

m3, or about 55%, to the total WWV changes (Fig. 2.8a). During this second phase

(months 11 to 21), the diabatic volume fluxes play only a minor role.

The change to La Niña-like conditions at the end of the discharge phase concurrent

with the negative amplitude of the idealised N34 index (black line, Fig. 2.2) is also

evident here in the increase in WWV (months 20 to 24, Fig. 2.3a). This is caused by

the shallower 20◦C isotherm and colder SST values in the eastern Pacific, leading to
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increased ocean heat absorption around the 20◦C isotherm as indicated by an increase

in the surface forcing term (dark blue line, Fig. 2.3a).

2.6.2 The Idealised Symmetric La Niña Recharge

As during El Niño, the change in WWV during La Niña occurs over two stages. The

initial phase is dominated by diabatic volume fluxes and the latter half of the recharge

phase is mainly controlled by meridional transport (Fig. 2.6b, d). During La Niña’s

recharge, the total change in WWV (i.e. blue region in Fig. 2.6b, d) is 2.9× 1014 m3,

slightly higher than the change in volume during El Niño’s discharge phase (Fig. 2.8b)

despite the symmetric atmospheric forcing (this is equivalent to a discharge of 7.4 Sv or

a deepening of the 20◦C isotherm by about 15 m when averaged over the WWV region).

It is likely caused by the ocean being able to absorb more heat when conditions are

cool in contrast to El Niño’s heat loss.

Compared to El Niño’s discharge phase, not all volume fluxes are opposite and of

the same magnitude. The most striking differences lie in the vertical mixing and surface

forcing fluxes (compare blue curves in Figs. 2.6c and 2.6d). The strengthened trade

winds during La Niña drive increased vertical mixing in the upper ocean (Fig. 2.7c,

Warner and Moum, 2019), yet counter-intuitively, the vertical mixing volume flux does

not increase but decreases WWV (i.e. in the same sense as during El Niño events).

This remarkable asymmetry is a result of the strong non-linearity associated with shifts

in the 20◦C isotherm position. Specifically, the shoaling of the 20◦C isotherm in the

eastern equatorial Pacific moves the isotherm from the subsurface, where mixing warms

water, toward the surface where mixing cools water masses (Fig. 2.7c, 2.8b). This leads

to a downward volume flux across the 20◦C isotherm due to mixing throughout much

of the eastern Pacific toward cooler and deeper layers, and thus a decrease of WWV.

In contrast, the surface forcing volume flux clearly dominates WWV build-up, with

a much stronger response compared to El Niño’s discharge period. The increased trade

wind strength, the shallower 20◦C isotherm (where it is more strongly influenced by

surface forcing) and the cold SST values lead to a high anomalous heat absorption in

the eastern equatorial Pacific. This warm water is then subsequently advected westward
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and accumulates in the western Pacific warm pool, deepening the 20◦C isotherm there

(Fig. 2.7d). The total contribution of the surface forcing volume flux to the WWV

increase is 3.7× 1014 m3 (128% of the total change in WWV). However, as the vertical

mixing contribution opposes this surface forcing volume flux, the overall diabatic volume

transport accounts for ∼62% (Fig. 2.8b). This interplay between strong vertical mixing

and strong surface forcing fluxes during the transition to the peak of La Niña is also

supported in the observational study by Warner and Moum (2019). Numerical mixing

during La Niña’s recharge phase, as during El Niño’s discharge of heat, again plays only

a minor role (purple line in Fig. 2.6c, d). It contributes only ∼1% to the changes in

WWV (Fig. 2.8b).

Contrary to the vertical fluxes, meridional transport into the WWV region during

the recharge phase is largely symmetric with respect to El Niño’s discharge. This is

caused by the prescribed symmetric wind stress perturbations, which drive most of the

adiabatic transport ( e.g., McGregor et al., 2012, 2014; Zeller et al., 2019). The small

asymmetry in the adiabatic transport relative to the idealised El Niño may be related to

differences in the 20◦C isotherm depth capturing a different fraction of the geostrophic

return flow despite symmetric wind stress forcing. Consistent with the recharge oscilla-

tor theory, Meinen et al. (2001) and McGregor et al. (2014), horizontal transport lags

the peak SST/wind stress anomalies (roughly when the WWV changes are largest) by

about four months. The ITF is consistently stronger than normal throughout the full

recharge period (green line in Fig. 2.6b), as strong trade winds increase the SSH in the

western equatorial Pacific, driving higher transport into the Indian Ocean. In total, the

adiabatic horizontal transport (and surface volume flux) is responsible for ∼38% of the

total recharge as compared to the ∼55% contribution during El Niño’s discharge (Fig.

2.8b).

In summary, we see that the meridional, adiabatic transport of WWV between the

two symmetrically-forced ENSO phases is largely symmetric. The diabatic processes

however are a considerable source of asymmetry arising from the dependence of the heat

fluxes on SST and the vertical movement of the 20◦C isotherm coupled with mixing

changes.
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La Niña events typically last longer and have a reduced amplitude relative to their

corresponding El Niño events as they often re-intensify during the following winter

(Okumura and Deser, 2010). Our idealised forcing based on the exact opposite of a

composite of El Niño events therefore overestimates the magnitude of La Niña. Addi-

tionally, La Niña events do not include a clear shift from negative to positive values in

the PC2 time series (red line during red periods, Fig. 2.1c). It is therefore important to

compare our idealised symmetric simulations to ENSO events and their event-to-event

variability in a simulation with atmospheric forcing more closely following observations.

The next section first validates the 1979 to 2016 hindcast simulation against observa-

tions before an in-depth analysis of the variability in the WWV budget between events.

2.7 ENSO’s Ocean-Sourced Anomalies During 1979

to 2016

The simulated N34 index over the 1979 to 2016 period captures the observed vari-

ations in NOAA’s ERSST v4 N34 index (Smith and Reynolds, 2003) reasonably well

(blue lines, Fig. 2.9). The three strong El Niño events in 1982/83, 1997/98 and 2015-16,

on which our analysis focuses on, are slightly overestimated in the simulation compared

to the observational time series. As expected, the anomalous WWV time series leads

the N34 index by three to six months (red lines, Fig. 2.9). While the correlation be-

tween the simulated and observed WWV time series is high (r = 0.92), the magnitude

is somewhat underestimated during the El Niño in 1997/98 and the La Niña event

2010/11.

As the position of the 20◦C isotherm is a key factor influencing WWV, it is important

to validate it against observations during El Niño and La Niña events. As mentioned

above, a shallow position increases diabatic WWV transport through enhanced vertical

mixing and the penetrating solar heat fluxes while a deep 20◦C isotherm leads to a

reduced effect. The climatological position of the 20◦C isotherm compares reasonably

well to observations (black lines, Fig. 2.10, Kiss et al., 2020), although it is slightly

shallower west of 140◦W (by ∼20 m) and deeper (by ∼15 m) east of 140◦W. During the

1997 to 1998 El Niño, as warm water reaches the eastern equatorial Pacific, the 20◦C
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Figure 2.9: Time series of the simulated N34 index (◦C) and anomalous WWV (m3) during
the 1979 to 2016 hindcast simulation compared to observations in Reynolds et al. (2007)
and Meinen and McPhaden (2000). The observed indices are given as dashed blue and red
lines and the correlation coefficients (r) between the simulated and observed time series
are indicated with blue and red values.

isotherm in the east deepens by about 120 m in ECMWF’s (ORA-S5, Zuo et al. (2018),

Fig. 2.10). The hindcast simulation captures this downward shift of the isotherm,

although with a negative bias of ∼ 30 m around 140◦W and a positive bias of ∼ 30 m

at 80◦W near the South American coastline. The isotherm position shown in Fig. 2.10

is the mean over the September-November period. During the following La Niña in

1998/99, the simulation exhibits a somewhat too shallow 20◦C isotherm in the central

Pacific and a negative bias of about 20 to 25 m in the surface region at 110◦W compared

to ORA-S5 (blue lines, Fig. 2.10). These tilt differences in the isotherm position also

occur during other events and likely explain most of the offset between the simulated

and observed anomalous WWV time series in Fig. 2.9.

Figure 2.10: Depth-longitude transect of the 20◦C isotherm for September-November across
the equatorial Pacific during the El Niño event in 1997 (blue lines) and La Niña event
in 1998 (red lines) in the 1979 to 2016 hindcast simulation. The dashed blue and red
lines show the isotherm distribution during the same time period in the ORA-S5 ocean
reanalysis product (Zuo et al., 2018). In black the climatological position of the 20◦C
isotherm compared to the observations in the World Ocean Atlas (WOA13v2, Locarnini
et al., 2013).
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2.8 The Warm Water Volume Budget During 1979

to 2016

Over the 38-year period between 1979 to 2016, the equatorial Pacific undergoes

multiple discharge and recharge phases of WWV (red shaded and blue shaded periods,

Fig. 2.11). While there are more than three El Niño and La Niña events during

this period, our analysis here will focus on three strong events each. We define these

discharge and recharge events as when the rate of change in WWV anomalies (black

line in Fig. 2.11a) is negative and positive respectively.

Figure 2.11: (a) The change in the WWV anomaly as well as the adiabatic and (b) diabatic
volume fluxes (Sv) during the 1979 to 2016 hindcast simulation. A five-month running mean
as in Meinen and McPhaden (2000) has been applied. The red discharge and blue recharge
periods for the three strongest El Niño and La Niña events are defined as when the rate of
change in the WWV anomaly (black line in (a)) is negative and positive respectively. In
(b) we also show the N34 index (◦C]) as a dashed black line and the total diabatic volume
fluxes in grey. Positive and negative values indicate a contribution to the recharge and
discharge of WWV respectively.

During El Niño, discharge peaks between 22 and 27 Sv and is much stronger than

the 11 Sv in the idealised simulation (Fig. 2.9a). As a consequence, the overall total

change in WWV associated with these events is much larger (3.5 to 5.5 × 1014 m3
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compared to the 2.5 × 1014 m3 in Fig. 2.8a). The length of the discharge phases (red

shaded period in Fig. 2.11) is largely constant between events and consistent with the

length in the idealised El Niño simulation. La Niña events on the other hand show a

larger event-to-event variability in the total change in WWV (2.5 to 4.2 × 1014 m3) as

well as the length of the recharge period (8 to 15 months, blue shaded period in Fig.

2.11).

2.8.1 First Phase: Diabatic Fluxes

As in the idealised simulation, the initial discharge phase during El Niño is domi-

nated by the diabatic volume fluxes. Over all three strong El Niño events, both surface

forcing and vertical mixing deplete WWV (light and dark blue lines during the red

periods, Fig. 2.11b). The contribution of the diabatic fluxes to the total change in

WWV over the discharge periods in 1982/83 and 1997/98 is 23% and 38%. For the

1997/98 El Niño event, this value is lower compared to the 50% in both Lengaigne et al.

(2012) and Meinen and McPhaden (2001). However, we expect differences compared to

Lengaigne et al. (2012) arising from the temporal filtering (Lengaigne et al. 2012 use

a 16 month to 8 year band pass filter while we employ a five-month running mean) as

well as model and forcing differences (parameterisations, numerical mixing and surface

forcing products). Compared to the observations in Meinen and McPhaden (2001), the

lower diabatic contribution may be caused by the fact that the 20◦C isotherm is biased

deep. A too deep isotherm in the eastern equatorial Pacific likely results in a lower

contribution of the diabatic fluxes to changes in warm water volume, as these fluxes

are strongest near the surface. However, the observational estimates also include large

uncertainties due to missing data (e.g., Meinen and McPhaden (2001) mention that

their error bars are generally as large as their signal).

In the three strong El Niño events the timing and behaviour of the diabatic fluxes

correspond well to the idealised simulation (compare Fig. 2.11b and Fig. 2.6c). One

notable exception is that numerical mixing plays a somewhat larger role.

The diabatic fluxes during the 1988/89 and 2007/08 La Niña events also share a

strong similarity with the idealised event (despite the symmetric nature of the idealised
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La Niña): strong surface forcing at the peak of the event increases WWV while at the

same time its increase is compensated by a negative vertical mixing flux (blue shaded

periods, Fig. 2.11b). During the 1988/89 event, mixing undergoes changes associated

with positive and negative contributions that mostly cancel out over the full recharge

period (light blue line, Fig. 2.11b). In July 1988, the 20◦C isotherm is largely within

the warming region of vertical mixing, effectively causing a net positive volume flux

into the WWV (Fig. 2.12a). Six months later, as the isotherm outcrops in the far

eastern equatorial Pacific, the cooling via mixing near the surface exceeds the warming

further west where the isotherm is deeper (Fig. 2.12b). Finally, as the isotherm returns

to its deeper position in May 1989, it moves back into the region where mixing warms

water masses (Fig. 2.12c). The results in Lengaigne et al. (2012) do not show these

compensating fluxes throughout different phases of WWV recharge, possibly due to

their low-pass temporal filter. During the strong La Niña event in 2010/11, surface

forcing exhibits a reduced amplitude compared to the previous La Niña events, and

vertical mixing is increasing WWV. This behaviour of the diabatic fluxes is caused by

the 20◦C isotherm being positioned much deeper than during the previous events in the

region where vertical mixing warms waters.

The consistent behaviour of the diabatic fluxes during the three strong El Niño

events is revealed when all three events are composited (Fig. 2.13a). The depletion of

WWV by the diabatic fluxes leads the peak of the event (i.e. the peak of the N34 index)

by three to six months, similar to the idealised simulation (Fig. 2.6c). Vertical mixing

in all three El Niño events increases from September the following year (i.e. month 20,

Fig. 2.13a), indicating the shift to La Niña-like conditions after El Niño. During La

Niña, the composite time series reveal the strong effect of surface forcing, mainly caused

by the high amplitude during the 1988/89 event, and highlight the compensating stages

of vertical mixing (Fig. 2.13c). While the behaviour of the diabatic fluxes is similar

in strong and moderate El Niño events (although with a lower magnitude, not shown),

moderate La Niña events do not show a strong surface forcing flux, but rather an

increase in vertical mixing (Fig. 2.13e). These effects arise from the reduced upward

shift of the 20◦C isotherm, its prolonged position in the vertical mixing-warming (i.e.

recharging) region, and the enhanced turbulence in the eastern equatorial Pacific.
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Figure 2.12: Depth-longitude transects across the equatorial Pacific of the vertical mixing
water mass transformation velocities GM during the 1988/89 La Niña event in the hindcast
simulation. The contours show the distribution of the equatorial isotherms with the 20◦C
isotherm in bold. The dashed blue line in the upper-most layers indicates the mixed layer
depth as defined in Fig. 2.4. As La Niña develops, the 20◦C isotherm shifts upward into the
surface region where enhanced vertical mixing cools water masses (blue region) and leads
to strong downward volume flux across the isotherm into deeper layers. After the peak
of the event, vertical mixing decreases and the isotherms return to their original position
below the region where vertical mixing warms water masses (red region).

2.8.2 Second Phase: Adiabatic Fluxes

The second phase of WWV changes during all discharge and recharge periods is

linked to increased adiabatic transport across 5◦N and 5◦S, and is strongly in-phase

with the overall changes in WWV (Fig. 2.13b, d). The positive transport anomalies

before the peak of the event are consistent across the three strong El Niño events, as in

the idealised simulation (red line, Fig. 2.13b). Peak adiabatic transport during El Niño

events ranges between −22.2 to −18.2 Sv, and is about 25% larger than the transport
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Figure 2.13: Composite time series centered in December (month 12) of the (a, c) diabatic
WWV budget terms as well as (b, d) the rate of change in WWV and the adiabatic terms
(Sv) during the three strong El Niño and La Niña events shaded in red and blue in Fig.
2.11. The label 1988/89 in (c) shows the time series of the surface forcing term during the
1988/89 La Niña event. In (e) the composite diabatic time series for three moderate La
Niña events in 1984/85, 1995/96, 2006/07. In the left panels we also show the time series
for the N34 index (◦C) (dashed black line). The faint lines are the time series corresponding
to the three events while the solid lines are the composites.

during La Niña events (14.9 to 15.1 Sv). This highlights, as in the idealised simulations,

the increased importance of the adiabatic fluxes during El Niño. The volume flux across

5◦N during all three El Niño events in Fig. 2.11 is more dominant than the one across

5◦S (not shown), agreeing with the studies of McGregor et al. (2013, 2014) and Zeller

et al. (2019). This results from the interplay between the two EOF modes of wind

stress anomalies and Ekman-induced surface transport (McGregor et al., 2014). The

Indonesian Throughflow (green line, Fig. 2.11a) is opposing changes in the adiabatic
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transport across 5◦N and 5◦S during all ENSO events, caused by a reduced volume

transport during El Niño and increased transport during La Niña as discussed above.

The contributions of meridional transport and the ITF to changes in WWV over the

1982/83 and 1997/98 El Niño events (79% and 67%) are higher compared to the values

for the same events (63% and 45%) in Lengaigne et al. (2012). The differences during

these events, as well as during the 1988/89 La Niña, may arise from their 16 month to

8 years low pass temporal filter reducing the contribution of meridional transport.

2.9 Conclusions

In this study, we analysed the diabatic and adiabatic volume fluxes and associated

non-linear ocean processes that contribute to WWV variability during ENSO events.

To this end, we constructed idealised, symmetric ENSO-related atmospheric fields to

force a global high-resolution ocean-sea ice model and compared these simulations with

the event-to-event variability from a 1979 to 2016 hindcast simulation. The use of the

WMT framework made it possible to individually calculate all fluxes that contribute to

changes in WWV.

Changes to the WWV during El Niño’s discharge were initiated by the diabatic

volume fluxes associated with surface forcing and vertical mixing, both strongly linked

to the 20◦C isotherm position and the strength of the trade winds. Weaker trade winds

during El Niño reduce upwelling of cold water moving the 20◦C isotherm away from the

surface while also increasing eastern equatorial SSTs and driving an anomalous surface

heat flux into the atmosphere. This results in an anomalous decrease of WWV due to

surface forcing (dark blue sections, Fig. 2.14a). At the same time, the deepening 20◦C

isotherm moves away from the region of strong wind- and shear-driven mixing, whose

intensity also reduces (light blue sections, Fig. 2.14a). The second phase of WWV

discharge, occurring about six months later, was controlled by meridional adiabatic

transport across 5◦N and 5◦S with the ITF always acting to oppose changes in WWV

(red and green sections, Fig. 2.14a).
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Figure 2.14: The total time-integrated contribution of each anomalous WWV budget term (1014 m3) during (a) El Niño and (b) La Niña periods as
defined by the red and blue shaded periods in Fig. 2.6 (idealised) and Fig. 2.11 (hindcast). A negative value of a given flux indicates its role in
discharging WWV and a positive value indicates a recharge respectively. The percentage values in each section show the time-integrated contribution
to the total change in WWV and are calculated from values rounded to 1-digit accuracy. The triangular markers show the total change in WWV over
a particular event.
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During La Niña, the stronger trade winds increase upwelling of cold water masses

and the 20◦C isotherm shoals, sometimes outcropping in the eastern Pacific. Exposure

of the 20◦C isotherm to increased heat uptake by surface forcing in this region creates

a strong across-isotherm volume flux responsible for most of the WWV recharge (dark

blue sections, Fig. 2.14b). While turbulence is enhanced during La Niña, the shoaling

of the isotherm into the surface layers, where mixing drives cooling of water rather

than warming, means that vertical mixing can drive an anomalous decrease in WWV

(light blue sections, Fig. 2.14b). This key asymmetry, that mixing drives anomalous

discharge in both El Niño and La Niña events, arises from the strong dependence of

the diabatic fluxes on the position of the 20◦C isotherm. However, in the hindcast

simulation (as opposed to the idealised simulations) the contribution of vertical mixing

to the overall discharge during La Niña is concealed by opposing volume fluxes occurring

at different times as the 20◦C isotherm transitions through regions of vertical mixing-

driven warming and cooling. In contrast, the idealised simulations, which are forced

with symmetric atmospheric forcing, highlight the key role of the diabatic fluxes in

driving ocean-sourced asymmetries in the WWV budget. On average, the ratio of the

diabatic to adiabatic contributions to WWV changes during El Niño is about 40%:60%

while for La Niña, this ratio changes to 75%:25%.

While the diabatic fluxes in the observed WWV budget in Meinen and McPhaden

(2001) could only be derived as the residual from the horizontal transport, the model

study by Brown and Fedorov (2010) showed that errors in the calculation of horizontal

fluxes can be of the same magnitude as the vertical fluxes. They further present evidence

that the vertical fluxes on ENSO-related time scales in the eastern Pacific are small,

contradicting the observational studies by Meinen and McPhaden (2000, 2001) and the

modelling study by Lengaigne et al. (2012). By revisiting the WWV budget with a

precise online calculation of the individual fluxes, we were able to further minimise

errors associated with the closure of this budget and thereby highlight the dominant

role of the diabatic fluxes during La Niña. Despite differences to Meinen and McPhaden

(2000) and Lengaigne et al. (2012) in the methods used to calculate the WWV budget

terms (limited observations vs. the use of different models, parameterisation schemes

and atmospheric forcing) our study supports the main finding that diabatic volume

fluxes are as important as adiabatic volume fluxes in driving WWV changes on ENSO

time scales. Our results are at odds with the conclusions of Brown and Fedorov (2010).
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The differences may arise because their short 6-year simulation over 1992 to 98 does

not capture a strong La Niña where diabatic fluxes play a larger role. They also define

the WWV as the volume of water above the 25 kg m−3 isopycnal that is up to 25 m

shallower than the 20◦C isotherm in the EUC (see their Fig. 1b) and use a 30-day

running mean for their diapycnal transport.

The results in this study highlight the key role of diabatic processes in the eastern

equatorial Pacific on ENSO time scales. A good representation of diffusive mixing and

turbulence in models is therefore needed in order to correctly simulate these processes.

The large event-to-event variability of ENSO in the hindcast simulation motivates future

research into the evolution, spatial extent and amplitude of different events. Further-

more, it will be of value to investigate the decadal to multidecadal variability of WWV

and ocean heat content to gain insight into the role of the equatorial Pacific in long-term

heat uptake and redistribution, especially in light of current climate change.

2.10 Code Availability

The analysis scripts and the data to recreate the figures in this study have been

deposited online in the github repository https://github.com/mauricehuguenin/enso_

diabatic_fluxes.

https://github.com/mauricehuguenin/enso_diabatic_fluxes
https://github.com/mauricehuguenin/enso_diabatic_fluxes
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2.11 Extended Data and Figures

Derivation of Atmospheric Forcing for the Idealised Model Sim-

ulations

The regression analysis and the idealised time series in Section 2.2b provide the

spatial evolution for wind stress perturbations related to ENSO. The patterns of the

atmospheric variables used in the idealised model simulations are obtained by regressing

the full 38-year-long N34 and PC2 time series onto each ERA-Interim anomaly field,

resulting in two spatial patterns for each variable (Examples are shown in Fig. 2.15).

Extended Data Figure 2.15: Examples of four out of the eight atmospheric regression
patterns X1 associated with ENSO used in the atmospheric forcing for the idealised sym-
metric events. These spatial patterns are calculated by regressing the observed N34 index
(Reynolds et al., 2007) onto anomalous spatial maps from the ERA-Interim reanalysis
product for 1979–2016 (Dee et al., 2011) and taking the time mean. (a) Air temperature
(◦C), (b) specific humidity (kg kg−1), (c) downward short-wave radiation (W m−2) and
(d) sea level pressure (Pa).

The time evolution for the total atmospheric forcing is then calculated by multi-

plying the X1 and X2 spatial patterns with their associated idealised time series and
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adding them to the CORE-NYF climatological forcing:

Fideal.(x, y, t)︸ ︷︷ ︸
forcing

=F (x, y, t)︸ ︷︷ ︸
climatology

+X1,F (x, y) ·N34ideal.(t)︸ ︷︷ ︸
perturbation

+

X2,F (x, y) · PC2ideal.(t)︸ ︷︷ ︸
perturbation

,
(2.4)

where Fideal.(x, y, t) is one of the six idealised forcing anomaly fields dependent on time,

F (x, y, t) is the base forcing field without any interannual variability from the CORE-

NYF data set, X1,F (x, y), X2,F (x, y) are the two regression patterns of a given field F

derived from the ERA-Interim product (Fig. 2.1), and N34ideal.(t) and PC2ideal.(t) are

the associated idealised time series (Fig. 2.2). Put most simply, the ENSO perturbation

forcing fields are derived from regressions of the N34ideal.(t) and PC2ideal.(t) time-series

onto the respective atmospheric fields required to construct the bulk formulae for heat

and freshwater forcing.

For the remaining two input variables (zonal and meridional wind speed) we use a

different method to derive the symmetric fields. In the model, wind speed is converted

to wind stress by the wind stress law (Fairall et al., 1996):

~τ = (τx, τy) = ρa · CD ·
√
u2

10 + v2
10︸ ︷︷ ︸

U10

·(u10, v10), (2.5)

where ~τ is the wind stress vector with its zonal (τx) and meridional (τy) components

(N m−2), ρa is the density of air at sea level (1.25 kg m−3), CD is the unitless drag

coefficient , u10 and v10 are the zonal and meridional wind speeds (m s−1) and U10 is

the wind speed magnitude (m s−1). For the derivation of the atmospheric forcing, we

use a constant drag coefficient of 1.5×10−3 (Kara et al., 2007) for simplicity. Differences

relative to the wind speed-dependent drag coefficient are negligible.

Due to the quadratic dependence of this equation on wind speed, the resulting wind

stress anomalies if given symmetric ENSO-related wind speed anomalies are asymmet-

ric. As we aimed for symmetric wind stress anomalies during our El Niño and La Niña

simulations, we therefore solved this equation in an inverse manner for the two un-

knowns u10 and v10. To solve Equation 2.5 for wind speed, we first obtained the wind

stress anomaly fields τ ′x and τ ′y from the EOF analysis described in Section 2.2, i.e. from
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τ ′x = X1,τ ′x · N34ideal. + X2,τ ′x · PC2ideal. for the zonal component during El Niño (Fig.

2.1a, b and Fig. 2.2). The following section sets out how we then used the wind stress

law to solve for the two unknowns u10 and v10.

First, the zonal component of the wind stress law is rewritten as a Reynolds decom-

position:

τx + τ ′x︸ ︷︷ ︸
l

= ρa · CD︸ ︷︷ ︸
k

·
√

(u10 + u′10)2 + (v10 + v′10)2︸ ︷︷ ︸
U10

·(u10 + u′10)

⇒ l = k · U10 · (u10 + u′10),

(2.6)

where u10 and v10 are the climatological values from the CORE-NYF data set, τx is

calculated from u10 and v10 by Equation 2.5, τ ′x, u′10 and v′10 are the perturbation values,

l is the total zonal wind stress forcing including climatological and perturbation values

and k contains the two constants for the density of air and the drag coefficient. Solving

the second line of Equation 2.6 for u′10 results in

u′10 = l

k · U10
− u10. (2.7)

The same procedure as in Equation 2.6 is applied to the meridional component and

yields

v′10 = m

k · U10
− v10, (2.8)

where m = k · U10 · (v10 + v′10) is the total meridional wind stress forcing including

climatological and perturbation values.

As a next step we combine l and m resulting in the following expression:

l2 +m2 = k2 · U2
10 · [(u10 + u′10)2 + (v10 + v′10)2]

= k2 · U4
10,

(2.9)

and solve for the positive wind speed magnitude U10:

U10 = |
4
√
l2 +m2
√
k
|. (2.10)
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Inserting Equation (2.10) into Equations 2.7 and 2.8 allows us to solve for the two

unknowns u′10 and v′10:

u′10 = ± l ·
√
k

k · 4
√
l2 +m2

− u10, (2.11)

v′10 = ± m ·
√
k

k · 4
√
l2 +m2

− v10, (2.12)

where the correct sign is determined using the wind stress anomaly spatial patterns.

By using this approach, it is ensured that desired symmetric wind stress anomalies

are applied to the model. However, wind speed values from Equation 2.11 and Equation

2.12 are also used to calculate the wind speed magnitude in the bulk formulae of sensible

and latent heat fluxes (Equations 2a, b and Equation 3 in Fairall et al., 1996). Using the

asymmetric wind speed values thus leads to asymmetric sensible and latent heat fluxes

and furthermore also results in an 18% higher mean wind speed magnitude during La

Niña than El Niño. While this asymmetry in sensible and latent heat fluxes as well as

in wind speed magnitude is not ideal, it is of less importance than applying the correct

symmetric wind stress values.
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Key Points

• Ocean-sea ice model simulations of isolated strong El Niño and La Niña events

illustrate how they modulate West Antarctic shelf temperatures

• El Niño weakens coastal easterlies, reduces poleward Ekman flow of cold waters,

causing cross-shelf upwelling of warm Circumpolar Deep Water

• The La Niña shelf circulation response is largely opposite and inhibits cross-shelf

upwelling of Circumpolar Deep Water

Abstract Recent satellite observations suggest that El Niño–Southern Oscillation

(ENSO) impacts basal melting of West Antarctic ice shelves, yet sparse ocean obser-

vations limit our understanding of the associated processes. Here we investigate how

strong ENSO events modulate subsurface West Antarctic shelf temperatures using high-

resolution global ocean-sea ice model simulations. During El Niño, the subsurface shelf

warming is coherent in depth and can be up to 0.5◦C in front of ice shelves. This

warming arises from a weaker Amundsen Sea Low (ASL) and weaker coastal easter-

lies, which in turn reduce poleward Ekman transport of cold surface waters, enabling

enhanced transport of warm Circumpolar Deep Water (CDW) onto the shelf. During

La Niña we see an opposite sign response, with a stronger ASL and Ekman transport

resulting in weaker CDW upwelling and cooling in the subsurface ocean. These find-

ings have implications for interpreting basal melt on interannual time-scales in the West

Antarctic sector.

Plain Language Summary El Niño-Southern Oscillation (ENSO) is the Earth’s

dominant mode of year-to-year climate variation. The impacts of its two phases, El Niño

and La Niña, extend from the tropics to Antarctica through large-scale atmospheric

waves. Past studies have suggested that West Antarctic ice shelves melt at their base

during El Niño. However, the processes responsible for this melting remain unclear.

It is also uncertain if opposite changes occur during La Niña. Here, we use an ocean

circulation model to show that during El Niño, the poleward flow of cold surface waters

in West Antarctic, driven by the coastal easterly winds, is reduced because the winds

weaken. To balance out this mass deficit at the surface, more warm Circumpolar Deep

Water (CDW) flows onto the continental shelf. During La Niña, we see a largely
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opposite response; the easterlies become stronger, they increase the poleward flow of

cold surface waters and CDW remains off the shelf. Our results highlight the link

between ENSO and mass loss of the West Antarctic ice shelves and ice sheet.

3.1 Introduction

Over recent decades, mass loss from the West Antarctic ice sheet has accelerated

(e.g., Schmidtko et al., 2014; Paolo et al., 2015; Scambos et al., 2017; Shepherd et al.,

2018; Rignot et al., 2019). This mass loss occurs primarily via basal melting induced

by warm Circumpolar Deep Water (CDW) intruding into ice shelf cavities (Pritchard

et al., 2012; Jenkins et al., 2016; Kimura et al., 2017; Tamsitt et al., 2021), impacting

the buttressing and stability of the ice shelves (Gudmundsson, 2013; Fürst et al., 2016;

Gudmundsson et al., 2019), causing large-scale calving (Greene et al., 2022) and thus

contributing to rapid sea level rise. Superimposed on this long-term observed melting

signal is melting induced by interannual climate variability. A better understanding of

the impact of interannual climate variability on the West Antarctic region is needed

not only to separate the forced anthropogenic signal from natural variability but also

because major modes of climate variability may change in the future (Cai et al., 2014,

2015, 2021; Goyal et al., 2021b; McGregor et al., 2022).

The most dominant mode of global interannual climate variability is El Niño-

Southern Oscillation (ENSO), and it is known to impact the atmospheric circulation in

West Antarctica through its teleconnection to the Amundsen Sea (e.g., Karoly, 1989;

Hoskins and Ambrizzi, 1993; Turner, 2004; Lachlan-Cope and Connolley, 2006). Re-

cent satellite records of the West Antarctic ice shelves have shown that during El Niño

events, the height of the ice shelves in the Amundsen and Bellingshausen Seas increases

but their overall mass decreases (Paolo et al., 2018). This is due to increased accumu-

lation of low density snow at the top, while at the same time it has been suggested

that more CDW reaches the ice shelves and increases basal melting of high density ice

from below (Paolo et al., 2018). This mechanism is supported by both models and

observations when considering decadal-scale connections between the tropical Pacific

and the Amundsen Sea region (Holland et al., 2019; Naughten et al., 2022), and also

by a modelling study highlighting how changes in the ASL affect surface heat fluxes
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and warming on the Bellingshausen Sea continental shelf (Oelerich et al., 2022). While

these previous studies find that interannual atmospheric variability associated with

ENSO impacts West Antarctic ice shelves, they have not examined the driving ocean

dynamics in detail. That is the purpose of this article.

The ENSO signal on the West Antarctic shelf (Fig. 3.1a and Extended Data Fig.

3.5) is difficult to identify as it can be masked by other components of climate variability,

such as the Southern Annular Mode (SAM, Marshall (2003); Martinson et al. (2008);

Walker and Gardner (2017)), zonal-wave 3 variations (Goyal et al., 2021a, 2022) and

also the Interdecadal Pacific Oscillation (IPO, Holland et al. (2019). Separating out

the impacts of all these modes of variability on the West Antarctic sector is further

complicated by higher frequency variability, such as storm systems and other weather

patterns.

Observations on the Antarctic shelf are sparse, and only since 2004 do we have rea-

sonable observational coverage in this region, thanks to the Marine Mammals Exploring

the Oceans Pole to Pole project (Treasure et al., 2017, MEOP). Even then, observa-

tions are too heterogeneous in space and time to tease out the footprint of particular

climate modes (Morrison et al., 2023). In addition, there have only been a few ENSO

events since the MEOP project began ∼20 years ago, which adds to the difficulty in

identifying the impacts of this climate mode. Cruise ship and mooring measurements

are also very sparse outside of the Peninsula region because of sea ice coverage and

icebergs (Heywood et al., 2016; Boehme and Rosso, 2021). It is also difficult to rely on

coupled climate models to examine the impact of ENSO teleconnections on Antarctic

shelf ocean behaviour due to their inherent biases in their representation of the Antarc-

tic shelf temperature structure and Dense Shelf Water formation (Heuzé et al., 2013;

Heuzé, 2021; Purich and England, 2021; Li et al., 2023).

Here we highlight how atmospheric ENSO teleconnections impact the ocean circu-

lation and heat content over the West Antarctic continental shelf using perturbation

experiments in a high-resolution global ocean-sea ice model. Our aim is to isolate the

ENSO-associated teleconnections and examine their role in driving ocean circulation

and shelf temperature changes over the West Antarctic sector.
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Figure 3.1: Time series and spatial patterns highlighting the teleconnection between ENSO
and West Antarctica. (a) Time series of the Niño 3.4 index (i.e., the mean sea surface
temperature anomalies (◦C) in the region 5◦S–5◦N and 170◦W–120◦W) and mean West
Antarctic sea level pressure (SLP) anomalies in the region 80◦S–45◦S and 60◦W–150◦W
(hPa). The peak periods of four strong ENSO events have been shaded in orange and light
blue respectively. A low-pass filter has been applied to the SLP time series. In the top left
is the correlation coefficient (r) and significance value (p-val.) between the time series. (b,
c) Composite mean SLP (hPa, colour shaded) and surface wind anomalies (m s−1, arrows)
during the events shaded in (a). The H and L symbols indicate the location of the largest
SLP anomalies during El Niño and during La Niña events, respectively. (d, e) Composite
time series based on the Niño 3.4 index during the events shaded in (a), centered around
the peak event in month 12 and 24 respectively.
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3.2 Methods

3.2.1 Model and forcing

We use the global ocean-sea ice model ACCESS-OM2 with an eddy-rich horizontal

resolution of 1/10◦ (3.2 km at 73◦S) and 75 z* vertical levels (Kiss et al., 2020). This

model combines the MOM5.1 ocean model (Griffies, 2012) and the CICE5.1.2 sea ice

model (Hunke et al., 2015) and it is forced by atmospheric fields from the JRA55-do

version 1.3 data set (Tsujino et al., 2018). This data set is provided as 3-hourly fields

at 0.5625◦ resolution, except for the river and ice-related runoff field that has a daily

time step at 0.25◦ resolution.

ACCESS-OM2 does not have ice shelf cavities, time-constant melt water anomalies

are applied at the surface. The model does not feature an undercurrent in the Amundsen

Sea that has been shown to be important in advecting warm CDW through canyons

onto the shelf (Silvano et al., 2022). To investigate ENSO-associated impacts, we use a

repeat year forcing spin-up with added atmospheric ENSO anomalies. The repeat year

spin-up is initialised from World Ocean Atlas 2013 v2 conditions (Locarnini et al., 2013)

and integrated over repeat cycles of the 1990–1991 atmospheric forcing for 245 years

(Stewart et al., 2020). This period was chosen for the spin-up and control experiment

as it has relatively neutral conditions in SAM and ENSO (Stewart et al., 2020). A more

detailed discussion of the base model configuration can be found in Kiss et al. (2020).

Evaluation of the model at the polar margin is limited because of sparse observations

around Antarctica and the relatively short record from the early 2000s onward that is

not long enough for a climatological analysis. Nonetheless, the 1/10◦ ACCESS-OM2

model in a hindcast simulation from Kiss et al. (2020) represents the West Antarctic

shelf temperature structure reasonably well compared to the Southern Ocean State

estimate (Verdy and Mazloff, 2017, SOSE, Extended Data Fig. 3.6) and elephant seal

observations (Treasure et al., 2017; Roquet et al., 2013, 2014, Extended Data Fig. 3.7).

The model correctly simulates the cold Antarctic shelf waters near the surface and

the warmer CDW below, although the subsurface is warmer than in SOSE (Extended

Data Fig. 3.6a, c). Compared to the MEOP data, the 1/10◦ configuration simulates
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a warmer Amundsen Sea and cooler shelf conditions in the Peninsula region but has

an overall better representation of shelf temperatures than the 1◦ version of the same

model. Further validation of ACCESS-OM2 against observations around the Antarctic

shelf can be found in Kiss et al. (2020); Huneke et al. (2022); Dawson et al. (2023); Li

et al. (2023).

3.2.2 Experimental design

Our perturbation experiments are formulated by considering the composite mean

atmospheric fields from four strong El Niño and four strong La Niña events which

capture the strongest teleconnections to the West Antarctic region. The anomalous

ENSO forcing added to the repeat year baseline is applied as time-constant spatial

patterns multiplied by time series that correspond to the evolution of eastern equatorial

Pacific sea surface temperatures (SSTs). This approach was taken as the analysis of

the full spatial-temporal evolution of the Amundsen sea level pressure (SLP) events in

Fig. 3.1a would not have isolated the ENSO signal from other types of internal climate

variability.

The spatial patterns for all forcing fields are constructed as the mean anomalies

during the peak of the four strong ENSO events, respectively, six months either side of

the peak amplitude, (Fig. 3.1b, c and Extended Data Fig. 3.8, 3.9). While only SLP

and surface wind anomalies are shown here in Fig. 3.1b, c, we use this method for all

input fields, including specific humidity, surface air temperature, zonal and meridional

wind speed at 10 m as well as SLP, rain- and snowfall, surface runoff, sea ice freshwater

fluxes, and downward long- and shortwave radiation (Extended Data Fig. 3.10, 3.11).

Overall the spatial pattern of SLP anomalies during El Niño and La Niña is an opposite

sign teleconnection, although La Niña anomalies show a peak signature further west

and broader in extent than during El Niño. This is because during La Niña, convective

heating anomalies excite a Rossby wave train from the western rather than the central

equatorial Pacific (Chiodi and Harrison, 2015), and SLP anomalies are more elongated

because the ASL centre during the 1988/89 La Niña was located much further west than

during the other three events (Extended Data Fig. 3.9b). While using spatial anomalies

from composites during strong ENSO events can also incorporate anomalies associated
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with SAM variability, the SAM influence and thus its signature on the Amundsen Sea

appears to be overall small during these events (Extended Data Fig. 3.12). A limitation

of this approach is that West Antarctic sea level pressure anomalies peak ∼5 months

before the Niño 3.4 index (Fig. 3.1a) because the subtropical westerly jet peaks in

austral winter, which may reduce the simulated temperature response in our model

compared to reality.

To calculate the forcing anomalies, the spatial regression patterns are scaled by the

corresponding composite time series throughout the events (Fig. 3.1d, e). The time

series are constructed by taking the mean Niño 3.4 index during the above mentioned

four strong El Niño and four strong La Niña events, centered around the peak amplitude

(bold black line, Fig. 3.1d, e). For the La Niña simulation, we extend the time series

back in time as most strong La Niña events follow immediately after El Niño events,

and our goal is to keep this memory in case it is relevant to the La Niña response. Each

time series has been normalised by matching the amplitude to the mean SST anomalies

in the Niño 3.4 region during the peak of the four strong events (i.e., the time series

were divided by 1.56◦C for El Niño and 1.33◦C for La Niña, Extended Data Fig. 3.13).

3.2.3 The West Antarctic subsurface heat budget

To investigate the drivers of West Antarctic shelf temperature changes during ENSO

phases, we consider the subsurface heat budget between 100 m and the shelf bottom

over a region bounded by 150◦W–60◦W, the Antarctic coast to the south and the 1000

m isobath to the north (hereafter the West Antarctic shelf region). The change in heat

content with time is defined as the sum of the advective heat transport convergence,

vertical mixing across the 100-m depth level and any shortwave radiation penetrating

below 100m (which is negligible), are all calculated online in the model. Changes in the

heat budget arise primarily from the first two terms.

The heat transport convergence term can be decomposed into its vertical, along-shelf

and cross-shelf components, and we do these calculations offline using monthly averages.

Over a short test period, the offline calculations match closely the online calculations

where sub-monthly correlations between velocities and temperatures are taken into
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account. The vertical heat flux is calculated across 100 m depth and the along-shelf

heat flux is calculated as the sum of the heat fluxes across the shelf transects at 150◦W

and 60◦W. We calculate the remaining component, i.e., the cross-shelf component,

which corresponds to the heat flux across the 1000 m isobath, by residual from these

two former terms.

Due to the potential for non-zero anomalous mass fluxes, separating the heat trans-

port convergence into components introduces an uncertainty for each component associ-

ated with the choice of an arbitrary reference temperature (Holmes et al., 2019b; Forget

and Ferreira, 2019). Here, we estimate uncertainty ranges of the individual anomalous

heat flux components by multiplying the change in the volume flux of each component

by the ±1 standard deviation range (assuming the values follow a normal distribution)

of the climatological temperature across the volume considered in the heat budget. Ef-

fectively, this approximates the possible range of temperatures at which the anomalous

volume flux could be returned (see the supplementary material of Holmes et al. (2019b)

for more discussion).

3.3 Shelf temperature response

We first analyse the spatial distribution of ENSO-associated temperature anomalies

during the peak of the event in austral summer. Around the Pine Island Bay (at

101◦W) and along the Peninsula region close to the coastline, depth-averaged shelf

warming reaches up to 0.5◦C (Fig. 3.2a), and it is this localised warming signal that

is important for ice shelf melting at their margins. This is the region where mass loss

of the West Antarctic ice shelves has experienced the highest acceleration over recent

years (Paolo et al., 2015; Rignot et al., 2019). Despite overall shelf water warming

during El Niño, some localised areas also experience subsurface cooling, predominantly

along the outer shelf region, likely caused by small-scale processes.

During the peak of the La Niña, subsurface cooling occurs with a similar magni-

tude and in similar regions as the warming during El Niño. Again, there is significant

small-scale variability with some regions in the outer shelf region experiencing warming

compared to the large-scale cooling signal. As the atmospheric anomalies are strongest
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Figure 3.2: Response of the West Antarctic continental shelf during the peak of the El
Niño and La Niña simulations. (a, b) Mean subsurface shelf temperature response (◦C).
The 1000 m isobath is given as the black contour. The cross-shelf rectangles outline the
regions for the depth-latitude panels in c-f. The grey contours show SLP anomalies (solid
positive, dashed negative), and the H and L symbols indicate the location of the largest
SLP anomalies. (c-f) Mean cross-shelf temperature anomalies (◦C) in the regions outlined
above, with the alongshore mean taken relative to the 1000 m isobath. These panels were
created by subsetting the data into rectangles perpendicular to the shelf break, rotating
them and taking the mean for each region. The bold and dashed green lines are the
climatological and event 0◦C isotherms. The 0◦C isotherms near the surface region have
been masked out. The grey contours represent the climatological isopycnals in 0.1 kg m−3

intervals between 1027.3 and 1028 kg m−3.

over the West Antarctic, shelf temperatures outside of this region are minimally im-

pacted and thus not shown here.

El Niño-induced warming peaks at around 200 m depth and 180 km south of the

shelf break in both the Amundsen-Bellingshausen Sea and in the Peninsula region,

extending to the shelf bottom (Fig. 3.2c, e). Warming anomalies averaged along-shelf

in these regions reach 0.5◦C, although mean vertical shifts in isopycnals and isotherms

are relatively small (only climatological isopycnals are shown). Many ice shelves in this



3.4. DRIVING MECHANISMS 95

region have grounding lines at depths of ∼500 m or more (Davis et al., 2023). Thus

the warming signal we simulate in response to El Niño has the potential to cause basal

melting of the ice shelves.

3.4 Driving Mechanisms

3.4.1 El Niño warming

The subsurface West Antarctic continental shelf warming persists for almost one year

after the peak of the El Niño event, and even throughout the six-month extension of the

simulation where forcing returns to the climatology (Fig. 3.3a). This is consistent with

Tamsitt et al. (2021) who highlighted the > 1 year residence time of warm waters on

the West Antarctic continental shelf. To explore the mechanisms driving this warming,

we now analyse the ocean heat budget over the West Antarctic region.

The build-up of heat during El Niño occurs before the event peaks (black line, Fig.

3.3e). The dominant advective heat flux component, that almost always dominates

the overall heat budget, is the cross-shelf heat flux onto the continental shelf (red line

and red shaded interval, Fig. 3.3e). This heat flux is associated with the cross-shelf

upwelling of warm CDW, the result of ENSO-related atmospheric anomalies over the

shelf region. During the build-up phase of El Niño, the Amundsen Sea Low and coastal

easterly surface winds weaken around West Antarctica (Fig. 3.1b). The reduced winds

decrease the poleward Ekman transport of cold surface waters (Fig. 3.3c), effectively

creating a mass deficit on the shelf that is balanced by upwelling of warm CDW that

typically resides at mid-depth layers off the shelf break (Spence et al., 2014; Stewart

and Thompson, 2015; Nakayama et al., 2018). In comparison, the vertical advective

heat flux and vertical mixing across 100 m depth into the subsurface region are small.

A reversal of the warming tendency on the shelf is initiated about six months after

the peak of the El Niño event (Fig. 3.3a). The return to climatological shelf temper-

atures is a much slower process than the heat build-up, even though the atmospheric

anomalies are largely symmetric in the increasing and decreasing stages of the simula-

tion (Fig. 3.1d). As easterly winds return back to climatological conditions, anomalous
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Figure 3.3: Time series of West Antarctic subsurface heat anomalies, Ekman transport
anomalies and the main heat budget terms during the El Niño and La Niña simulations.
(a, b) The mean subsurface heat anomalies on the West Antarctic shelf (1020 J). The
vertical labelled lines indicate the peak and end of the simulated event. The grey shaded
period indicates the six month extension of the simulation with climatological forcing. (c,
d) Mean poleward Ekman transport anomalies (Sv, 1 Sv = 106 m3 s−1) at the location of
the 1000 m isobath. (e, f) The main Eulerian heat budget terms on the West Antarctic
shelf (1019 J). The colour-shaded intervals indicate the uncertainties in the cross-shelf and
vertical heat fluxes (Section 3.2.3). The second-order terms are shown in Extended Data
Fig. 3.14.

heat is slowly discharged across the shelf northwards and to a small extent across the

shelf transects at 150◦W and 60◦W out of the West Antarctic sector (Fig. 3.3e and

Extended Data Fig. 3.14). Warmer than average shelf temperatures persist beyond

month 18 (Fig. 3.3a). This occurs despite El Niño slowly transitioning into a negative

La Niña-like state with stronger easterly winds on the shelf (Fig. 3.1b,d).
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3.4.2 La Niña cooling

During La Niña, the ASL strengthens and West Antarctic coastal easterlies increase

(Fig. 3.1c). This increases poleward Ekman transport of surface waters (Fig. 3.3d),

driving cold water onto the continental shelf and inhibiting upwelling of CDW. At the

same time, mixing of cooler water across the 100 m depth level is enhanced. The

shelf temperature cooling during La Niña persists throughout the full simulation (Fig.

3.3b). Overall, cooling rates are much larger than warming rates during the El Niño

simulation (months 20 to 24, Fig. 3.3f), despite the La Niña following the tail end of an

El Niño. La Niña events also often re-intensify the following year (Okumura and Deser,

2010), a feature that can be seen in our model forcing (Fig. 3.1e), and thus subsurface

West Antarctic cooling on the shelf intensifies again in month 28 of the simulation (Fig.

3.3f). The uncertainties associated with the vertical advective heat flux are larger than

during El Niño because Ekman-induced vertical downwelling of cool surface waters is

enhanced. Subsurface cooling continues through to the end of the La Niña and even

during the 6-month extension of the simulation when no atmospheric ENSO anomalies

are applied (months 36 to 40, Fig. 3.3f).

3.5 Discussion and Conclusions

ENSO events show considerable event-to-event variability with differing teleconnec-

tions to the Amundsen Sea (e.g., Figs. S3, S4). While the mechanisms presented here

will likely be overall consistent across events, we expect the strongest impacts on shelf

temperatures to be during events such as the 2015/16 El Niño and the 2011/12 La Niña,

when West Antarctic wind anomalies were well-aligned to the shelf break geometry

(Extended Data Fig. 3.8d, 3.94d), thus exerting the strongest change in the cross-shelf

Ekman transport setup. Shelf temperature changes during these events might be even

stronger when ENSO coincides with an opposite phase of the SAM, as this is when the

ENSO teleconnection to the Amundsen Sea Low is strongest (Fogt et al., 2011; Paolo

et al., 2015).
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When considering the full climate variability, Oelerich et al. (2022) find that when

the ASL is strengthened, Bellingshausen Sea subsurface temperatures below 300 m

decrease, while an anomalous northward heat transport takes place. This is consistent

with the mechanisms presented here during La Niña, when a strengthening of the ASL

(Fig. 3.1c) cools the Bellingshausen Sea shelf region (Fig. 3.2b), and this cooling is

linked to weaker cross-shelf advective heat fluxes in the warm CDW layer (Fig. 3.3f).

Future climate change simulations predict an increase in the variability and ampli-

tude of ENSO events by 2100 Wang et al. (2022); Cai et al. (2021), and also suggest a

net West Antarctic shelf warming impact because El Niño-induced warming appears to

be overall greater than the associated La Niña-induced cooling (Dommenget et al., 2013;

Cai et al., 2023). However, this past work by Cai et al. (2023) relies on coarse-resolution

models, which may overestimate future ENSO-related teleconnections due to warming

biases in these models in the West Antarctic sector (Heuzé (2021); Li et al. (2023) and

Fig. 2 in Purich and England (2021)). Despite these known CMIP6 shelf water biases

and the uncertainties in the base state change of ENSO, our model suggests possibly

similar rectification effects on Antarctic shelf temperatures as in Cai et al. (2023) be-

cause in our simulation, the shelf warms for longer than it cools over one strong ENSO

cycle (Extended Data Fig. 3.15). However, key to this net effect is also the amplitude

of the warming, with basal melting rates responding more rapidly to increases than to

decreases in advective heat fluxes Kimura et al. (2017).

We have investigated how atmospheric ENSO teleconnections modulate tempera-

tures on the West Antarctic continental shelf. During El Niño, the ASL and coastal

surface easterlies weaken. Accordingly, poleward Ekman transport of cold surface water

is reduced and this enhances upwelling of warm CDW onto the shelf (Fig. 3.4a). Dur-

ing La Niña, we find a largely opposite response, with a stronger ASL, stronger surface

easterlies and increased poleward flow of cold surface waters that inhibits upwelling of

warm CDW onto the shelf (Fig. 3.4b). These results highlight the need to reconcile

the role of interannual climate variability alongside future climate change in this vital

sector of the Antarctic margin.
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Figure 3.4: Schematic of physical mechanisms on the West Antarctic continental shelf during the (a) El Niño and (b) La Niña simulations. During El
Niño, the Amundsen Sea Low (ASL) and coastal easterlies weaken, and they decrease poleward Ekman transport of cold surface water. The symbols
⊗ and � show the reduction in the cyclonic (clockwise) ASL circulation. As a result, warm Circumpolar Deep Water (CDW) is advected onto the
continental shelf. El Niño also increases snowfall over the West Antarctic ice shelves (Extended Data Fig. 3.10g), decreases their mass (Paolo et al.,
2018) and reduces sea ice volume (Extended Data Fig. 3.16c). During La Niña, a largely opposite response occurs; the ASL strengthens, coastal
easterlies and poleward Ekman transport increase which inhibits cross-shelf CDW upwelling. La Niña also reduces snowfall (Extended Data Fig.
3.11g), increases ice shelf mass (Paolo et al., 2018) and sea ice volume (Extended Data Fig. 3.16d) compared to El Niño. The emperor penguins have
been added as artistic expression. Ecological impacts on sea birds have not been investigated here.
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3.6 Open Research

The python scripts to create the perturbation experiment forcing and the scripts

for the analysis in this study have been deposited online in the github repository

https://github.com/mauricehuguenin/ENSO-Antarctica. The marine mammal data

were collected and made freely available by the International MEOP Consortium

and the national programs that contribute to it. The marine mammal data set

can be accessed on https://www.meop.net/database/download-the-data.html by fill-

ing out a simple form, asking for one’s name, e-mail, who they are and what they

plan to do with the data. The ACCESS-OM2 model source code is available at

https://github.com/COSIMA/access-om2.

https://github.com/mauricehuguenin/ENSO-Antarctica
https://www.meop.net/database/download-the-data.html
https://github.com/COSIMA/access-om2
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3.7 Extended Data Figures

Extended Data Figure 3.5: (a) Time series of West Antarctic shelf temperatures (◦C)
during the four cycle spin-up in the 1/10◦ ACCESS-OM2 model. The fourth cycle has
been extended to 2022. The vertical line in 1982 separates the earlier period that undergoes
rapid adjustments due to the spin-up design from the later decades (for more information
on this spin-up, see Extended Data Figure 1.7 on page 36). (b) The Niño 3.4 index (N3.4 in
black, ◦C) and West Antarctic subsurface shelf temperatures (blue, ◦C) during the fourth
spin-up cycle. The West Antarctic shelf region is defined as between 100 m and the shelf
bottom, as well as between 60◦W, 150◦W and the 1000 m isobath.

Extended Data Figure 3.6: Comparison of the ocean temperature structure in reanalysis
and in the ACCESS-OM2 ocean-sea ice model over December 2012 to April 2017. (a, d)
Temperature transects (◦C) across 100◦ and 75◦W in the Southern Ocean State Estimate
data set Verdy and Mazloff (2017). This data has been regridded to the 1/10◦ ACCESS-
OM2 model grid. (b, f) The same data in the 1◦ and the 1/10◦ configuration of the
ACCESS-OM2 model.
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Extended Data Figure 3.7: Comparison of mean seal observation temperatures with ocean-
sea ice model data over February 2005 to October 2015. (a) Mean temperature observations
(◦C) above 1000 m depth on the West Antarctic continental shelf from the Marine Mammals
Exploring the Oceans Pole to Pole (MEOP) project Treasure et al. (2017). In black the 1000
m isobath around the Antarctic continent. (b, c) The temperatures in the 1◦ ACCESS-
OM2 and 1/10◦ ACCESS-OM2 models evaluated at the location of the seal data set.
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Extended Data Figure 3.8: Spatial maps of sea level pressure (hPa) and surface wind (m s−1) anomalies during the peak of four strong El Niño
events since 1958. (a-d) The mean spatial anomalies for the strong events in 1972–1973, 1982–1983, 1997–1998 and 2015–2016 and for the time period
spanning six months prior to and six months after the peak of the N34 index (i.e., the orange shaded periods in Fig. 1a of the main manuscript. (e)
The mean of panels (a-d). The H symbol indicates the location of the most positive anomaly.
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Extended Data Figure 3.9: As in Fig. 3.8 but for four strong La Niña events since 1958 and the L symbol indicating the location of the most negative
sea level pressure anomaly.Spatial maps of sea level pressure (hPa) and surface wind (m s−1) anomalies during the peak of four strong El Niño events
since 1958. (a-d) The mean spatial anomalies for the strong events in 1972–1973, 1982–1983, 1997–1998 and 2015–2016 and for the time period six
months prior/after the peak of the N34 index (i.e., the
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Extended Data Figure 3.10: Spatial maps of the atmospheric forcing fields used for the El Niño simulation. (a) Specific humidity (10−2 kg kg−1), (b)
sea level pressure (hPa), (c) surface air temperature (◦C, (d, e) zonal and meridional wind speed (m s−1), (f, g) rain- and snowfall (10−6 kg m−2 s−1)
and (h, i) downward long- and shortwave radiation (W m−2). The river runoff map is not shown here as its impact is negligible (but still included in
the forcing). The light grey contour at the zero level in all panels indicates the boundary between negative and positive anomalies.
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Extended Data Figure 3.11: As in Fig. 3.10 but for the La Niña simulation. Spatial maps of the atmospheric forcing fields used for the El Niño
simulation. (a) Specific humidity (10−2 kg kg−1), (b) sea level pressure (hPa), (c) surface air temperature (◦C, (d, e) zonal and meridional wind speed
(m s−1), (f, g) rain- and snowfall (10−6 kg m−2 s−1) and (h, i) downward long- and shortwave radiation (W m−2). The river runoff map is not shown
here as its impact is negligible (but still included in the forcing). The light grey contour at the zero level in all panels indicates the boundary between
negative and positive anomalies.
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Extended Data Figure 3.12: Individual and composite time series of the Southern Annular
Mode (SAM) index during strong (a) El Niño and (b) La Niña events. The index has been
calculated using JRA55-do data following Keppler and Landschützer (2019).

Extended Data Figure 3.13: Spatial maps of mean sea surface temperature anomalies
during the peak of four strong El Niño and four strong La Niña events since 1958. (a) Map
for El Niño and (b) for La Niña events (◦C) with the Niño 3.4 region outlined in black and
the mean sea surface temperature anomaly within the region given as a value.
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Extended Data Figure 3.14: The second-order subsurface Eulerian heat budget anomalies
on the West Antarctic continental shelf (100 m - 1000 m, 150◦W - 60◦W and the shelf
bottom) during the (a) El Niño and (b) La Niña simulations (1019 J). The surface volume
flux is not shown here as it can only be non-zero in the top four grid cells near the surface.
The vertical lines with labels indicate the peak and end of the simulated event. The steps
to calculate the uncertainty range for the along-shelf heat flux are detailed in the Methods
section of the main manuscript. The grey shaded period indicates where simulations are
extended for six months with climatological forcing.

Extended Data Figure 3.15: Time series of the accumulated anomalous heat content on
the West Antarctic continental shelf during the (a) El Niño and (b) La Niña simulation
(1020 J). The vertical lines at month 12 and 24 indicate the peak of the event. The grey
shaded period indicates where simulations are extended for six months with climatological
forcing.
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Extended Data Figure 3.16: Time series of the simulated Niño 3.4 index and sea ice
volume anomalies during the El Niño and La Niña simulations. (a, b) The composite
mean Niño 3.4 time series from JRA55-do and the simulated time series (in black and dark
red, respectively, ◦C). The Niño 3.4 index is defined as the mean sea surface temperature
anomalies in the equatorial region 5◦S to ◦N and 170◦W to 120◦W. The vertical lines at
month 12 and 24 indicate the peak of the event. The grey shaded period indicates where
simulations are extended for six months with climatological forcing. (c, d) Time series of
sea ice volume anomalies on the continental shelf during the events (km3).





Concluding Remarks

Summary of Findings

A major challenge in assessing recent ocean temperature changes is the difficulty

in isolating its drivers, in separating the anthropogenic signal from natural climate

variability and the limited data available from observations. Research in this topic is

not only important to understand Earth’s climate system from a fundamental point of

view, but also to understand how this system might change in the future. For example,

ocean warming leads to global sea level rise through thermal expansion of sea water

and through melting of Antarctic ice shelves - and therefore a better understanding of

the mechanisms driving ocean warming is critical. This thesis sought to improve our

understanding of the physical mechanisms driving recent ocean temperature changes

on multi-decadal and interannual time scales. First, the focus was on the role of surface

wind, radiation and surface air temperature changes on global ocean heat uptake and

redistribution, before following with an in-depth budget analysis of ENSO-associated

ocean warming and cooling both in the equatorial Pacific and on the West Antarctic

continental shelf.

Part 1

The goal of this first part was to determine where and how ocean heat uptake

associated with anthropogenic climate change since the 1970s has occurred and where

it is stored today. First, a repeat decade forcing spin-up was performed in the global

ocean-sea ice model to equilibrate the model’s oceanic state to a 1960s climate, a period

before the most recent heat uptake took place. This novel spin-up approach considerably

improved upon previous approaches following the OMIP-2 spin-up framework (Tsujino

et al., 2020), leading to a better match to the observed ocean heat content trend. If
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they were to use the new spin-up approach, the OMIP-2 models would very likely see

a similar improvement of their ocean heat content trends.

The role of changing surface winds and atmospheric warming in driving anomalous

heat uptake since the 1970s was highlighted using a suite of perturbation experiments.

In these experiments, trends in atmospheric properties were either set to evolve over

the last 50 years, or were set to zero. The simulations highlighted that the Southern

Ocean has dominated anthropogenic heat uptake over the last 50 years, and thereby

controlled the rate of climate change. This is because of the geographical setup with

uninterrupted westerly winds around Antarctica that drive upwelling of cold water

masses to the surface, enabling efficient heat uptake from the atmosphere prior to their

subduction below warmer subtropical waters. Changes in surface winds and combined

changes in surface air temperature and radiation each explain ∼50% of the Southern

Ocean heat uptake. The simulations also revealed that the Indian, Pacific and Atlantic

basins only showed minor ocean heat uptake over the full 50 year time span. However,

on shorter decadal and interannual time scales, internal climate variability such as the

Interdecadal Pacific Oscillation or ENSO can strongly impact global ocean heat content

anomalies (England et al., 2014; Roemmich and Gilson, 2011).

While the large Southern Ocean heat uptake has been noted in previous studies

(Frölicher et al., 2015; Armour et al., 2016), this past work used coupled climate models

with their own independent internal climate variability. The previous were thus not able

to capture the impacts of, for example, observed ENSO events or the changes in the

phase of the Interdecadal Pacific Oscillation. The results obtained in this thesis showed

how Southern Ocean heat uptake plays an integral part in buffering current climate

change impacts, but whether this heat uptake mechanism will continue with the same

efficiency in the future remains an open question.

Part 2

In this part, the overarching goal was to decompose the equatorial Pacific warm

water volume budget during ENSO events into its different components to reconcile

contradictory findings in previous studies. That is, the role of diabatic surface forcing

and vertical mixing processes had both been highlighted as being important (Meinen
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and McPhaden, 2000; Clarke et al., 2007; Lengaigne et al., 2012) or negligible (Brown

and Fedorov, 2010). The water mass transformation framework in temperature space

was used to separate the diabatic volume fluxes into surface forcing, vertical mixing

and numerical mixing components. Prior to this project, either surface forcing, vertical

mixing or both have been inferred by using a residual, while here each diabatic flux was

calculated accurately online.

The individual warm water volume budget terms highlighted that both surface forc-

ing and vertical mixing initiate changes prior to the peak of ENSO events, while adi-

abatic transport dominates later. This is caused by changes in the equatorial trade

winds that shift the position of the 20◦C isotherm and reduce/enhance diabatic heat

fluxes across this isotherm during El Niño/La Niña. While both surface forcing and

vertical mixing deplete warm water volume during El Niño, the volume increase during

La Niña, that is caused by large surface heat fluxes, is partially compensated by a de-

crease driven by vertical mixing. This occurs due to the shoaling of the 20◦C isotherm

in the eastern equatorial Pacific and its shift into a region of strong surface flux-driven

heating and, at the same time, into a region of strong subsurface cooling induced by

vertical mixing. These compensating effects in the eastern equatorial Pacific were seen

both in idealised symmetric and realistic hindcast ENSO events. These results high-

light the importance of accurately representing diabatic processes in numerical models

to improve the representation of ENSO.

Part 3

The aim of this part was to examine the impacts of ENSO events on subsurface West

Antarctic shelf temperatures. Continental shelf warming has the potential to drive basal

melting of grounded ice shelves and thus accelerate global sea level rise via reduced

buttressing of the ice sheets behind the ice shelves. Previous studies (Paolo et al., 2018;

Holland et al., 2019; Naughten et al., 2022; Oelerich et al., 2022) have highlighted the

link between shelf temperature variations and ENSO in West Antarctica, however they

have not investigated the underlying ocean dynamics.

Here, perturbation experiments in the global ocean-sea ice model with ENSO-

associated atmospheric anomalies were conducted in a 1/10◦ configuration of an ocean-
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sea ice model. During El Niño, the Amundsen Sea Low weakens, in turn weakening

the coastal easterlies in the West Antarctic region and reducing the poleward Ekman

transport of surface water masses. Consequently, warm Circumpolar Deep Water is

transported onto the continental shelf to balance this mass deficit. During La Niña,

a largely opposite response occurs: the Amundsen Sea Low strengthens, increasing

the strength of coastal easterlies and in turn the poleward Ekman transport of cold

surface waters toward the West Antarctic coastline. This inhibits upwelling of warm

Circumpolar Deep Water onto the continental shelf. These results have implications for

interpreting ice shelf melting on interannual time scales in the West Antarctic region.

Future Perspectives

This thesis focused on the drivers of ocean temperature changes over the last 50

years from multi-decadal to interannual time-scales and from global to regional space

scales. The three parts in this work have opened a number of research questions that

warrant further investigation.

Will Southern Ocean heat uptake continue for the rest of the century?

Future projections of CMIP5 climate models predict that the ocean will take up 5

to 7 times more heat (relative to the 1970s) under the Representative Concentration

Pathway 8.5 (RCP8.5) scenario over the rest of the century (IPCC, 2019). This scenario

represents an increase of +8.5 W m−2 radiative forcing at the top of the atmosphere

by 2100. The coupled CMIP5 models share a relatively coarse 1◦ ocean model resolu-

tion and many important small-scale processes such as mesoscale eddies (Saenko et al.,

2018; Huot et al., 2022), which play a key role in ocean heat uptake, are not resolved.

Therefore, it is important to investigate changes in the Southern Ocean heat uptake

efficiency in a higher resolution model. This is however largely unfeasible in a coupled

modelling context due to high computational costs. On the other hand, Li et al. (2023)

show how this might be achieved using a high resolution ocean-only model, namely

by adding multi-model-mean atmospheric anomalies from the future Shared Socioeco-

nomic Pathway 5-8.5 (SSP5-8.5) climate scenario run of CMIP6 models to the model’s
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climatology forcing. The results from this study would provide important insight into

the role of eddies (and their changes) on future global ocean heat uptake.

How do different ENSO event types and model resolution impact the warm

water volume?

In Part 2, the mechanisms driving WWV variability during strong ENSO events

have been investigated, with Fig. 2.14 highlighting the different time-integrated con-

tributions of each WWV budget term. The various statements on the WWV budget

do not distinguish between ENSO types (Central Pacific vs. Eastern Pacific). It would

be beneficial to further investigate the processes governing WWV changes in simula-

tions representing different ENSO event flavours as there may be large variability in

the fluxes associated with the zonal structure of different El Niño events. The dia-

batic fluxes may also become less important during central Pacific ENSO events as

their strength is strongly linked to the shoaling of the thermocline in the East. Pertur-

bation simulations with radiative fluxes from newer reanalysis products (e.g., by using

ERA5 data from Hersbach et al. (2020)) for the bulk formulae could show how large the

ERA-Interim biases might be and how they relate to the results in Part 2. Performing

the simulations in the 1/10◦ ACCESS-OM2 model with better resolved mesoscale pro-

cesses such as tropical instability waves may provide information how model resolution

impacts changes in both adiabatic and diabatic terms.

Further insights could also be gained by implementing the water mass transfor-

mation framework in the coupled ACCESS-ESM or ACCESS-CM2 models that both

share a 1◦ horizontal resolution ocean model. Evaluating ENSO dynamics in these

coupled models with the water mass transformation framework could help increase our

understanding of these model’s strengths and limitations in reproducing ENSO charac-

teristics, WWV variability as well as ENSO’s power spectra, diversity and asymmetry.

What is the rectified impact of ENSO onWest Antarctic shelf temperatures?

Part 3 highlighted the dynamics driving West Antarctic shelf temperature variability

during isolated ENSO events, showing a significant asymmetry between the impact of
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El Niño and La Niña events. This suggests that ENSO may have a rectified (i.e., an

integrated long-term) impact on West Antarctic shelf temperatures. CMIP6 models

suggest that by the end of the 21st century, ENSO rectification effects could result

in residual warming on the West Antarctic continental shelf because ENSO variability

is projected to increase (Cai et al., 2021, 2023). However, the CMIP6 models have a

very low resolution on the Antarctic shelf and it is not clear whether these changes

might manifest. By running high-resolution multi-decadal ocean-sea ice simulations

(that properly capture the important dynamics) with atmospheric ENSO anomalies,

the non-linear rectification effects and their impacts could be studied. ENSO events

in these simulations could be based on either fully symmetric or composite events (as

highlighted in the Methods sections of Parts 2 and 3), in order to separate rectification

effects coming from ENSO asymmetries themselves, compared to asymmetric responses

of the Antarctic shelf dynamics. Coupling to an idealised ice shelf model may also

permit an examination of asymmetric melting responses to ENSO’s ocean temperature

changes.

Future work could also focus on providing a commentary on how the 1◦ ACCESS-

OM2 model represents these processes. This coarse resolution configuration will likely

miss the responses of the eddy-mediated fluxes (and their sensitivity) of heat and mo-

mentum onto the West Antarctic continental shelf.

Do ENSO events together with phases of the SAM lead to larger tempera-

ture responses on the West Antarctic shelf?

In Part 3 of this thesis, the isolated impact of ENSO on Antarctic shelf temperatures

has been explored. However, ENSO events often occur in coincidence with SAM events,

which also have an impact on Antarctic shelf temperatures. Fogt et al. (2011); Paolo

et al. (2018) suggest how an El Niño event and a negative phase of the SAM strengthen

the atmospheric circulation anomalies at the mid-to-high latitudes (and vice versa for a

La Niña event and a positive phase of the SAM), and therefore coincident El Niño and

positive SAM events could result in stronger shelf warming signals. However, Herraiz-

Borreguero and Naveira Garabato (2022) present a contradictory statement, namely

that a positive phase of the SAM is linked to warmer Antarctic shelf temperatures
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via increased Circumpolar Deep Water intrusions. In addition, the SAM is projected

to trend toward its positive phase over the coming century (Goyal et al., 2021b). It

would thus be worthwhile to re-visit the perturbation experiments presented in Part

3, exploring the impacts of El Niño co-occurring with different phases of the SAM to

reconcile the studies by Fogt et al. (2011); Paolo et al. (2018) and Herraiz-Borreguero

and Naveira Garabato (2022). Similar combined La Niña and SAM anomalies could

also be explored. This would enable a deeper analysis into the interactions between

these two modes of climate variability and their impact on the Antarctic margin.

Final Remark

Research into recent ocean temperature changes on different temporal and spatial

scales is crucial to understand current climate change. While many open questions still

remain, this thesis has added to our knowledge of this topic by focusing on the role of

atmospheric changes over the Southern Ocean and during El Niño-Southern Oscillation

events. It is hoped that the findings presented here will lead to (1) a better under-

standing of global sea level rise through ocean warming and its associated thermosteric

contribution, (2) improved ENSO predictions through an increased knowledge of its

key precursor, the warm water volume, and (3) a better understanding of how ENSO

events impact Antarctica and the rate of Antarctic ice shelf mass loss through basal

melting.
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Drivers and distribution of global ocean heat
uptake over the last half century

Maurice F. Huguenin 1,2,3 , Ryan M. Holmes1,3,4,5 & Matthew H. England 1,2

Since the 1970s, the ocean has absorbed almost all of the additional energy in
the Earth system due to greenhouse warming. However, sparse observations
limit our knowledge of where ocean heat uptake (OHU) has occurred and
where this heat is stored today. Here, we equilibrate a reanalysis-forced ocean-
sea ice model, using a spin-up that improves on earlier approaches, to inves-
tigate recent OHU trends basin-by-basin and associated separately with sur-
face wind trends, thermodynamic properties (temperature, humidity and
radiation) or both. Wind and thermodynamic changes each explain ~ 50% of
global OHU, while SouthernOcean forcing trends can account for almost all of
the global OHU. This OHU is enabled by cool sea surface temperatures and
sensible heat gain when atmospheric thermodynamic properties are held
fixed, while downward longwave radiation dominates when winds are fixed.
These results address long-standing limitations in multidecadal ocean-sea ice
model simulations to reconcile estimates of OHU, transport and storage.

The ocean plays a critical role inmodulating the Earth’s climate system
and over the last 50 years it has taken upover 89%of the excess energy
due to greenhouse warming1–5. Since the early 1990s, the rate of ocean
warming has likely doubled6. However, our current understanding of
the spatial distribution of ocean heat uptake (OHU) and storage is
limited, not least because of sparse observations with large uncer-
tainties, especially in sea-ice covered regions7 and the deep ocean3. For
example, reliable observations of ocean heat content (OHC) in the
upper 2000 m only start in 2005 with the Argo program that covers
60°S–60°N8. Before 2005, good observations are only available in the
upper 700 m from expendable bathythermographs9 and from a few
select deep ocean cruise ship measurements10,11. Observation-based
studies therefore focus mainly on trends over much shorter time
periods (e.g., since 200512 or since the early 1990s13).

Fully coupled atmosphere-ocean general circulation models and
ocean-sea icemodels simulate a complete representation of the global
ocean and are now increasingly used to assess the OHC evolution.
However, fully-coupled models from the Coupled and Flux-Anomaly-
Forced Model Intercomparison Projects (CMIP14 and FAFMIP15 respec-
tively) generally exhibit larger biases than ocean-sea ice models, and

simulate an internal climate variability that is independent of obser-
vations. Modelling studies have investigated recent trends mainly in
idealised settings15,16 or in coupled simulations with an independent
climate variability14,17. In contrast, ocean-sea icemodels are constrained
by atmospheric fields from a reanalysis product, and therefore follow
the observed trajectory of internal and forced climate variability.

Global climatemodels (both fully coupled and ocean-sea ice only)
suffer from internal model drift due to errors in the representation of
physical processes, and thus they require a spin-up to equilibrate their
climate andminimise drift. In ocean-sea icemodels, a common spin-up
approach, used for the Ocean Model Intercomparison Project phase 2
(OMIP-2)18, applies six repeat cycles of 1958–2018 atmospheric forcing
from the Japanese reanalysis data set JRA55-do19. However, there are
two limitations associated with this approach: (1) after each cycle, the
model experiences a large shock and associated recovery period when
the forcing suddenly switches from the year 2018 back to 1958 and (2)
it is unclear how to account for model drift without a parallel running
control simulation (Supplementary Fig. 1a).

In this study we address these limitations of the OMIP-2 approach
by introducing a spin-up protocol for global ocean-sea icemodels and
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illustrate its benefits using the ACCESS-OM2 ocean-sea ice model20.
The spin-up is performed using repeat decadal cycles of the JRA55-do
reanalysis forcing from 1962–1971, corrected for pre-industrial times,
to equilibrate the model to a state prior to the recent rapid accelera-
tion in OHU (Fig. 1 and Methods). There are no longer large initial
shocks at the beginning of each spin-up cycle and we can account for
model drift by subtracting the linear trend from a parallel control
repeat decade simulation (Fig. 1b, c). Using this approach in an
observationally constrained model gives us an estimate of the actual
trajectoryofOHC, including themulti-decadal internal variability since
the 1970s. By decomposing the atmospheric trends into processes and
regions (Methods), we can attribute the global heat uptake by drivers
and basins over this period.

Results
Global ocean heat uptake
The observations of upper 2000 m global OHC3 reach 2.40 × 1023 J in
2017 relative to the 1972–1981 baseline (dashed red line, Fig. 2a). We
choose this baseline as it ends before the volcanic eruption of El

Chichón in mid-1982 and the OMIP-2 models prior to 1972 undergo a
very strong global cooling period (Supplementary Fig. 2a). The multi-
model mean from the fully coupled CMIP6 model suite (light blue line
in Fig. 2a) tracks the observed OHC estimate closely, however with an
increasingly large spread among ensemble members. The full forcing
ACCESS-OM2 hindcast (where all atmospheric forcing evolves over
time) simulates a global OHC increase of 1.73 × 1023 J in the upper 2000
m (capturing 72% of the observational estimate).

This simulation improves considerably on the ACCESS-OM2
simulation that used the OMIP-2 spin-up approach, which lies at the
bottom of the OMIP-2 ensemble (cf. black and dark blue lines in
Fig. 2a). The hindcast also improves on most of the other 11 OMIP-2
models18, whose multi-model-mean reaches 0.94 × 1023 J in 2017, and
captures amore realistic rise in OHCwithout the rapid spurious global
cooling adjustment prior to 1972 (Supplementary Fig. 2a). There is no
control simulation available to use for de-drifting in the OMIP-2 pro-
tocol, and we have attempted to de-drift the global OHC by fitting and
removing a linear trend over the last two OMIP-2 cycles (e.g.,
black lines, Supplementary Fig. 1a). Without this de-drifting, the

Fig. 1 | Experimental design of the spin-up. a Time series of global mean surface
ocean air temperature anomalies from JRA55-do19 during the last part of the ocean-
sea ice model spin-up. The initial 1900 years of the spin-up are performed by
applying repeat cycles of 1962–1971 atmospheric reanalysis forcing, from which a
pre-industrial offset of 0.133 °C has been removed (light blue line and value). In
orange the same anomalies from the observational data set HadCRUT5.151 which
has a mean offset of 0.133 °C over 1850–1879 relative to the 1960s. During the
transitional spin-up period, the offset increases by 0.017 °C decade−1 (light blue
value and linear trend) back to the 1960s level. This is to simulate the transition
from the equilibrated pre-industrial to the warmer 1960s oceanic state. The
1962–1971 decade is shown as the grey shaded period. From 1972 onward, inter-
annual hindcast simulations are then branched off (e.g., the full forcing simulation

in black where all atmospheric forcing fields evolve over time). The parallel control
simulation is obtainedby continuing themodifiedpre-industrial spin-up (light blue
line) unchanged through the transitional period past 1972. b Time series of global
ocean heat content during the five-cycle OMIP-2 spin-up (dark blue line, 1025 J, and
linear trendover the last two cycles, −3.55 × 1021 J year−1) and the pre-industrial spin-
up (red line, 1025 J). The offset between the two time series at year 1 of the spin-up is
due to the use of updated temperature fields and bathymetric changes in the
repeat decade spin-up. c Inset of the last part of the spin-up, showing the transi-
tional and hindcast periods with the 1960s period shaded in grey. The control
simulation is given in light blue with its linear trend of −0.49 × 1021 J year−1 over
1972–2017. The black line is the ocean heat content in the full forcing simulation
initialised in 1971.
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positive trend inOHC in theOMIP-2models would be evenweaker (see
also Fig. 24e in Tsujino et al.18). If a similar additive improvement, that
we see in ACCESS-OM2, were applied to the othermodels in the OMIP-
2 ensemble, then the multi-model mean of an ensemble using our
alternative spin-up approach would reach an upper 2000 m OHC
anomaly of 2.31 × 1023 J in 2017, within four percentage points of the
observations3.

The spatial trend of the upper 2000 m OHC in the full forcing
simulation corresponds well with Argo observations21 (Fig. 2b, c and
CMIP5 models over 2005–201522), especially in the tropical Pacific and
the Northern Atlantic. However, accumulation of anomalous heat in
the model is reduced in the South Atlantic compared to Argo, and is
likely caused by reduced ocean heat convergence in this region (see
below). Most of the excess heat absorbed during this period is stored
in the Southern Hemisphere (66.0% of the globally integrated trend
relative to 72.7% in Argo). Over this shorter 2006-2017 period, the
hemispheric OHC asymmetry has been linked to decadal climate
variability22, the asymmetry in anthropogenic forcing23, the greater
area of the Southern Hemisphere ocean24 as well as anomalous ocean
heat transport12.

Heat uptake, transport and storage rates
In order to quantify the spatial distribution of OHC trends, we consider
the vertically integrated heat budget which expresses the OHC ten-
dency (termed here heat storage) as the sum of the anomalous net
surface heat flux (heat uptake) and the convergence of the anomalous
vertically integrated ocean heat transport (Eq. (2), Methods). Globally
integrated, the full-depth heat uptake/storage rate over the last half
century in the full forcing simulation is 5.4 × 1021 J year−1 (Fig. 3a). While
trends have accelerated over the last 20 years, the spatial pattern of

heat uptake has remained robust (cf., Fig. 3a and Supplementary
Fig. 3a). The Southern Ocean dominates heat uptake with a rate of
6.9 × 1021 J year−1. The dominant role of this region is a consequence of
the strong heat fluxes into the ocean where sea surface temperatures
(SSTs) are colder than the overlying atmosphere. These cold SSTs are
maintained by strongwesterlywinds that drive upwelling of coldwater
to the surface, insulating the Southern Ocean from forced changes,
and driving efficient heat uptake from the atmosphere17,25–27. In this
simulation, heat uptake occurs predominantly in the Indian and Pacific
sectors of the Southern Ocean. Northward Ekman transport subse-
quently subducts these water masses along isopycnals into mode and
intermediate water layers27. Heat storage is also significant in the
Atlantic sector of the Southern Ocean where it arises primarily from
the convergence of oceanic heat transport rather than from local
atmospheric heat uptake (Fig. 3a, b).

Patterns of heat uptake outside of the Southern Ocean are more
variable. Heat loss is dominant in the Atlantic basin (−1.9 × 1021 J year−1),
especially north of 45°N. The Atlantic heat loss arises from its con-
nection to the SouthernOcean via the AtlanticMeridional Overturning
Circulation (AMOC). TheAMOC transports 42% (2.9 ± 0.2 × 1021 J year−1)
of the additional heat taken up in the Southern Ocean northward into
the Atlantic (red arrow in Fig. 3b), where two-thirds thereof is lost to
the atmosphere via ocean-air heat fluxes. Compared to observations,
the model’s AMOC maximum at 26.5°N is weak (9.1 Sv relative to the
observed estimate of 17 Sv over 2004–201228, 1 Sv = 106 m3 s−1, Sup-
plementary Fig. 4a), lower than most other OMIP-2 models18, and may
thus lead to weaker anomalous Southern Ocean heat export into the
Atlantic.However, the changes in the AMOCstrength in the full forcing
simulation of ~1 Sv are small compared to the decadal variability of ± 2
Sv (black line, Supplementary Fig. 4a).

Fig. 2 | Recent global ocean heat content (OHC) anomalies in observations and
hindcastmodel simulations. aGlobal ocean heat content anomalies (1023 J) in the
upper 2000 m from ocean reanalysis60, observations3, 25 fully coupled historical
CMIP6 model runs14 (including their multi-model mean and 2σ variance), the full
forcing ocean-sea ice simulation (ACCESS-OM2 repeat decade spin-up, where all
atmospheric forcing fields evolve over time), 11 de-drifted OMIP-2 ocean-sea ice
model simulations18 (including their multi-model mean, and 2σ variance) and the

de-drifted ACCESS-OM2OMIP-2-based simulation. For the individual time series of
each CMIP6 and OMIP-2 ensemble member, see Supplementary Fig. 2. The two
triangle markers highlight the volcanic eruptions of El Chichón in 1982 and Mount
Pinatubo in 1991. The baseline period for all time series is 1972–1981. b, c Spatial
distribution of anomalous upper 2000 m ocean heat content trends over
2006–2017 in the Argo observations and in the full forcing ACCESS-OM2 simula-
tion (108 J m−2 year−1).
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Heat uptake in the Indian and Pacific subtropical and tropical
basins plays only a minor role on the global scale (Fig. 3a). This is
likely because the Indian and Pacific basins lack a convection-driven
deep circulation29,30 that would efficiently take up heat over multi-

decadal time scales. In addition, heat uptake in the tropics is inhib-
ited by the warming response of the SST (Fig. 3d). In contrast, at the
high latitudes of the Southern Ocean, the SST increases at a rate that
keeps pace with local atmospheric warming (due to wind-driven

Fig. 3 | Spatial distribution of ocean heat uptake, transport, storage and sea
surface temperature trends over 1972–2017 in the full forcing simulation
(where all atmospheric forcing fields evolve over time). a Time integrated net
surface heat flux anomalies (108 J m−2 year−1) with positive heat uptake defined as
into the ocean. The basin-wide values (1021 J year−1) show the total area integrated
trends over a particular ocean basin with the boundaries set by the black lines
across the Southern Ocean, the Indonesian Throughflow, the Bering Strait and the
continental land masses. The Southern Ocean ends at 36°S, the Bering Strait is at
65°N and the Indonesian Throughflow is defined between Java, NewGuinea (105°W
to 134°W) at 3°S and the Australian continent (20°S to 6°S) at 137°E. The Atlantic

Ocean contributions include the Arctic Ocean north of 65°N and the marginal
Hudson Bay, Baltic and Mediterranean basins. The Indian Ocean component also
includes the Red Sea. The basin-wide values are rounded to one-decimal point
accuracy. b Anomalous heat transport convergence calculated as a residual from
the aheatuptake and cheat storage (108 Jm−2 year−1). The anomalous heat transport
rates and their uncertainties across transects (1021 J m−2 year−1) are calculated from
anomalous heat and volume transports (Methods). d Simulated sea surface tem-
perature trends (°Cyear−1). Grid cells ind thathave a climatological sea ice coverage
above 85% have been removed and are shaded white.
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Ekman effects) creating favourable conditions for continuous ocean
heat uptake (Fig. 3d).

Wind versus thermal effects
We next consider a set of hindcast simulations that isolate the impact
of thermodynamic- (including air temperature, humidity and down-
ward radiation) and wind-driven atmospheric changes over the global
ocean and specific regions to better understand the drivers of recent
OHU (Methods). In the wind-only simulation, zonal and meridional
surface winds evolve over time while the other forcing fields are held
fixed in the 1960s (and vice versa for the thermal experiment). The
approach here differs from coupled and flux-anomaly forced ocean-
sea ice model simulations that also aim to isolate contributions from
winds and other changes15,31 in that our experiments are forced by
atmospheric trends from reanalysis instead of, for example, doubled
atmospheric CO2 concentrations, and thus they capture the observed
trajectory of internal climate variability. The strong decadal variability
in our simulations arises from the portion of the atmospheric forcing
(whether thermal or wind forcing) that cycles through the repeat
decade (Fig. 4a, b).

The two simulations that include only either thermal or surface
wind trends explain 57% and 40% of the globalOHC trend of 5.4 × 1023 J
(Fig. 4a, c). As in the full forcing simulation, heat uptake in both ther-
mal- and wind-only experiments is dominated by the Southern Ocean
(3.1 and 3.9 × 1021 J year−1, Supplementary Fig. 5a, e). In the wind-only
simulation, SouthernOcean heat uptake is large because the SST cools
as a result of enhanced northward Ekman transport of cool fresh
Antarctic surface waters (Fig. 5a, b). This heat uptake is driven by
sensible and upward longwaveheat losses associatedwith the negative
SST anomalies (Fig. 5c,d). Some compensation by latent and upward
shortwave heat flux anomalies, due to increases in sea ice, are

associated with cooling in this region32 (Supplementary Table 1). It is
important to note that wind changes also have a direct impact on
sensible and latent heat fluxes through their dependence on wind
speed in the model’s bulk formulae. As opposed to the wind-only
experiment, heat uptake in the thermal-only experiment is associated
mainly with changes in downward longwave radiation (Fig. 5c), which
appear more important than air temperature changes (as the sensible
heat flux anomalies are reduced). Integrated over the Southern Ocean,
the sensible heat flux drives almost double the heat uptake than the
longwave radiative flux in the wind-only simulation (3.7 vs. 1.9 × 1021 J
year−1), while in the thermal-only simulation heat uptake through
downward longwave radiation is more dominant (3.0 vs. 2.4 × 1021 J
year−1, Supplementary Table 1).

Both changes in surface winds and atmospheric thermodynamic
properties can affect the export of anomalous heat from the Southern
Ocean into the Pacific, Indian and Atlantic basins via the meridional
overturning circulation. In particular, in the wind-only simulation,
anomalous heat export northward is stronger than in the thermal-only
simulation, due to the stronger westerlies which in turn increase the
Ekman transport and thus the Southern Ocean’s overturning circula-
tion (Supplementary Fig. 5b, f). In contrast, the parameterised sub-
mesoscale eddy mixing, eddy advection and diffusion schemes play a
minor role in contributing to ocean heat transport changes into the
Atlantic and Indo-Pacific. In a fully coupled framework, Liu et al.33

showed that in response to quadrupled atmospheric CO2 concentra-
tions, the poleward-strengthened westerlies displace and intensify the
Southern Ocean’s meridional overturning circulation which results in
anomalous heat transport divergence at 60°S and increased surface
heat fluxes while the opposite was shown for 45°S. In our wind-only
simulation, we see strong heat transport divergence at almost all lati-
tudes of the Indian and Pacific sectors of the Southern Ocean, while

Fig. 4 | Simulatedglobal and regionaloceanheat content (OHC) changes due to
thermal/wind trends and due to regionally-constrained atmospheric trends.
a Time series of full-depth global ocean heat content anomalies (1023 J) in the full
forcing simulation (black line), when only prescribing surface wind trends (i.e.,
Wind-only) and when only prescribing thermodynamic trends (i.e., Thermal-only,
Methods). The dashed blue line shows the anomalies in both wind- and thermal-
only hindcast simulations added together. The two triangle markers highlight the

volcanic eruptions of El Chich ón in 1982 andMount Pinatubo in 1991. The baseline
period for all time series is 1972–1981. b Time series for the hindcast simulations
where combined interannual wind and thermal forcing is applied only over the
Southern Ocean (south of 44°S), the mid- and high northern latitudes (north of
44°S) and only over the tropics (30°S–30°N) with the remaining ocean area forced
by the control repeat decade forcing. c Basin integrated ocean heat content trends
(1021 J year−1) in the hindcast simulations of a and b.
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heat converges in the Atlantic sector between 60°S-45°S (Supple-
mentary Fig. 5b), likely because the Southern Ocean surface wind
trends in JRA55-do are strongest in the Indian and Pacific sectors. We
agree with Liu et al.33, that wind stress changes are likely the primary
drivers of ocean heat content change in the wind-only simulation
(through their induced SST changes), rather than the direct wind-
speed related turbulent heat flux change.

Regional contributions
On the global scale, the OHC trend can be reproduced when atmo-
spheric trends in both winds and thermodynamic properties are
applied only over the Southern Ocean south of 44°S (with repeat
decade forcing applied north of this latitude, Fig. 4b). However, an
important regional difference between the full forcing and Southern
Ocean-only forced simulation is that in the latter, heat storage is larger
in the Pacific, Indian and Atlantic Oceans and smaller in the Southern
Ocean (cf., black and dark red bars in Fig. 4c). This is likely caused by
enhanced northward heat transport in the Southern Ocean-only
experiment across 36°S, despite similar Southern Ocean heat uptake
rates in both simulations (6.98 vs. 6.97 × 1021 J year−1, Fig. 3a, b and
Supplementary Fig. 6a, b). However, the heat transport rates in the
Southern Ocean-only experiment are influenced by the tapering zones
between the repeat decade and interannual forcing. In addition, the
Pacific andAtlantic basins experienceweak heat loss across the surface
due to these basins being forced by the cooler 1960s atmosphere
(Supplementary Fig. 6a).

Performing an experiment with interannual trends applied only
north of 44°S or just over the tropics 30°S–30°N, shows a global OHC
trend of 0.3–0.4 × 1021 J year−1 (Fig. 4c). A positive trend, distinct from
the repeat decade forcing oscillation, emerges only in themid–1990s
(light pink line, Fig. 4a), and is likely linked to the observed shift of
the Interdecadal Pacific Oscillation into a negative phase. This
favours La Niña-like conditions with increased trade winds and
enhanced tropical heat uptake34,35. OHC trends over the 1992–2011
period from the tropical 30°S–30°N experiment appear mainly
centred on the Equator in the western Pacific at 150 m depth (Sup-
plementary Fig. 7), and are consistent with the observed trends over
the same period34. A rapid increase in Indian Ocean heat content
since the year 2000has also been shown in observations36 andoccurs
in a simulation with interannual trends restricted to only the Indian
Ocean (not shown). This signal has been linked to the enhanced trade

winds that strengthened warmwater transport across the Indonesian
Throughflow since the early 2000s36,37. However, over the 50-year
time period, Interdecadal Pacific Oscillation-related trade wind and
OHC changes for the most part cancel each other out as this climate
mode underwent a full oscillation34,38. Additional model experiments
with the interannual atmospheric trend forcing only applied over
individual ocean basins north of 44°S/35°S (Pacific-only/Indian- and
Atlantic-only experiments, Methods) reveal only minor OHC trends
(Supplementary Figs. 8, 9). This further emphasises the key role of
the Southern Ocean in driving global ocean heat content trends over
the past half century.

Discussion
We have documented the evolution of ocean heat uptake, transport
and storage over the last 50 years in a global ocean-sea ice model
following a spin-up approach that improves on past simulations of
OHC trends using the standard OMIP-2 protocol. The full forcing
hindcast simulation considerably improves on the simulation with the
same model but using the OMIP-2 spin-up, and reproduces the esti-
mated trajectory of OHC in observations better than most OMIP-2
ensemble members. If the OMIP-2 project would follow the spin-up
approach presented here, it is likely that both the multi-model mean
and ensemble spread in Fig. 2a would shift upwards and better capture
the observed trends.

Changes in surfacewinds and thermodynamicproperties over the
Southern Ocean each drive about half of the global heat uptake signal
over the last half century (Fig. 6). These heat changes have important
consequences for the zonal transport of the Antarctic Circumpolar
Current with continued warming likely further accelerating the zonal
flow13. As in the simulations with full or basin-wide forcing, heat uptake
in the wind- and thermal-only experiments in the Indian and Pacific
basins is minor, while the Atlantic Ocean is consistently losing heat
across its surface (blue arrows, Fig. 6). In the full forcing as well as the
wind- and thermal-only simulations, northward heat export from
the Southern Ocean into the Atlantic dominates over export into the
Indian and Pacific basins.While the Indo-Pacific plays only aminor role
in multi-decadal heat uptake and storage, it can substantially impact
global OHC trends over shorter periods through enhanced ocean heat
uptake and reduced SST warming associated with the Interdecadal
Pacific Oscillation39 (e.g., during global warming hiatus periods such as
from 2000–2009).

Fig. 5 | Southern Hemisphere ocean heat uptake, sea surface temperature and
surface air temperature, net longwave and net sensible heat flux trends over
1972–2017. a Zonally integrated heat uptake in the simulations with full, wind-only
and thermal-only forcing (1015 J year−1), equal to the zonal integral of the spatial
structure shown in Fig. 2a and Supplementary Fig. 5a, e. b Zonal mean sea surface

temperature and surface air temperature trends (°C year−1). c, d The contribution
of net longwave and sensible heat fluxes to the total ocean heat uptake shown in
a (1015 J year−1). The horizontal lines at 36°S indicate the northern boundary of the
Southern Ocean in our analysis. A 5-grid cell rolling mean has been applied in
a, c and d.
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Over the last twenty years of the full forcing simulation, the
weakening AMOC in the North Atlantic (Supplementary Fig. 4) may be
linked to positive redistribution feedbacks that have been previously
described in a coupled climate model40. In this feedback, a weakened
AMOC decreases meridional heat transport in the North Atlantic,
leading to a divergence of heat, cooler SSTs and increased heat uptake
in the subpolar gyre, which in turn further weakens the AMOC40,41. It is
unclear if this feedback mechanism is contributing to the North
Atlantic changes in the full forcing simulation, as heat uptake north of
the Equator decreases (–0.6 × 1021 J year−1) and heat transport increases
(+0.6 × 1021 J year−1) over the last twenty years of the run, compared to
the full period.

Limitations in our results arise from the use of a single model
with a 1° horizontal resolution, the biases related to errors in the
model’s representation of physical processes and uncertainties in
reconstructing past atmospheric forcing. Uncertainties also arise
from inherent uncertainties in the reanalysis product used, including
the reliability of the implied radiative heat flux trends due to both
greenhouse gases and aerosols, which remain poorly constrained in
observations. Heat transport and heat loss across the surface can be
dependent on the model resolution42 with biases expected to
decrease in a finer grid18. However, the model configuration used
here matches the typical resolution of most OMIP-2 and CMIP6
ensemblemembers, and heat content anomalies following the OMIP-
2 protocol are similar when using the higher resolution configura-
tions of the model (Supplementary Fig. 1b). The low computational
cost of themodel we employ also allowed us tominimise deep ocean
model drift with a long spin-up andpermitted a suite ofmulti-decadal
simulations that would otherwise be too expensive to explore using
higher-resolution models.

In summary, our experiments emphasise that recent trends in
Southern Ocean surface winds, surface air temperature and radiation
have driven almost all of the globally integrated ocean warming of the
past half century. Increased observational coverage over the Southern
Ocean is therefore key to reconcile global surface heat fluxes, ocean
heat uptake and heat content changes, as well as building increased
confidence in climate models and climate change projections for the
coming decades.

Methods
Model, forcing and spin-up
We use the global ocean-sea ice model ACCESS-OM220 in a 1° hor-
izontal resolution configurationwith 50z* vertical levels. ACCESS-OM2
consists of the Geophysical Fluid Dynamics LaboratoryMOM5.1 ocean
model43 coupled to the Los Alamos CICE5.1.2 sea ice model44 via
OASIS3-MCT45. Atmospheric forcing for the model is derived from a
prescribed atmospheric state using the Japanese Reanalysis product
JRA55-do-1-319 which covers the period 1958–2018. The forcing fields
are zonal and meridional wind speed, air temperature and specific
humidity at 10 m as well as downward short- and longwave radiation,
rain- and snowfall, river and ice-related runoff and sea level pressure at
the ocean’s surface. These fields are used to calculate zonal and mer-
idional wind stress, surface heat and freshwater fluxes using bulk
formulae46. More details on the model setup and performance can be
found in Kiss et al.20.

We perform a 2000-year spin up of the model initiated from
WorldOceanAtlas 2013 v2 conditions47 usingmodified repeat cycles of
the JRA55-do 1962–1971 decade. We choose this decade as it has no
extreme El Niño-Southern Oscillation events or tendencies48 and has
close to neutral conditions in the Interdecadal Pacific Oscillation (IPO
index: –0.1)49. However, it has a positive Southern Annular Mode and
three positive Indian Ocean Dipole events occurred in this period50.
The choice of this decade is a compromise between an early period
with limited observations where our confidence in the atmospheric
forcing is low, and later periods where the anthropogenic signal is
larger and the hindcast experiments would be shorter.

For the first 1910 years of the spin-up, we subtract from the repeat
1962–1971 forcing a pre-industrial offset of 0.133 °C from the surface
air temperature and 0.7Wm−2 from the downward longwave radiation
fields. This is to equilibrate the model to an estimate of the pre-
industrial climate instead of a 1960s climate that already incorporates
an anthropogenic footprint. Additionally, we modify the specific
humidity in order to keep the relative humidity constant and avoid
overly impacting evaporation and the latent heat flux. The surface air
temperature offset is calculated from the difference between the
JRA55-do mean during the 1962–1971 period and the years 1850–1879
in the HadCRUT551 data set (light blue and orange lines, Fig. 1a). The
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Fig. 6 | Schematic summarising anomalous global ocean heat uptake, heat loss
and heat transport over the last half century in different historical simula-
tions. The spatial pattern shows ocean heat storage rates in the full forcing
simulation where all atmospheric forcing fields evolve over time (108 J m−2 year−1).
The global ocean is divided into the Southern Ocean and the Indian, Pacific and
Atlantic basins as in Fig. 3. The red and blue vertical arrows into and out of the
plane show the basin integrated heat uptake and heat loss rates in the full forcing

(left arrow), wind-only (middle arrow) and thermal-only (right arrow) simulations
(1021 J year−1). The black arrows show the heat transport rates in the same simula-
tions (from left to right: full, wind-only and thermal-only forcing) across the
transects that separate the basins (1021 J year−1). The arrows are to scale, and values
are rounded to one-decimal point accuracy. The transport rates across the Bering
Strait are one magnitude smaller and not shown.
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offset in downward longwave radiation is consistent with values pre-
sented in the fifth Assessment Report of the Intergovernmental Panel
for Climate Change (IPCCAR5, Fig. SPM.5)4. The overall ratio of surface
air temperature to downward longwave radiation offsets is the sameas
in the study by Stewart and Hogg52 where they used offsets derived
from the CMIP5 historical and moderate greenhouse gas emission
scenario (RCP4.5) to run idealised climate change hindcast experi-
ments. As in IPCC AR5 Fig. SPM.54, the uncertainty in the pre-industrial
offset of downward longwave radiation (and surface air temperature)
is likely as large as the value itself, but it is a reasonable approach given
the limited data available from pre-industrial times.

The period 1910–2000 of the spin-up (i.e., 1882–1971 Current Era)
is the transitional period where we linearly reduce the offsets in the
forcing fields back to 1962–1971 levels (dark blue and dark red lines,
Fig. 1a). This represents the developing anthropogenic impact on the
ocean between the pre-industrial state and the warmer 1960s climate.
In year 2000 of the spin-up (i.e., year 1972 Current Era), the
interannually-forced hindcast simulations begin. The control simula-
tion is a continuationof thepre-industrial spin-upwithmodified repeat
decade forcing beyond 1972 (light blue line, Fig. 1a).

Hindcast experiments
We run a set of simulations that combine both climatological
(1962–1971) and interannual (1971–2017) forcing to investigate the
contribution of changing surface winds, thermodynamic properties
and the role of individual oceanic regions to anomalous heat uptake
since the 1970s.

The wind and thermal simulations include forcing themodel over
1972–2017 with interannual zonal and meridional surface wind trends
(the wind-only experiment) or combined surface air temperature,
humidity, radiation, freshwater and sea level pressure trends (the
thermal-only experiment), while repeat decade forcing is used for the
other forcing fields. The hindcast experiments here do not allow a
complete separation between buoyancy effects (including heating)
and wind effects because buoyancy and heat fluxes both change in
each of the wind- and thermal-only experiments; for example, the
winds can force an SST change thatwill feedback and alter the sensible
heat flux fields. Likewise the thermally-forced experiment can include
changes in wind stress wherever ocean circulation changes are simu-
lated, because the wind stress is controlled by the difference between
wind speed and ocean current speed, although this effect is generally
second order. While surface air temperature and radiation variations
dominate the signal in the thermal-only simulation, freshwater fluxes
can also contribute to changes in ocean circulation and thus ocean
heat uptake and redistribution via changes in, for example, the mer-
idional overturning circulation in the Atlantic and SouthernOceans15,53.

The regional simulations (hereafter Southern Ocean-only, North
of 44°S, Tropics-only 30°S–30°S, Pacific-, Indian- and Atlantic-only
forcing simulations) include applying interannual trending atmo-
spheric fields over a specific region of the global ocean while repeat
decade forcing is applied over the remaining ocean area (e.g., blue
contours in Supplementary Fig. 9). For these simulations, a linear
smoothing boundary region of 4° latitude/longitude is used to com-
bine the two forcing fields. For the Southern- and Pacific Ocean-only
simulations, we choose the boundaries at 44°S as this latitude marks
the poleward extent of the shallow subtropical cells. For the Indian and
Atlantic Ocean simulations, we set the southern interannual forcing/
repeat decade forcing boundary to 35°S at the southern tip of Africa.

Ocean heat content calculations
Heat content,

H =
Z Z Z

ρ0CpΘdV , ð1Þ

is calculated using a reference density ρ0 = 1035 kg m−3, a specific heat
capacity Cp = 3992.1 J kg−1 K−1, the model’s prognostic temperature
variable Conservative Temperature Θ54,55 (K) and the (time-variable)
grid cell volume dV (m3).

The vertically integrated Eulerianheat budget can be expressed as

∂
∂t

Z 0

z
Hdt =Qnet � ∇h � F , ð2Þ

where the left-hand side is the depth integrated heat content tendency
at a given location (Jm−2 year−1) between depth z and the surface,Qnet is
the net surface heat flux and ∇h ⋅ F is the divergence of the vertically
integrated ocean heat transport. Changes in heat content arise from
changes in heat exchange with the atmosphere (heat uptake) and/or
from changes in the convergence of horizontal ocean heat transport.
The anomalous heat uptake rate is calculated by first time integrating
the net surface heat flux tendencies, including the turbulent (latent
and sensible), radiative (short- and longwave), surface volume flux-
associated and sea ice exchange components, before removing the
linear trend in the time integrated tendencies of the control
simulation, and finally fitting a linear trend to the result. The heat
storage rate is calculated similarly. The heat transport convergences
are calculated as the residual between heat uptake and storage (Eq.
(2)). These calculations would be more difficult without a parallel-
running control simulation (not available aspartofOMIP-2) that can be
used to remove drift as well as the steady-state pattern of heat input at
low-latitudes and heat loss at high-latitudes connected by meridional
ocean heat transport.

Ocean heat transport (OHT) rates across individual transects are
calculated from the vertical integral of horizontal advective and
parameterised diffusive, mesoscale- and submesoscale heat fluxes
accumulated online. Uncertainties in these heat transport rates arise
from the presence of non-zero net volume fluxes, which result in a
dependence of the cross-transect heat transport on the arbitrary
reference temperature56,57. We estimate the uncertainty in the anom-
alous heat transport rate based on the change in the volume transport
across the transect ΔΨ (m3 s−1) and a maximum possible range for the
temperature ðΔΘÞmax at which that net volume transport could be
assumed to return:

ΔOHT= ± ρ0Cp
ðΔΘÞmax

2
ΔΨ: ð3Þ

We define ðΔΘÞmax to be 30°C, an estimate of the maximum tem-
perature range of the model. For example, if the maximum tempera-
ture of water transported through the Indonesian Throughflow is
30 °C, then the maximum ambiguity in the change in heat transport is
estimated by assuming that this water returns back into the Pacific via
the Southern Ocean at 0°C. This issue is discussed in more detail in
Section S3 in the Supporting Information of Holmes et al.56 and in
Forget and Ferreira57.

CMIP6 products
To compare the simulations in this study to atmosphere-ocean general
circulation models, we analyse 16 ensemble members from CMIP6 as
shown in the Supplementary Table 2. The choice of the models and
anomaly calculation is based on Irving et al.58 and includes first taking a
cubic fit of the globally integrated 0–2000 m OHC over the length of
the pre-industrial control simulation in each model. The length of this
control simulation can be between 500–6000 years depending on the
model. This fit is then subtracted from the historical simulation (end-
ing in 2014) and SSP5-8.5 (2014–2017) projection simulation before the
removal of the baseline 1972–1981 period.
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Data availability
The model data to recreate the figures in this study have been
deposited online in the Zenodo database under https://doi.org/10.
5281/zenodo.687309459. The full model output is stored on the
National Computational Infrastructure and available upon contact to
thefirst author.TheArgodatawerecollected andmade freely available
by the International Argo Program and the national programs that
contribute to it (http://www.argo.ucsd.edu, http://argo.jcommops.
org). The Argo Program is part of the Global Ocean Observing Sys-
tem (https://doi.org/10.17882/42182). The product we used here was
produced at the China Argo Real-time Data Center and available at
http://www.argo.org.cn/english/. The CMIP6 data is available at the
Earth System Grid Federation: https://esgf-node.llnl.gov/projects/
cmip6/.

Code availability
The analysis scripts to create the forcing for the JRA55-do-1-3 repeat
decade spin-up and to reproduce the figures are published online in
the Zenodo database under https://doi.org/10.5281/zenodo.
687309459.
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ABSTRACT: The equatorial Pacific warm water volume (WWV), defined as the volume of water warmer than 208C near

the equator, is a key predictor for El Niño–Southern Oscillation (ENSO), and yet much about the individual processes that

influence it remains unknown. In this study, we conduct idealized ENSO simulations forcedwith symmetric El Niño– and La
Niña–associated atmospheric anomalies as well as a historical 1979–2016 hindcast simulation. We use the water mass

transformation framework to examine the individual contributions of diabatic and adiabatic processes to changes inWWV.

We find that in both sets of simulations, El Niño’s discharge and LaNiña’s recharge periods are initiated by diabatic fluxes of
volume across the 208C isotherm associated with changes in surface forcing and vertical mixing. Changes in adiabatic

horizontal volume transport above 208C between the equator and subtropical latitudes dominate at a later stage. While

surface forcing and vertical mixing deplete WWV during El Niño, surface forcing during La Niña drives a large increase

partially compensated for by a decrease driven by vertical mixing. On average, the ratio of diabatic to adiabatic contri-

butions to changes in WWV during El Niño is about 40% to 60%; during La Niña this ratio changes to 75% to 25%. The

increased importance of the diabatic processes during La Niña, especially the surface heat fluxes, is linked to the shoaling of

the 208C isotherm in the eastern equatorial Pacific and is a major source of asymmetry between the two ENSO phases, even

in the idealized simulations where the wind forcing and adiabatic fluxes are symmetric.

KEYWORDS: Dynamics; ENSO; Ocean circulation; Diabatic heating; Climate models; Interannual variability

1. Introduction
El Niño–Southern Oscillation (ENSO) is a coupled ocean–

atmosphere phenomenon in the equatorial Pacific that domi-

nates variability in Earth’s climate system on the interannual

time scale. Although ENSO’s key dynamics are found in the

tropical Pacific, its impacts occur on a global scale. The in-

strumental record of global surface air temperature (SAT)

shows the dominant role of ENSO during recent periods of

warming and cooling (Trenberth et al. 2007; Hartmann et al.

2013). High sea surface temperature (SST) values in the

equatorial Pacific during the 1997/98 El Niño increased global

SAT by 0.28–0.648C (depending on the data product; Reynolds

et al. 2007; Morice et al. 2012), while global SAT decreases

during La Niña events (Reynolds et al. 2007; Meehl et al. 2011;

Roemmich and Gilson 2011).

As a result of its profound socioeconomic and environ-

mental impacts (e.g., see Diaz et al. 2001; Collins et al. 2010;

Timmermann et al. 2018), an increased understanding of

ENSO’s underlying dynamics and key metrics is necessary.

Warm water volume (WWV; defined as the volume of water

above the 208C isotherm in the equatorial region 1208E2808W,

58N–58S) is one such metric, and is commonly used to forecast

ENSO events as it leads eastern Pacific SST anomalies by

6–8 months (Bosc and Delcroix 2008; McPhaden 2012; Neske

andMcGregor 2018). Since its suggestion as a key ingredient in

ENSO dynamics by Wyrtki (1975, 1985), the warm water vol-

ume has played a key role in many conceptual theories of

ENSO, such as the discharge/recharge oscillator theory (Suarez

and Schopf 1988; Jin 1997a,b; Burgers et al. 2005). In recent

decades, WWV has been established as an integral component

of many analyses, models, and statistical forecast schemes for

ENSO (e.g., Meinen and McPhaden 2000; Izumo et al. 2018;

Timmermann et al. 2018). However, knowledge of the precise

mechanisms influencingWWV remains limited. The goal of this

study is to analyze the relative importance of the various pro-

cesses leading to changes in WWV.

Over a typical ENSO cycle, WWV undergoes discharge and

recharge phases resulting from both adiabatic and diabatic

volume fluxes. Adiabatic volume fluxes change WWV through

horizontal transport (above the 208C isotherm) into or out of

the WWV region, or through surface volume fluxes due to

precipitation, evaporation, and river runoff (Lengaigne et al.

2012). Diabatic processes induce WWV changes via water

mass transformation (WMT) with heating/cooling of water

near 208C leading to a change in the temperature of that water,

and thus a movement of volume across the 208C isotherm

(Walin 1982; Large and Nurser 2001; Groeskamp et al. 2019;

Holmes et al. 2019a).

There are twomain diabatic processes that alterWWV; first,

the surface heat flux, comprising the radiative, sensible, and

latent heat fluxes, changes the temperature of water masses in

the surface layers resulting in across-isotherm volume fluxes.

The surface heat flux is strongly dependent on SST, with en-

hanced heat loss occurring over warm SSTs. During the build-

up phase of El Niño the equatorial Pacific accumulates heat,

which following the peak of the event is subsequently dis-

charged to extratropical latitudes, from where it is radiated

back into the atmosphere or into space (Trenberth et al. 2002)
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and also discharged into deeper ocean layers (Roemmich and

Gilson 2011; Johnson and Birnbaum 2017;Wu et al. 2019). The

other important diabatic process relates to small-scale turbu-

lent mixing, which can also drive significant across-isotherm

volume fluxes. Turbulent mixing is an important component of

the cold tongue SST budget and contributes to changes in SST

over a range of time scales (Moum et al. 2013; Bernie et al.

2005). Strong turbulence in the equatorial Pacific associated

with the large vertical shear above the eastward flowing

Equatorial Undercurrent (EUC) mixes the warmer surface

waters with cold upwelled waters (Smyth andMoum2013) and,

depending on depth, leads to diabatic volume exchanges across

the 208C isotherm. This turbulence also plays an important role

in the global ocean’s heat budget by moving heat into deeper,

colder layers that connect with the deep ocean’s overturning

circulation (Holmes et al. 2019b). The dynamics of upper

equatorial turbulence are complex, being influenced by pro-

cesses such as the diurnal cycle, tropical instability waves, the

seasonal cycle, equatorial Kelvin waves, and ENSO events

themselves (Gregg et al. 1985; Lien et al. 1995; Smyth and

Moum 2013; Holmes and Thomas 2015; Pham et al. 2017;

Warner and Moum 2019). Additionally, a third diabatic vol-

ume flux arises in numerical climate models: numerical mixing,

emerging from truncation errors in the model’s advection

scheme (Holmes et al. 2019a).

While the role of adiabatic fluxes during discharge and re-

charge periods is relatively well understood based on data from

the Tropical Atmosphere and Ocean Array (see, e.g., Meinen

and McPhaden 2000, 2001) and modeling studies (see, e.g.,

McGregor et al. 2013, 2014), much about the diabatic processes

remains unknown and will be the focus here. While studies by

Meinen and McPhaden (2000), Clarke et al. (2007), and

Lengaigne et al. (2012) agree that diabatic processes are im-

portant contributors to WWV changes, the observation-based

study by Bosc and Delcroix (2008) and the modeling study by

Brown and Fedorov (2010) suggest that diabatic volume

changes on ENSO-related time scales are negligible, thus

highlighting the importance for further analyses with other

models and datasets. Lengaigne et al. (2012) suggests that di-

abatic fluxes may also explain some of the asymmetries and

nonlinearities in ENSO’s underlying dynamics, highlighting

the need for a more in-depth analysis of theWWVbudget in an

idealized setting where asymmetries are controlled. In most

studies so far, either vertical (and in modeling studies addi-

tionally numerical) mixing or both surface forcing and vertical

mixing fluxes were inferred by using a residual. Here, we use

the WMT framework (Walin 1982; Large and Nurser 2001;

Holmes et al. 2019a; Groeskamp et al. 2019) in temperature

space applied online within a global ocean model to diagnose

the diabatic terms directly during idealized, symmetric ENSO

events as well as during a hindcast simulation over the 1979–

2016 period.

The rest of this paper is organized as follows: in section 2, the

ocean model, atmospheric forcing, and experimental design

are described. To simulate idealized ENSO events and exam-

ine asymmetries, an approach using empirical orthogonal

functions (EOFs) similar to McGregor et al. (2014) is used. In

section 3 we discuss ocean-sourced asymmetries in standard

ENSO metrics arising from these idealized simulations where

the atmospheric forcing is symmetric. Section 4 introduces the

theoretical aspects of theWWVbudget and how it is diagnosed

within the models. After investigating the climatological WWV

budget in section 5, we take a closer look at the anomalies during

the idealized discharge and recharge phases of ENSO (section 6).

We then compare the WWV budget terms from the idealized

simulations to the event-to-event variability over the 1979–2016

period (section 8) before summarizing our results and their im-

plications (section 9).

2. Model, data, and methods

a. The ocean–sea ice model

In this study, we use a 1/48 global ocean model with 50 z*

vertical levels based on the ocean component of theGeophysical

Fluid Dynamics Laboratory (GFDL) CM2.5 coupled climate

model (Delworth et al. 2012; Griffies 2012). Atmospheric

forcing for the model is derived from a prescribed atmospheric

state (sections 2b and 2c) using eight fields to calculate zonal

and meridional wind stress, and surface heat and freshwater

fluxes using bulk formulas (Fairall et al. 1996). The eight at-

mospheric fields are zonal and meridional wind speed, air

temperature, and specific humidity at 10m, and downward

longwave and shortwave radiation, precipitation, and sea level

pressure at the ocean’s surface. Vertical diffusion is parame-

terized using the K-profile parameterization scheme (KPP;

Large et al. 1994). Themodel can be considered eddy-resolving

in the tropics (Hallberg 2013; Jochum et al. 2008). In the

baseline model, there is no explicit horizontal diffusion of

tracer gradients and thus sharp lateral tracer gradients are

smoothed by the numerical advection scheme. The associated

diffusion is termed ‘‘numerical mixing’’ as discussed further in

section 4 and in Holmes et al. (2019a). More information and

discussion on the model details, diffusive mixing parameteri-

zations, and the model performance can be found in Spence

et al. (2017), Stewart et al. (2017), and Holmes et al. (2019a).

b. Forcing for the idealized, symmetric simulations
For the idealized simulations, the model was spun up over a

500-yr period using the climatological Coordinated Ocean-ice

Reference Experiment Normal Year Forcing (CORE-NYF;

Large and Yeager 2004). For our idealized simulations, we add

ENSO-related perturbations derived from the European Centre

for Medium-Range Weather Forecasts’ (ECMWF’s) ERA-

Interim product for 1979–2016 (Dee et al. 2011) to the base

CORE-NYF fields.

Our perturbation experiments are constructed to isolate the

most important aspects of ENSO variability in the atmospheric

forcing (as quantified by the leading two EOFs of monthly

tropical Pacific wind stress variability) to isolate oceanic-

sourced asymmetries. Following the approach by McGregor

et al. (2013, 2014), we first regress NOAA’s ERSST v4 Niño-
3.4 (N34) index (Smith and Reynolds (2003), calculated as the

SST deviation in the equatorial region 1708–1208W, 58N–58S
onto the ERA-Interim wind stress anomalies from 1979 to

2016. This regression yields the spatial pattern of wind stress

anomalies that are linearly associated with El Niño (X1,t;
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Fig. 1a). This pattern captures the weakening of the Walker

circulation during an El Niño event and is characterized by

westerly wind stress anomalies in the western tropical Pacific,

with slightly larger values in the Southern Hemisphere.

Calculating the first EOF of equatorial wind stress anomalies

instead of regressing N34 gives a time series that is highly

correlated with N34 (correlation coefficient r 5 0.76). As in

McGregor et al. (2014) we use the smoother N34 time series

here. This first mode captures 58.6% of the wind stress vari-

ability in the equatorial region.

To calculate the second pattern, the anomalies associated

with X1,t and N34 are removed from the wind stress anomaly

time series at each spatial location and the first EOF of

the residual wind stress over the tropical Pacific region

1008E2608W, 108N–108S is calculated [as in McGregor et al.

(2014)]. The resulting wind stress pattern (X2,t; Fig. 1b) and its

associated principal component time series (PC2; Fig. 1c)

capture a strong meridional gradient of zonal wind anomalies

across the equator and play a crucial role in the winds’ non-

linearity related to ENSO (Zeller et al. 2019). This mode gains

importance when it changes sign during the peak of El Niño

and initiates a southward shift of the westerly wind anomalies

(Fig. 1c, McGregor et al. 2013; Stuecker et al. 2013). The re-

sultingEkman-induced transport ismuch higher in theNorthern

than in the Southern Hemisphere, leading to an equatorial di-

vergence of water masses (McGregor et al. 2014; Stuecker et al.

2015; Timmermann et al. 2018). This second mode drives 17.1%

of the variability within the residual wind stress anomalies;

combined, the first two EOF patterns explain 75.7% of the total

wind stress variability within the ERA-Interim dataset.

McGregor et al. (2014) used the two time series N34 and PC2

(Fig. 1c) from observations to simulate the variability of the

tropical Pacific over the time period 1979–2011. Instead of

using the full time series, we construct idealized synthetic time

series for N34 and PC2 from the three strongest El Niño events

as a basis to simulate isolated symmetric El Niño and La Niña
events (i.e., we only use the time series during the red shaded

periods in Fig. 1c). For our first experiments, the evolution of

N34 and PC2 during the three strongest El Niño events for

1979–2016 are composited and centered at their peak in

December (i.e., month 12; Fig. 2). Fourth-order polynomials

are fitted to the mean of these three events and slowly evolve

FIG. 1. The (a) first and (b) second mode of wind stress variability related to ENSO from the

ERA-Interim product (1022 Nm22). The zonal wind stress component is shaded. The Niño-3.4
area (1708–1208W and 58N–58S) is indicated as the framed area in (a). (c) The associated time

series with the observed N34 (Reynolds et al. 2007) in black and PC2 in red. The red and blue

shaded areas in (c) indicate the three strongest El Niño and La Niña events, each covering a

24-month period centered around the peak N34 anomalies.
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in a way that approximates the mean of the three strong ENSO

events (bold lines in Fig. 2). The polynomials are constrained to

start close to zero, thereby requiring minimal adjustment at the

beginning in order to achieve a smooth event onset. In addi-

tion, the N34 time series is adjusted to slowly return to zero

during a spindown period of two years following the event

(months 24–48), while the PC2 time series is zero during the

full spindown period (Fig. 2). We also simulate a symmetric

‘‘La Niña’’ event, where the time series are simply set to neg-

ative amplitude with respect to the El Niño case. This allows us

to investigate any asymmetric responses resulting from ocean-

sourced nonlinearities in the presence of symmetric atmo-

spheric forcing.

The atmospheric fields that force the model are then derived

using regressions of the N34 index and PC2 time series as de-

scribed in the appendix. To increase the signal-to-noise ratio,

ensemble simulations were also performed. However we found

that differences between the ensemble members are more than

two orders of magnitude smaller than the variability in the

ensemble mean, and so we only present results from one en-

semble member. We calculate the anomalies relative to the

time-mean fields of eight years in the control simulation, ex-

cept for ocean heat content where we subtract the time-varying

control simulation to better account for the drift in the 200–

2000-m layers.

c. Interannual model simulation

We follow up our idealized, symmetric ENSO simulations

with an interannual hindcast simulation for the period 1979–

2016 with an updated configuration of the model (Kiss et al.

2020). The forcing for this configuration is from the JRA55-do

v1.3 reanalysis for 1958–2018 (Tsujino et al. 2018) and the

spinup was performed by using five repeat cycles of JRA55-do

(Kiss et al. 2020). The resolution and model physics in this

configuration are identical to the base model, except that it

uses an updated 50-level vertical grid and it includes the Gent

and McWilliams (1990) parameterization for mesoscale eddies

as well as explicit Redi (1982) along-isopycnal diffusion.

However, these parameterizations are scaled with latitude and

neither plays an important role in the tropics. For our analysis,

we analyze the 1979–2016 period of the last cycle where the

online WMT diagnostics are output.

3. ENSO’s ocean-sourced anomalies during idealized
events
In this section, we first discuss the ocean-sourced anomalies

and asymmetries in our idealized symmetrically forced El Niño
and La Niña simulation before following up with an in-depth

analysis of the WWV budget.

Although ENSO’s anomalies are strongest in the Pacific,

they have impacts on a global scale (e.g., Roemmich and

Gilson 2011; Wu et al. 2019; Cheng et al. 2019). Global mean

sea surface temperature (GMSST) anomalies during the strong

El Niño 1997–98 exceeded 0.28C in NOAA’s OI SST V2

dataset (Reynolds et al. 2007; Roemmich and Gilson 2011).

This is mostly caused by the warm eastern equatorial Pacific

during El Niño. In our idealized El Niño simulation, maximum

GMSST anomalies are reached in December, with a value of

0.0928C (blue line, Fig. 3a). These anomalies are lower than the

0.28C in NOAA’s OI SST v2 product, but expected as our

idealized simulation is based on composite events.

The N34 index explains a large part of the increase in

GMSST (light blue line in Fig. 3c). The maximum value of the

N34 index (1.578C), is slightly lower than given by the idealized

time series (dashed line Fig. 3c), which is not unexpected since

SST is determined dynamically within the model. In the last

four months of the El Niño event (months 20–24), both the

idealized and modeled N34 anomalies are negative, indicating a

change to developing La Niña–like conditions. This represents

the discharged state of the tropical Pacific at the end of the El

Niño event. To first order, the anomalies in the La Niña sim-

ulation (Figs. 3b,d) are opposite to the El Niño event. In par-

ticular, the N34 index and GMSST anomalies are close to the

exact opposite during La Niña, with only a slightly increased

amplitude (Fig. 3).

The rate of change of the ocean’s heat content (OHC) is

highest when both GMSST and the N34 index peak at month

12 (orange line, Fig. 3a). As expected, this suggests that the

warmest equatorial Pacific SST values coincide with the high-

est anomalous surface heat fluxes into the atmosphere during

El Niño [and opposite for month 12 during La Niña in Fig. 4, as

inMeinen andMcPhaden (2001); Johnson and Birnbaum 2017;

Cheng et al. 2019]. The global ocean’s heat release continues

until month 20 of the simulation when equatorial SSTs and

surface heat fluxes return to neutral conditions. The WWV

anomalies as a proxy for the upper equatorial OHC show a

similar behavior as the global OHC anomalies, with discharge

during El Niño lasting 15months and recharge occurring over a

period of 14 months during La Niña (red line, Figs. 3c,d).

Unlike OHC, the anomalous WWV time series shows a con-

siderable positive and negative peak prior to the peak of El

Niño and La Niña. This behavior is caused by the first EOF

mode of wind stress anomalies initiating an equatorward sur-

face Ekman transport during El Niño, while causing a pole-

ward transport during La Niña (McGregor et al. 2014). The

surface Ekman transport during this stage is more dominant

than the subsurface geostrophic transport of the opposing sign,

FIG. 2. The idealized synthetic time series in bold for N34 (black)

and PC2 (red) during the 2-yr-long El Niño event followed by a

2-yr-long spindown period. The thin lines show the observed N34

values (black) and the calculated PC2 time series (red) during the

three strongest El Niño events in Fig. 1c, namely 1982/83, 1997/98,

and 2014–16, centered in December.
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effectively causing a recharge and discharge ofWWV (McGregor

et al. 2014). The global OHC anomalies do not show this dis-

tinct increase or decrease prior to the peak of the events. The

WWV anomalies before the discharge phase (Fig. 3c) are lower

compared to those in Meinen and McPhaden (2000) and likely

caused by the weaker build-up prior to the event due to the

transition from climatological forcing.

Additionally, our idealized experimental design also con-

tains the following simplifications that could each contribute to

deviations from observed events. 1) We use NOAA’s ERSST

FIG. 3. Anomalous time series for the (a),(b) global mean sea surface temperature (GMSST; 8C) and globally

integrated ocean heat content (OHC; J) as well as (c),(d) the idealized N34 index, the simulated N34 index (8C), and
the WWV anomalies (m3) during the idealized and symmetric El Niño and La Niña events. In (c) the correlation

coefficient (r) between the observed and simulatedN34 index is shown in blue. The vertical lines atmonth 24 represent

the end of the event and the subsequent start of the 2-yr-long spindown period with climatological forcing.

FIG. 4. Depth–longitude transects across the equatorial Pacific of the water mass transformation velocities [Eqs.

(3) and (2)] for (a),(c) vertical mixing GM and (b),(d) surface forcing GF (m day21) in the CORE-NYF control

simulation. The WMT velocities are accumulated in temperature space and remapped to depth using the mean

isotherm depths. The upper two panels show the annual mean and the lower panels the mean over the September–

November (SON) period when the diabatic fluxes are seasonally intense (Fig. 5b). The contours show the distri-

bution of the equatorial isotherms with the 208C isotherm in bold. The dashed blue line in the uppermost layers

indicates the mixed layer depth defined as a 0.032 kgm23 density difference from the surface. The discontinuity at

908W is caused by the model’s bathymetry near the Galápagos Islands.
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v4N34 index as in McGregor et al. (2014) to derive the at-

mospheric forcing. This index, in particular during strong El

Niño events, is weaker than the same index in the ERA-

Interim reanalysis (Dee et al. 2011) and HadISST (Rayner

et al. 2003) products as it has larger parametric uncertainties at

smaller spatial and shorter time scales (including for ENSO

events, Liu et al. 2015; McGregor et al. 2017). 2) We force the

model in these simulation with an interpolated atmospheric

field frommonthly-averaged anomalies and a grid resolution of

220 km, and thus do not fully capture high-frequency vari-

ability such as westerly wind events, which are known to impact

WWV anomalies (Menkes et al. 2014). 3) In our simulations,

we use only the first two EOF modes of equatorial wind stress

anomalies associated with El Niño, which account for 75% of

the total variance. Despite these approximations, the idealized

simulations are able to reproduce the key physical processes

throughout ENSO.

4. The warm water volume budget
In this section we give a brief theoretical introduction into

the WWV budget and how it is constructed within the model

experiments. We define WWV as the volume of water above

the 208C isotherm in the area between Borneo (1168300E), the
South American coastline (788W) and 58N–58S. This WWV

definition has been previously used in studies by Meinen and

McPhaden (2000), Lengaigne et al. (2012), McGregor et al.

(2014), and others. We define the Indonesian Throughflow

(ITF) as the transport between Borneo (1168300E) and New

Guinea (1338450E) at 28S.
To understand and diagnose theWWV budget, we not only

evaluate horizontal adiabatic volume fluxes, but also evaluate

how volume is exchanged vertically across the 208C isotherm.

Across-isotherm volume fluxes can be studied by using the

WMT framework, first introduced by Walin (1982). It de-

scribes the processes that lead to a given water parcel’s

change in temperature and subsequent movement across

isotherms.

Changes in WWV over time are dependent on both adia-

batic and diabatic processes:

dWWV

dt
5 T

58N158S
1 T

ITF
1J|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Adiabatic processes

1GF 1GM 1GI|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
Diabatic processes

, (1)

where dWWV/dt is theWWV tendency (m3 s21), calculated by

using snapshots of the temperature field at the beginning and

end of each month [the period over which the right-hand side

diagnostics in Eq. (1) are accumulated online]. The adiabatic

processes include the lateral transport of water masses above

208C into and out of theWWV region across the three transects

58N, 58S (T 58N158S), and the ITF (T ITF; m
3 s21). In addition, the

surface volume flux J (m3 s21) accounts for small adiabatic

volume changes due to river runoff, precipitation, and evapo-

ration of water above 208C when freshwater enters or leaves

the ocean at the sea surface. The surface volume fluxes in the

model enter and exit the ocean at the sea surface temperature

(Holmes et al. 2019a). Thus, there is no additional sensible heat

flux into the ocean associated with differences in temperature

between the freshwater and the surface seawater. Therefore, in

the model, these fluxes are considered adiabatic. These adia-

batic variables are diagnosed by summing the associated

transports over all temperature classes warmer than 208C. The
calculations (i.e., the binning into temperature classes) take

place online at every time step of the model simulation. Here

we show the monthly accumulated averages of these online

diagnostics.

The three diabatic WMT volume fluxes include surface

forcing GF , vertical mixing GM, and numerical mixing GI , each

expressed in units of meters cubed per second (m3 s21). The

surface forcing volume flux GF across the 208C isotherm is

driven by the surface heat flux and its different components

(shortwave, longwave, sensible, and latent heat fluxes). The

term GF is the convergence of these heat fluxes within a given

temperature class, which indicates fluid warming and therefore

crossing isotherms toward warmer or colder fluid. Likewise,

GM is the WMT volume flux arising from parameterized dif-

fusive vertical mixing processes. Through heating and cooling

fluid, diffusive mixing likewise moves water across tempera-

tures classes. These two WMT fluxes are calculated as diag-

nostics from the heat budget binned into temperature space

(Holmes et al. 2019a), and depend on the across-isotherm heat

fluxes through

GF 5
1

r
0
C

p

ðð
›F
›Q

����
208C

dA, (2)

GM 5
1

r
0
C

p

ðð
›M
›Q

����
208C

dA: (3)

Here, r0 is the reference density of seawater (1035 kgm
23), Cp

is the specific heat capacity of seawater at constant pressure

(3992.1 J kg21 K21), and F is the total surface heat flux

(Wm22) into all fluid warmer than a given potential temper-

ature Q at each horizontal location (taking into account the

penetration of shortwave radiation into the interior). Similarly,

M is the total heat flux into all fluid warmer than Q at each

horizontal location due to vertical diffusion and the nonlocal

heat flux component of the KPP boundary layermixing scheme

(Wm22) of Large and Yeager (2004), although this nonlocal

term plays a minor role. Both F and M are diagnosed online

by binning the corresponding Eulerian heat budget diagnostics

into temperature classes at every time step. The temperature

bin size is 0.58C. We evaluate the WWV budget at 208C
and the area integral is performed over the WWV region

(1168300E2788W, 58N–58S). More details on the numerical

implementation of these WMT diagnostics are presented in

Holmes et al. (2019a).

Last, the WMT flux GI arises from numerical diffusion as-

sociated with truncation errors in the model’s tracer advection

scheme (i.e., numerical mixing). The advection scheme is

three-dimensional and acts to smooth both vertical and hori-

zontal tracer gradients at the grid scale (Colella andWoodward

1984). Due to choices made to minimize sources of explicit

diffusion (namely, zero explicit lateral diffusion or background

vertical diffusivity), numerical diffusion makes a nonnegligible

contribution to the global climatological heat budget (Holmes
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et al. (2019a); their Fig. 3) and the WWV budget. We calculate

GI as the residual of Eq. (1).

The WWV budget additionally includes terms associated

with the parameterization of submesoscale eddies (Fox-

Kemper et al. 2008) and, in the 1979–2016 hindcast simula-

tion, mesoscale eddies (Redi 1982; Gent and McWilliams

1990). These fluxes make negligible contributions to the

WWV budget but are included in our calculation as GE (eddy

mixing) in order to accurately calculate numerical mixing as

the residual.

5. The climatological warm water volume budget
Before our analysis of the anomalous WWV budget terms

during ENSO, we first investigate its climatology as the anoma-

lous fluxes are tightly linked to the seasonal cycle.

The climatological WWV in the control simulation exhibits a

small long-term spinup trend of 9.13 1012m3 yr21 (equivalent

to 0.28 Sv; 1 Sv [ 106m3 s21). It is closely linked to the equa-

torial overturning circulation and comprises a balance between

the adiabatic and diabatic fluxes. Vertical mixing in the annual

mean cools surface water masses and simultaneously warms

deeper layers, represented by the negative (blue) and positive

(red) across-isotherm (or diathermal) velocity regions in Fig. 4a.

Surface forcing is consistentlywarming the surface region (Fig. 4b).

The annual mean 208C isotherm is positioned on average in the

warming region of both diabatic fluxes, indicating a net upward

volume flux across the isotherm into the WWV above. Thus,

vertical mixing (16.7 Sv) and surface forcing (12.7 Sv) both

show positive contributions to the annualmean budget. Numerical

mixing plays only a minor role. The convergent diathermal trans-

port is balanced by negative contributions from the predominantly

eastward trade winds driving a divergent Ekman transport across

58N and 58S (26.1 Sv) and transport through the ITF (26.2Sv;

Schott et al. 2004). The impact of the surface volume flux is

negligible compared to the other terms (as in Meinen and

McPhaden 2001; Lengaigne et al. 2012; Brown and Fedorov

2010) and will not be discussed further.

These processes (both adiabatic and diabatic) have a sea-

sonal cycle linked to the strength of the equatorial trade winds

(Horel 1982). The WWV peaks near the end of the year, in-

creasing in the second half of the year, and decreasing in the

first half (black line Fig. 5a). While meridional transport ex-

plains part of theWWV recharge in the second half of the year,

most of this increase stems from the enhanced diabatic fluxes

(Fig. 5b). The stronger trade winds in the second half of the

year increase upwelling of cold water masses, shoaling of the

208C isotherm and heat absorption from the atmosphere

(Fig. 4d). At the same time, shear- and wind-driven turbulence

in the upper EUC intensifies, driving stronger diabatic up-

welling via vertical mixing across the shallower 208C isotherm

(Fig. 4c; Moum et al. 2013; Liu et al. 2016). Combined, the two

diabatic fluxes result in positive diathermal velocities across

the 208C isotherm in the eastern equatorial Pacific and an in-

crease in WWV (i.e., the sum of Figs. 4c and 4d results in an

overall positive, red spatial pattern). Further, the stronger

trade winds also cause an increased sea surface height (SSH)

difference between the Indian and Pacific Ocean leading to an

increased strength of the ITF, which partially offsets the two

diabatic fluxes in the second half of the year (green line, Fig. 5a;

Shinoda et al. 2012).

6. The warm water volume budget during idealized
ENSO events
We now examine the anomalous WWV budget terms and

asymmetries during the idealized, symmetric events before

comparing them to events in the hindcast simulation. Over the

FIG. 5. Annual cycle of the climatological (a) adiabatic and (b) diabatic WWV budget terms (Sv) in the CORE-

NYF control simulation. The change inWWVas the sumof the other fluxes is shown as the black line in (a). Positive

values indicate a volume flux into theWWV region (i.e., a recharge) and negative values indicate a volume flux out

of the region (i.e., a discharge). A 3-month running mean has been applied.
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ENSO cycle, WWV undergoes changes associated with the

recharge and discharge of heat. We define the discharge phase

during the idealized El Niño as the period when the WWV

anomaly is decreasing; that is, the rate of change in WWV is

negative (red shaded period from months 7 to 21; Figs. 6a,c). To

ensure a symmetric analysis, we define the recharge phase during

La Niña as the same time period (blue shading, Figs. 6b,d). The

anomalies are calculated by subtracting off the climatological

budget discussed in the previous section.

a. The idealized symmetric El Niño discharge

The discharge phase during El Niño is initiated in July when

the rate of change in the WWV anomaly becomes negative

(Fig. 6a). WWV depletion in this simulation thus starts five

months ahead of the peak of El Niño and leads over the 15-

month period to a total volume decrease of 2.5 3 1014m3

(corresponding to 6.3 Sv or a shoaling of the 208C isotherm by

12.8m when averaged over the WWV region). Depletion of

WWV occurs in two phases, with an initial decrease driven

mainly by diabatic fluxes across the 208C isotherm (approximately

months 7–14) followed by a period with dominant horizontal

adiabatic transport out of the equatorial region (approximately

months 12–21; red area, Figs. 6a,c).

Changes in surface forcing and vertical mixing drive the

initial phase of WWV decrease (blue lines, Fig. 6c). This is

consistent with the observation-based study by Meinen and

McPhaden (2001) where there are suggestions that the WWV

discharge due to diabatic processes (inferred as the residual of

the WWV change minus the lateral transport) is dominant in

the early part of the 1997 El Niño (e.g., Fig. 13 of Meinen and

McPhaden 2001). However, uncertainties in their calculations

are large (estimated as 66 Sv). This highlights the need for

future observation-based studies to better reconcile the role of

the observed diabatic, vertical fluxes. The weaker trade winds

during El Niño reduce upwelling of cold water masses to the

surface, decrease shear- and wind-driven mixing and deepen

the 208C isotherm. These effects combined result in an overall

reduced/anomalous surface forcing and vertical mixing flux

across the 208C isotherm compared to climatological condi-

tions (cf. Figs. 7a and 4c).

FIG. 6. The (a),(b) adiabatic and (c),(d) diabaticWWVbudget terms (Sv) as anomalies throughout the idealized,

symmetric El Niño and LaNiña simulations. A 5-month runningmean as inMeinen andMcPhaden (2000) has been

applied. The discharge phase [red shaded period in (a)] is defined as the period when the change in WWV is

negative from months 7–21. To ensure a symmetric analysis during La Niña, the recharge phase (blue shaded

period) covers the same period. Positive values indicate volume transport into the WWV region (i.e., a recharge),

negative values represent transport out of the WWV region (i.e., a discharge).
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The reduced surface forcing and vertical mixing fluxes until

the peak of El Niño agree well with the observational study by

Warner andMoum (2019). Numerical mixing anomalies play a

minor role throughout the discharge phase contributing only

4% to the overall changes inWWV (Fig. 8a). Together, the total

diabatic volume flux throughout the discharge phase amounts

to a volume change of21.13 1014m3, contributing;45% to the

total change (Fig. 8a), and is comparable to the average estimate

over the 1976–2004 time period in Lengaigne et al. (2012).

The second phase of WWV discharge occurs about six

months later, with meridional transport as the dominant driver

(red line in Fig. 6a). During the initial discharge phase (months

7–11), anomalous adiabatic transport through 58N and 58S
opposes WWV depletion by off-equatorial westerly wind

bursts, moving more warm water into the equatorial band

(McGregor et al. 2016). The high amplitude of the first EOF

mode (Fig. 1a) combined with the positive amplitude of the

second EOF mode (Fig. 1b) of wind stress anomalies during

the second year of the simulation drive a strong Ekman di-

vergence and geostrophic transport of warm water masses

across 208C to higher latitudes (McGregor et al. 2012, 2014;

Zeller et al. 2019).

While the large-scale horizontal transport through 58N and

58S during the second phase of discharge is high, the strength of
the ITF is decreased throughout the full discharge phase (green

line in Fig. 6a, which is slightly positive throughout the time

period). This is the result of the reduced SSH gradient between

the Indian and the Pacific Ocean during El Niño (Sprintall and

Révelard 2014; Feng et al. 2018). Including the ITF, the total

adiabatic transport during the discharge period contributes

1.4 3 1014m3, or about 55%, to the total WWV changes

(Fig. 8a). During this second phase (months 11–21), the dia-

batic volume fluxes play only a minor role.

The change to La Niña–like conditions at the end of the

discharge phase concurrent with the negative amplitude of the

idealized N34 index (black line, Fig. 2) is also evident here in

the increase inWWV (months 20–24, Fig. 3a). This is caused by

the shallower 208C isotherm and colder SST values in the

eastern Pacific, leading to increased ocean heat absorption

around the 208C isotherm as indicated by an increase in the

surface forcing term (dark blue line, Fig. 3a).

b. The idealized symmetric La Niña recharge

As during El Niño, the change in WWV during La Niña
occurs over two stages. The initial phase is dominated by dia-

batic volume fluxes and the latter half of the recharge phase is

mainly controlled by meridional transport (Figs. 6b,d). During

La Niña’s recharge, the total change in WWV (i.e., blue region

in Figs. 6b,d) is 2.93 1014m3, slightly higher than the change in

volume during El Niño’s discharge phase (Fig. 8b) despite the

symmetric atmospheric forcing (this is equivalent to a dis-

charge of 7.4 Sv or a deepening of the 208C isotherm by about

15m when averaged over the WWV region). It is likely caused

by the ocean being able to absorb more heat when conditions

are cool in contrast to El Niño’s heat loss.
Compared to El Niño’s discharge phase, not all volume

fluxes are opposite and of the same magnitude. The most

striking differences lie in the vertical mixing and surface forc-

ing fluxes (cf. blue curves in Figs. 6c,d). The strengthened trade

winds during La Niña drive increased vertical mixing in the

upper ocean (Fig. 7c; Warner and Moum 2019), yet counter-

intuitively, the vertical mixing volume flux does not increase

but decreases WWV (i.e., in the same sense as during El Niño
events). This remarkable asymmetry is a result of the strong

nonlinearity associated with shifts in the 208C isotherm posi-

tion. Specifically, the shoaling of the 208C isotherm in the

eastern equatorial Pacific moves the isotherm from the sub-

surface, where mixing warms water, toward the surface where

mixing cools water masses (Figs. 7c and 8b). This leads to a

downward volume flux across the 208C isotherm due to mixing

throughout much of the eastern Pacific toward cooler and

deeper layers, and thus a decrease of WWV.

FIG. 7. Mean depth–longitude transects for September–November across the equatorial Pacific of the water mass

transformation velocities for (a),(c) vertical mixing GM and (b),(d) surface forcing GF (m day21) during the ide-

alized, symmetric El Niño and La Niña events. The contours show the distribution of the equatorial isotherms with

the 208C isotherm in bold. The dashed blue line in the uppermost layers indicates the mixed layer depth as defined

in Fig. 4.
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In contrast, the surface forcing volume flux clearly domi-

nates WWV build-up, with a much stronger response com-

pared to El Niño’s discharge period. The increased trade wind

strength, the shallower 208C isotherm (where it is more

strongly influenced by surface forcing) and the cold SST values

lead to a high anomalous heat absorption in the eastern

equatorial Pacific. This warm water is then subsequently ad-

vected westward and accumulates in the western Pacific warm

pool, deepening the 208C isotherm there (Fig. 7d). The total

contribution of the surface forcing volume flux to the WWV in-

crease is 3.7 3 1014m3 (128% of the total change in WWV).

However, as the vertical mixing contribution opposes this surface

forcing volume flux, the overall diabatic volume transport ac-

counts for;62%(Fig. 8b). This interplay between strong vertical

mixing and strong surface forcing fluxes during the transition to

the peak of LaNiña is also supported in the observational study by
Warner and Moum (2019). Numerical mixing during La Niña’s
recharge phase, as during El Niño’s discharge of heat, again plays

only a minor role (purple line in Figs. 6c,d). It contributes only

;1% to the changes in WWV (Fig. 8b).

Contrary to the vertical fluxes, meridional transport into the

WWV region during the recharge phase is largely symmetric

with respect to El Niño’s discharge. This is caused by the

prescribed symmetric wind stress perturbations, which drive

most of the adiabatic transport (see, e.g., McGregor et al. 2012,

2014; Zeller et al. 2019). The small asymmetry in the adiabatic

transport relative to the idealized El Niño may be related to

differences in the 208C isotherm depth capturing a different

fraction of the geostrophic return flow despite symmetric wind

stress forcing. Consistent with the recharge oscillator theory,

Meinen et al. (2001) and McGregor et al. (2014), horizontal

transport lags the peak SST/wind stress anomalies (roughly

when the WWV changes are largest) by about four months.

The ITF is consistently stronger than normal throughout the

full recharge period (green line in Fig. 6b), as strong trade

winds increase the SSH in the western equatorial Pacific and

drive a larger WWV transport into the Indian Ocean. In total,

the adiabatic horizontal transport (and surface volume flux) is

responsible for;38% of the total recharge as compared to the

;55% contribution during El Niño’s discharge (Fig. 8b).

In summary, we see that the meridional, adiabatic transport

of WWV between the two symmetrically forced ENSO phases

is largely symmetric. The diabatic processes however are a

considerable source of asymmetry arising from the dependence

FIG. 8. Snapshots of the warm water volume during the peak of the idealized, symmetric

(a) El Niño discharge and (b) La Niña recharge phases alongside the time-integrated contri-

bution of the WWV budget terms over the full discharge/recharge period. The solid line be-

tween 1168E and 808W displays the climatological 208C isotherm depth and the dashed line its

anomalous position during the event. Before the El Niño event, WWV is anomalously large

(hence a deep isotherm) and the integratedWWVbudget terms over the event result in the net

discharge of WWV. The blue and red shaded areas in the eastern equatorial Pacific indicate

where vertical mixing is cooling and warming water masses that lead to buoyancy-driven

vertical heat and volume fluxes across isotherms indicated by the light blue arrows. The dark

blue arrows show how anomalous surface forcing leads to depletion in (a) and build-up in (b) of

WWV across the 208C isotherm. The two symbols 1 and 5 illustrate meridional WWV

transport out of and into the equatorial region, respectively. Meridional transport here com-

bines the horizontal transport across 58N, 58S and the ITF.
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of the heat fluxes on SST and the vertical movement of the

208C isotherm coupled with mixing changes.

La Niña events typically last longer and have a reduced

amplitude relative to their corresponding El Niño events as

they often reintensify during the following winter (Okumura

and Deser 2010). Our idealized forcing based on the exact

opposite of a composite of El Niño events therefore overesti-

mates the magnitude of La Niña. Additionally, La Niña events
do not include a clear shift from negative to positive values in

the PC2 time series (red line during red periods, Fig. 1c). It is

therefore important to compare our idealized symmetric sim-

ulations to ENSO events and their event-to-event variability

in a simulation with atmospheric forcing more closely follow-

ing observations. The next section first validates the 1979–2016

hindcast simulation against observations before an in-depth

analysis of the variability in the WWV budget between events.

7. ENSO’s ocean-sourced anomalies during 1979–2016
The simulated N34 index over the 1979–2016 period cap-

tures the observed variations in NOAA’s ERSST v4N34 index

(Smith and Reynolds 2003) reasonably well (blue lines, Fig. 9).

The three strong El Niño events in 1982/83, 1997/98, and 2015/

16, on which our analysis focuses on, are slightly overestimated

in the simulation compared to the observational time series. As

expected, the anomalousWWV time series leads theN34 index

by 3–6 months (red lines, Fig. 9). While the correlation be-

tween the simulated and observed WWV time series is high

(r 5 0.92), the magnitude is somewhat underestimated during

the El Niño in 1997/98 and the La Niña event 2010/11.

As the position of the 208C isotherm is a key factor influ-

encingWWV, it is important to validate it against observations

during El Niño and La Niña events. As mentioned above, a

shallow position increases diabatic WWV transport through

enhanced vertical mixing and the penetrating solar heat fluxes

while a deep 208C isotherm leads to a reduced effect. The cli-

matological position of the 208C isotherm compares reason-

ably well to observations (black lines, Fig. 10; Kiss et al. 2020),

although it is slightly shallower west of 1408W (by ;20m) and

deeper (by;15m) east of 1408W. During the 1997/98 El Niño,
as warm water reaches the eastern equatorial Pacific, the 208C

isotherm in the east deepens by about 120m in ECMWF’s

Ocean Reanalysis 5 product (ORA-S5; Zuo et al. 2018;

Fig. 10). The hindcast simulation captures this downward shift

of the isotherm, although with a negative bias of;30m around

1408W and a positive bias of ;30m at 808W near the South

American coastline. The isotherm position shown in Fig. 10 is

the mean over the September–November period. During the

following La Niña in 1998/99, the simulation exhibits a some-

what too shallow 208C isotherm in the central Pacific and a

negative bias of about 20–25m in the surface region at 1108W
compared to ORA-S5 (blue lines, Fig. 10). These tilt differ-

ences in the isotherm position also occur during other events

and likely explain most of the offset between the simulated and

observed anomalous WWV time series in Fig. 9.

8. The warm water volume budget during 1979–2016
Over the 38-yr period between 1979 and 2016, the equatorial

Pacific undergoes multiple discharge and recharge phases of

WWV (red shaded and blue shaded periods, Fig. 11). While

there are more than three El Niño and La Niña events during

this period, our analysis here will focus on three strong events

each. We define these discharge and recharge events as when

the rate of change inWWVanomalies (black line in Fig. 11a) is

negative and positive respectively.

During El Niño, discharge peaks between 22 and 27 Sv and is
much stronger than the 11 Sv in the idealized simulation (Fig.

6a). As a consequence, the overall total change in WWV as-

sociated with these events is much larger (3.5–5.5 3 1014m3

compared to the 2.5 3 1014m3 in Fig. 8a). The length of the

discharge phases (red shaded period in Fig. 11) is largely

constant between events and consistent with the length in the

idealized El Niño simulation. LaNiña events on the other hand
show a larger event-to-event variability in the total change in

WWV (2.5–4.23 1014m3) as well as the length of the recharge

period (8–15 months, blue shaded period in Fig. 11).

a. First phase: Diabatic fluxes
As in the idealized simulation, the initial discharge phase

during El Niño is dominated by the diabatic volume fluxes.

Over all three strong El Niño events, both surface forcing and

FIG. 9. Time series of the simulated N34 index (8C) and anomalous WWV (m3) during the

1979–2016 hindcast simulation compared to observations in Reynolds et al. (2007) andMeinen

and McPhaden (2000). The observed indices are given as dashed blue and red lines and the

correlation coefficients (r) between the simulated and observed time series are indicated with

blue and red values.
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vertical mixing deplete WWV (light and dark blue lines during

the red periods, Fig. 11b). The contribution of the diabatic

fluxes to the total change in WWV over the discharge periods

in 1982/83 and 1997/98 is 23% and 38%. For the 1997/98 El

Niño event, this value is lower compared to the 50% in both

Lengaigne et al. (2012) and Meinen and McPhaden (2001).

However, we expect differences compared to Lengaigne et al.

(2012) arising from the temporal filtering [Lengaigne et al.

(2012) use a 16-month to 8-yr bandpass filter while we employ a

5-month running mean] as well as model and forcing differ-

ences (parameterizations, numerical mixing and surface forc-

ing products). Compared to the observations in Meinen and

McPhaden (2001), the lower diabatic contribution may be

caused by the fact that the 208C isotherm is biased deep. A too

deep isotherm in the eastern equatorial Pacific likely results

in a lower contribution of the diabatic fluxes to changes in

warm water volume, as these fluxes are strongest near the

surface. However, the observational estimates also include

FIG. 11. (a) The change in theWWVanomaly as well as the adiabatic and (b) diabatic volume

fluxes (Sv) during the 1979–2016 hindcast simulation. A 5-month running mean as in Meinen

and McPhaden (2000) has been applied. The red discharge and blue recharge periods for the

three strongest El Niño and LaNiña events are defined as when the rate of change in theWWV

anomaly [black line in (a)] is negative and positive, respectively. In (b) we also show the N34

index (8C) as a dashed black line and the total diabatic volume fluxes in gray. Positive and

negative values indicate a contribution to the recharge and discharge of WWV, respectively.

FIG. 10. Depth–longitude transect of the 208C isotherm for September–November across the

equatorial Pacific during the El Niño event in 1997 (blue lines) and La Niña event in 1998 (red

lines) in the 1979–2016 hindcast simulation. The dashed blue and red lines show the isotherm

distribution during the same time period in the ORA-S5 ocean reanalysis product (Zuo et al.

2018). In black the climatological position of the 208C isotherm compared to the observations in

the World Ocean Atlas (WOA13 v2; Locarnini et al. 2013).
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large uncertainties due to missing data [e.g., Meinen and

McPhaden (2001)mention that their error bars are generally as

large as their signal].

In the three strong El Niño events the timing and behavior of

the diabatic fluxes correspond well with the idealized simula-

tion (cf. Figs. 11b and 6c). One notable exception is that nu-

merical mixing plays a somewhat larger role.

The diabatic fluxes during the 1988/89 and 2007/08 La Niña
events also share a strong similarity with the idealized event

(despite the symmetric nature of the idealized La Niña): strong
surface forcing at the peak of the event increases WWV while

at the same time its increase is compensated by a negative

vertical mixing flux (blue shaded periods, Fig. 11b). During the

1988/89 event, mixing undergoes changes associated with

positive and negative contributions that mostly cancel out over

the full recharge period (light blue line, Fig. 11b). In July 1988,

the 208C isotherm is largely within the warming region of

vertical mixing, effectively causing a net positive volume flux

into the WWV (Fig. 12a). Six months later, as the isotherm

outcrops in the far eastern equatorial Pacific, the cooling via

mixing near the surface exceeds the warming further west

where the isotherm is deeper (Fig. 12b). Finally, as the iso-

therm returns to its deeper position inMay 1989, it moves back

into the region where mixing warms water masses (Fig. 12c).

The results in Lengaigne et al. (2012) do not show these

compensating fluxes throughout different phases of WWV

recharge, possibly due to their low-pass temporal filter. During

the strong La Niña event in 2010/11, surface forcing exhibits a

reduced amplitude compared to the previous La Niña events,

and vertical mixing is increasing WWV. This behavior of the

diabatic fluxes is caused by the 208C isotherm being positioned

much deeper than during the previous events in the region

where vertical mixing warms waters.

The consistent behavior of the diabatic fluxes during the

three strong El Niño events is revealed when all three events

are composited (Fig. 13a). The depletion of WWV by the di-

abatic fluxes leads the peak of the event (i.e., the peak of the

N34 index) by three to six months, similar to the idealized

simulation (Fig. 6c). Vertical mixing in all three El Niño events

increases from September the following year (i.e., month 20;

Fig. 13a), indicating the shift to La Niña–like conditions after

El Niño. During La Niña, the composite time series reveal the

strong effect of surface forcing, mainly caused by the high

amplitude during the 1988/89 event, and highlight the com-

pensating stages of vertical mixing (Fig. 13c). While the be-

havior of the diabatic fluxes is similar in strong and moderate

El Niño events (although with a lower magnitude, not shown),

moderate La Niña events do not show a strong surface forcing

flux, but rather an increase in vertical mixing (Fig. 13e). These

effects arise from the reduced upward shift of the 208C iso-

therm, its prolonged position in the vertical mixing–warming

(i.e., recharging) region, and the enhanced turbulence in the

eastern equatorial Pacific.

b. Second phase: Adiabatic fluxes
The second phase ofWWV changes during all discharge and

recharge periods is linked to increased adiabatic transport

across 58N and 58S, and is strongly in phase with the overall

changes in WWV (Figs. 13b,d). The positive transport anom-

alies before the peak of the event are consistent across the

three strong El Niño events, as in the idealized simulation (red

line, Fig. 13b). Peak adiabatic transport during El Niño events

ranges between 222.2 and 218.2 Sv, and is about 25% larger

than the transport during La Niña events (14.9–15.1 Sv). This

highlights, as in the idealized simulations, the increased im-

portance of the adiabatic fluxes during El Niño. The volume

flux across 58Nduring all three El Niño events in Fig. 11 is more

dominant than the one across 58S (not shown), agreeing with

the studies of McGregor et al. (2013, 2014) and Zeller et al.

(2019). This results from the interplay between the two EOF

modes of wind stress anomalies and Ekman-induced surface

transport (McGregor et al. 2014). The Indonesian Throughflow

(green line, Fig. 11a) is opposing changes in the adiabatic

transport across 58N and 58S during all ENSO events, caused

by a reduced volume transport during El Niño and increased

transport during LaNiña as discussed above. The contributions
of meridional transport and the ITF to changes in WWV over

the 1982/83 and 1997/98 El Niño events (79% and 67%) are

FIG. 12. Depth–longitude transects across the equatorial Pacific

of the vertical mixing water mass transformation velocities GM
during the 1988/89 La Niña event in the hindcast simulation. The

contours show the distribution of the equatorial isotherms with the

208C isotherm in bold. The dashed blue line in the uppermost layers

indicates the mixed layer depth as defined in Fig. 4. As La Niña
develops, the 208C isotherm shifts upward into the surface region

where enhanced vertical mixing cools water masses (blue region)

and leads to strong downward volume flux across the isotherm into

deeper layers. After the peak of the event, vertical mixing de-

creases and the isotherms return to their original position below the

region where vertical mixing warms water masses (red region).
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higher compared to the values for the same events (63% and

45%) in Lengaigne et al. (2012). The differences during these

events, as well as during the 1988/89 La Niña, may arise from

their 16-month to 8-yr low-pass temporal filter reducing the

contribution of meridional transport.

9. Conclusions
In this study, we analyzed the diabatic and adiabatic volume

fluxes and associated nonlinear ocean processes that contribute

to WWV variability during ENSO events. To this end, we

constructed idealized, symmetric ENSO-related atmospheric

fields to force a global high-resolution ocean–sea icemodel and

compared these simulations with the event-to-event variability

from a 1979–2016 hindcast simulation. The use of the WMT

framework made it possible to individually calculate all fluxes

that contribute to changes in WWV.

Changes to the WWV during El Niño’s discharge were ini-

tiated by the diabatic volume fluxes associated with surface

forcing and vertical mixing, both strongly linked to the 208C
isotherm position and the strength of the trade winds. Weaker

trade winds during El Niño reduce upwelling of cold water

moving the 208C isotherm away from the surface while also

increasing eastern equatorial SSTs and driving an anomalous

surface heat flux into the atmosphere. This results in an

anomalous decrease ofWWVdue to surface forcing (dark blue

sections, Fig. 14a). At the same time, the deepening 208C

FIG. 13. Composite time series centered in December (month 12) of the (a),(c) diabatic WWV budget terms as

well as (b),(d) the rate of change inWWVand the adiabatic terms (Sv) during the three strong El Niño and LaNiña
events shaded in red and blue in Fig. 11. The label 1988/89 in (c) shows the time series of the surface forcing term

during the 1988/89 LaNiña event. (e) The composite diabatic time series for threemoderate LaNiña events in 1984/
85, 1995/96, 2006/07. In the left panels we also show the time series for the N34 index (8C) (dashed black line). The

faint lines are the time series corresponding to the three events while the solid lines are the composites.
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isotherm moves away from the region of strong wind- and

shear-driven mixing, whose intensity also reduces (light blue

sections, Fig. 14a). The second phase of WWV discharge, oc-

curring about six months later, was controlled by meridional

adiabatic transport across 58N and 58S with the ITF always

acting to oppose changes in WWV (red and green sections,

Fig. 14a).

During La Niña, the stronger trade winds increase upwelling
of cold water masses and the 208C isotherm shoals, sometimes

outcropping in the eastern Pacific. Exposure of the 208C iso-

therm to increased heat uptake by surface forcing in this region

creates a strong across-isotherm volume flux responsible for

most of the WWV recharge (dark blue sections, Fig. 14b).

While turbulence is enhanced during La Niña, the shoaling of

the isotherm into the surface layers, where mixing drives

cooling of water rather than warming, means that vertical

mixing can drive an anomalous decrease in WWV (light blue

sections, Fig. 14b). This key asymmetry, that mixing drives

anomalous discharge in both El Niño and La Niña events,

arises from the strong dependence of the diabatic fluxes on the

position of the 208C isotherm. However, in the hindcast sim-

ulation (as opposed to the idealized simulations) the contri-

bution of vertical mixing to the overall discharge during La

Niña is concealed by opposing volume fluxes occurring at dif-

ferent times as the 208C isotherm transitions through regions of

vertical mixing–driven warming and cooling. In contrast, the

idealized simulations, which are forced with symmetric atmo-

spheric forcing, highlight the key role of the diabatic fluxes in

driving ocean-sourced asymmetries in the WWV budget. On

average, the ratio of the diabatic to adiabatic contributions to

WWV changes during El Niño is about 40% to 60% while for

La Niña this ratio changes to 75% to 25%.

While the diabatic fluxes in the observed WWV budget in

Meinen and McPhaden (2001) could only be derived as the

residual from the horizontal transport, the model study by

Brown and Fedorov (2010) showed that errors in the calcula-

tion of horizontal fluxes can be of the same magnitude as the

vertical fluxes. They further present evidence that the vertical

fluxes on ENSO-related time scales in the eastern Pacific are

small, contradicting the observational studies by Meinen and

FIG. 14. The total time-integrated contribution of each anomalous WWV budget term (1014m3) during (a) El

Niño and (b) La Niña periods as defined by the red and blue shaded periods in Fig. 6 (idealized) and Fig. 11

(hindcast). A negative value of a given flux indicates its role in discharging WWV and a positive value indicates a

recharge respectively. The percentage values in each section show the time-integrated contribution to the total

change in WWV and are calculated from values rounded to one-digit accuracy. The triangular markers show the

total change in WWV over a particular event.
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McPhaden (2000, 2001) and the modeling study by Lengaigne

et al. (2012). By revisiting the WWV budget with a precise

online calculation of the individual fluxes, we were able to

further minimize errors associated with the closure of this

budget and thereby highlight the dominant role of the diabatic

fluxes during La Niña. Despite differences to Meinen and

McPhaden (2000) and Lengaigne et al. (2012) in the methods

used to calculate theWWVbudget terms (limited observations

versus the use of different models, parameterization schemes

and atmospheric forcing) our study supports the main finding

that diabatic volume fluxes are as important as adiabatic vol-

ume fluxes in drivingWWV changes on ENSO time scales. Our

results are at odds with the conclusions of Brown and Fedorov

(2010). The differences may arise because their short 6-yr

simulation over 1992–98 does not capture a strong La Niña
where diabatic fluxes play a larger role. They also define the

WWV as the volume of water above the 25 kgm23 isopycnal

that is up to 25m shallower than the 208C isotherm in the EUC

(see their Fig. 1b) and use a 30-day running mean for their

diapycnal transport.

The results in this study highlight the key role of diabatic

processes in the eastern equatorial Pacific on ENSO time

scales. A good representation of diffusive mixing and turbu-

lence in models is therefore needed in order to correctly sim-

ulate these processes. The large event-to-event variability of

ENSO in the hindcast simulation motivates future research

into the evolution, spatial extent and amplitude of different

events. Furthermore, it will be of value to investigate the de-

cadal to multidecadal variability of WWV and ocean heat

content to gain insight into the role of the equatorial Pacific in

long-term heat uptake and redistribution, especially in light of

current climate change.
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APPENDIX

Derivation of Atmospheric Forcing for the Idealized
Model Simulations

The regression analysis and the idealized time series in

section 2b provide the spatial evolution for wind stress per-

turbations related to ENSO. The patterns of the atmospheric

variables used in the idealized model simulations are obtained

by regressing the full 38-yr-long N34 and PC2 time series onto

each ERA-Interim anomaly field, resulting in two spatial pat-

terns for each variable (examples are shown in Fig. A1).

The time evolution for the total atmospheric forcing is then

calculated by multiplying the X1 and X2 spatial patterns with

their associated idealized time series and adding them to the

CORE-NYF climatological forcing:

F
ideal:

(x, y, t)|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
Forcing

5F(x, y, t)|fflfflfflfflfflffl{zfflfflfflfflfflffl}
Climatology

1X
1,F

(x, y)N34
ideal:

(t)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Perturbation

1X
2,F

(x, y)PC2
ideal:

(t)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Perturbation

, (A1)

where Fideal.(x, y, t) is one of the six idealized forcing anomaly

fields dependent on time, F(x, y, t) is the base forcing field

without any interannual variability from the CORE-NYF

dataset, X1,F(x, y), X2,F(x, y) are the two regression patterns

of a given field F derived from the ERA-Interim product

(Fig. 1), and N34ideal.(t) and PC2ideal.(t) are the associated

idealized time series (Fig. 2). Put most simply, the ENSO

perturbation forcing fields are derived from regressions of the

N34ideal.(t) and PC2ideal.(t) time series onto the respective at-

mospheric fields required to construct the bulk formulas for

heat and freshwater forcing.

For the remaining two input variables (zonal andmeridional

wind speed) we use a different method to derive the symmetric

fields. In the model, wind speed is converted to wind stress by

the wind stress law (Fairall et al. 1996):

t5 (t
x
, t

y
)5 r

a
C

D

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2
10 1 y210

q
|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

U10

(u
10
, y

10
), (A2)

where t is the wind stress vector with its zonal (tx) and me-

ridional (ty) components (Nm22), ra is the density of air at sea

level (1.25 kgm23), CD is the unitless drag coefficient, u10 and

y10 are the zonal and meridional wind speeds (m s21), and U10

is the wind speed magnitude (m s21). For the derivation of the

atmospheric forcing, we use a constant drag coefficient of 1.53
1023 (Kara et al. 2007) for simplicity. Differences relative to

the wind speed-dependent drag coefficient are negligible.

Due to the quadratic dependence of this equation on wind

speed, the resulting wind stress anomalies if given symmetric

ENSO-related wind speed anomalies are asymmetric. As we

aimed for symmetric wind stress anomalies during our El Niño
and La Niña simulations, we therefore solved this equation in
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an inverse manner for the two unknowns u10 and y10. To solve

Eq. (A2) for wind speed, we first obtained the wind stress

anomaly fields t0x and t0y from the EOF analysis described in

section 2, that is, from t0x 5X1, t0xN34ideal: 1X2, t0xPC2ideal: for the

zonal component during El Niño (Figs. 1a,b, 2). The following

section sets out how we then used the wind stress law to solve

for the two unknowns u10 and y10.

First, the zonal component of the wind stress law is rewritten

as a Reynolds decomposition:

t
x
1 t0x|fflfflfflffl{zfflfflfflffl}
l

5 r
a
C

D|fflffl{zfflffl}
k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(u

10
1u0

10)
2 1 (y

10
1 y010)

2
q
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

U10

(u
10
1u0

10) ,

0 l5kU
10
(u

10
1 u0

10), (A3)

where u10 and y10 are the climatological values from the

CORE-NYF dataset, tx is calculated from u10 and y10 by

Eq. (A2), t0x, u
0
10 and y010 are the perturbation values, l is the

total zonal wind stress forcing including climatological and

perturbation values, and k contains the two constants for the

density of air and the drag coefficient. Solving the second line

of Eq. (A3) for u0
10 results in

u0
10 5

l

kU
10

2u
10
. (A4)

The same procedure as in Eq. (A3) is applied to the meridional

component and yields

y010 5
m

kU
10

2 y
10
, (A5)

where m5 kU10(y10 1 y010) is the total meridional wind stress

forcing including climatological and perturbation values.

As a next step we combine l and m, resulting in the

expression

l2 1m2 5k2U2
10[(u10

1u0
10)

2
1 (y

10
1 y010)

2
]5k2U4

10 , (A6)

and solve for the positive wind speed magnitude U10:

U
10
5

�����
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 1m24

p
ffiffiffi
k

p
�����: (A7)

Inserting Eq. (A7) into Eqs. (A4) and (A5) allows us to solve

for the two unknowns u0
10 and y010:

u0
10 56

l
ffiffiffi
k

p

k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 1m24

p 2u
10
, (A8)

y010 56
m

ffiffiffi
k

p

k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 1m24

p 2 y
10
, (A9)

where the correct sign is determined using the wind stress

anomaly spatial patterns.

By using this approach, it is ensured that desired symmetric

wind stress anomalies are applied to themodel. However, wind

speed values from Eqs. (A8) and (A9) are also used to calcu-

late the wind speed magnitude in the bulk formulas of sensible

and latent heat fluxes [Eqs. (2a), (2b), and (3) in Fairall et al.

(1996)]. Using the asymmetric wind speed values thus leads to

asymmetric sensible and latent heat fluxes and furthermore

also results in an 18% higher mean wind speed magnitude

during La Niña than El Niño. While this asymmetry in sensible

and latent heat fluxes as well as in wind speed magnitude is not

ideal, it is of less importance than applying the correct sym-

metric wind stress values.

FIG. A1. Examples of four out of the eight atmospheric regression patternsX1 associated with ENSO used in the

atmospheric forcing for the idealized symmetric events. These spatial patterns are calculated by regressing the

observed N34 index (Reynolds et al. 2007) onto anomalous spatial maps from the ERA-Interim reanalysis product

for 1979–2016 (Dee et al. 2011) and taking the timemean. (a) Air temperature (8C), (b) specific humidity (kg kg21),

(c) downward shortwave radiation (Wm22), and (d) sea level pressure (Pa).
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Abstract In recent summers, Europe experienced record‐breaking heatwaves, wildfires (in Northern
Europe), and large‐scale water scarcity. Apart from anthropogenic warming, one contribution leading to
such exceptionally hot weather was a weaker jet stream allowing a quasi‐stationary high‐pressure system to
persist for many days. Here, we quantify changes in the frequency and persistence of the Central
European large‐scale circulation types using various climate models. Independent of the circulation type,
the models project warmer and drier future summer conditions in Central Europe, but no consistent shift to
a more persistent summer or winter circulation. Most of the frequency and persistence changes are small
and either within the internal variability or inconsistent across models. The model projections in this study
do not support the claim of more persistent weather over Central Europe. Reconciling the results of
different approaches and classifications is therefore critical to understand and predict changes in extreme
weather over Europe.

Plain Language Summary The atmospheric flow over Central Europe is a key component of
both its weather and climate. Recent studies have suggested that the Central European weather patterns
are becoming more persistent due to our influence on the climate system. Persistent conditions can lead to
record‐breaking droughts and heatwaves. It is therefore important to know how the flow conditions
(also called circulation types) may change in the future. Here, we use a wide range of global climate models
and classify a circulation type for each day. We distinguish between the eight main wind directions and a
high‐ and low‐pressure type. Then, we quantify changes in the frequency and length of these circulation
types under a strong global warming scenario at the end of the 21st century. In summer, we find a shift to
warmer and drier conditions. Our models also show somewhat more persistent summer westerlies. In
winter, the changes are not clear. Most of the changes in the circulation are small and likely within the range
expected from natural random weather fluctuations. Our study highlights the importance of using many
different climate models and other methods to investigate the highly variable Central European circulation
today and under a future climate.

1. Introduction

The Central European weather and climate is controlled by the large‐scale extratropical atmospheric flow of
which the midlatitude westerly jet streams are key components (Woollings et al., 2010). There are two phy-
sical processes that give rise to the strength and position of the subtropical and eddy‐driven jets: the westerly
acceleration of polewardmoving air consistent with the local vorticity balance as well as the momentum and
heat forcing arising from transient eddies (Peña‐Ortiz et al., 2013; Woollings et al., 2010). Most often, there is
no spatial separation between individual jet streams (Woollings et al., 2010). As a result of human‐induced
climate change, the hemispheric lower‐tropospheric temperature gradient is projected to weaken, and may
thus impact on the jet streams and the atmospheric circulation over the European continent downstream
(Blackport & Screen, 2019; Coumou et al., 2018; Coumou & Rahmstorf, 2012; Intergovernmental Panel on
Climate Change [IPCC], 2014; Jézéquel et al., 2018; Mori et al., 2019; Steirou et al., 2017).

To study the regional impacts and long‐term changes in the atmospheric circulation over Central Europe,
the large‐scale flow is commonly classified into different circulation types (Demuzere et al., 2011;
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Kučerová et al., 2017), each with a characteristic temperature and precipitation signal on the continent.
Persistent circulation types are often associated with the occurrence of extreme events resulting in drought
and heatwaves in summer (Perkins, 2015; Pfleiderer & Coumou, 2018; Röthlisberger et al., 2016) or heavy
snowfall events in winter (Cattiaux et al., 2010; Pfahl & Wernli, 2012). However, the impacts of circulation
types on the weather and extreme events are expected to change in a warmer climate (e.g., a future circula-
tion type may bring stronger storm activity due to warmer air being able to hold a higher moisture content;
Molnar et al., 2015).

Evidence from observational and modeling studies is now emerging that accelerated warming in the Arctic
may affect the Central European circulation by increasing its persistence (Cohen et al., 2014; Coumou et al.,
2018; Francis et al., 2018; Pfleiderer et al., 2019; Vavrus, 2018). The increased sea ice loss and subsequent
Arctic warming affects the planetary waves, the midlatitude jet streams, and the strength of the storm
tracks (Cohen et al., 2012; Coumou et al., 2018). This consequently favors more extreme weather over
Europe (Barnes & Screen, 2015; Francis & Vavrus, 2012; Pfleiderer & Coumou, 2018). However, there is
currently low confidence in the linkage between Arctic and mid‐latitude weather (Barnes & Polvani,
2015; Francis et al., 2018). While Blackport et al. (2019) and Fyfe (2019) present compelling evidence that
Arctic warming impacts on the circulation over Eurasia are not responsible for recent severe midlatitude
winters, Dai and Song (2020) state that climatic impacts of Arctic warming are probably small outside
the high latitudes.

The inherent complexities to simulate changes in the atmospheric circulation caused by sea ice loss and
accelerated warming in the Arctic together with changes in the water cycle and land‐atmosphere interac-
tions under global warming hinder the scientific consensus in many modeling studies (Barnes & Screen,
2015; Vavrus, 2018). To some degree, this might be caused by the current climate models not robustly sup-
porting the links between sea ice loss, increased heat transfer from the ocean to the atmosphere and the cor-
responding impact on the atmospheric circulation that carries air from the Arctic into the mid‐latitudes
(Fyfe, 2019). Difficulties in assessing the impact of Arctic amplification also arise from the short observa-
tional time series and the high degree of internal synoptic‐scale variability in the midlatitude circulation.
Therefore, many questions on changes to the atmospheric circulation over Central Europe
remain unanswered.

By classifying the atmospheric flow over Central Europe into different circulation types using a wide range
of global general circulation models (GCMs), we can investigate their future changes and surface impacts
under global warming scenarios. The different models enable us to capture the high degree of variability
in the circulation as well as uncertainties in future changes.

2. Data, Classification Software, and Methods
2.1. Model and Reference Data

To best capture the complex, nonlinear interactions on a global scale, we use coupled ocean–atmosphere
GCMs in our analysis. We use daily output from the global Community Earth System Model version 1.2
(CESM12‐LE, hereafter CESM; Hurrell et al., 2013) in the large ensemble setup with 84 realizations and a
grid spacing of 2.5° × 1.9°. To explore model structural uncertainty in our analysis, we additionally use data
from 18 models of the Coupled Model Intercomparison Project Phase 5 (CMIP5) with a total of 23 realiza-
tions bilinearly regridded to a resolution of 1° (for more information on the CMIP5 models, see Supporting
Information Table S1). For both model setups, we use data from the historical period (1960–2005) and from
the representative concentration pathway 8.5 forcing scenario (2006–2099). While the GCM's grid resolution
over Central Europe is a limiting factor in our analysis, the available data enables us to investigate both cur-
rent and future Central European climate variability within a large number of ensemble members. Future
climate change signals are analyzed for the period 2070–2099 with respect to the historical reference
period 1988–2017.

As a reference data set, we use the combined ERA‐40/‐Interim reanalysis product for the time period 1960–
2017 with a spatial resolution of 1° (Dee et al., 2011; Uppala et al., 2005). ERA‐40 covers the time period from
the 1 January 1960 until the 31 August 2002, while ERA‐Interim extends the data set until the 31
December 2017.
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2.2. The COST733class Classification Software

Following Weusthoff (2011) and Rohrer et al. (2017), we classify the main synoptic‐scale circulation types
over Central Europe (3°E to 20°E and 41°N to 52°N; Figure S1) with the COST733class software from
Demuzere et al. (2011) using daily geopotential height fields on 500 hPa. We use these midtropospheric flow
fields as they are more robust compared to ground‐based variables over the Alpine region in lower
resolution models.

From the COST733class software, we use the Grosswetter‐types classification method (cf. also Beck et al.,
2007) that determines circulation types according to their correlation with a strict zonal, meridional, or
anticyclonic/cyclonic flow pattern with a pressure maximum/minimum in the center of the domain
(Weusthoff, 2011). We use the following 10 circulation types: the eight main wind directions west (W),
southwest (SW), northwest (NW), north (N), northeast (NE), east (E), and south (S) as well as cyclonic (C)
and anticyclonic (A) flow patterns. Our analysis focuses on the summer (June–August) and winter
(December–February) seasons.

2.3. A Measure for Persistence

A persistent circulation type is defined as one that prevails over an uninterrupted time period. Figure 1
serves as an example how we construct the persistence measure for all circulation types. The length of a con-
tinuous circulation type period and its seasonal frequency (e.g., here for westerly wind in summer; Figure 1a)
are well described by a logarithmic regression, implying that the transition probability to another type is lar-
gely independent of the length of the period. A 1‐day period of westerly wind in summer is nearly twice as
frequent as a 2‐day period. A logarithmic regression model thus allows us to estimate the decrease in the fre-
quency with increasing duration of a given circulation type. Changes in the slope between past and future
time periods are thus equivalent to changes in the persistence. Note that our approach is limited by the data
availability for a given circulation type. For example, it cannot be applied to easterly wind as this circulation
type only occurs on 1 to 2 days each season (Figures 2a and 2b and S2f). We also require uninterrupted

Figure 1. (a) Frequency and length of uninterrupted summer westerly wind periods for the reanalysis (black) and the
ensemble mean CESM (blue) and CMIP5 (red) data sets with a logarithmic fit. The equation in black represents the
logarithmic regression model y ¼ eβ0þβ1· x þ Ei, where β0 is the intercept, β1 is the slope that we define as our persistence
measure, and Ei is the error term. (b, c) Schematics of changes to the fit in only the frequency or persistence. (d) Inset for
the CMIP5 data showing changes to the persistence fit and its impacts on a continuous 6.5‐day long period as an example
of the interpretation. Subfigures (b, c, and d) are not to scale.
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periods of the same circulation type for our persistence measure. We analyze all circulation types but focus
our interpretation on the four main types.

To calculate a consistent regression model across the reanalysis, the CESM and the CMIP5 data sets for both
the past and future time periods, we first remove continuous time periods occurring less than 1% each season
and also ensure that we calculate the regression over the same period length for all three data sets. This
means that if the reanalysis includes period lengths of up to 5 days and the CESMmodel has longer periods,
we calculate the regression model including up to 5‐day periods. We then define the slope parameter of the
logarithmic fit β1 as our persistence measure.

Changes to the regression fit arise from the two combined changes in the frequency and in the persistence:
(1) a change in the intercept of the fit β0 represents a frequency change of a given circulation type
(Figure 1b); and (2) a change in the slope results in a frequency change towards short periods and a simul-
taneous change to longer‐term periods, that is, a change in the persistence (Figure 1c). As a change in per-
sistence of a given circulation type is dependent on the frequency, we consider as suggested by Kyselý (2008),
changes in the frequency in our calculation of the future persistence. This means that we account for a
higher probability of persistence given a future frequency increase of a circulation type (and vice versa).
As an illustration of the two effects, Figure 1d shows the changes to a 6.5‐day westerly wind period in the
CMIP5 ensemble mean. This period is as frequent today as a 7‐day period in the future (horizontal arrow),
and a 6.5‐day period today will be 0.7% more frequent in the future (vertical arrow).

3. Results and Discussion
3.1. Changes in the Frequency of Circulation Types

The large‐scale atmospheric flow field over Central Europe is dominated by the four wind directions west,
northwest, southwest, and north, which contribute 75% to 80% to the seasonal variability (Figures 2a and
2b). The models reproduce the seasonal frequencies in the reanalysis data set reasonably well (Figures 2a
and 2b). For both summer and winter seasons, the results are very similar to those in Rohrer et al. (2017).

Figure 2. Frequency of the 10 circulation types (days per season) during (a) summer and (b) winter for the period 1988–
2017 in both CESM (blue) and the CMIP5 models (red). The frequency in the reanalysis data is given as the black dot. In
(c) and (d), the projected changes (days per season) in the models for the future period 2070–2099 are shown relative to
the past period. The horizontal line in each boxplot represents the ensemble mean. The gray shaded area indicates the
rare circulation types. See section 2.2 for a definition of the circulation types.
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The variability within the CESM ensemble members (blue boxplots) is small compared to the CMIP5
members (red boxplots). While the CESM data only account for internal variability, the CMIP5 models
additionally include model uncertainty explaining the larger spread found in this data set.

CESM and CMIP5 also differ in their biases with respect to the reanalysis. In summer, the frequency of wes-
terlies over Central Europe relative to the reanalysis is overestimated in CESM (Figure 2a), likely caused by
the too zonal flow in this model (Kwon et al., 2018). The increased frequency of westerlies in CESM is com-
pensated by an underestimation of the northerly flow and the rarer circulation types. In the CMIP5 models,
the mean frequencies in summer are reproduced reasonably well, except for an underestimation of wester-
lies. During the winter season, westerlies and north westerlies are overestimated in both model data sets at
the expense of northerly flow and the rarer circulation types (Figure 2b). In winter, all models consistently
underestimate the rare circulation types (Figure 2b). This is unfortunate as some of these circulation types
(e.g., the anticyclonic circulation) may be conducive to temperature extremes (Black & Sutton, 2006; Pfahl
& Wernli, 2012; Brunner et al., 2018).

The observed trends in the frequency of the circulation types over the 1960–2017 period are not significant
on the 95% confidence level (Figures S3 and S4) and lie within the variability of the modeled trends
(Figure S5). The significance level is in some cases exceeded when considering only a 30‐year period
(e.g., the frequency of north westerlies significantly decreases with −3.2 days decade−1 in summer for
1988–2017). However, these trends turn out to be not robust when considering longer periods.
Consequently, we urge cautiousness in assessing trends in the atmospheric circulation over short
time intervals.

Projected future changes in circulation frequencies are consistently small and within the range of ±4 days
per season (Figures 2c and 2d). The spread in the frequency changes for the main circulation types within
CMIP5, owing to model variability, is considerably larger than in CESM. The only significant change occur-
ring in the future period is an increase in westerlies in winter in the CESMmodel (Figure 2d). However, this
change may in part be overestimated in this model due to the zonal flow bias mentioned above.

3.2. Changes in the Persistence of Circulation Types

The future changes in the persistence measure show a large spread in both CESM and CMIP5, are small, and
not significant (Figure 3). In part, this may be caused by the large natural variability within the Central
European circulation and the models' difficulties in linking dynamic and thermodynamic changes. This
was for instance recognized considering Arctic sea ice loss and its relation to the midlatitude dynamics
(Fyfe, 2019). The CESM results indicate an increase in persistence in summer and a decrease in winter
(Figure 3a). In CMIP5, potential future seasonal changes are not as clear. Only the westerly circulation type
shows an increased persistence over all four seasons in both CESM and CMIP5 with a maximum in summer.
In CESM, north‐westerly persistence is also projected to increase throughout spring, summer, and
autumn (Figure 3a).

Figure 3. Seasonal future persistence change (%) for the four main circulation types in (a) CESM and (b) CMIP5 relative
to the past period as boxplots representing the spread within the ensemble members. The ensemble mean for each
circulation type is given as a black dot.
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3.3. Summary of Frequency and Persistence Changes

The relative future frequency and persistence changes are summarized by way of the ensemble means in
Figures 4a and 4b. As introduced above, the models project a small change towards more persistent summer
westerlies but generally disagree on the sign and magnitude of the changes for the other circulation types. In
winter, evidence for higher persistence is evenweaker; persistence can either increase or decrease depending
on the circulation type. Considering the large variability across the ensemble members, we argue that
projected changes in the frequency and persistence are likely within the range of internal variability or
not consistent across models (Figures 3, S6a, S6b, and S7).

The overall small changes in the frequency and persistence might in part arise from the models' current lim-
itations in simulating future changes in the atmospheric circulation. It has been suggested that they under-
estimate or even miss links between Arctic sea ice loss and the midlatitude circulation (Fyfe, 2019; Mori
et al., 2019), that the models might be underestimating changes in the water cycle caused by enhanced eva-
potranspiration in a warming climate (Pfleiderer et al., 2019), or that they might encounter difficulties in
simulating land‐atmosphere feedback mechanisms (Hirschi et al., 2011).

In addition to the frequency and persistence changes, we also evaluate future changes in near‐surface tem-
perature and precipitation during the occurrence of each circulation type (see Figures S9–S20 for spatial

Figure 4. Summary of future 2070–2099 summer and winter (a, b) frequency and persistence (%) as well as (c, d)
temperature (°C) and precipitation (%) changes of the main Central European circulation types relative to 1988–2017.
Shown here is the ensemble mean for CESM (blue) and CMIP5 (red). For more information on the variability between
the ensemble members, see Figures 3 and S6.
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maps). We find an average shift to warmer and drier conditions in Central Europe across all circulation types
in summer (Figure 4c), consistent with IPCC (2014), Coumou et al. (2018), and Li et al. (2018). The projected
warming signal for the winter season is about 50% smaller than in summer. In part, this increased summer
warming signal can be explained by the positive feedback mechanisms between the surface air temperature,
soil moisture, evapotranspiration, and clouds in a warmer climate (Seneviratne et al., 2010) and by the influ-
ence of lapse rate changes linked to an extending Hadley circulation (Brogli et al., 2019; Kröner et al., 2017).
Our results here agree with the statement of more dry‐warm summers in Pfleiderer et al. (2019) and the pro-
jections of the Swiss Climate Scenarios CH2018 (CH2018, 2018).

4. Conclusions and Outlook

In this study, we classified daily geopotential height at 500 hPa between 1960 and 2100 from a CESM initial
condition large ensemble setup and models from the CMIP5 project into 10 circulation types over Central
Europe. As a validation data set, we used the ERA‐40/‐Interim reanalysis product for the time period
1960–2017. Our Grosswetter‐types classification method categorized 10 circulation types according to a cor-
relation coefficient with a strictly zonal, meridional, or anticyclonic/cyclonic flow in the COST733class soft-
ware. We analyzed observed and projected changes in their frequency and expanded from Demuzere et al.
(2011), Kučerová et al. (2017), and Rohrer et al. (2017) by considering a larger set of models, allowing for
a better assessment of model uncertainty, and by introducing a new persistence measure to assess projected
changes in the length of a continuous circulation type for the future time period 2070–2099. We also evalu-
ated the future effects of each individual circulation type on temperature and precipitation impacts.

The projected changes in the frequency and persistence are small across models and circulation types, and
the large variability in the signals arises either from internal climate fluctuations or model disagreement.
Where simulated changes are stronger, they are usually not consistent across models. The clearest signal
is towards somewhat more persistent westerlies in summer. Our results therefore, at least based on the cur-
rently available climatemodels, the chosen weather classification and for Central Europe, do not support the
claim that anthropogenic influence on the jet streamsmakes the weather more persistent (as in Rohrer et al.,
2017; Coumou et al., 2018; Francis et al., 2018; Mann et al., 2018; Pfleiderer et al., 2019) and are more in line
with studies showing no clear change (Chen et al., 2016; Schaller et al., 2018). Some of these studies that see
changes in fact only see a small change that needsmanymodel simulations to become significant. A rigorous
intercomparison of different methodological approaches, weather classifications, and model experiments is
needed to reconcile the apparent discrepancies in the interpretation of the findings. Before these discrepan-
cies are resolved, the interpretation of past trends and single‐weather events as well as explicit or implied
extrapolations into the future is speculative at best. Also note that the relation between jet waviness and
extreme events is complex and depends on the region (Röthlisberger et al., 2016). We do not conclude from
our findings that there is no effect but that current climate models do not agree on changes in the
atmospheric circulation.

Future changes in both temperature and precipitation are clearer. The models project a future change
towards more hot‐and‐dry Central European summers independent of the circulation and in winter a shift
to warmer conditions with precipitation changes dependent on the circulation type.

Our results show that assessing future changes in the Central European circulation remains a challenging
topic, which is best undertaken by using both single and multimodel ensemble setups to capture the large
variability and model spread. Complications in arriving at clear signals may also partially arise from the
models' limited capacity to correctly simulate interactions between the ocean, sea ice, and atmosphere
and its large‐scale impacts on the European weather. Some of these deficiencies may be similar in most mod-
els (Mori et al., 2019).

We advocate for future research expanding upon our persistence measure to investigate high‐impact
changes in very rare long‐term persistent events. It would be beneficial to evaluate the transitional probabil-
ities for each circulation type and whether they differ for different models. Additionally, it would be helpful
to further examine the isolated impact of Arctic sea ice loss and the resulting changes in the temperature gra-
dient on the atmospheric circulation (Gerber et al., 2012; Screen & Blackport, 2019), its implications on the
extratropical jet stream, and future Central European weather persistence with the latest model configura-
tions in the CMIP6 project.
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