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Chapter 1  

 

Introduction 
 

1.1 Introduction and thesis motivation 

 

Gonorrhoea is a sexually transmitted infection (STI) caused by bacteria of the 

species Neisseria gonorrhoeae (NG). NG is a gram-negative bacterium for which humans 

are the only natural host (Unemo, et al. 2019). Since the 1930s when the first antibiotic, 

penicillin, became available gonorrhoea has been successfully treated using antibiotics. 

However, since the beginning of antibiotic usage, NG has progressively developed 

resistance to all classes of drugs that have been used to treat gonorrhoea, and current 

treatments are now under threat with few alternatives of proven safety and efficacy 

(Terreni, et al. 2021; Unemo, et al. 2016). Drug resistant NG has become a major public 

health concern (Centers for Disease Control and Prevention 2019a; World Health 

Organization 2012) and the development of new treatment options and prophylactic 

vaccines are seen as increasingly important in population control of gonorrhoea. 

Population-level and within-host mathematical models of transmissible diseases, 

while limited by existing knowledge and measurements in terms of their ability to capture 

the complexity of biological systems, can be useful in providing insights into infection 

transmission (e.g.,(Chan, et al. 2012; Keeling and Danon 2009) and underlying biological 

phenomena (e.g.,(Ho, et al. 1995; Perelson and Ribeiro 2013). Within-host infectious 

disease models, in particular, have several uses such as the ability to simulate an in vivo 

environment as for example in the model developed by Smith, et al. (2011) for 

pneumococcal infection which studied the impact of immune responses on clearance of 
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infection. Within-host models can also be used to explain and understand phenomena that 

are difficult to explore with existing experimental methods. For instance, in work on 

human immunodeficiency virus (HIV), Ho, et al. (1995) showed that the turnover of 

infected cells is a fast-paced process disproving earlier beliefs to the contrary. Similarly, 

in the epidemiological context, insights from infectious disease models have the potential 

to guide public health policy by evaluating the effects of relevant interventions on 

transmission, for instance in assessing the impact of a potential NG vaccine on the 

prevalence of gonorrhoea (Craig, et al. 2015). 

Within-host and population-level processes may interact and  these interactions 

have been studied through mathematical models to better understand the dynamics of 

infections such as HIV (e.g.,(Jie, et al. 2015; Martcheva and Li 2013), tuberculosis 

(e.g.,(Colijn and Cohen 2015) and malaria (e.g.,(Legros and Bonhoeffer 2016). For 

example, Martcheva and Li (2013) analysed the impact of within-host dynamics on the 

prevalence of HIV infection, by linking within-host viral load with between-host 

transmission and disease-related mortality at the population-level. In the context of NG, 

Craig, et al. (2015) carried out a similar study where a within-host parametric model of 

the bacterial load was used to determine the infectiousness of individuals in a population-

level model that was used to assess the impact of a potential vaccine on the prevalence of 

gonorrhoea.  

The ability to study details of within-host NG dynamics is somewhat challenged 

by the limitations in existing experimental studies. Several published studies provide 

useful information on the initial stages of within-host NG infection. Examples are in vitro 

studies (e.g.(Chateau and Seifert 2016; Criss and Seifert 2006; Rest, et al. 1982) that 

explore intracellular NG survival and replication mechanisms, and human experimental 

studies (e.g.,(Schmidt, et al. 2000; Schneider, et al. 1991; Swanson, et al. 1988) that 
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provide information on the natural infection time-course in the first 5-7 days. However, 

most of these studies do not seek to quantify intracellular dynamics (NG survival and 

replication within polymorphonuclear leukocytes (PMN) and epithelial cells) and do not 

reflect longer-term infection dynamics including natural infection clearance. Ethical 

requirements for treatment early in the infection time-course mean that human 

experimental studies cannot be used to understand long-term infection dynamics. 

Furthermore, due to the human-specific intracellular survival mechanisms exhibited by 

NG (Jerse, et al. 2011; Sadarangani, et al. 2011), bacterial load data measured in mouse 

models cannot be directly extrapolated to infection within the human host.  

The initial aim of this thesis was to develop a mathematical model to link within-

host NG infection processes with population resistance patterns, such as in the theoretical 

study by Colijn and Cohen (2015). In this study, the authors attempted to establish 

whether an aggressive or moderate approach to antibiotic treatment is likely to drive drug 

resistance in the population. However, the lack of prior attention to quantitative 

descriptions of the within-host dynamics of NG infection led me to deviate from this path, 

in order to focus on exploring intracellular NG infection dynamics and clearance with and 

without treatment. The limited existing body of evidence led me to first develop a model 

to gain an understanding of the underlying within-host processes relating to infection with 

NG, focusing on symptomatic male urethral NG infection, for which the limited in vivo 

data available primarily concern. In order to test the model against known outcomes I 

then used this within-host model to evaluate treatment effectiveness for a variety of 

antibiotics that are either currently in use or being considered for use in the future.  

Given the lack of experimental studies, especially in regard to intracellular NG 

dynamics, it is perhaps not surprising that I could not identify any prior studies exploring 

antibiotic treatment effects on intracellular NG. As intracellular NG has the potential to 
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evade host immune responses (Simons, et al. 2006; Unemo, et al. 2019), the antibiotic 

mediated killing of these intracellular NG can play a vital role in infection clearance. 

Differences in the effectiveness in drug mediated killing of extracellular and intracellular 

bacteria have also been observed for various pathogens such as S. aureus (Barcia-Macay, 

et al. 2006; Evans, et al. 2020; Peyrusson, et al. 2018), but to the best of my knowledge, 

such analyses have not been conducted in the context of NG. A recent study by Sena, et 

al. (2020) has emphasised the importance of using mathematical models “to understand 

the interactions and dynamic effects of ceftriaxone and azithromycin as dual therapy and 

in monotherapies, their gonococcal and M genitalium kill rates, antimicrobial resistance 

suppression, and optimal dosing” (Sena, et al. 2020) and several of these ideas align with 

my thesis aims. 

Motivated by the above observations I identify three aims to be pursued in this 

thesis.  

1. To develop a mechanistic within-host mathematical model of untreated 

male urethral NG infection that encapsulates the relevant extracellular and 

intracellular NG dynamics and immune response. 

2. To quantify extracellular and intracellular antibiotic effects and their 

influence on treatment effectiveness for NG. 

3. To investigate the effectiveness of alternative treatment regimens and 

combinations for clearance of NG infection. 

 

1.2   Thesis overview 

 

In pursuing these research aims, I first needed to understand the underlying NG 

infection and antibiotic treatment processes to guide the development of my within-host 
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mathematical models. Therefore, in Chapter 2 (Literature review), I review the literature 

pertaining to gonorrhoea infection dynamics, antibiotic treatment for gonorrhoea, the 

extracellular and intracellular activity of antibiotics, drug protein binding effects and 

PK/PD of antibiotics.  

In Chapter 3 (Modelling the in-host dynamics of Neisseria gonorrhoeae 

infection), I develop a deterministic compartmental within-host mathematical model to 

describe untreated urethral infection in men. To capture the within-host infection 

processes, I consider the interactions between bacteria, host cells (epithelial cells) and the 

immune response mediated by PMN. Here, parameter values are estimated by fitting the 

model to existing data and, through model calibration to known infection outcomes. 

Using this model, I attempt to understand factors associated with clearance of infection 

without treatment and the role of intracellular NG in prolonging infection. This model 

then forms the basis for subsequent analyses carried out in this thesis.  

In Chapter 4 (Modelling treatment effects for gonorrhoea), I extend the model 

developed in Chapter 3 to integrate treatment dynamics for gonorrhoea by accounting for 

key PK/PD features. This extended model is used to explore treatment using drugs that 

are currently in-use (ceftriaxone, cefixime and azithromycin) and potential treatment 

options (gepotidacin, gentamicin). In this chapter I analyse how intracellular NG and 

PK/PD variables affect infection clearance and show that the model successfully produces 

infection clearance times that align with those reported in the literature for gepotidacin, 

gentamicin and azithromycin. In this chapter, I also discuss the limitations of the model 

in regard to capturing treatment effects for ceftriaxone and cefixime.  

In Chapter 5 (Effectiveness of different treatment regimens for gonorrhoea), I use 

the model developed in Chapter 4 to investigate different treatment regimens for two 

potential treatment options (monotreatment with gepotidacin and dual treatment with 
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gentamicin and azithromycin). Here, I test single and multiple dose strategies for both 

mono and dual treatment options. I also attempt to quantify effective drug concentrations 

through appropriate PK indices calculated using extracellular and intracellular drug 

concentrations.  

In Chapter 6 (Evaluation of ceftriaxone and cefixime treatment strategies using a 

model that incorporates drug-target binding), I hypothesise that my previous model failed 

to accurately describe ceftriaxone and cefixime treatment due to inadequate description 

of the transition to bacteriostatic and bactericidal effects as well as post-antibiotic effects. 

Here, I develop a mechanistic model that explicitly captures drug-binding to penicillin 

binding proteins (PBP),  building on previous approaches used for the pathogens V. 

cholerae and E. coli (Abel zur Wiesch, et al. 2015). To the best of my knowledge, this is 

the first model to incorporate a mechanistic representation of ceftriaxone and cefixime 

drug binding interactions in the context of modelling treatment of NG infection.   

Finally, in Chapter 7 (Conclusions and future work), I discuss the main findings 

from these studies, limitations and future research directions.  

In regards to the results chapters, while significant contributions were made by 

my supervisors in terms of the design and review of the studies and in relation to chapters 

4-6, by Professor Phillip Kuchel of University of Sydney, I was solely responsible for 

writing the manuscripts, deriving model equations and implementing simulations and 

producing the results described in these chapters.  
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Chapter 2  

 

Literature review 
 

2.1 Clinical manifestation and sequelae 

 

In 2016, it was estimated that there were 86.9 million new gonorrhoea cases 

worldwide among males and females aged 15-49 years (Rowley, et al. 2019). The global 

prevalence of gonorrhoea in 2016 was estimated to be 0.9% in females and 0.7% in males, 

corresponding to a total of 30.6 million prevalent cases of gonorrhoea worldwide 

(Rowley, et al. 2019). Gonorrhoea remains a common infection with a significant disease 

burden due to the associated risk of infection and potential complications. NG can infect 

various anatomical sites, in particular urethral, anorectal, conjunctival, pharyngeal and 

ovarian infections. When it ascends to the upper reproductive tract, gonorrhoea can lead 

to serious sequelae in women including epididymitis or pelvic inflammatory disease, 

which in turn can lead to infertility and ectopic pregnancy (Unemo, et al. 2019). Maternal 

gonorrhoea can also lead to various complications such as pre-term birth and neonatal 

blindness. Gonorrhoea also increases the risk of human immunodeficiency virus (HIV) 

acquisition (Guvenc, et al. 2020; Holmes, et al. 2008; Miller 2006; Unemo, et al. 2019; 

Unemo and Shafer 2014). In rare cases, gonorrhoea infection can lead to disseminated 

infection, with clinical symptoms including arthritis and skin lesions (Holmes, et al. 2008; 

Lohani, et al. 2016; Unemo, et al. 2019).  

In both men and women, gonorrhoea can be symptomatic or asymptomatic, with 

the symptomatic fraction varying by anatomical site. The endocervical canal is the 

primary infection site in women (Edwards and Apicella 2004) and such infections are 
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often asymptomatic and can act as a reservoir for onward transmission of infection in the 

community (Miller 2006). Urethral infection in men is primarily symptomatic but it is 

estimated that 10-25% of cases can be asymptomatic (Fairley, et al. 2019; Lovett and 

Duncan 2019). Around 90% and 85% of pharyngeal and rectal infections, respectively, 

are asymptomatic (Kent, et al. 2005; Morris, et al. 2006). Accurate estimates of the true 

symptomatic proportion are challenging to compile, with published studies subject to 

limitations in diagnostic sensitivity and specificity in testing methods (culture vs nucleic 

acid amplification test (NAAT)) and recall bias (Fairley, et al. 2019).  

2.2 Natural history of NG infection  

 

Clinical studies of the natural history of NG infection provide evidence about 

untreated NG infection such as the changes in the bacterial load over time, the nature and 

timing of symptoms and the duration of infection. For instance, experimental NG 

infection studies with male volunteers (Hobbs, et al. 2011; Hook and Holmes 1985; Isbey, 

et al. 1997; Ramsey, et al. 1995; Schmidt, et al. 2001) show similar clinical features to 

natural infection and have provided insights into characteristics of untreated symptomatic 

male urethral NG infection.  

There are substantial differences between infections at different anatomical sites, 

with for instance lower bacterial loads (approximately 2 ×105 bacteria (Chow, et al. 

2016)) and a shorter duration of untreated infection observed at the pharynx (5 – 20 weeks 

(Barbee, et al. 2021)) in comparison to the urethral NG infection (discussed in Section 

2.2.1). However, natural history studies at non-urethral sites are limited, with no human 

experimental studies to my knowledge. In addition, due to the potential risk of 

reproductive complications associated with vaginal/cervical female NG infection (see 

Section 2.1) human experimental studies have not been conducted in women at this site. 
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I am also only aware of repeat measures of bacterial load over time being taken from 

urethral exudates, with only single observations conducted for other anatomical sites. For 

example, in a clinical study in men who have sex with men with untreated pharyngeal 

gonorrhoea, Chow, et al. (2016) report bacterial counts only at the time of starting 

treatment. Due to the lack of natural history data regarding female NG infection or non-

urethral NG infection in men, I focus in what follows on symptomatic urethral NG 

infection in men.  

2.2.1 Natural history of symptomatic male urethral NG infection 

 

Human experimental studies of NG infection using male volunteers report the 

bacterial counts in urine or semen collected over a period of time, usually 2h from the 

start of the infection and every 12 or 24h after that up to 5-7 days.  In these studies, an 

‘eclipse’ period is observed about 2h after inoculation, where few or no gonococci are 

observed in urine (Hobbs, et al. 2011). Although no clear explanation has been offered 

for this phenomenon, it is thought that this may be due to NG internalisation within the 

urethral epithelium which provides NG with the opportunity to survive and replicate 

intracellularly (Edwards and Apicella 2004). While this has been observed in 

experimental infection, it is unknown as to whether an eclipse period occurs after sexual 

transmission. After this eclipse period an increasing number of NG is detected in urine 

(Hobbs, et al. 2011).  

The incubation period (time from infection to the onset of symptoms) of urethral 

NG infection in men is reported to vary in the range of 1-14 days (Holmes, et al. 2008), 

with a majority of human experimental studies reporting a range of 2-6 days (Hobbs, et 

al. 2011; Hook and Holmes 1985; Schmidt, et al. 2001). Human experimental studies 

report a peak bacterial load of 106 – 108 bacteria (Ramsey, et al. 1995; Schmidt, et al. 



10 

 

2001; Schneider, et al. 1995; Schneider, et al. 1991; Schneider, et al. 1996), with 

symptoms typified by purulent discharge and dysuria (Cohen, et al. 1994; Swanson, et al. 

1988; Swanson, et al. 1987). A major limitation in these studies is the absence of data on 

bacterial counts of NG surviving intracellularly (within polymorphonuclear neutrophils 

(PMN) or epithelial cells).  

Although several studies report natural resolution of extragenital infection 

(primarily pharyngeal infection), it is difficult to find information on clearance of male 

urethral NG infection without treatment (Mensforth and Ross 2018). Due to ethical 

considerations, data from human experimental studies are restricted to the initial stages 

of the urethral infection, with no observations on the duration of untreated infection. 

Therefore, evidence regarding untreated infection of longer duration comes primarily 

from pre-antibiotic era studies or clinical studies of asymptomatic infection where 

treatment was withheld. Pre-antibiotic era studies (Hill 1943; Pelouze 1939) suggest a 

urethral infection duration of 1-2 months. In a clinical study where treatment was 

ineffective for sulphonamide resistant cases, Herrell, et al. (1943) concluded that male 

urethral NG infections persist for 1-4 months, while Korenromp, et al. (2002) estimated 

a mean duration of 4 months using data from the clinical study by Handsfield, et al. 

(1974).  

However, the infection durations reported in the above-mentioned studies are 

subject to uncertainty due to limitations associated with these experiments. The early pre-

antibiotic era studies are inconsistent in regard to the size of the bacterial load of the 

inoculum, inoculation technique and are not directly comparable to modern human 

experimental studies. During the period when treatment of asymptomatic men was not 

standard practice, Handsfield, et al. (1974) conducted a prospective study of the natural 

history of male urethral asymptomatic infection. In this study, some individuals remained 
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asymptomatic throughout the study period (165 days) while some became symptomatic 

or resulted in spontaneous infection clearance. In the theoretical study by Korenromp, et 

al. (2002), the infection duration was estimated using data from Handsfield, et al. (1974), 

but when generating these estimates additional simplifying assumptions are made such as 

exponentially distributed clearance times and equivalence in infection duration by 

symptom status. However, Korenromp, et al. (2002) made adjustments to capture some 

of the limitations in Handsfield, et al. (1974) data as for example with weekly follow-up 

via culture to determine infection status, re-infections occurring after spontaneous cure 

cannot be excluded from Handsfield, et al. (1974) data. Furthermore with culture being 

less sensitive than NAAT (Meyer and Buder 2020), there was potential to underestimate 

infection duration due to false-negative results. On the other hand, more recent studies 

using NAAT can produce positive results even with non-viable bacteria (Barbee, et al. 

2021). 

2.3 Within-host dynamics of NG infection 

NG is a facultative intracellular bacterium meaning that it can survive and 

replicate both outside and inside host cells (Hill, et al. 2016). During infection, NG 

primarily interacts with host epithelial cells and PMN and NG have adapted mechanisms 

to survive and replicate within these host cells (referred hereinafter to as intracellular 

NG). NG express several virulence factors on their surface including pili, opacity-

associated proteins (Opa) and porin proteins (Edwards and Apicella 2004; Holmes, et al. 

2008; Unemo, et al. 2019), which play a critical role during infection. I have summarised 

NG pathogenesis in Fig.2.1 and described this in detail in the following sections.  
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Figure 2.1: Simplified illustration of some of the main elements of NG pathogenesis. 

Descriptions of the numbered components are as follows: 1) extracellular NG; 

2) NG attachment to epithelial cells through pili; 3) increased adherence 

through Opacity associated proteins; 4) NG internalisation within epithelial 

cells; 5) NG within vacuoles; 6) transport of vacuole with gonococci to the 

basal surface; 7) release of NG into the basal layers and bloodstream; 8) 

exfoliation of epithelial cells and; 9) released gonococci infecting adjacent 

cells.  

2.3.1 NG interaction with epithelial cells 

 

The epithelial layer is the first-line of defence against NG (Sadarangani, et al. 

2011) as NG attachment to epithelial cells is required for infection (Ward and Watt 1972). 

Pili (a thin hair-like appendage expressed on the surface of NG composed of pilin protein) 

mediate the initial attachment to epithelial cells (Rudel, et al. 1992; Swanson 1973) and 

enhanced adherence is mediated by Opa proteins (an NG outer membrane protein) (Merz 
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and So 2000). Attached NG can be internalised within epithelial cells where they can 

replicate and evade immune response attacks (Criss and Seifert 2006; Shaw and Falkow 

1988) and delay apoptosis of epithelial cells as a survival mechanism (Binnicker, et al. 

2003; Follows, et al. 2009). Internalised NG are enclosed in vacuoles which can transport 

NG to the lateral and basal surfaces of the epithelium (Harvey, et al. 1997). NG are 

released from these vacuoles through lysis of the vacuole membrane and the infected 

epithelial cells are shed resulting in a thinning of the epithelium (Apicella, et al. 1996; 

Mosleh, et al. 1997). These released NG can further infect adjacent and deeper layers 

within the epithelium which may result in prolonged infection and, in rare cases, cause 

disseminated infection (McGee, et al. 1981; McGee, et al. 1983; Mosleh, et al. 1997). 

As discussed above although intracellular survival and replication of NG is well 

recognised and has been extensively studied through in vitro cell culture models 

(e.g.,(Criss and Seifert 2012; Edwards and Apicella 2004; Mosleh, et al. 1997), the extent 

of NG internalisation and its impact on the course of infection have not been 

quantitatively described in most experimental studies. In human experimental studies, 

although the number of gonococci that is recovered from the urine is measured (Schmidt, 

et al. 2000; Schmidt, et al. 2001; Schneider, et al. 1995), these studies do not quantify the 

number of intracellular NG. The study by Veale, et al. (1979) is the only study I could 

identify that has measured the proportion of the overall NG population in different cellular 

states (extracellular, NG within PMN and epithelial cells). However, the results of this 

study are presented for only a single fixed time-point (the precise timing of collection is 

not reported) and thus the dynamical changes in intracellular bacterial populations are not 

captured.   

2.4 The immune response to NG infection 

 



14 

 

The immune system consists of two fundamental components: the innate and 

adaptive immune systems. The innate immune system provides the first line of defence 

which is elicited rapidly and triggered through a limited set of receptors that can detect 

invading pathogens (Chaplin 2010). Elements of the innate immune response include 

various cells including neutrophils and macrophages (Turvey and Broide 2010). 

Neutrophils are polymorphonuclear lymphocytes that are short-lived and are one of the 

first inflammatory cells to be present at the site of inflammation (Döhrmann, et al. 2016). 

They are the most abundant cell type in the blood and more than 1011 cells are produced 

per day from the bone marrow. Antimicrobial mechanisms adopted by neutrophils include 

phagocytosis, degranulation, oxidative burst and neutrophil extracellular traps 

(Döhrmann, et al. 2016). Once neutrophils reach the end of their life-cycle they are 

phagocytosed primarily by macrophages (Rosales 2018), which carry out various 

functions including phagocytosis of pathogens and engulfment of apoptotic cells. 

Macrophages (and to an extent PMN) are also responsible for producing cytokines, which 

are molecules that are responsible for integrating functions to generate a robust immune 

response and ensuring the immune response subsides after an adequate period (Lacy and 

Stow 2011).  The innate immune response also plays an important role in activating the 

adaptive immune response which targets disease causing antigens using a diverse 

repertoire of receptors expressed by T and B cells and is generally triggered more slowly 

than the innate immune response (Turvey and Broide 2010). The adaptive immune 

response also generates immunologic memory to the pathogen so that in the case of re-

infection it can respond rapidly (Chaplin 2010).  

During infection with NG, an elevated cytokine response is observed (Ramsey, et 

al. 1995) which stimulates the innate immune system primarily through the recruitment 

of PMN to the infection site. Purulent exudate observed in experimentally infected males 
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is a result of this elicited inflammatory response (Edwards and Apicella 2004; Shafer and 

Rest 1989). PMN can kill NG by phagocytic engulfment (Ramsey, et al. 1995; Rest, et 

al. 1982). However, in vitro studies have shown that approximately 50% of NG within 

PMN remain viable (Veale, et al. 1979) and these surviving NG are capable of replicating 

within PMN (Parsons, et al. 1985; Parsons, et al. 1986; Simons, et al. 2005; Veale, et al. 

1979; Watt 1970), delaying PMN apoptosis (Simons, et al. 2006), suppressing oxidative 

burst (Gunderson and Seifert 2015) and delaying phagosome maturation (Johnson and 

Criss 2013). 

Human-specific infection and survival mechanisms of NG make it challenging to 

develop a successful animal model that reflects certain features of human infection and 

immune response such as intracellular NG survival and replication (Rice, et al. 2017). 

With 17β-estradiol treatment to cause prolonged infection (Jerse, et al. 2011; Rice, et al. 

2017) female mouse infection models have been used to understand NG pathogenesis 

including the elicited PMN response. Mice are most susceptible to infection with NG 

when they are at their proestrus stage as with the influx of increased levels of PMN during 

postovulatory stages, mice start to show resistance to NG (Francis, et al. 2018; Rice, et 

al. 2017). Therefore, in the mouse models in order to achieve a longer infection duration 

(lasting for ~10-12 days), estradiol is required as it can prolong the duration of the NG 

favourable estrous-like environment, by suppressing the natural PMN influx in mice.  

When interpreting results from mouse models, the time-varying impact of 

estradiol needs to be taken into consideration (Jerse 1999; Packiam, et al. 2010). 

Typically, estradiol is administered to both test and control mice via slow-release pellet 

or subcutaneous administration on days -2, 0 and 2 relative to inoculation with NG or 

phosphate-buffered saline in test and control mice, respectively. PMN influx in response 

to NG infection has been observed in several mouse models at 4-9 days after inoculation 
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(Jerse 1999; Packiam, et al. 2010; Soler-Garcia and Jerse 2007). Around 9 days post-

inoculation, as estradiol wears off, mice reach postovulatory stages where even 

uninfected mice treated with estradiol show an increase in PMN response (Jerse 1999; 

Jerse, et al. 2011) following the resumption of the estrous cycle.  

Although PMN are considered to be the main immune response to infection with 

NG, macrophages are also believed to play an important role by phagocytosing NG and 

recruiting PMN to the infection site (Château and Seifert 2016; Escobar, et al. 2018). NG 

has adapted to survive and replicate within macrophages as well and is capable of 

delaying macrophage apoptosis (Château and Seifert 2016; Escobar, et al. 2018). 

However, there remains limited literature on the role of macrophages during NG 

infection.  

Despite immune-mediated clearance of infection, individuals do not appear to be 

protected from re-infections through acquired immunity. The detailed diary of James 

Boswell (1740-1795), which relates the story of having urethritis nineteen times, 

including at least twelve apparent re-infections, is generally presented as anecdotal 

evidence of lack of acquisition of protective immunity following infection (Ober 1970). 

From human experimental studies, it is also evident that individuals can be infected 

multiple times with closely related strains (Schmidt, et al. 2001; Stupiansky, et al. 2011), 

with re-infection with the same strain also demonstrated in mouse models (Song, et al. 

2008). Therefore, the adaptive immune response against infection with NG is considered 

to have a limited effect with relatively weak and short-lived antibody responses (Holmes, 

et al. 2008). However, with the apparent partial protection against NG observed in New 

Zealand conferred by vaccination against meningococcal B disease (Petousis-Harris, et 

al. 2017; Seib 2017; Semchenko, et al. 2019), interest in protection via vaccine-induced 
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adaptive immune responses has been reinvigorated (Leduc, et al. 2020; Semchenko, et al. 

2019).  

2.5  Antibiotic treatment for gonorrhoea 

 

Since the introduction of antimicrobials in the 1930s, gonorrhoea has remained a 

readily treated infection with several classes of antibiotics having been successfully used 

to treat gonorrhoea. These include sulphonamides (e.g., sulfathiazole), β-lactams (e.g., 

penicillin and third-generation cephalosporins such as ceftriaxone and cefixime), 

aminoglycosides (e.g., streptomycin), tetracyclines (e.g., aureomycin), macrolides (e.g., 

azithromycin) and quinolones (e.g., ciprofloxacin). However, due to the propensity of NG 

to acquire resistance to antimicrobials, available treatment options have greatly 

diminished and most of the above-mentioned treatment options are now removed from 

treatment recommendations (see Fig. 2.2 for a summary). 
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Figure 2.2: Timeline of antibiotic treatments for gonorrhoea and resistance. The figure is 

based on reports in the published literature (Eyre, et al. 2018; Fifer H, et al. 2019; 

St. Cyr, et al. 2020; Unemo and Shafer 2011; Unemo and Shafer 2014). 

Cefixime and ceftriaxone are both third-generation cephalosporins that are currently used 

to treat NG infection, with the former in limited use. In around 2012, there were frequent 

cases of NG strains showing increased minimum inhibitory concentration (MIC, the 

lowest drug concentration that is required to inhibit bacterial growth) for cefixime. Due 

to these resistance concerns, cefixime was removed as a first-line treatment option in the 

United States (US) in 2012 (Centers for Disease Control and Prevention 2012) and was 

also removed from the recommendations in the European guidelines (Bignell and Unemo 

2013). If cefixime is used as an alternative option, the US Centers for Disease Control 

and Prevention (CDC) recommends a test of cure at the site of infection (Centers for 

Disease Control and Prevention 2015).  

Ceftriaxone is considered to be the last remaining treatment option for gonorrhoea 

with proven safety and efficacy for routine use but strains of ceftriaxone resistance or 
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decreased susceptibility are reported from several countries. Resistance to ceftriaxone in 

NG is chromosomally mediated and in recent isolates this is related to the presence of a 

mosaic penA allele that encodes altered forms of penicillin binding protein (PBP) 2 which 

shows a substantial decrease in acylation by ceftriaxone (Nakayama, et al. 2016; 

Tomberg, et al. 2013; Unemo, et al. 2011). Mosaic penA alleles appear to have arisen 

from recombination events between NG and commensal Neisseria species commonly 

found in the nasopharynx (Ito, et al. 2005). The first ceftriaxone resistant strain (H041) 

with concerning levels of resistance was reported in Japan with an elevated MIC of 2-4 

mg/L (Ohnishi, et al. 2011). This strain was also resistant to other drugs and classes 

including cefixime, penicillin, azithromycin and fluoroquinolones. Since then, multidrug 

resistant strains with resistance to ceftriaxone have been reported from several countries 

including the F89 strain in France (Unemo, et al. 2012) and Spain (Camara, et al. 2012) 

and A8806 in Australia (Lahra, et al. 2014). In 2017, the strain FC428, which was initially 

found in Japan (Nakayama, et al. 2016) was independently reported in Denmark 

(Terkelsen, et al. 2017) and Canada (Lefebvre, et al. 2018) and a strain with similar 

characteristics was later found in Australia (Lahra, et al. 2018), with further reports 

internationally described by Eyre, et al. (2019). Sustained transmission of FC428 was 

recently reported in China (Chen, et al. 2020; Yan, et al. 2021) and Japan (Lee, et al. 

2019).  

Between 2010 and 2012 the treatment guidelines in the United Kingdom (UK) 

and the US were changed to dual treatment with intramuscular ceftriaxone and oral 

azithromycin in an attempt to reduce the threat of resistance for ceftriaxone (Workowski 

and Berman 2010). However, there have been recent reports of strains showing resistance 

to both ceftriaxone (MIC of 0.5mg/L) and azithromycin (MIC>256mg/L) (Eyre, et al. 

2018; Whiley, et al. 2018). NG can readily acquire high-level azithromycin resistance 
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through point mutations (Chisholm, et al. 2010a) and with a moderate prevalence of 

azithromycin resistance but low levels of ceftriaxone resistance observed in both the UK 

(Public Health England 2018; Whittles, et al. 2018) and the US (Centers for Disease 

Control and Prevention 2018), dual therapy has been abandoned in those countries. 

Instead, the UK (Fifer H, et al. 2019) and the US (St. Cyr, et al. 2020) now recommend 

monotherapy with ceftriaxone but at elevated doses of 1g and 0.5g, respectively.  

2.5.1 Novel treatment options for gonorrhoea 

In response to the concerns about resistance described above, there is also 

considerable interest in new treatments, with several novel antimicrobials undergoing 

clinical trials as potential treatment options for gonorrhoea such as solithromycin (a 

fourth-generation macrolide), gepotidacin (a novel triazaacenaphthylene bacterial type II 

topoisomerase inhibitor) and zoliflodacin (first-in-class spiropyrimidinetrione that 

inhibits bacterial type II topoisomerase). Solithromycin, gepotidacin and zoliflodacin 

have, respectively, shown 92% (Chen, et al. 2019), >95% (Scangarella-Oman, et al. 2018; 

Taylor, et al. 2018b) and >95% (Taylor, et al. 2018a) treatment success against genital 

infections. However, all these drugs show poor efficacy against the limited number of 

samples tested from extragenital sites (rectal and pharyngeal), with lower NG treatment 

efficacy at the pharynx for other drugs previously associated with poor antibiotic 

penetration at that site (Barbee 2014; Moran 1995). 

 Due to the unique binding mechanism of gepotidacin that distinguishes this class 

from quinolones (also a bacterial topoisomerase inhibitor), it has shown in vitro success 

against NG strains which show resistance for ciprofloxacin (a quinolone) (Biedenbach, et 

al. 2016; Farrell, et al. 2017). However, concerningly, in the phase two clinical trial, the 

emergence of resistant NG strains under single dose gepotidacin therapy has already been 

observed (Scangarella-Oman, et al. 2018). Using an in vitro infection model, VanScoy, 
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et al. (2020) showed that the use of single or multiple dose regimens of gepotidacin that 

accumulate to 4.5g or higher prevented resistance from developing during treatment.  

Existing antibiotics such as gentamicin have also been tested as new treatment 

options for gonorrhoea. Since 1993, gentamicin has been used successfully to treat 

gonorrhoea infection in Malawi (Brown, et al. 2010).  In particular, combination therapy 

with gentamicin and azithromycin has been a recent focus of study but in clinical trial 

settings, the effectiveness of this combination against extragenital infections was found 

to be poor (Barbee, et al. 2019; Kirkcaldy, et al. 2014; Ross, et al. 2019).  

There are several other drugs that are currently under investigation at in vitro and 

clinical trial stages including delafloxacin (Hook, et al. 2019), methyldopa and 

carbamazepine (Poole, et al. 2020), gold-containing auranofin (Elkashif and Seleem 

2020), small-molecule antimicrobial SMT-571 (Jacobsson, et al. 2019) and DIS-73285 

(Jacobsson, et al. 2020). Further studies on these novel treatment options need to be 

performed to better understand their pharmacokinetics, the potential for the emergence of 

drug resistance, suitable dosage and effective concentration required at the target site 

(Chen, et al. 2019), possible multidrug combination options (Taylor, et al. 2018b) and 

their effectiveness for extragenital infections.  

2.5.2 Mechanisms of drug action and entry into cells 

 

Different drugs have different mechanisms of action and targets depending on 

their drug class. Here I focus on the antibiotics that are discussed in this thesis, these being 

ceftriaxone and cefixime (β-lactams), gepotidacin (triazaacenaphthylene bacterial type II 

topoisomerase inhibitor), azithromycin (macrolide) and gentamicin (aminoglycoside). 

The β-lactam class works by inhibiting bacterial cell wall synthesis through binding of 

the β -lactam ring to membrane-bound PBP, which are enzymes that catalyse cell wall 
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synthesis. NG has four distinct PBP (PBP 1,2, 3 and 4), with differing drug binding 

affinities (Barbour 1981; Dougherty, et al. 1980; Stefanova, et al. 2004) where PBP2 has 

been identified as the main lethal target (Powell, et al. 2009; Ropp, et al. 2002; Unemo 

and Nicholas 2012). Azithromycin and gentamicin interfere with the process of protein 

synthesis through binding to the bacterial 50s (Ross, et al. 2019) and 30s (Mensforth and 

Ross 2019) ribosomal subunits, respectively. Gepotidacin has a unique mechanism of 

action that impairs DNA replication (Peyrusson, et al. 2018). Drug resistance and 

mechanisms of action are relevant during therapy and when deciding on possible drug 

combinations. However, full investigation into drug resistance is beyond the scope of this 

thesis. Various mechanisms of drug resistance adopted by NG is extensively reviewed in 

several studies for example by Unemo and Shafer (2014). 

Depending on the level of antibacterial activity against a particular pathogen, 

antibiotics are mainly categorised as bactericidal or bacteriostatic. An antibiotic that kills 

99.9% of a bacterial population is defined as bactericidal while an antibiotic that only 

inhibits the growth of the bacterial population is defined as bacteriostatic (Drusano 2004; 

Pankey and Sabath 2004). Generally, this categorisation of bactericidal or bacteriostatic 

can depend on several factors such as the size of the bacterial population (Levison 1995), 

pathogen (Delgado, et al. 2000; Lamb, et al. 1999) and growing conditions (Pankey and 

Sabath 2004). For example, azithromycin is bactericidal against Staphylococcus aureus, 

Streptococcus pneumoniae and Haemophilus influenzae (Dorfman, et al. 2008) but 

bacteriostatic against Pseudomonas aeruginosa (Imamura, et al. 2005). The time the drug 

concentration remains above the MIC and the drug concentration are also important 

variables in determining bactericidal and bacteriostatic effects of drugs. For example, β-

lactam class of drugs require free drug to be above the MIC for differing fractions of the 
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dosing interval to achieve bacteriostatic and bactericidal effects. These factors are 

discussed in detail in Section 2.7.3. 

The β-lactam class of drugs and macrolides are believed to enter cells through the 

mechanism of passive diffusion. Diffusion is the most common process of entering cells 

for small molecule drugs and the rate of diffusion vary with the environmental pH. For 

example, azithromycin due to their weak basic character are able to show high 

intracellular accumulation (Amsden 2001) while β-lactams as they are weak acids, show 

poor intracellular accumulation (Chanteux, et al. 2003; Laufen, et al. 1985). 

Aminoglycosides (e.g., gentamicin) enter cells through the process of endocytosis 

(Hashino and Shero 1995) which is a non-specific mechanism that drives poorly 

diffusible molecules to within cells.  

2.6  Susceptibility breakpoints in the literature 

 

Antimicrobial susceptibility tests (AST) are important for the clinical 

management of infection and surveillance of antimicrobial resistance. In order to interpret 

the results of AST, interpretive criteria that define clinical breakpoint values are required 

(Humphries, et al. 2019; Mercer, et al. 2020). The two main organisations responsible for 

setting breakpoint categories (susceptible, intermediate, resistant; see Table 2.1 below) 

are the Clinical and Laboratory Standards Institute (CLSI) and the European Union 

Committee on Antimicrobial Susceptibility Testing (EUCAST). Apart from these two 

organisations, the U.S. Food and Drug Administration Centre for Drug Evaluation and 

Research also sets breakpoints at the time of approval of new drugs (Weinstein and Lewis 

2020). When setting these breakpoints, pharmacokinetic and pharmacodynamic data 

(discussed in Section 2.7), in vitro microbiological data (e.g., time-kill experiments) and 

clinical treatment success and failure rates are considered (Clinical and Laboratory 
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Standards Institute 2018; European Committee on Antimicrobial Susceptibility Testing 

2019). 

 The two main categories used to define breakpoints are susceptible (S) and 

resistant (R) strains. A microorganism is defined as susceptible if there is a high likelihood 

of therapeutic success using a standard dosing regimen, and resistant if there is a high 

likelihood of therapeutic failure even when there is increased drug exposure (European 

Committee on Antimicrobial Susceptibility Testing 2019). A third category of 

“intermediate” or “increased exposure” (I) is used when there is uncertainty around 

categorisation but where a high likelihood of therapeutic success is obtained by increasing 

the dosing regimen or concentration at the site of infection (European Committee on 

Antimicrobial Susceptibility Testing 2019).  

The NG breakpoints for ceftriaxone, cefixime and azithromycin are summarised 

in Table 2.1. For gentamicin and gepotidacin there are as yet no EUCAST or CLSI 

defined breakpoints. Based on epidemiological and clinical observations in Malawi, 

Brown, et al. (2010) defines susceptibility for gentamicin as MIC ≤4mg/L, intermediate 

susceptibility as 8-16mg/L and resistance as MIC ≥32mg/L. 
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Table 2.1: Empirical susceptibility breakpoints (mg/L) defined by CLSI and EUCAST 

for NG.  

a  No intermediate category defined by CLSI or EUCAST. 

bBased on the 2018 guidelines (European Committee on Antimicrobial Susceptibility 

Testing 2018). In the 2019 guidelines, only an epidemiological cut-off (ECOFF) is 

defined (1mg/L). ECOFF is the highest MIC for the wild-type isolate (isolates with no 

detectable resistance or reduced susceptibility for the antimicrobial being evaluated). 

Only ECOFF is defined due to the poor correlation between MIC and clinical outcome. 

Druga S R 

CLSI EUCAST CLSI EUCAST 

Ceftriaxone ≤0.25 ≤0.125 - >0.25 

Cefixime  ≤0.25 ≤0.125 - >0.25 

Azithromycin ≤1 ≤0.25 - >0.5b 
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2.7  Pharmacokinetics and pharmacodynamics (PK/PD) of antibiotics  

 

Pharmacokinetic (PK)/pharmacodynamic (PD) data collected through 

experimental settings such as clinical trials (e.g., Barbee, et al. (2018)) and mouse models  

(e.g., Connolly, et al. (2019)) can be integrated with compartmental mathematical models  

(e.g., Chisholm, et al. (2010b)) to provide useful information on the relationship between 

drug exposure and treatment efficacy. The movement of the drug in the body after 

administration is referred to as a PK process while the bacteria’s response to a given drug 

is referred to as a PD process (Holford and Sheiner 1982). Analysis of PK/PD for 

antibiotics is useful when attempting to optimise treatment strategies and minimise the 

development of resistance for existing and novel treatment options. The insights from 

PK/PD analysis can be used to design clinical trials (VanScoy, et al. 2020) and assist in 

making changes to existing treatment recommendations (St. Cyr, et al. 2020) and 

susceptibility breakpoints (Clinical and Laboratory Standards Institute 2018). When 

developing treatment regimens both PK and PD aspects are taken into consideration since 

PK properties influence the dose, dosing frequency and the route of administration while 

PD elements determine the relationship between drug concentration and the drug’s effect 

on the net bacterial growth at the infection site.  

2.7.1 Pharmacokinetics 

 

PK properties govern drug absorption, metabolism, elimination and distribution. 

Absorption is the process by which a drug reaches the blood from its site of 

administration. Intravascular drugs are administered directly into the blood, either 

intravenously or intra-arterially and hence there is no absorption phase involved. 

Extravascularly administered drugs (e.g., oral, subcutaneous, or intramuscular) need to 

be first absorbed from the injection site to enter blood (Rowland and Tozer 1995). The 
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rate of drug absorption (𝑘𝑎) and bioavailability (𝐹) are the main determinants of 

absorption of an extravascularly administered drug. Bioavailability is defined as the 

fraction of the administered dose of the drug that reaches systemic circulation (Levison 

and Levison 2009). Once absorbed a drug is delivered by the blood to various organs and 

tissues in the body. 

Clearance (𝐶𝐿) is a PK property that represents the capacity of different organs in 

removing drug and is defined as the volume of plasma that is completely cleared of drug 

per unit time (Rowland and Tozer 1995). As clearance is associated with drug removal 

from circulation, it is related to the elimination rate constant (𝑘𝑒𝑙) and volume of 

distribution (𝑉𝑑) as, 𝐶𝐿 =  𝑉𝑑  ×  𝑘𝑒𝑙.  

The volume of distribution is defined as the apparent volume into which a drug 

distributes in the body at equilibrium (Levison and Levison 2009). Consequently, the 

volume of distribution is the volume of plasma at the drug concentration, 𝐶, required to 

account for all drug in the body, 𝐴, so that 𝑉𝑑 =
𝐴

𝐶
 . For drugs represented through a single 

compartment (described in the next Section 2.7.2) (e.g., intravascularly administered), the 

volume of distribution is simply calculated as, 𝑉𝑑 =  
𝐷

𝐶𝑜
, where 𝐷 is the dose amount of 

that reaches systemic circulation and 𝐶𝑜 is the plasma drug concentration at time 0. Drugs 

represented through multiple compartments (described in Section 2.7.2), have separate 

volume of distribution values calculated in the elimination phase (𝑉𝛽) which depends on 

drug clearance and at steady state (𝑉𝑠𝑠) (Smith, et al. 2015), where the net flux between 

the central and peripheral compartments is zero.  

The elimination rate constant (𝑘𝑒𝑙) describes the rate at which plasma drug 

concentration declines in the elimination phase, where elimination is defined as the 
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irreversible removal of the drug from the body (Rowland and Tozer 1995). For a drug 

with a constant rate of elimination (first-order kinetics), the drug concentration at any 

given time t (𝐶𝑡) is given by, 𝐶𝑡 =  𝐶0 × 𝑒−𝑘𝑒𝑙 𝑡. It follows that the half-life (𝑡1/2) of a 

drug is 𝑡1/2 =
𝑙𝑛 (2)

 𝑘𝑒𝑙
, where drug half-life is defined as the time taken to reduce the drug 

concentration by one-half (Rowland and Tozer 1995). The volume of distribution and 

drug clearance are related to the drug half-life as, 𝑡1/2 =
𝑙 𝑛(2) × 𝑉𝑑

 𝐶𝐿
. Therefore, the drug 

half-life is linearly proportional to 𝑉𝑑 and inversely proportional to the rate of clearance. 

2.7.2 Modelling pharmacokinetics 

 

Conducting clinical trials is expensive and time-consuming, and recruiting a 

sufficient number of patients for large trials is often difficult (Hook, et al. 2020; 

Theuretzbacher, et al. 2020). Pharmacokinetic models are therefore a useful adjunct to 

clinical trials for estimating the optimum dosing regimens, establishing susceptibility 

breakpoints, informing the design of clinical trials and gaining insights on the PK data 

collected from clinical trials (Bulitta, et al. 2019).  

PK models are used to simulate the change in the drug concentration within the 

body and the most classic uses of these are the one and two-compartment models. The 

compartments of a PK model do not necessarily reflect a specific physical space 

(Rowland and Tozer 1995). In the one-compartment model, the entire body is assumed 

to function as a single unit and hence is portrayed as one central compartment. Here, it is 

assumed that drug equilibration between tissues and blood occurs instantaneously 

(Rowland and Tozer 1995). For some drugs (e.g., azithromycin), drug distribution is not 

instantaneous and when the plasma concentrations are plotted on a log-linear scale a bi-

exponential decline can be observed with a rapid distribution observed among well-

perfused tissues while a slow distribution phase is observed in less-well perfused tissues 
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(Ripa, et al. 1996; Rowland and Tozer 1995). These PK profiles can be described using 

a two-compartment PK model. In this representation, the two compartments are generally 

referred to as central and peripheral compartments, where the central compartment 

includes blood and the highly perfused tissues and organs while the peripheral 

compartment includes less well-perfused tissues into which drug distributes more slowly. 

If indicated by the distribution of the plasma concentration profile, further compartments 

can also be included (Cascone, et al. 2013; Pene Dumitrescu, et al. 2013).  

In addition to these classic compartmental models, recent advances have been 

made in physiologically-based pharmacokinetic modelling (PBPK), which unlike 

classical PK models represent actual organs and tissue spaces (e.g., heart, lung, brain, 

kidney, spleen) and their physical volumes (Aarons 2005). This approach can be used to 

quantify the drug concentration profiles at these individual organs/tissues rather than 

relying on plasma concentrations alone (Kuepfer, et al. 2016). However, these models 

involve a large number of parameters which can lead to issues of parameter identifiability 

(the ability to uniquely determine parameter values from available data) unless sufficient 

data is available for estimation (Tan, et al. 2018; Yates 2006). These PBPK models can 

also be combined with pharmacodynamic effects (PBPK/PD models) (Gordi, et al. 2005) 

to quantify the elicited drug response at the target sites.  

Data to inform PK models can be obtained from in vitro and in vivo experimental 

studies. In vivo studies typically include measurements of plasma drug concentration from 

healthy volunteers (Barbee, et al. 2018; Patel, et al. 1981) and mouse models (Connolly, 

et al. 2019). The plasma concentrations measured in healthy volunteers (Barbee, et al. 

2018; Patel, et al. 1981) are useful to inform PK parameters for simulation studies 

(Chisholm, et al. 2011), which can assess the effectiveness of different drug doses in 

achieving relevant PK targets (discussed in Section 2.7.3). In the context of NG, mouse 
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models have shown the potential to be used to determine appropriate dose amounts for 

treating human infection. The mouse model by Connolly, et al. (2019) resulted in time 

above the MIC (discussed in Section 2.7.3) calculations for ceftriaxone and cefixime 

consistent with those observed for human infections in the study by Chisholm, et al. 

(2011). However, there are some limitations in translating results from mouse models to 

human infection as some PK properties such as drug half-life differ from humans (Bulitta, 

et al. 2019). 

Dynamic in vitro models such as chemostat and hollow fibre infection models 

(described in detail in Bulitta, et al. (2019)) allow the experimental setup to match the 

drug concentration profiles observed in humans. These models can also be used to explore 

both PK and PD effects together (Bulitta, et al. 2019). Recently, VanScoy, et al. (2020) 

developed a hollow fibre model with NG grown over a 7-day period and assessed 

treatment efficacies for gepotidacin, ceftriaxone and cefixime along with the risk of de 

novo resistance emerging. The findings of this study were used to inform the dosing 

regimens of a phase three clinical trial for gepotidacin (ClinicalTrials.gov Identifier: 

NCT04010539), expected to be completed in 2023. However, this hollow fibre infection 

model has not yet been validated against clinical outcomes (Theuretzbacher, et al. 2020) 

and as yet, such dynamic in vitro models do not include intracellular NG infection and 

treatment effects. 

2.7.3 PK indices 

 

The indices used to describe the effectiveness of a dosing regimen can vary 

depending on the antimicrobial class. The three main indices used are the time in which 

the drug concentration remains above the MIC (𝑡MIC), the area under the concentration 

curve (AUC) and the peak drug concentration, 𝐶max.  
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Drugs in the β-lactam class display time-dependent activity as it has been 

experimentally confirmed that the elicited microbiological effect (the rate of pathogen 

killing) depends directly upon 𝑡MIC (Craig 1995; Craig, et al. 1991; Eagle, et al. 1953). 

Once the time the drug concentration remains above the MIC exceeds a certain 𝑡MIC, the 

rate of pathogen killing does not appear to be further increased by increasing the drug 

concentration. The relevance of 𝑡MIC for β-lactams is clearly shown in a mouse-model 

study by Flückiger, et al. (1991), where for two treatment strategies that achieve the same 

AUC, the strategy that achieves a higher 𝑡MIC elicits a greater biological effect. For 

concentration-dependent antibiotics such as fluoroquinolones, macrolides and 

aminoglycosides, the rate of pathogen killing is dependent on the magnitude of the drug 

exposure and hence AUC and/or 𝐶𝑚𝑎𝑥 are observed to best correlate with antibacterial 

activity for these drugs (Andes and Craig 2002; Forrest, et al. 1993).  

2.7.4 Drug binding to plasma proteins 

 

Protein binding is the rapid and reversible reaction of a drug with plasma proteins 

such as human serum albumin and glycoprotein (Wise 1986). The extent of protein 

binding varies greatly between antimicrobials with gentamicin ~0% bound, while 

ceftriaxone is ~95% bound (Popick, et al. 1987; Rowland and Tozer 1995). With protein 

binding, the total drug concentration is typically divided into the free drug concentration 

and the protein-bound drug concentration. Typically, the total drug concentration is 

measured in pharmacokinetic studies with the free drug concentration calculated as the 

unbound fraction of the total concentration (Chisholm, et al. 2010b). Only the free drug 

molecules are considered to be microbiologically active (Van Bambeke, et al. 2006; Wise 

1986). A comparison of drug penetration into human lymph nodes using 13 antibiotics 

with varying protein binding values (0% to 96%) by Bergan, et al. (1987) showed a clear 
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relationship between the level of protein binding and drug penetration indicating that only 

the free drug can penetrate tissues. 

The free drug concentration can change over time due to factors such as 

disassociation from plasma proteins and drug elimination and this can alter the free drug 

fraction and PK parameters such as the drug half-life and volume of distribution. 

However, protein binding is not always clinically relevant as for drugs with a low hepatic 

extraction ratio (fraction of the drug removed from blood by the liver) it is considered 

that the drug concentration a patient is exposed to is independent of the amount of protein 

binding and therefore drug doses do not need adjustment to account for differing free 

fraction (Benet and Hoener 2002). 

 Protein binding can also slow the elimination of drugs that are primarily 

eliminated via glomerular filtration in the kidneys as only the free drug can be filtered by 

the pores in the glomerulus (Craig 2000). For such drugs, a high protein bound fraction 

may be desirable as it is associated with increased half-life and time the drug 

concentration remains above the MIC (Craig 2000). For example, ceftriaxone, which is 

~95% protein bound and is primarily eliminated through glomerular filtration, has the 

longest half-life among cephalosporins (~7- 8h) (Craig 2000; Wise 1986) as high protein 

binding reduces renal clearance. Drugs eliminated through tubular secretion in the 

kidneys are unaffected by protein binding (Craig 2000). 

2.7.5 Pharmacodynamics 

Pharmacodynamics describes the relationship between the drug concentration at 

the target site and the drug’s impact on bacterial growth or decline. When a drug interacts 

with a binding target a pharmacological effect is elicited which describes the drug 

exposure-efficacy relationship. A simple drug-target binding reaction assuming a single 
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binding site on target can be described as the interaction between the drug molecules (𝐴) 

and drug targets (𝑇), which form the drug-target complexes (𝐴𝑇) as:   

𝐴 + 𝑇  ⇌  𝐴𝑇                                                                                     (2.1) 

 

Here, 𝑘𝑜𝑛 is the rate constant for drug molecules binding to the targets and 𝑘𝑜𝑓𝑓 is the 

rate constant of disassociation of the drug molecules from the targets.  

Based on the drug-target interaction described in Eq. 2.1, the rate of change of 

drug-target complexes (𝐴𝑇) can be described as: 

𝑑 𝐴𝑇

𝑑𝑡
= 𝑘𝑜𝑛(𝑇0 − 𝐴𝑇(𝑡))𝐴 − 𝑘𝑜𝑓𝑓 𝐴𝑇(𝑡)                                                                           (2.2) 

Here, 𝑇0 is the initial number of targets. At equilibrium Eq. 2.2 simplifies to, 

𝐴𝑇 =
𝑇0𝐴

𝐾𝐷 + 𝐴
                                                                                                                             (2.3) 

where 𝐾𝐷 =
𝑘𝑜𝑓𝑓

𝑘𝑜𝑛
  is the disassociation rate constant. 

At equilibrium, if I then assume that the magnitude of the elicited dose-response 

effect (𝐸(𝐴)) is directly proportional to the concentration of the drug-target complex 𝐴𝑇 

and that the free drug concentration remains constant (Clark 1926), the dose-response 

effect can be expressed as the following Hill function: 

𝐸(𝐴) =
𝐸𝑚𝑎𝑥 𝐴

𝐾𝐷 + 𝐴
                                                                                                                         (2.4) 

This form involving the maximum effect (𝐸𝑚𝑎𝑥) is derived by noting that in the 

limit as 𝐴 tends to infinity (all targets are occupied by drug), the expression 
 𝐴

𝐾𝐷+𝐴
= 1. A 

𝑘𝑜𝑓𝑓 

𝑘𝑜𝑛 
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more general form of the Hill function can be expressed as, 𝐸(𝐴) =
𝐸𝑚𝑎𝑥 𝐴𝛼

𝐸𝐶50
𝛼 + 𝐴𝛼. Here, 𝐸𝐶50 

is the antibiotic concentration at which the bacterial killing rate is at half of its maximum, 

α refers to the Hill coefficient which is a measure of the steepness of the sigmoidal 

function and other parameters are as described above.  

 The use of Hill function to explain empirical dose-response effects are described 

in several studies (reviewed by Goutelle, et al. (2008)). The data to inform these Hill 

function models can be obtained through in vitro time-kill experiments such as Foerster, 

et al. (2016) and Regoes, et al. (2004). 

2.7.6 Mechanistic pharmacodynamic models and drug-target binding kinetics 

 

As described in Eq.2.4, the Hill function is a simple representation used to 

describe the dose-response relationship, which I here refer to as a “traditional PD model”. 

In these traditional PD models, the underlying mechanisms of drug binding kinetics to 

their targets are not explicitly captured due to the use of simplifying assumptions such as 

those discussed in the above Section 2.7.5. Mechanistic models that capture the dynamics 

of drug-target interactions in more detail (Abel zur Wiesch, et al. 2015; Abel zur Wiesch, 

et al. 2017) can be used to relax these assumptions underlying traditional PD models. 

These approaches are described in detail by Clarelli, et al. (2020a). 

Directly capturing drug-target interactions has been shown to be helpful in 

explaining the underlying mechanisms of various phenomena including post-antibiotic 

effects (PAE), where bacterial growth remains suppressed after the drug concentration 

falls below MIC. Abel zur Wiesch, et al. (2015) showed that in the treatment of E.coli 

with tetracycline, a delay in the disassociation of drug-target complexes along with slow 

drug diffusion across the cell membrane and the release of non-specifically bound drug 

(bound not specifically to the target) can explain the mechanisms underlying PAE effects. 
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These mechanistic models have further applications for drug optimisation (Clarelli, et al. 

2020b), analysing the impact of initial bacterial load (inoculum effect) on antibacterial 

efficacy (Abel zur Wiesch, et al. 2015) and providing mechanistic explanations of the 

relationships between drug classes and relevant PK indices (Abel zur Wiesch, et al. 2017). 

While capturing additional features of drug effects, these mechanistic models are 

more complex and require additional data (e.g., rate constants of drug-target binding and 

disassociation and threshold levels for bacteriostatic and bactericidal effects) to guarantee 

parameter identifiability (Alahmadi, et al. 2020; De Angelis, et al. 2015). 

2.7.7 Drug interactions in combination therapy 

Combination therapy involves interactions of two or more drugs, with the 

potential for synergistic, antagonistic or additive effects to occur. When the effect of a 

combination of drugs exhibits theoretically expected effects (not more or less effective 

than expected), this is defined as an additive effect (Berenbaum 1977; Greco, et al. 1995). 

When the combined effect is greater than what is predicted through an additive model, 

the effect is described as synergistic and conversely, a combined effect below that of the 

additive model is described as antagonistic (Berenbaum 1977).  These drug interactions 

are typically described in the scientific literature using the concepts of Loewe additivity 

(Loewe 1928) or Bliss independence (Bliss 1939), which define reference models for 

determining synergistic or antagonistic effects.  

Loewe additivity assumes that the interacting drugs have the same mechanisms of 

action and/or targets and act as if they are different dilutions of the same compound 

(Greco, et al. 1990; Tallarida 2006). The action of these drugs in combination is then 

assumed to be that of a single drug with relevant adjustments of PD parameters in the Hill 

function (mathematical details provided in Appendix C, Section C.1.1). 
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Bliss independence (Bliss 1939) is used when the interacting drugs have different 

mechanisms of action and/or targets and is a generalisation of the concept of probabilistic 

independence. For example, considering a two-drug combination, if 𝑓𝛼 is the fraction of 

bacteria killed by drug α within a unit time step and if 𝑓𝛽 is the fraction of bacteria killed 

by drug β within that time period, then the fraction of bacteria that survive their 

independent action over a unit time step is given by (1 − 𝑓𝛼)(1 − 𝑓𝛽). Converting to rate 

constants of killing I can define 𝐸𝛼 = −𝑙𝑜𝑔(1 − 𝑓𝛼) and 𝐸𝛽 = −𝑙𝑜𝑔(1 − 𝑓𝛽) with the 

associated net killing rate = −𝑙𝑜𝑔((1 − 𝑓𝛼)(1 − 𝑓𝛽)) = 𝐸𝛼 + 𝐸𝛽 . While this example 

describes additive effects of the two drugs, Bliss independence is defined more generally 

with an interaction term that accounts for synergistic or antagonistic effects:   

𝐸𝐵𝑙𝑖𝑠𝑠  =  𝐸𝛼 + 𝐸𝛽 +  𝛾𝐸𝛼𝐸𝛽                                                                                                   (2.5) 

Here, 𝐸𝐵𝑙𝑖𝑠𝑠 denotes the rate constant of bacterial killing by the combination of 

the two drugs, while 𝐸𝛼 and 𝐸𝛽 denote the rate constants of bacterial killing from the 

individual drugs α and β, respectively, which can be calculated according to the Hill 

function given by Eq. 2.4.  The interaction parameter (𝛾) distinguishes between synergy 

and antagonism (Ankomah and Levin 2012), whereby 𝛾 = 0 for additive effects, 𝛾 < 0 

for antagonistic effects, and 𝛾 > 0 for synergistic effects.  

In empirical studies, synergistic or antagonistic effects of drug combinations can 

be estimated using these reference models. For example, Lee, et al. (2007) use Loewe 

additivity to find synergistic drug combinations to improve the therapeutic effect on 

precancerous cells while Ankomah and Levin (2012) apply Bliss independence to 

determine concentration-dependent synergistic and antagonistic effects in several drug 

combinations against M. marinum.  The use of these two reference models can lead to 

conflicting results when both models are applied to the same data, as Bliss independence 
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will typically produce a larger effect of the two drugs in the absence of interactions. As 

such, an antagonistic effect under assumed Bliss independence can appear as synergistic 

under the assumption of Loewe additivity (Baeder, et al. 2016; Rao, et al. 2018).  

Multidrug treatment regimens are used with the objective of increasing treatment 

efficacy and decreasing the probability of the emergence of drug resistance (Michel, et 

al. 2008). Although synergistic reactions are preferred with the objective of enhancing 

treatment efficacy because they increase the killing potency, in terms of minimising the 

risk of drug resistance synergistic combinations are not always ideal. Using drug pairs 

with different characteristics such as different frequencies of resistance to single drugs 

against S. aureus, Michel, et al. (2008) found synergistic drug pairs to favour the 

evolution of drug resistance. Torella, et al. (2010) further found that synergistic drug 

combinations can increase the risk of developing drug resistance in settings with strong 

competition for resources within-host. Antagonistic drug combinations can reduce the 

probability of emergence of drug resistance (Michel, et al. 2008).  

Understanding synergistic or antagonistic reactions help to identify the cellular 

functions the drugs attack. Using two classes of drugs that inhibits DNA replication 

(ciprofloxacin) and that inhibits protein synthesis (tetracycline), the drug combination 

effects on E. coli was analysed by Bollenbach, et al. (2009). Due to suppressive drug 

interactions, they found this particular combination to in fact support improved bacterial 

survival and growth. Therefore, better understanding of drug interactions can provide 

insights on new ways to reduce bacterial growth and the emergence of drug resistance.  

2.7.8 Effects of antibiotics on intracellular bacteria 

 

As well as being protected from the immune system, intracellular bacteria are also 

afforded some protection from antibiotics, which must first penetrate the cell membrane 
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of host cells harbouring the bacteria (Kamaruzzaman, et al. 2017). Antibiotics can be 

effective against both extracellular and intracellular bacterial infections (Barcia-Macay, 

et al. 2006; Carryn, et al. 2002), but the levels of antibiotic penetration, accumulation and 

effectiveness differ between host cell types and drugs (Barcia-Macay, et al. 2006; Buyck, 

et al. 2013; Phanucharas and Gorby 1997; Prokesch and Hand 1982; Veale, et al. 1976).  

Intracellular drug penetration, accumulation and effectiveness vary for different 

drug classes. Macrolides due to their weak basic character, accumulate well inside cells 

(Bosnar, et al. 2005; Kobuchi, et al. 2020). Although aminoglycosides are generally 

considered to be effective only in the extracellular environment (Shaw and Falkow 1988), 

they can enter cells through endocytosis (Van Bambeke, et al. 2006) and show slow 

accumulation within cells (Tulkens and Trouet 1974; Tulkens and Trouet 1978). While 

β-lactam antibiotics can penetrate host cells, they do not accumulate well within cells 

possibly due to their acidic nature (Renard, et al. 1987; Van Bambeke, et al. 2006). 

However, β-lactams can show intracellular efficacy if intracellular concentrations exceed 

the MIC sufficiently. For instance, in an in vitro time-kill experiment Barcia-Macay, et 

al. (2006) observed intracellular bactericidal effects using oxacillin (a β-lactam). 

I am not aware of any specific experimental studies of intracellular PK/PD effects 

in the context of NG. However, this has been studied for other infections such as  S. 

aureus (Barcia-Macay, et al. 2006; Evans, et al. 2020; Peyrusson, et al. 2018) and L. 

monocytogenes (Grayo, et al. 2008; Imbuluzqueta, et al. 2012) and intracellular activity 

has been observed to vary between drugs and across pathogens. For example, in an in 

vitro time-kill experiment, Barcia-Macay, et al. (2006) compared antibiotic effectiveness 

for several drug classes against S. aureus in the extracellular and intracellular (within 

human THP-1 macrophages) environments. In this study, at relatively low drug 

concentrations of 1 × MIC and 10 × MIC, all drugs showed bactericidal effects in the 
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extracellular environment but none in the intracellular environment, where a 2-log 

decrease in bacterial load from baseline was used as the criteria for bactericidal effects. 

At a concentration equivalent to the peak drug concentration achieved within humans, 

some drugs including the β-lactam, oxacillin (at a concentration of 60 × MIC) showed 

intracellular bactericidal effects while other drugs did not. Despite evidence of 

intracellular bactericidal effects, such effects in the extracellular environment were 

observed more quickly (6h vs 24h), with the net killing effect using oxacillin after 24h 

being 5 and 2-log declines in bacterial load from baseline in the extracellular and 

intracellular environments, respectively.  

2.8 Mathematical models for between-host and within-host infectious disease 

dynamics 

 

One of the earliest historical uses of mathematical modelling to describe 

infectious diseases was the work by Daniel Bernoulli in 1760, where he illustrated the 

importance of inoculation with live smallpox virus to reduce the mortality from infection 

(Bernoulli and Blower 2004).  Later, in 1927, Kermack and McKendrick introduced the 

Susceptible (S)-Infected (I)-Recovered (R) model which described the progression of 

infection through a population from which individuals recovered to gain complete 

immunity (Kermack, et al. 1927). This was the foundation of epidemic models and 

different variations and complexities were later incorporated into this such as age 

structures, spatial aspects and risk groups (Keeling and Danon 2009). 

Analysis of similar models in the context of malaria later led to the important 

concept of the basic reproduction number (𝑅0) (Macdonald 1952), which is defined as the 

average number of secondary infectious persons resulting from one infectious person 

following their introduction into a totally susceptible population (Diekmann, et al. 1990). 

Applications of 𝑅0, include its use as a threshold parameter for determining whether an 
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infection can become established in a given population or setting requirements for 

intervention strategies that could lead to local elimination of infection (Austin, et al. 1999; 

McLean 1992).  

Models with a similar structure can also be applied to describe within-host 

infection dynamics. The most notable historical use of within-host models (Nowak and 

May 2000) was to describe the dynamics of HIV infection under treatment (Ho, et al. 

1995). In this study, using data on an antiretroviral treatment that inhibits viral replication, 

the half-life of infected cells, which was initially considered to be a slow-paced process 

(Nowak, et al. 1990), was estimated to be around 2-3 days indicating a rapid turnover of 

infected cells. This work illustrates the value of mathematical models in establishing 

evidence for dynamic behaviour that can be difficult to observe directly through 

experiments.  

The basic viral dynamic model describes the host-pathogen interaction through 

uninfected cells (x), free virus (v) and infected cells (y) as: 

𝑑𝑥

𝑑𝑡
=  𝜆 − 𝑑𝑥 − 𝛽𝑥𝑣 

𝑑𝑦

𝑑𝑡
= 𝛽𝑥𝑣 − 𝑎𝑦                                                                                                                       (2.6) 

𝑑𝑣

𝑑𝑡
 =  𝑘𝑦 − 𝑢𝑣 

Here, uninfected cells and free virus particles interact at a rate β to produce 

infected cells. From the infected cells, free virions are produced at rate k and the death 

rates of the x, y, and v populations are d, a and u, respectively. 

This viral dynamic model has formed the basis for more detailed and complex 

models of HIV that are now used to capture many features of infection such as HIV 
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persistence and drug resistance (Hill 2018; Perelson and Ribeiro 2013). Although within-

host models were initially used primarily to describe HIV infection, their use has now 

become more widespread extending to other viral infections such as influenza 

(e.g.,(Koelle, et al. 2019), hepatitis B (e.g.,(Nowak, et al. 1996) and vector-borne diseases 

such as dengue (e.g.,(Clapham, et al. 2016), and bacterial infections such as chlamydia 

(e.g.,(Wilson 2004). Further extensions have enabled many other phenomena to be 

captured such as antigenic variation, differences in immune response and strain diversity 

(Nowak and Bangham 1996; Nowak and May 2000) and different bacterial states 

including intracellular populations (e.g.,(Ankomah and Levin 2014; Brown, et al. 2006; 

Helaine, et al. 2010; Wilson 2004).    

2.8.1 Applications of mathematical models in the context of gonorrhoea 

 

Several population-level mathematical models have been developed to describe 

the dynamics of gonorrhoea transmission and the emergence of resistance. Hethcote and 

Yorke laid the foundation for these epidemiological models in showing the importance 

of core groups (a group with a high turnover of sexual partners) in describing gonorrhoea 

epidemiology (Hethcote and Yorke 1984). Since then a variety of population-level 

mathematical models have been applied to questions including identifying target groups 

for effective infection control (Chan, et al. 2012) and factors contributing to disease 

prevalence in high burden communities (Ghani and Aral 2005; Hui, et al. 2015; Hui, et 

al. 2013). Furthermore, applications in the context of gonorrhoea include analysis of the 

association between treatment rates and resistance dissemination (Fingerhuth, et al. 2016; 

Xiridou, et al. 2015), the fitness cost of resistance and the possibility of re-using old 

antibiotics (Whittles, et al. 2017) and effects of a potential vaccine (Craig, et al. 2015; 

Whittles, et al. 2020). 
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Within-host dynamics and population-level dynamics are usually studied 

separately. However, these processes are not independent as for example, transmission 

rates between hosts can be dependent on within-host pathogen loads (Grassly and Fraser 

2008; Nguyet, et al. 2013). These links suggest it is of interest to explore this 

interdependency between epidemiological determinants (e.g., between-host infection 

transmission rate, disease-induced death rate, recovery rate) and within-host dynamics 

such as the pathogen load, pathogen evolution and characteristics of the immune response 

(Gog, et al. 2015; Mideo, et al. 2008).  

Although models that integrate between-host and within-host scales have been 

developed for other infections such as HIV (Jie, et al. 2015; Martcheva and Li 2013), a 

very limited attention has been paid in the context of NG infection mainly due to the lack 

of previous within-host modelling work on NG infection. Craig, et al. (2015) is the only 

study to my knowledge that attempts to bridge these two scales, with an in-host parametric 

model of bacterial load used to determine the infectiousness of individuals in a 

population-level model. However, this study does not consider within-host cellular 

dynamics and instead uses a simple parametric function to capture the initial exponential 

growth, peak load, and exponential decline in NG load.  

To the best of my knowledge, Mao and Lu (2016) and Fingerhuth (2017) are the 

only modelling studies that explicitly capture NG interactions within the host. By 

considering the interaction of NG with a genomic pool, Mao and Lu (2016) quantified 

the characteristics of horizontal gene transfer by natural transformation. Fingerhuth 

(2017) explored the probability of treatment failure using a compartment model that 

considers sensitive and resistant NG strains. However, neither Mao and Lu (2016) nor 

Fingerhuth (2017) explicitly captures the intracellular interactions of NG with host cells 
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and the immune response which, as discussed in Sections 2.3 and 2.4, are observed to be 

key features in defining NG infection dynamics.  

In the next chapter, using the evidence described here on NG infection, I develop 

a within-host mathematical model to describe untreated urethral NG infection in men. 
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Chapter 3  

 

Modelling the in-host dynamics of 

Neisseria gonorrhoeae infection 
 

This chapter was written based on a peer-reviewed article Jayasundara, et al. 

(2019). I conceived the study design in collaboration with my supervisors and Prof. Kate 

Seib from Griffith University. I was also responsible for model development and 

conducted the relevant analysis and simulation work and I drafted and revised the 

manuscript. The work was published in the Journal of Pathogens and Disease. The 

Chapter contains all the content in the published version without any textual changes but 

the formatting (numbering of sections, tables, figures and appendix section numbering) 

was changed to be consistent with the thesis structure. 

3.1 Introduction 

 

Gonorrhoea is a sexually transmitted infection caused by the bacterial species 

Neisseria gonorrhoeae (NG). The incidence of gonorrhoea is increasing worldwide 

(Centers for Disease Control and Prevention 2017; The Kirby Institute 2018), and the 

World Health Organization estimated that in 2012, 78 million cases of infection occurred 

worldwide (Newman, et al. 2015). The male urethra and the lower female genital tract 

are the predominant sites of infection with NG (Edwards 2008; Miller 2006), which can 

result in serious sequelae including neonatal blindness, epididymitis, pelvic inflammatory 

disease, infertility and ectopic pregnancy (Holmes, et al. 2008; Stevens and Criss 2018; 

Unemo and Shafer 2014). Infection also commonly occurs at the pharynx and rectum 

through a diverse range of sexual practises (Fairley, et al. 2017). With the emergence of 
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multi-drug resistant NG strains being reported in several countries, including strains that 

exhibit high-level resistance to all extended-spectrum cephalosporins, our last remaining 

proven options for gonorrhoea monotherapy, there is increasing concern that NG may 

become untreatable in the near future (Eyre, et al. 2018; Golparian, et al. 2018; Poncin, 

et al. 2018; Regan, et al. 2018; Whiley, et al. 2018).  

NG is highly adapted to establish infection and survive within the human host. In 

order to establish infection, NG must attach to mucosal epithelial cells. This process is 

facilitated by surface components, including pili and opacity associated proteins (Opa). 

Once attached, NG can be internalized within epithelial cells (Apicella, et al. 1996) where 

they can replicate (Criss and Seifert 2006; Shaw and Falkow 1988), evade the immune 

system, delay apoptosis of epithelial cells and infect cells deeper within the epithelium 

(Binnicker, et al. 2003; McGee, et al. 1983; Mosleh, et al. 1997). The innate immune 

system is triggered in response to NG infection by the elevation of pro-inflammatory 

cytokines and chemokines, which lead to the recruitment of polymorphonuclear 

leukocytes (PMN, or simply neutrophils) to the infection site. Despite rapid recruitment 

of PMN, NG are able to resist killing by PMN (Criss and Seifert 2012; Simons, et al. 

2005; Simons, et al. 2006) to the extent that viable NG are commonly found within PMN 

in exudates examined from natural human infections (Casey, et al. 1980; Veale, et al. 

1979). Furthermore, NG has evolved to avoid and suppress the adaptive immune response 

(Edwards, et al. 2016; Liu, et al. 2014; Liu and Russell 2011). Although IgG, IgM and 

IgA antibodies have been found in human mucosa in response to NG infection (Ison, et 

al. 1986), these antibody response levels are relatively weak and short lived (Holmes, et 

al. 2008). As such, the adaptive immune response against infection with NG is considered 

to be, at best, only weakly effective and reinfection is common (Schmidt, et al. 2001; 

Stupiansky, et al. 2011).  
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Experimental NG infection models in humans have been limited to males, as 

infection in females can result in serious reproductive complications including pelvic 

inflammatory disease and infertility. Even in the case of experiments conducted in men, 

prolonged infection without provision of treatment is considered unethical and therefore 

treatment is provided when symptoms appear, typically 5-7 days post infection (Hobbs, 

et al. 2011; Schmidt, et al. 2001; Schneider, et al. 1995). These limitations have hampered 

our ability to study the natural course of infection in vivo and our current understanding 

is largely derived from in vitro studies and animal models of infection. 

In particular, mouse models have been used to understand within-host dynamics 

to a certain extent (Francis, et al. 2018; Jerse 1999; Li, et al. 2011; Packiam, et al. 2010). 

These are typically models of vaginal infection in female mice, which require hormonal 

treatment with 17β-estradiol to allow prolonged infection (Jerse, et al. 2011; Rice, et al. 

2017), and most closely resemble human asymptomatic vaginal infection (Francis, et al. 

2018). However, there are limitations to the mouse model, due to the specificity of several 

gonococcal proteins for human specific targets, including receptors required for 

adherence and invasion of epithelial cells, as well as iron sources required by NG for 

survival (Jerse, et al. 2011; Rice, et al. 2017).   

Although mathematical models have been developed to describe transmission of 

NG infection at a population level (for example,(Chan, et al. 2012; Fingerhuth, et al. 

2016; Hui, et al. 2015; Hui, et al. 2013), there has been very little focus on developing 

models capturing the course of NG infection at a within- host level. Such within-host 

models have been developed for other pathogens, describing the interaction between 

pathogen, host cells, and host immune response (for example,(Colijn and Cohen 2015; 

Nowak and Bangham 1996; Smith, et al. 2011; Wilson, et al. 2003). However, the 

infection processes, immune responses and mechanisms describing the acquisition of 
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resistance related to infection described by these models differ from those that are 

essential for NG infection. To the best of our knowledge, the only published within-host 

model of NG infection is Mao and Lu (2016). In that study, horizontal gene transfer by 

natural transformation is modelled by considering the interaction of NG with a genomic 

pool without specific consideration of interaction with host cells. Although not 

specifically a within-host model, the theoretical NG vaccine study by Craig, et al. (2015) 

described infectiousness of individuals using a parametric function for the within-host 

NG load.  

An improved understanding of the within-host dynamics of NG infection offers 

the potential to gain insights about the immune response, development of antibiotic 

resistance and potential mechanisms for vaccine action. However, the existing in-vivo or 

in-vitro studies are unable to fully capture the long-term infection dynamics of NG 

infection. To address this, we have developed a model that captures the natural course of 

untreated symptomatic urethral NG infection in men, which will assist in understanding 

the within-host factors that govern the ability of NG infection to persist and the ability of 

the immune system to clear infection. In concert with multivariate sensitivity analysis we 

have also sought to constrain plausible ranges for relevant biological parameters. In 

addition, due to the absence of time-course data on untreated human NG infection, we 

attempted to validate the modelling approach by fitting the model to time course data 

from a mouse model of NG infection described by Jerse (1999). 

3.2 Materials and Methods 

3.2.1 Model structure and formulation to describe human urethral NG infection 

A compartmental mathematical model was developed to capture the time course 

of urethral NG infection in men by considering the interaction between bacteria (NG), 



48 

 

epithelial cells, and the PMN subset of the innate immune response. The model has five 

compartments. Four of the compartments describe interactions between NG and the host: 

NG unattached (B) or attached (𝐵𝑎) to epithelial cells, NG internalized within epithelial 

cells (Bi) and NG surviving within PMN (Bs). The fifth compartment represents the 

activated PMN cells (N). Transitions between the five compartments are illustrated 

schematically in Fig. 3.1. An overview of the modelling approach follows with a complete 

and detailed description provided in Appendix A. 

The model is formulated as a system of ordinary differential equations as follows: 

d𝐵

dt
= (1 −

𝐵 + 𝐵𝑎

𝑘1
) (𝑟1 𝐵 + 𝑑3 𝐵𝑠 + 𝑒 𝐵𝑖) − 𝑑

𝐵 𝑁

𝑐 𝑁 + 𝐵
− 𝑑2 𝐵 −  𝑎1 𝐵 (1 −

𝐵𝑎

𝑘1 𝑎2
) 

d𝐵𝑎

dt
= 𝑟1 𝐵𝑎 (1 −

𝐵 + 𝐵𝑎

𝑘1
) +  𝑎1 𝐵 (1 −

𝐵𝑎

𝑘1 𝑎2
) − 𝑑

𝐵𝑎 𝑁

𝑐 𝑁 + 𝐵𝑎
− 𝜂 𝐵𝑎 

d𝐵𝑖

dt
= (1 −

𝐵𝑖

𝑘1 𝑎2
) (𝜂 𝐵𝑎 + 𝑟2 𝐵𝑖) − 𝑒 𝐵𝑖 

d𝐵𝑠

dt
= (1 −

𝐵𝑠

𝑁 𝑘2
) (𝑝 𝑑

𝐵 𝑁

𝑐 𝑁 + 𝐵
+ 𝑝 𝑑

𝐵𝑎 𝑁

𝑐 𝑁 + 𝐵𝑎
+ 𝑟3 𝐵𝑠) − 𝑑3 𝐵𝑠 

d𝑁

dt
= 𝜇 (𝑁𝑚𝑎𝑥 − 𝑁) (𝐵 + 𝐵𝑎) − 𝑑3 𝑁 

The model initial conditions are given in Table 3.1 and the model parameters, 

including transition rates are provided in Table 3.2. Key study sources that inform their 

assigned values are described in more detail in Table 3.3. 
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Figure 3.1: Schematic illustration of the within-host model of NG infection. The arrows 

indicate transitions between model states: unattached NG (B), attached NG 

(𝐵𝑎), bacteria internalized within epithelial cells (Bi), NG surviving within 

PMN (Bs) and activated PMN (N). Model parameters and their assigned values 

are given in Table 3.2 (dc refers to the engulfment rate of NG by PMN subject 

to the ratio dependent constant. When N is relatively low, dc → d while when 

N is relatively high dc → 
𝑑

𝑐
 ). 
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Table 3.1:  Human infection model initial conditions 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Symbol Parameter Value Reference/ Comments 

Initial Conditions   

B Unattached bacteria 

population 

1000 bacteria (Schmidt, et al. 2001; 

Schneider, et al. 1996) 

𝐵𝑎 Attached bacteria 0 bacteria Assumption 

𝐵𝑠 Bacteria surviving 

within PMN 

0 bacteria (Criss and Seifert 2012; 

Ramsey, et al. 1995) 

𝐵𝑖 Bacteria internalised 

within epithelial 

0 bacteria (Shaw and Falkow 1988) 

N Activated PMN 10 -8 cells (Criss and Seifert 2012; 

Ramsey, et al. 1995) 
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Table 3.2: Model parameter values and the parameter ranges based on the sensitivity 

analysis. 

Parameters Point 

estimate 

Parameter 

range used 

to generate 

LHS 

samples 

Reference / Comments 95 % 

credible 

interval 

after 

outcome 

filtering 

𝑟1 Replication 

rate of non-

internalized 

bacteria 

0.489

 ℎ𝑜𝑢𝑟−1 

0.374 – 0.53  Point estimate was obtained by 

fitting the model to total NG 

load data generated based on 

qualitative features of the time 

course of infection. Range 

based on estimates by Craig, et 

al. (2015), using the individual 

variation in human 

experimental studies Schmidt, 

et al. (2001) and Schneider, et 

al. (1996). The study-derived 

range 0.13 - 0. 53 ℎ𝑜𝑢𝑟−1 was 

refined after initial LHS to this 

range as values outside of this 

were inconsistent with the 

outcome ranges. 

 

0.386 – 

0.527 

𝑟2 Replication 

rate of 

internalized 

NG 

0.533 

ℎ𝑜𝑢𝑟−1 

0.27 – 1.06  Four-fold range around point 

estimate from Shaw and 

Falkow (1988).  

0.289 – 

1.014 

𝑟3 Replication 

rate of NG 

surviving 

within PMN 

0.340 

ℎ𝑜𝑢𝑟−1 

0.31 – 0.41  Based on the variation of 

measured values in Simons, et 

al. (2005). 

0.312 – 

0.408 
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𝑎1 NG attachment 

rate to 

epithelial cells 

0.340 

ℎ𝑜𝑢𝑟−1 

0.3 – 0.43  Based on fitting to data 

regarding piliated and non-

piliated NG strains in Gubish, 

et al. (1979) 

0.303 – 

0.427 

𝑎2 

 
 
 
  

Maximal NG 

attachment 

capacity per 

epithelial cell  

12 

  

6 –12 

  

Based on fitting to data 

regarding piliated and non-

piliated NG strains in Gubish, 

et al. (1979) 

6 – 12 

𝑑 NG 

engulfment 

rate by PMN 

2.586 

bacteria 

ℎ𝑜𝑢𝑟−1 𝑐𝑒𝑙𝑙−1 

d~ b × c + a  

 

 

 

 

 

Point estimate was obtained by 

fitting the model to total NG 

load data generated based on 

qualitative features of the time 

course of infection. Initial 

LHS analysis showed that in 

samples that met outcome 

criteria d and c were strongly 

correlated, satisfying a 

regression line of the form d~ 

b × c + a. For revised LHS 

samples, using this 

relationship we generated d 

from c, with b ϵ (0.207, 0.497) 

and a ϵ (0.816, 1.95). 

1.174 – 

3.85 

𝑑2 Wash out rate 

of unattached 

bacteria 

10−3 

ℎ𝑜𝑢𝑟−1 

5×10-4 – 

2×10-3  

Assumption, with four-fold 

range around the point 

estimate. 

5.4×10-4 – 

0.002 

𝑑3 Death rate of 

activated PMN 

1/24 

ℎ𝑜𝑢𝑟−1 

0.02 – 

0.045  

Point estimate derived from 

Simons, et al. (2005). Four-

fold range around the point 

estimate reduced through 

initial LHS comparison to 

outcome ranges. 

0.02 – 

0.043 

e Exit rate of 

internalized 

NG 

0.650 

ℎ𝑜𝑢𝑟−1 

0.55 –1.3  Assumption, with four-fold 

range around the point 

estimate reduced through 

initial LHS comparison to 

outcome ranges.  

0.587 - 

1.287 
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µ PMN 

activation rate 

5.72 × 10 -13  

hour -1 

bacteria -1 

 

2.82×10-13 – 

8.76×10-13  

Point estimate was obtained by 

fitting the model to total NG 

load data generated based on 

qualitative features of the time 

course of infection. For LHS, 

four-fold range around the 

point estimate reduced through 

initial LHS comparison to 

outcome ranges. 

2.962 × 10-

13 – 8.530 

× 10-13 

c Ratio 

dependent 

constant 

3.135 

𝑏𝑎𝑐𝑡𝑒𝑟𝑖𝑎  

𝑐𝑒𝑙𝑙−1 

10-3 – 6.27  Point estimate was obtained by 

fitting the model to total NG 

load data generated based on 

qualitative features of the time 

course of infection. Lower 

limit set to include range from 

in vitro estimates derived from 

Rest, et al. (1982) and upper 

limit 2 × point estimate.  

0.487 – 

6.092 

η Rate of 

internalization 

into epithelial 

cells 

0.28 

ℎ𝑜𝑢𝑟−1 

0.14 – 0.37  Point estimate derived from 

Shaw and Falkow (1988), with  

four-fold range. For LHS, 

four-fold range around the 

point estimate reduced through 

initial LHS comparison to 

outcome ranges. 

0.143 – 

0.367 

𝑝 Proportion of 

NG surviving 

within PMN 

0.25 0.01 – 0.5 Point estimate was obtained by 

fitting the model to total NG 

load data generated based on 

qualitative features of the time 

course of infection. Lower 

limit set to include range from 

 in vitro estimates derived 

from Rest, et al. (1982) and 

upper limit 2 × point estimate.  

0.022 – 

0.488 

𝑘1 Urethral 

carrying 

capacity 

107 

bacteria 

Kept fixed 

during the 

sensitivity 

analysis 

 

explained in text. Kept fixed 

during the 

sensitivity 

analysis 
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𝑘2 Survival 

capacity of NG 

per PMN 

8 𝑏𝑎𝑐𝑡𝑒𝑟𝑖𝑎 

 𝑐𝑒𝑙𝑙−1 

4 – 16  Point estimate derived from 

Simons, et al. (2005), with 

four-fold range. 
 

5 - 16 

𝑁𝑚𝑎𝑥 Total number 

of PMN in the 

body 

2.50 × 10 10 

cell 

Kept fixed 

during the 

sensitivity 

analysis 

 

explained in text.  Kept fixed 

during the 

sensitivity 

analysis 
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Table 3.3: Main data sources used for parameter estimation. 

 

Study Related parameters Study description 

Gubish, et 

al. (1979) 

Bacterial attachment rate 

(𝑎1) and maximal NG 

attachment capacity of 

an epithelial cell (𝑎2). 

NG attachment to HeLa cells was measured 

over a period of 4 hours using two types of 

NG; piliated and non-piliated (in vitro study). 

Shaw and 

Falkow 

(1988) 

Rate of internalization of 

NG into epithelial cells 

(η) and the replication 

rate of internalized NG 

(𝑟2). 

Number of NG that survived gentamicin 

exposure and invaded epithelial cells over the 

period of 12 hours (in vitro study). 

Rest, et al. 

(1982) 

Bacterial engulfment rate 

(d), the proportion of NG 

surviving within PMN 

(p) and the ratio 

dependent constant (c). 

PMN phagocytosis of non-piliated NG in the 

absence of serum, measured over a period of 

135 minutes (in vitro study). 

Simons, et 

al. (2005) 

Intracellular growth of 

NG within PMN (𝑟3). 

Number of viable intracellular NG within 

PMN measured over 6 hours (in vitro study). 

Jerse 

(1999) 

NG load time-series in 8 

mice that was used to as 

a validation exercise for 

the human infection 

model. 

NG load recovered in vaginal swabs of 8 

mice over the time course of 14 days is 

reported. However, as mentioned in section 

‘Fitting to mouse model data’, only the first 9 

days of bacterial data were used for fitting. 
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3.2.1.1 Bacteria 

Growth of the NG population occurs through bacterial replication (Apicella, et al. 

1996; Criss and Seifert 2006; Shaw and Falkow 1988; Simons, et al. 2005) at the rates 𝑟1 

for both unattached NG (B) and NG attached to epithelial cells (𝐵𝑎), 𝑟2 for NG 

internalized in epithelial cells (𝐵𝑖) and 𝑟3 for NG surviving in PMN (𝐵𝑠). NG growth in 

unattached and attached NG states was bounded by a maximal urethral infection capacity 

(𝑘1) (based on the approximate surface area of the urethra and the cross-sectional area of 

NG). In addition, as several NG can attach to the surface of a single epithelial cell 

(Gubish, et al. 1979; Heckels, et al. 1976), the rate of attachment to epithelial cells was 

limited by the maximal attachment capacity (𝑘1 𝑎2), where 𝑎2 was the maximal NG 

attachment capacity per epithelial cell. NG surviving within PMN can delay PMN 

apoptosis to provide NG with time for replication within PMN (Simons, et al. 2006). In 

the study by Simons, et al. (2005) it was observed that PMN with delayed apoptosis had 

less than 10 associated NG per PMN and based on this we limited the maximum number 

of NG that can survive within PMN to delay apoptosis (𝑘2). 

Engulfment of non-internalised NG (unattached NG and NG attached to epithelial 

cells) by PMN (at rate d) was modelled in a manner corresponding to a ratio-dependent 

predator-prey interaction (Arditi and Ginzburg 1989; Getz 1984). When the number of 

NG is small relative to the number of PMN, the engulfment rate per NG approaches a 

maximum constant level 
𝑑

𝑐
, while when the NG population is large, the engulfment rate 

of bacteria is directly proportional to the number of PMN. The ratio dependent constant 

c reflects the reduction in NG engulfment by PMN as the NG population decreases (Getz 

1984; Getz 1998). NG in the internalised (𝐵𝑖) state were considered to be inaccessible to 

killing by PMN. 
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Unattached NG were assumed to be washed away (e.g., by passive efflux from 

the urethra and through urination) at the rate 𝑑2 (Burgess 1971; Pelouze 1939; Schneider, 

et al. 1995). NG in the internalized state (𝐵𝑖) exit from epithelial cells at rate e (Criss and 

Seifert 2006; Mosleh, et al. 1997) and are then available again to further infect epithelial 

cells. NG that survive within PMN (𝐵𝑠) were assumed to exit that state at the same rate 

as for PMN death (𝑑3). However, the number of NG that can exit from the 𝐵𝑖 and 𝐵𝑠 

states and move onto the unattached state is constrained through the urethral carrying 

capacity term (𝑘1). NG that could not move into the unattached state due to this capacity 

restriction were assumed to be washed away. 

When referring to the NG load we use the term “bacteria” throughout, which 

refers to modelled numbers of bacteria and also to empirical data reported as number of 

colony-forming units (CFU). 

3.2.1.2 Immune response: PMN 

 

The total number of PMN (𝑁𝑚𝑎𝑥) was assumed to remain constant over time, with 

the immune response assumed to be triggered by their activation. Inactivated PMN were 

assumed to be activated at a rate µ multiplied by the number of non-internalized NG. 

During infection, engulfed NG have been observed to prolong the lifespan of PMN and, 

based on Simons, et al. (2006), it was assumed that PMN were apoptotic at 24 hours (𝑑3). 

In studies of infection in humans, cytokines were observed to be elevated two 

hours following inoculation (Ramsey, et al. 1995; Ramsey, et al. 1994), and the PMN 

response was therefore assumed to be initiated early in the infection. However, it was not 

established whether this early cytokine response in experimental models was a result of 

the inoculation procedure itself or occurred in response to gonococcal infection (Ramsey, 

et al. 1995) as several studies had indicated a 2-3 day delay in PMN response (Cohen, et 
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al. 1994; Criss and Seifert 2012; Seifert, et al. 1994). We focus on the model without a 

PMN delay term in our main analysis but present results including a delay in Appendix 

A, Fig. A.8 in Section A.3. 

3.2.2 Model parameters 

 

Initial conditions for model states are listed in Table 3.1, while the parameters 

used in this study and their assigned values are listed in Table 3.2. Where possible, 

parameter values were based on estimates found in the published literature. Where 

parameter values could not be informed directly by the literature, they were estimated by 

fitting simplified versions of the model (sub-models) to relevant in vitro data (Further 

details provided in Appendix A, 2.1.2). These sub-models reflect the fact that the in vitro 

studies used for parameter estimation do not consider NG interactions with both epithelial 

cells and PMN simultaneously and hence, some model states and interaction terms were 

set to 0 as part of these parameter estimation exercises. There is a lack of published 

empirical data to inform the values for the two parameters, wash out rate of unattached 

NG (d2) and exit rate of internalized NG (e). For d2, we assigned a value around the 

median of the retained samples in the multivariate sensitivity analysis (described below), 

and for e a value near the mode, to ensure point estimate values that are consistent with 

an infection duration of 75 days. Finally, the bacterial engulfment rate (d), proportion of 

NG surviving within PMN (p), ratio dependent constant (c)), the replication rate of non-

internalised NG (𝑟1) and the PMN activation rate (µ)) were estimated by fitting the model 

to simulated data sets that were generated based on the known qualitative features of the 

infection. These qualitative features used to generate data are described below in the 

section ‘Qualitative features of the time-course of infection’. 

3.2.2.1 Parameters derived from published literature 
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The replication rate of NG surviving within PMN (𝑟3) was based on the 

intracellular replication of NG within PMN that was measured in the in vitro study by 

Simons, et al. (2005) over a time period of 5 hours. The urethral carrying capacity (𝑘1) 

was estimated based on the approximate surface area of the urethra and the cross-sectional 

area of NG (NG has a diameter of 0.5 - 1 µm (Herz, et al. 1996; Westling-Haggstrom, et 

al. 1977); the length of the entire male urethra is around 20 cm (Moore 2006) with a 

diameter of 8-9 mm (Talati 1989)). The total number of PMN in the body (𝑁𝑚𝑎𝑥) was 

based on estimates of the normal range of PMN in the body (2.5-7.5 x 109/𝐿) from the 

study by von Vietinghoff and Ley (2008), and an average blood volume in adults of 

approximately 5L (Wei, et al. 1995). 

3.2.2.2 Parameter estimation through model fitting 

 

In this section, we summarise parameter estimation via fitting of sub-models to 

data from in vitro studies using the MATLAB (MathWorks, Natick, MA) nonlinear least 

squares solver ‘lsqcurvefit’. Further details of the study data and sub-models are provided 

in Appendix A, Section A.1.2 and summarised in Fig. 3.2.  

The in vitro data used to estimate these parameters are summarised in Table 3.3. 

A function of the form 𝑎2(1 − 𝑒−𝑎1𝑡) was fitted to data in Gubish, et al. (1979) to 

estimate the bacterial attachment rate (𝑎1) and maximal NG attachment capacity of an 

epithelial cell (𝑎2). In order to estimate the replication rate of internalized NG (𝑟2) and 

the rate of internalization (η), the sub-model described in Appendix A, Section A.1.2.2 

was fitted to data from Shaw and Falkow (1988). Data in the in vitro study by Rest, et al. 

(1982) were used to obtain estimates of the bacteria engulfment rate (d), the proportion 

of NG surviving within PMN (p) and the ratio dependent constant (c) by fitting the sub-

model described in Appendix A, A.1.2.3. Uncertainty intervals around both sets of in 



60 

 

vitro estimates were developed by varying the fixed parameters within specified ranges. 

In the case of 𝑟2 and η, this involved varying the urethral carrying capacity (𝑘1) and 

maximal NG attachment capacity of an epithelial cell (𝑎2) (details in Appendix A, Section 

A.2.2.1). For 𝑑, 𝑐 and p this involved varying 𝑟1, 𝑟3 and 𝑘2 (described in Appendix A, 

Section A.2.2.2).  

3.2.2.3 Model fitting to estimate bacterial engulfment rate (d), proportion of NG 

surviving within PMN (p), ratio dependent constant (c), PMN activation rate (µ) 

and replication rate of non-internalized bacteria (𝑟1). 

When the values for d, p and c obtained from least squares minimization by fitting 

sub-models to the data in the study by Rest, et al. (1982) were used as parameters in the 

full model, the duration of untreated infection obtained was well below the desired range 

(Fig. 3.5(b)). We investigated whether adjustment of epithelial internalisation parameters 

might resolve this issue but the results did not match other observations (see Appendix 

A, Section A.2.3). Additional sensitivity analyses around in vitro estimates are described 

in Section A.2.2.2 of Appendix A but did not support use of the in vitro estimates in the 

full model.  

As we lacked other experimental evidence on which to base these parameters and 

to obtain a point estimate for the parameters µ and 𝑟1, we fitted the total NG load (B 

+ 𝐵𝑎 + 𝐵𝑖 + 𝐵𝑠) obtained from our human infection model to 1000 simulated data sets, 

consisting of total bacterial load values at 5 time points. These were generated based on 

the qualitative features of the time-course of infection described in the next paragraph, 

while the data generation and fitting procedure is described in detail in Appendix A, 

Section A.1.2.4. The median of the 1000 estimates of each parameter was used as the 

respective point estimate of d, c, p, µ and 𝑟1. 
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3.2.2.4 Qualitative features of the time-course of infection 

 

Human experimental studies suggested a peak NG load of 106 - 108 bacteria 

reached at around 2-5 days into infection (Ramsey, et al. 1995; Schmidt, et al. 2001; 

Schneider, et al. 1995; Schneider, et al. 1991; Schneider, et al. 1996). In these studies, it 

was observed that the bacterial load reached a plateau level of above 106 bacteria from 

around day 1-2 to the initiation of treatment usually at around days 5-7. Based on pre-

antibiotic era empirical studies (Hill 1943; Pelouze 1939) and theoretical estimates 

(Johnson, et al. 2010; Korenromp, et al. 2002), the expected duration of untreated male 

symptomatic infection is considered to be in the range of 1-6 months. The infection is 

considered to be cleared once the NG load falls below 10 bacteria (Schneider, et al. 1995). 

3.2.3 Initial conditions 

The number of unattached NG at time 0 (𝐵(0) = 1000) was taken from the study 

by Schmidt, et al. (2001) and Schneider, et al. (1996). We assumed that initially there 

were no attached NG (𝐵𝑎(0) = 0) or internalised NG (𝐵𝑖(0) = 0). The latter assumption 

is supported by Shaw and Falkow (1988), where internalized NG were not observed until 

> 6 hours after the start of the experiment. We also assumed no initial NG internalised in 

PMN (𝐵𝑠(0) = 0), supported by the cytokine response being elevated at >2 hours after 

inoculation (Criss and Seifert 2012; Ramsey, et al. 1995). The ratio-dependent term in 

our equations does not allow solution when the activated PMN value is exactly 0 and 

hence we assumed a small positive initial PMN value (N (0) = 10-8 cells). 
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Figure 3.2: Flow diagram summarising the sub-models and data used to estimate the 

human infection model point-estimate parameters, and illustrating how the 

estimates feed into the final model. 
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3.2.4 Multivariate sensitivity analysis  

We conducted a multivariate sensitivity analysis of the full human model in order 

to capture uncertainty around model outcomes and to refine plausible ranges for model 

parameters. All parameters were included except the urethral carrying capacity (𝑘1) and 

the total PMN count (Nmax) as these parameters define more global constraints on model 

behaviour and interact strongly with the NG growth and survival parameters. For most 

parameters a factor of 2 above and below the point estimate (4-fold range) was used 

(shown in Table 3.2). Using Latin Hypercube Sampling (LHS) (Blower and Dowlatabadi 

1994), 100,000 parameter samples were generated assuming uniform distributions for all 

parameters within the defined ranges. The software package SaSAT was used to generate 

the LHS samples and carry out the multivariate sensitivity analysis (Hoare, et al. 2008). 

When the model was run using these parameter sets, only those samples that met the 

desired broad criteria around the peak NG load, peak time and the infection duration 

(described below) were retained for the subsequent analysis. These retained parameter 

sets were then analysed for pairwise correlations, with correlations between the 

parameters d and c used to inform a revised LHS analysis. The parameter ranges 

associated with this revised analysis are reported in Table 3.2. More details on the 

multivariate sensitivity analysis are provided on Appendix A, Section A.2.1. 

Outcome criteria: We retained only the parameter sets which were consistent with 

peak NG load of 106 – 108 bacteria occurring 1-7 days after infection (Ramsey, et al. 

1995; Schmidt, et al. 2001; Schneider, et al. 1995; Schneider, et al. 1991; Schneider, et 

al. 1996), with clearance of infection (<10 NG, as in Schneider, et al. (1995) ) between 1 

and 6 months (Based on pre-antibiotic era empirical studies (Hill 1943; Pelouze 1939) 

and theoretical estimates (Johnson, et al. 2010; Korenromp, et al. 2002)). We also 
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conducted a sub-analysis of the samples that met the above criteria and cleared infection 

in the more restricted window of 2-6 months. 

3.2.5 Fitting to mouse model data 

As an exercise in validation of the model structure and qualitative behaviour, and 

due to the unavailability of human data on prolonged untreated NG infection, we fitted 

our model to time course data from a mouse model of NG infection. The main purpose of 

this fitting exercise was to assess whether the model could describe the quantitative time 

course data in a related animal model. In addition, we were interested in what features of 

the human model were required to describe mouse infection and to obtain a comparison 

of parameters between the two hosts. 

NG load data on eight mice were obtained from the study by Jerse (1999) where 

mice were treated with estradiol to facilitate prolonged infection. As the effects of 

estradiol declined after around 9 days, we included only the first 9 days of NG data for 

each mouse in this fitting exercise. The total NG load (𝐵 + 𝐵𝑎 + 𝐵𝑖 + 𝐵𝑠) was fitted to 

the data for the full model described above and then model fitting was repeated for 3 

progressively simpler models where first the epithelial internalisation state (Bi) was 

removed, then both attachment (Ba) and epithelial internalisation states were removed, 

and finally a model where in addition neutrophil internalisation (Bs) was removed. The 

parameters that were estimated and kept fixed at each stage of the fitting are summarised 

in Table A.3 in Appendix A, Section A.5.3. 

As there were only 9 NG data points per mouse, we had to limit the number of 

parameters estimated in the fitting process. We kept several parameters 

(𝑎1, 𝑎2, 𝑑3, 𝑑2, 𝑒, 𝑟2 and 𝑘2) at the same values as assigned for the human model point 

estimates (Table 3.2) as discussed in Appendix A, Section A.5.3. The capacity related 
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parameters 𝑘1 and Nmax were adjusted to take into account the smaller relevant cell counts 

for mice. Hence, for mice, Nmax was taken as 8.32 × 106 cells and the carrying capacity 

(𝑘1) was taken as 3 × 106 bacteria (details provided in Appendix A, Section A.5.1). This 

left us with the need to estimate the parameters d, c, µ, p, η, 𝑟3 and 𝑟1 through the fitting 

process. After experimenting with individual model fits (see Appendix A, Section A.5.2 

for details), we were able to fix the values of p and η at 5.4 × 10-5 and 5 × 10-6  ℎ𝑜𝑢𝑟−1, 

respectively, across all mice. Finally, the five parameters that govern the growth (𝑟3 and 

𝑟1) and decline (d, c, µ) of the NG load were estimated per mouse using least squares 

optimisation (in the model where neutrophil internalisation was removed, 𝑟3 is not 

relevant). For the optimisation procedure, the MATLAB (MathWorks, Natick, MA) 

function ‘fmincon’ was used with the potential for multiple local minima investigated 

through the use of the ‘multistart’ function by using 1000 different initial starting points 

for the parameter values for each mouse. Initial conditions for unattached bacteria and 

PMN were based on the first data point for each mouse. 

3.3 Results 

3.3.1 Parameter estimation for the human model 

The parameter estimates obtained by fitting the sub-models to respective in vitro 

data are presented in this section and summarized in Table 3.2. The credible intervals 

around estimates of respective parameters derived from the in vitro sensitivity analyses 

described in Appendix A, Section A.2.2 are shown in the shaded region in Fig. 3.3(b) and 

3.3(c). Fits to data on attachment of piliated and non-piliated NG to HeLa cells (Gubish, 

et al. 1979),  are shown in  Fig. 3.3(a) and were used to estimate the attachment rate (𝑎1) 

and the maximal NG attachment capacity of an epithelial cell (𝑎2). Estimates of the 

replication rate of internalized NG within epithelial cells (𝑟2) and rate of internalization 

(η) are shown in Fig. 3.3(b) (estimated values and credible intervals around in vitro 
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estimates are presented in Appendix A, Table A.1). Fig. 3.3(c) shows the best fit to in 

vitro data in the study by Rest, et al. (1982) compared to the curve based on estimates 

obtained by fitting to the simulated data based on the qualitative features of the untreated 

human infection. A comparison of estimates of d, p and c from the optimal fits to in vitro 

data as opposed to the simulated data informed by qualitative features, is provided in 

Appendix A, Table A.2 along with the 95% credible intervals around the in vitro 

estimates.   

 

Figure 3.3: Model fit to in vitro studies to estimate parameters. (a) The in vitro data on 

NG attachment to HeLa cells by two types of NG (piliated and non-piliated) from 

the study by Gubish, et al. (1979) is shown with the fitted function described in 

Appendix A, Section A.1.2.1. (b) Data on NG internalization over the period of 

6-12 hours as observed in the study by Shaw and Falkow (1988) is shown with 

the best fit curve obtained by fitting the sub-model on NG internalization to these 

data (sub-model explained in Appendix A, Section A.1.2.2). The optimal fit is 

shown by the solid line and the credible intervals obtained around the in vitro 

point estimates are shown by the shaded region. (c) NG killing by PMN as 

measured by the study by Rest, et al. (1982). The solid line represents the curve 
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obtained from least squares minimization by fitting to the sub model explained in 

Appendix A, Section A.1.2.3, while the dashed line is the equivalent curve for the 

base-case parameters, determined through fitting the full model to simulated data 

based on the qualitative features of the time course of infection. The credible 

intervals obtained around the in vitro point estimates are shown by the shaded 

region.     

 

3.3.2 Human infection model results based on point estimates. 

3.3.2.1 Time course of urethral infection in symptomatic men 

The simulated cell populations for the first 40 days of infection are shown in Fig. 

3.4(a) and for the full time-course of infection in Fig. 3.5(a). The total NG load, consisting 

of NG in all four states (B, 𝐵𝑎, 𝐵𝑠 and 𝐵𝑖), reached a peak of 4.27 × 106 bacteria by 3.6 

days. The PMN response followed a qualitatively similar pattern to the NG load. Peaks 

in PMN and NG curves were reached around the same time point with the peak PMN cell 

count reaching 2.8 × 105 cells. The NG load remained above 106 bacteria from days 2.3 

to 7.5, after which it declined due to PMN killing. By 75 days, the NG load declined to 

<10 bacteria, which was our condition for clearance (Fig. 3.5(a)).  

We also analysed the proportion of NG in the various states of attachment and 

internalisation over time (Fig. 3.4(b) and (c)). The initial NG load consisted of only 

unattached bacteria. However, two hours into infection, the modelled NG population had 

started to colonise the host and become attached to or internalized within epithelial cells 

(Fig. 3.4(c)). The two intracellular NG populations (NG surviving within PMN (Bs) and 

NG internalized within epithelial cells (Bi)) showed similar dynamics. The NG 

populations occupying these two states increased with continued entry and replication 

and showed a small decline as NG exited from these compartments. In the later stages of 
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infection, the non-internalized population (NG attached (𝐵𝑎) and unattached (B) to 

epithelial cells) reached a stable value of ~20% of the total NG population. In the long 

term, NG that survived within PMN and NG internalized within epithelial cells comprised 

56% and 24% of the total NG population, respectively (Fig. 3.4(b)).   

 

Figure 3.4: (a) Changes in the four bacterial populations as well as the neutrophil 

population are shown along with the total bacterial load (B+ 𝐵𝑎 + 𝐵𝑠 + 𝐵𝑖) over 

the first 40 days of infection. (b) Proportions of NG across the bacterial states 

over 40 days. Colours in each panel relate to bacterial populations as defined in 

the panel (a) legend. (c) Changes in the relative proportions of NG in each 

bacterial state during the first 2 days of infection. 
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Figure 3.5: (a) Log-scale time course for all model states using the point estimates in 

Table 3.2 as parameter values, with shaded regions representing realistic 

intervals for incubation and clearance periods and the peak load. (b) Comparison 

of log-scale infection time course for overall bacteria obtained using point 

estimate values in Table 3.2, along with 95% credible interval from multivariate 

sensitivity analysis (clearance at 1-6 months) and bacterial curve when using in-

vitro parameter estimates without adjustment. 

 

3.3.3 Multivariate sensitivity analysis 

 

3.3.3.1 Human infection model results based on simulations from LHS samples 

 

The 95% credible intervals of model parameters, derived from model simulations 

that met the outcome criteria, are given in Table 3.2. The point-estimates for d, p, c, µ 

and 𝑟1 were broadly consistent with the refined ranges derived from the multivariate 

sensitivity analysis as shown in Table 3.2.  

The corresponding 95% range for total NG load obtained is shown in Fig. 3.5(b), 

while the distributions of these simulations in terms of the peak time, peak load, and 

infection duration are shown in Fig. A.4 (in Appendix A, Section A.2.1.2) and the 
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distribution of proportions of NG by state is shown in Fig. A.6 (in Appendix A, Section 

A.2.1.2).  

Partial rank correlation coefficients (PRCC) were calculated to assess the relative 

contribution of each parameter's associated uncertainty to variability in the model 

outcomes. This analysis identified PMN activation rate (µ), replication rate of non-

internalized NG (𝑟1) and internalisation rate into epithelial cells (η) as important 

contributors to variability in the peak time and the peak load. Parameters associated with 

NG killing (ratio dependent constant (c) and µ) as well as the capacity constraint on NG 

surviving within PMN (𝑘2) were identified as the most important contributors to 

variability in the infection duration. These results are presented in Fig. A.5 in Appendix 

A, Section A.2.1.2. 

3.3.4 Validation against mouse model data 

 

The results of the model fit to bacterial load data of the eight mice obtained from 

the study by Jerse (1999) are presented in this section. Fits of different versions of the re-

parameterised model to mouse NG load data are shown in the panels of Fig. 3.6. The 

mouse data are broadly grouped to reflect similar load patterns over the 9 days. In general, 

based on the sums of squared errors (SSE) shown in Appendix A, Table A.4, the 

simplified models without the Bi state (internalisation within epithelial cells) or the Bi and 

Ba states (internalisation within and attachment to epithelial cells) fitted data in 7 of the 8 

mice just as well as when using the full human infection model. However, further removal 

of the state where NG survive within PMN (Bs) led to poor fits, both in terms of qualitative 

behaviour and the SSE. 
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The estimated values for 𝑑, 𝑐, µ, 𝑟3 and 𝑟1 for the four model variants are 

summarized in Table A.4 and Fig. 3.7. In general, mouse-derived estimates of d, 𝑟3 and 

p were substantially lower than those estimated for the human model (Fig. 3.7). However, 

the 95% range of the estimates of the ratio of  
𝑑

𝑐
 and 𝑟1 were similar in both mouse and 

human models. Although the PMN activation rate (µ) was substantially lower in the 

human model, when multiplied by the total PMN, the neutrophils recruited per unit time 

(µN) were consistent across human and mouse models. The high variation in the NG time 

course between mice is reflected in large ranges for resulting parameter estimates when 

summarised across the 8 mice (Fig. 3.7).  

 

Figure 3.6: Model fits to mouse NG data. (a)-(c) NG data from mouse model described 

in Jerse (1999) and fits to each mouse for the 5-state model developed for human 

infection. (d)-(f) As above but using a 3-state model where epithelial 

internalisation (𝐵𝑖) and attachment (𝐵𝑎) states have been removed. Mice are 

labelled m1 to m8, with data represented by markers and fits by lines of the same 

colour. 
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Figure 3.7: Estimated parameter values of the ratio  
𝑑

𝑐
, 𝑟1, µ×𝑁𝑚𝑎𝑥, 𝑑, 𝑟3, and p obtained 

across the mouse models (labelled A to D) compared with the human estimates 

(labelled h) are shown in panels (a to f) respectively. Here, A represents the full 

5-state model, B the model without an epithelial internalisation state (Bi), C the 

model without attachment (Ba) or epithelial internalisation states (Bi) and D the 

model without attachment (Ba), epithelial (Bi) and neutrophil (Bs) 

internalisation states. Ranges for mice are minimum and maximum values 

across the 8 mice while for the human estimates, the 95% credible intervals 

shown in Table 3.2 are displayed along with the median value. Note that in 

panel (f) no range is displayed because we fix the neutrophil internalisation 

proportion p in the relevant mouse models.  
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3.4 Discussion 

 

In this study, we developed a within-host model to describe untreated 

symptomatic urethral NG infection in men. Assuming that the peak NG load is reached 

around the time period of symptom expression, the model using our default parameters 

produces a bacterial load and time course consistent with the known features from 

experimental infection (Schmidt, et al. 2001; Schneider, et al. 1995; Schneider, et al. 

1996; Stupiansky, et al. 2011) and pre-antibiotic era studies of natural infection (Hill 

1943; Pelouze 1939). In addition, when the model was validated using time course data 

on bacterial load from a study in mice by Jerse (1999), the model was able to closely 

match the course of infection in seven out of eight mice.  

Model simulations produced NG load > 106 bacteria from days 2.3 to 7.5, with a 

similar plateau seen in the human experimental studies by Schneider, et al. (1995), 

Ramsey, et al. (1995) and Schmidt, et al. (2001), where the bacterial load remained high 

(NG > 106 bacteria) from around day 1-2 to the initiation of treatment at day 5-7. 

However, in these studies, as treatment was initiated shortly after reaching the peak load, 

it is not possible to know the exact duration of this high NG load around the peak.  

In our model, the growth phase for NG is monotonic, without an “eclipse” period 

as has been observed in some human experimental studies. The “eclipse” period is the 

time period in which few NG could be recovered in the exudate. In the experimental 

studies this was observed 2 - 4 hours after inoculation (Cohen, et al. 1994; Hobbs, et al. 

2011; Schmidt, et al. 2001; Schneider, et al. 1995). At the end of the eclipse period, the 

bacterial population was seen to expand exponentially from the few NG that were present 

in the inoculum (Hobbs, et al. 2011). While the underlying reason for this eclipse period 

has not been established (Cohen, et al. 1994; Schneider, et al. 1995), it is plausible that it 
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relates to the initial period of NG attachment and internalisation. Our aim, however, was 

to capture bacterial dynamics over a time-scale of days to weeks rather than hours. 

To the best of our knowledge, Craig, et al. (2015) is the only previous 

mathematical modelling study that has described the NG load of an infected individual. 

In that study, the NG load was primarily used to determine the infectiousness of an 

individual and the potential impact of a vaccine. However, they describe the NG load 

through a parametric function without explicit consideration of the mechanisms of 

infection or the interaction of NG with host cells, in contrast to our explicit description of 

these processes. Comparisons between our predicted total NG curve and that from Craig, 

et al. (2015) show agreement in terms of the qualitative features of the time-course of 

infection (see Fig. A.9 in Appendix A, Section A.4). However, our model is able to make 

predictions related to intracellular NG growth and decline, including relative proportions 

over time of the bacterial population that are unattached, attached and internalised and 

the effectiveness of PMN in infection clearance.  

    Based on urethral exudates from 33 male patients, the in vivo study by Veale, 

et al. (1979) reported the relative extracellular, epithelial internalised and PMN 

internalised NG  proportions as 35.1 ± 3.6%, 15.7 ± 3.1% and 49.2 ± 4.4%,  respectively. 

Precise timing of these measurements is not reported but was likely during the incubation 

period 2-6 days after inoculation. By comparison, at 2-6 days post infection, our model 

produced relative bacterial proportions of 15% - 44% (extracellular), 19% - 36% 

(epithelial internalisation) and 20% - 65% (PMN internalisation).  In the later stages of 

infection, our model indicated that the intracellular populations consisting of 𝐵𝑠 and Bi 

comprised 80% of the total NG population, with the bacterial population within PMN 

(𝐵𝑠) stabilising at 56% of the total NG population. This suggests that the model infection 

dynamics are mainly driven by the intracellular NG populations and these cell populations 
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are mainly responsible for prolonging the duration of infection. This finding is consistent 

with observations that in addition to killing a portion of NG, PMN provide a reservoir for 

bacterial survival and replication that prolongs infection (Criss and Seifert 2012; Quillin 

and Seifert 2018).  

A full multivariate sensitivity analysis was also conducted, with parameters 

relating to PMN availability and PMN engulfment of NG (through the ratio dependent 

constant) being most influential in terms of clearance time, further supporting the 

importance of PMNs in the infection dynamics. In addition, after filtering the parameter 

sets generated through the analysis according to qualitative outcome criteria around peak 

load, timing and clearance, the retained parameter sets showed good agreement with our 

default parameters but departures from values estimated purely from in vitro data.  

The absence of human bacterial load data over longer timeframes led us to attempt 

further validation of the model against mouse model data (Jerse (1999)). The single 

mouse (mouse 2) for which the model could not describe the data well showed weak 

correlation between NG load and measured PMN levels found in Jerse (1999) whereas 

the other mice showed stronger association as the bacterial load declined at high PMN 

levels. We note that internalisation within mouse epithelial cells and survival within 

mouse PMN are impaired as some of the mechanisms that NG uses for internalization 

and survival are explicitly human host restricted (Edwards, et al. 2016; Jerse, et al. 2011; 

Sadarangani, et al. 2011). In line with these observations, our estimates for the proportion 

of NG surviving within PMN (p) was 3-5 orders of magnitude lower than estimated for 

the human model. The ineffectiveness of NG internalisation and attachment to mouse 

epithelial cells was made evident by equivalent fits to the mouse data of simplified models 

that excluded attachment and epithelial internalisation. This supports the observed 
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differences in infection durations between human and mouse infection, as in humans the 

intracellular compartments were vital in prolonging infection durations. However, when 

internalisation within PMN was also excluded it resulted in poor fits to mouse data, 

suggesting that although NG survival within PMN is limited in mice, it is still needed to 

explain the dynamics of mouse infection.  

Limitations of our model design mainly arise from simplifications in the 

representation of the immune response. We only considered the immune response 

mediated by PMN and did not consider the contribution from macrophages or the 

possibility of an adaptive immune response. During infection with NG, the PMN response 

is considered to be the primary immune response that is initiated, evidenced by the fact 

that purulent discharge in symptomatic infection occurs as a result of PMN influx 

(Edwards and Apicella 2004; Handsfield, et al. 1974). However, it is believed that 

macrophages also play a role by phagocytosing NG and recruiting PMN to the infection 

site (Chateau and Seifert 2016). Furthermore, as with PMN, NG has acquired mechanisms 

to replicate and survive within macrophages providing NG with an additional reservoir 

to facilitate prolonged infection (Chateau and Seifert 2016). Therefore, macrophages may 

play a role in defining infection dynamics. We also did not include immune responses 

mediated by the adaptive immune response as while its role in controlling and eliminating 

infection is not clearly understood, it is generally considered to be only weakly effective 

(Schmidt, et al. 2001; Stupiansky, et al. 2011). Furthermore, the characteristic antigenic 

and phase variations exhibited by surface proteins (e.g., Opacity associated proteins (Opa) 

and pili (Alcorn and Cohen 1994; Dehio, et al. 1998; Virji 2009)) were not considered in 

the model and these may be important in determining within-host behaviour. 

 Parameter estimation and model validation were limited by the paucity of data on 

human infection, and the limited applicability of mouse model data and in vitro studies 
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to in vivo infection. In particular, the absence of more sophisticated in vitro experiments 

capturing the simultaneous interaction of NG, epithelial cells and PMN made it difficult 

to further constrain model parameters. This was addressed in our study to some extent 

through the multivariate sensitivity analysis, which provided ranges for parameter values 

and intervals around outcomes that might potentially be tested through future 

experiments. Improved data on within-host NG interactions would likely reduce 

parameter uncertainty and facilitate refinements to model structure and assumptions. 

3.5 Conclusion 

In this study, we developed a mathematical model of in-host gonorrhoea infection 

that broadly reproduces features of untreated symptomatic male infection as described in 

experimental, pre-antibiotic and in vitro studies. Untreated NG infection dynamics are 

poorly understood as it is not possible to obtain experimental human infection data over 

prolonged time periods, and in vitro experiments involving multiple cell types (e.g., both 

PMN and epithelial cells) are very difficult to conduct. Our model goes some way to 

filling this knowledge gap by providing a means of understanding how NG interacts with 

and occupies host cells in the later stages of the infection and points to the importance of 

the intracellular compartments (NG surviving within PMN and NG internalised within 

epithelial cells) in determining the course of human infection. Validation of the 

mathematical model on human infection using mouse model data demonstrated that the 

model can closely replicate the course of untreated infection in a related animal model 

using differing parameter values that account for biological differences between the two 

species.   

This model should provide a foundation for extensions in several directions, 

including the interaction of multiple NG strains and emergence of resistance under 

selective pressure from antibiotics. Other potential developments include extension to 
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asymptomatic infection and infection at different anatomical sites, and consideration of 

potential vaccine conferred immunity such as recently reported for meningococcal 

vaccines (Petousis-Harris, et al. 2017; Seib 2017).  
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Chapter 4  

 

Modelling treatment effects for 

gonorrhoea 
 

4.1 Introduction 

In Chapter 3, we observed that intracellularly surviving and replicating Neisseria 

gonorrhoeae (NG) are a key determinant in prolonging natural infection duration in 

simulations and therefore it is of interest to consider how treatment resolves infection 

while accounting for intracellular NG states. Quantitative predictions of the drug 

movement in the body (pharmacokinetics (PK)) and the drug’s effect on the body 

(pharmacodynamics (PD)) are especially important in accurately capturing the treatment 

effects, especially against high minimum inhibitory concentration (MIC) values.  

However, as outlined in Chapter 2, Section 2.7.2, some of these existing experimental 

studies to determine the extracellular PK/PD effects for NG infection are subject to 

several limitations and in relation to intracellular PK/PD effects, we were unable to find 

any studies that explored these in the context of NG infection.  

Generally, within-host mathematical models are useful in providing insights on 

phenomena that are difficult to be explore empirically, such as the modelling study by 

Ho, et al. (1995) on the human immunodeficiency virus which indicated a rapid turnover 

of infected cells which was initially considered as a slow-paced process. In the context of 

NG, a within-host model has the potential to explore intracellular treatment effects for 

which there is little experimental evidence. However, to the best of our knowledge, only 

the thesis by Fingerhuth (2017), which analyses the probability of treatment failure using 
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different antibiotic classes, applies a mechanistic within-host model integrated with 

PK/PD effects in the context of NG. This study, however, does not consider drug-specific 

PK differences, the role of immune responses or differentiate between extracellular and 

intracellular NG states.  

In this chapter, we extend the model developed in Chapter 3 to include antibiotic 

treatment effects. Here, the main focus is on model development, parameter estimation 

and calibration, and understanding model behaviour, while in Chapter 5, we apply the 

model to assess the effectiveness of different treatment strategies and combinations. In 

regard to model behaviour, we investigate the impact of intracellular NG in determining 

MIC for treatment regimens in current use (ceftriaxone (CFO), cefixime (CFM) and 

azithromycin (AZM)) and for alternative treatments that have been evaluated in recent 

trials (gepotidacin (GEP) and gentamicin (GEN)).  Finally, we outline limitations of the 

model in relation to describing treatment dynamics using the β-lactam antibiotics, 

ceftriaxone and cefixime. 

4.2 Materials and Methods 

 

4.2.1 Mathematical model of antibiotic treatment 

 

In Chapter 3, we developed a deterministic compartmental model to describe 

untreated male urethral infection with NG. In that model, four NG states (unattached NG 

(B), NG attached to epithelial cells (𝐵𝑎), NG internalised within epithelial cells (𝐵𝑖) and 

NG surviving within PMN (𝐵𝑠)) and the innate immune response through PMN are used 

to describe the infection process. In this chapter, we extend this model to include 

treatment effects by PK/PD principles. Treatment effects are incorporated to both the 

extracellular (B and 𝐵𝑎) and intracellular NG states (𝐵𝑖  and 𝐵𝑠) using drug-specific Hill 

functions, with differing concentrations of drug in the extracellular and intracellular 
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environments. Fig. 4.1 provides a schematic illustration of the natural infection model 

with the added treatment effects. Treatment is initiated at the peak NG load as identified 

in the model of untreated infection (at 3.6 days post-infection in the base case), at which 

point we assume symptoms to be apparent.  

The full treatment model equations are given in Appendix B, Section B.3 with the 

treatment model specific parameter values given in Tables 4.1 and 4.2 and the natural 

infection model related parameters described in detail in Table 3.2 of Chapter 3.  
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Figure 4.1: Schematic illustration of the within-host NG infection model including 

antibiotic treatment. The arrows indicate transitions between model states, which 

are indicated as boxes. Antibiotic- and PMN-mediated killing of NG are denoted 

as 𝑑𝑎 and 𝑑𝑐, respectively (for killing by PMN see Chapter 3, Section 3.2.1). An 

explicit intracellular antibiotic compartment is included for gentamicin and 

azithromycin (see Section 4.2.3) and transitions between extra and intracellular 

drug concentrations (denoted as dashed lines) apply only for these two drugs. 
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4.2.2 Modelling pharmacodynamics. 

 

Drug effects on the NG population are modelled using a Hill function as in 

Regoes, et al. (2004), where the authors used the Hill function to describe the relationship 

between the growth rates of E.coli and the concentrations of antibiotics (C) of different 

classes that are measured through in vitro time-kill experiments. The Hill function 

(described in detail in Appendix B Section B.1.1) is determined by four parameters: the 

maximum (𝜑𝑚𝑎𝑥) and minimum (𝜑𝑚𝑖𝑛) bacterial growth rates in the absence and 

presence of the antibiotic, respectively; the MIC; and the Hill coefficient (𝑘𝐻), which 

reflects the sensitivity of the change in the net bacterial growth rate to the changes in the 

antibiotic concentration 𝜑(𝐶). Under this parameterisation, 𝜑(𝐶) is then described by Eq. 

4.1: 

𝜑(𝐶) = 𝜑𝑚𝑎𝑥 −
(𝜑𝑚𝑎𝑥 − 𝜑𝑚𝑖𝑛) (

𝐶
𝑀𝐼𝐶)

𝑘𝐻

(
𝐶

𝑀𝐼𝐶)
𝑘𝐻

 −  
𝜑𝑚𝑖𝑛

𝜑𝑚𝑎𝑥

.                                                                       (4.1) 

4.2.2.1 Estimation of the Hill function parameters  

 

The Hill function parameters are estimated using the NG growth data reported in 

the time-kill experiments for ceftriaxone, cefixime, gentamicin and azithromycin in the 

study by Foerster, et al. (2016) and for gepotidacin in the study by Farrell, et al. (2017). 

In Foerster, et al. (2016), NG growth is measured hourly from 0-6 hours inclusive and in 

Farrell, et al. (2017) it is measured at 0, 2, 4, 8 and 24 hour time points. These studies 

compare NG growth in the absence and presence of the antibiotic at a stable 

concentration. The antibiotic concentrations that are used in Foerster, et al. (2016) range 

from 0.016×MIC to 16×MIC, while in Farrell, et al. (2017) these range from 0.25×MIC 

to 10×MIC. Further details on the data are provided in Appendix B, Section B.1.2.  
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Fitting is carried out as a two-step process. As 𝜑𝑚𝑎𝑥 can be independently 

estimated from the rest of the Hill function in the absence of treatment, this parameter 

was first estimated using time-kill experiment data without treatment. Then, using this 

estimated 𝜑𝑚𝑎𝑥 value, the remaining Hill function parameters 𝜑𝑚𝑖𝑛, MIC and 𝑘𝐻 are 

estimated by fitting Eq. 4.2 to the NG load data that are measured at different drug 

concentrations.  

𝑑𝐵

𝑑𝑡
= 𝜑(𝐶) 𝐵 =  𝜑𝑚𝑎𝑥 𝐵 −

(𝜑𝑚𝑎𝑥 − 𝜑𝑚𝑖𝑛) (
𝐶

𝑀𝐼𝐶
)

𝑘𝐻

(
𝐶

𝑀𝐼𝐶)
𝑘𝐻

 −  
𝜑𝑚𝑖𝑛

𝜑𝑚𝑎𝑥

𝐵.                                             (4.2) 

Here, 𝐵 represents the bacterial load. Eq. 4.2 assumes simple exponential growth 

or decline with no lag phase.   

Parameters are estimated by simultaneously fitting to the NG growth data on all 

antibiotic concentrations and minimising the objective function given by Eq. 4.3: 

∑ ∑(𝑙𝑜𝑔 (𝐵𝑎𝑖𝑗)  −  𝑙𝑜𝑔 (𝐵𝑎𝑖𝑗
̂ ))2

𝑡

𝑖=0

𝑛𝑎

𝑗=1

.                                                                                     (4.3) 

Here, 𝐵𝑎𝑖𝑗 represents the number of bacteria (as measured in time-kill 

experiments) at a particular time point (i) and antibiotic concentration (j) for the antibiotic 

(a), while 𝐵𝑎𝑖𝑗
̂  represents the bacterial load that is estimated from the model. The number 

of drug dilutions (𝑛𝑎) and the specific drug concentration values vary by the antibiotic 

(details provided in Appendix B, Section B.1.2). 

As Foerster, et al. (2016) carried out two independent sets of time-kill 

experiments, the Hill function parameter values are estimated using the above method 

applied independently to the experimental data sets for each specific drug. To account for 

substantial differences in estimated values between the experiments, we fit Eq. 4.1 to the 

mean Hill function effect that is obtained from the fits to the two individual experiments. 
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We take this approach rather than taking the average of the parameter estimates from the 

two individual experiments because of the dependencies between parameters of the Hill 

function induced through fits to the individual experiments. When estimating the Hill 

function parameters Foerster, et al. (2016) adopt a different approach to ours. They first 

use linear regression to estimate the net bacterial growth rates at each drug concentration 

and then fit the Hill function (Eq. 4.1) to these estimated net growth rates.  This two-step 

process caused some information loss as the initial stage did not describe the NG load 

data over time particularly well. Goodness of fit statistics are used to compare the errors 

between our approach and the approach of Foerster, et al. (2016). Our estimation 

procedure for the Hill function parameters is described in detail in Appendix B, Section 

B.1.3 along with the approach in obtaining uncertainty ranges around parameter 

estimates.  

4.2.3 Modelling pharmacokinetics 

4.2.3.1 Ceftriaxone, cefixime and gepotidacin 

When modelling drug concentrations, we adopt a one-compartment model 

(Rowland and Tozer 1995) as has been applied by Meyers, et al. (1983), Brittain, et al. 

(1985) and So, et al. (2015), for ceftriaxone, cefixime and gepotidacin, respectively. A 

one-compartment model can be used when the drug concentration time-dependence 

profile can be explained by a single exponential function such as with intravascular drug 

administration or for drugs with relatively poor accumulation within host cells (Rowland 

and Tozer 1995). Here we assume that drug concentrations decline exponentially on a 

time-scale determined by the half-life (𝑡1/2) of the drug. Specifically, extracellular drug 

concentrations are modelled as 
𝑑𝐶𝑒 

𝑑𝑡
 = - δ𝐶𝑒 ,  where δ is the rate of decline of drug 

concentration and 𝐶𝑒 is the extracellular drug concentration. The initial extracellular drug 
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concentration level, 𝐶𝑒(0), is obtained using the drug dose (D), drug bioavailability (𝑏𝑑), 

fraction unbound (not bound to plasma proteins) (𝑓𝑢), and volume of distribution (𝑉𝑑) as, 

𝐶𝑒(0)  =
𝐷×𝑏𝑑×𝑓𝑢

𝑉𝑑
. See Chapter 2, Section 2.7.1 for definitions of these terms. 

In model simulations described in Chapter 3, we found that ~80% of the total NG 

population are intracellular beyond 5 days of infection. This suggests the need for 

considering drug-specific intracellular kinetics when including treatment effects in the 

model. Ceftriaxone, cefixime and gepotidacin show relatively low intracellular 

accumulation compared with drugs such as azithromycin (Jacobs, et al. 1986; Peyrusson, 

et al. 2018). As such, for these drugs, we assume the intracellular concentration to be 

proportional to the extracellular concentration with proportionality constant α ≈0.4 for 

ceftriaxone and cefixime (Jacobs, et al. 1986) and α ≈1.5  for gepotidacin (Peyrusson, et 

al. 2018). In Jacobs, et al. (1986) and Peyrusson, et al. (2018) α is estimated through 

measurements of cellular uptake of radiolabelled gepotidacin and β-lactams into human 

PMN and THP-1 monocytes, respectively.  

4.2.3.2 Modelling gentamicin and azithromycin pharmacokinetics. 

The assumption of exponential decay of drug concentration implies instantaneous 

drug distribution and equilibration throughout relevant tissue (Austin, et al. 1998). 

However, data from studies involving azithromycin and gentamicin are inconsistent with 

this assumption (Foulds, et al. 1990; Tulkens 1991). Azithromycin shows rapid entry into 

host cells and high intracellular accumulation followed by slow release into the 

extracellular environment (Foulds, et al. 1990; Wildfeuer, et al. 1996). In the case of 

gentamicin, while it has been considered to principally kill extracellular NG due to its 

poor intracellular penetration (Shaw and Falkow 1988), other studies have observed a 

slow increase in intracellular drug concentration that plateaus after about 3-4 days. 
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(Tulkens and Trouet 1978; Tulkens 1991). To capture these differences in drug 

distribution the antibiotic concentrations of gentamicin and azithromycin are captured 

through a two-compartment model where the extracellular (𝐶𝑒) and intracellular (𝐶𝑖) 

antibiotic concentrations are modelled separately according to Eq. 4.4 and 4.5: 

𝑑𝐶𝑒 

𝑑𝑡
 = - δ𝐶𝑒 − 𝑘12 𝐶𝑒 + 𝑘21 𝐶𝑖

𝑉𝑖

𝑉𝑒
.                                                                                        (4.4) 

𝑑𝐶𝑖

𝑑𝑡
 = 𝑘12 𝐶𝑒

𝑉𝑒

𝑉𝑖
− 𝑘21 𝐶𝑖.                                                                                                         (4.5) 

 

Here, δ is the drug elimination rate constant, 𝑘12 and 𝑘21  are respectively the rate 

constants of drug movement from and to the extracellular compartment, 𝑉𝑒 and 𝑉𝑖 are 

respectively the extracellular and intracellular volumes of distribution. The parameter 

values and sources for these are described in Table 4.1. 
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Table 4.1:Model parameter values for the five antibiotics ceftriaxone (CFO), cefixime 

(CFM), gepotidacin (GEP), gentamicin (GEN) and azithromycin (AZM). 

Symbol Parameter 

(units) 

Drug Point 

Estimatea 

(LHS range) 

References/Comments 

D Initial 

antibiotic dose 

(mg) 

CFO 1000 Monotreatment recommendation 

in UK (Fifer H, et al. 2019) 

CFM 400  CDC Recommended dose prior to 

2012 (Centers for Disease Control 

and Prevention 2012). 

GEP 1500 / 3000 Trial doses. (Scangarella-Oman, et 

al. 2018; Taylor, et al. 2018b) 

GEN 240 Trial doses. (Brittain, et al. 2016; 

Hira, et al. 1985) 

AZM 1000 CDC recommended dose for dual 

treatment (Centers for Disease 

Control and Prevention 2015). 

𝑏𝑎 Bioavailability  CFO 1 (Zhou, et al. 1985). Given 

intramuscularly.  

CFM 0.45 (0.40 – 

0.50) 

(Faulkner, et al. 1988; Levison and 

Levison 2009) 

GEP 0.44 (0.38 – 

0.5) 

(Negash, et al. 2016; Tiffany, et al. 

2014) 

GEN 1 Given intramuscularly (Katzung 

2018). 

AZM 0.37 (Foulds, et al. 1990) 

𝑉𝑑 Volume of 

distribution (L)  

CFO 9.37 (7.80 – 

9.53) 

Point estimate from Patel, et al. 

(1982), range refined via 

calibration with susceptibility 

breakpoint. 

CFM 16.95 (16.9 – 

19) 

(Duverne, et al. 1992) 

GEP 188.7 (Negash, et al. 2016) 

GEN 16.8 (10 - 

20) 

(Al-Lanqawi, et al. 2009) 

AZM 3219 (1593 - 

5475) 

(Ripa, et al. 1996) 
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𝑓𝑢 Fraction 

unbound 

CFO 0.05 (0.04 – 

0.17) 

(Popick, et al. 1987; Stoeckel, et al. 

1981) 

CFM 0.35 (Faulkner, et al. 1987b) 

GEN 0.85 – 1 (Bailey and Briggs 2004) 

AZM 0.88 (Singlas 1995) 

GEP 0.76 (Bulik, et al. 2017) 

α The ratio of 

intracellular to 

extracellular 

drug 

concentration 

CFO 0.55 (0.49 – 

0.61) 

Point estimate from Jacobs, et al. 

(1986) for ceftriaxone, range 

refined via calibration with 

susceptibility breakpoint. 

CFM 0.55 (0.49 – 

0.61) 

Point estimate from Jacobs, et al. 

(1986) for ceftriaxone, range 

refined range for ceftriaxone. 

GEP 1.8 (1.5 – 

2.5) 

(Peyrusson, et al. 2018) 

𝐶𝑒(0) 

 

Initial 

extracellular 

drug 

concentration 

level (mg/L) 

CFO 5.34 (5.25 – 

6.41) 

Computed using the formula 

(Austin, et al. 1998) 

 
𝐷 × 𝑏𝑑 × 𝑓𝑢

𝑉𝑑
 

 

CFM 3.72 (2.95 – 

4.14) 

GEP 2.64 (2.43 – 

3.04) 

GEN 14.29 (10.21 

– 23.76)  

AZM 10.85 (9.31 –

13.02) 

𝐶𝑖(0) 

 

Initial 

intracellular 

drug 

concentration 

level (mg/L). 

CFO 2.03 (2.00 – 

3.21) Computed using the formula 

(Chisholm, et al. 2010b) 

 

 α × 𝐶𝑒(0) 

 

CFM 1.41 (1.12 –

2.53) 

GEP 4.75 (3.65 – 

7.6) 

GEN 0 

Drug enters from the extracellular 

compartment. AZM 0 
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𝑘12 

 

Transfer rate 

from the 

extracellular to 

intracellular 

compartment 

(h-1) 

GEN 0.04 (0.03 – 

0.04) 

Point estimate from Schentag, et 

al. (1977), range refined via 

calibration with susceptibility 

breakpoint. 

AZM 0.12 (0.10 – 

0.18)  

Point estimate from Ripa, et al. 

(1996), range refined via 

calibration with susceptibility 

breakpoint. 

 

𝑘21 

 

Transfer rate 

from the 

intracellular to 

extracellular 

compartment 

(h-1) 

GEN 0.01 (0.008 – 

0.016) 

(Schentag, et al. 1977) 

AZM 0.04 (0.03 – 

0.06) 

Point estimate from Ripa, et al. 

(1996), range refined via 

calibration with susceptibility 

breakpoint. 

𝑉𝑒 

 

Volume of the 

extracellular 

compartment 

(L) 

AZM 569 (485 – 

779) 

Point estimate from Ripa, et al. 

(1996), range refined via 

calibration with susceptibility 

breakpoint. 

GEN 0.95 (0.60 – 

1.29) 

Point estimate from Schentag, et 

al. (1977), range refined via 

calibration with susceptibility 

breakpoint. 

𝑉𝑖 

 

Volume of the 

intracellular 

compartment 

(L) 

AZM 1779 (981– 

1916)  

Point estimate from Ripa, et al. 

(1996), range refined via 

calibration with susceptibility 

breakpoint. 

GEN 0.23 (0.18 – 

0.27) 

(Schentag, et al. 1977) 

δ Rate of drug 

elimination  

(h-1) 

CFO 0.085 (0.08 – 

0.09) 
estimated as 

log(2)

𝑡1/2 
 . (Patel, et al. 

1982; Scully, et al. 1984) 

CFM 0.20 (0.17 – 

0.23) 
estimated as 

log(2)

𝑡1/2 
.  (Faulkner, et al. 

1988; Faulkner, et al. 1987a) 

GEP 0.06 (0.05 – 

0.07) 
Point estimate as 

log(2)

ℎ𝑎𝑙𝑓−𝑙𝑖𝑓𝑒
 using, 

Negash, et al. (2016). The lower 

and upper limit of the LHS samples 

are based on Hossain, et al. (2014) 

and Tiffany, et al. (2014) 

respectively.     

GEN 0.14 (0.11 – 

0.18) 

Elimination rate in Schentag, et al. 

(1977) 



91 

 

AZM 0.08 (0.05 – 

0.10) 

Elimination rate in Ripa, et al. 

(1996) 

a Point estimates and the parameter ranges for the LHS samples (explained in Section 

4.2.4) of the natural infection model are given in Table 3.2 of Chapter 3. 
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4.2.4 Incorporation of parametric uncertainty   

 

In Chapter 3, to account for parametric uncertainty across the natural infection 

model, we generated 5402 parameter sets using Latin hypercube sampling (LHS), which 

met the relevant outcome criteria for the natural time-course of infection (here we index 

these LHS parameter sets as 𝑖 = 1, 2, . . . , 5402). To incorporate parameter uncertainty 

that is related to treatment, we extend this previous LHS analysis by also simulating from 

the ranges that are associated with the treatment parameters. We achieve this by first 

generating 5402 uniform LHS samples (indexed as 𝑗 = 1, 2, . . . , 5402) for the PK/PD 

parameters using the parameter ranges derived from relevant literature and summarised 

in Table 4.1 and Appendix B, Table B.2. Then to incorporate both natural infection and 

treatment-related parametric uncertainty, the LHS parameter sets that satisfy the indexing 

𝑖 = 𝑗 are combined to result in 5402 sets of parameter values. Using these 5402 samples, 

we assess the modelled infection clearance times.  

We classify simulations in which infection is cleared in ≤7 days as treatment 

success, based on most studies indicating this timeframe in regards to successful infection 

clearance (Ayinde and Ross 2020; Scangarella-Oman, et al. 2018; Sultan, et al. 2020). 

Simulated infections are assumed to be cleared, when the total bacterial load (𝐵 + 𝐵𝑎 +

𝐵𝑖 + 𝐵𝑠) falls below 10 bacteria, as used in Chapter 3.  

4.2.5 Calibrating PK/PD parameters using susceptibility breakpoints.  

 

In this study, we do not directly model processes relating to antibiotic resistance, 

instead varying the MIC as a proxy for changes in the susceptibility to a given treatment 

(Kjellander and Finland 1963; Martin, et al. 1970). To capture the notion of decreased 

susceptibility (or increased resistance) to treatment, we explore the effect of treatment via 

the MIC parameter in the Hill function (from here on referred to simply as the ‘MIC’), 
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which we increase gradually from the antibiotic-specific MIC values estimated as 

described in Section 4.2.2 for a susceptible NG strain. To this end, we determine a ‘model-

derived susceptibility breakpoint’ such that for MIC below and above the breakpoint, the 

infection clears in ≤7 days and >7 days, respectively. 

When the model-derived susceptibility breakpoints are evaluated using the LHS 

samples derived from the above section (Section 4.2.4), in some cases the proportion of 

simulations that achieved clearance when the Hill function MIC parameter was set at 

‘empirical breakpoints’ was lower than the expected 95% clearance rate. Here we define 

the term ‘empirical breakpoints’ to refer to susceptibility breakpoints published by the 

Clinical and Laboratory Standards Institute (CLSI) and the European Committee on 

Antimicrobial Susceptibility Testing (EUCAST) or in relation to new candidate drugs 

from relevant published studies (hereafter in the thesis ‘empirical breakpoints’ refer to 

these breakpoint values defined in the literature). In order to align the model-derived 

breakpoints with empirical breakpoints, we then decided to calibrate the model to these 

empirical breakpoints and thereby refine the ranges of the parameters that are influential 

in determining the model-derived susceptibility breakpoints. We identify these influential 

parameters through a multivariate sensitivity analysis (see Appendix B, Section B.2 for 

details) and use partial rank correlation coefficients to determine the importance of each 

parameter's uncertainty in contributing to the variability of the model-derived 

susceptibility breakpoints. For each drug, the most influential parameters for determining 

model-derived breakpoints are treatment related and do not include any parameters 

introduced in the natural infection model in Chapter 3 (Appendix B, Fig. B.4).  

For these influential parameters, the initial parameter ranges based on published 

literature are refined, where possible, such that the relevant model-derived and empirical 

breakpoints match. Further details on the calibration process are provided in Appendix B, 
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Section B.2 and a comparison between the original parameter values (before model 

calibration) and the refined parameter ranges (after calibration) is shown in Appendix B, 

Table B.2. Using these refined treatment parameter ranges, a new set of LHS samples are 

generated for the treatment parameters (PK/PD related) and are then combined with the 

LHS samples from the natural infection model as described previously in Section 4.2.4. 

4.2.6 Extracellular vs intracellular susceptibility breakpoints 

 

To understand potential differences between in vitro and in vivo clearance 

behaviour, we compare the susceptibility breakpoints derived from sub-models of 

increasing complexity starting with only extracellular states and progressing to the full 

model involving epithelial cells and neutrophils.  

Model A reflects an in vitro time-kill study, in which extracellular NG but no host 

cells (epithelial cells or PMN) are present. In simulations, NG are allowed to grow 

exponentially and the drug concentration is kept constant (no drug decay), similar to the 

experimental design used in the in vitro study by Foerster, et al. (2016). In Model B, 

epithelial cells are added, leading to the inclusion of unattached NG, NG attached to 

epithelial cells and NG internalised within epithelial cells. In model C, NG interaction 

with epithelial cells is removed but the PMN response and NG survival within PMN are 

included in the simulations. In models B and C and the full-treatment model, logistic 

constraints on growth are applied as described previously on Chapter 3, Section 3.2.1.1 

and the drug concentration varies over time as described in Section 4.2.3. Comparisons 

of the derived susceptibility breakpoints are then made between the sub-models and the 

full model for the same initial extracellular drug concentration.  

We further use a parametric approach to validate the results on the differences in 

derived MIC in extracellular and intracellular settings. In the full treatment model, we 
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vary the parameter values of the intracellular growth rates (𝑟2 𝑎𝑛𝑑 𝑟3) over the range of 

0.1 – 0.6ℎ−1 and determine the model-derived susceptibility breakpoint as described 

above.  

4.2.7 Sensitivity analysis for ceftriaxone and cefixime 

 

We also conduct an additional univariate sensitivity analysis using wider ranges 

for the PK/PD parameters to assess whether the model can match empirical susceptibility 

breakpoints for ceftriaxone and cefixime. As described in Section 4.2.5, only the PK/PD 

parameters are influential for infection clearance times under treatment and therefore only 

the ratio of intracellular to extracellular drug concentration (α), the minimum bacterial 

growth rate in the presence of antibiotics (𝜑𝑚𝑖𝑛), the rate of drug elimination (δ) and the 

Hill coefficient (𝑘𝐻) are varied in this analysis.   

4.3 Results  

4.3.1 Estimates of pharmacodynamic parameters  

The estimates of pharmacodynamic (Hill function) parameters are given in Table 

4.2. and the fits to data in Foerster, et al. (2016) and Farrell, et al. (2017) to estimate these 

parameter values are shown in Fig.4.2. Both studies used wild-type NG strains that do not 

express resistance against the tested antibiotics and these strains are used to estimate MIC 

values for all drugs. The Hill function estimates that are obtained using our approach of 

directly fitting the model to NG load data improve the fits (with reduced SSE) compared 

with those we obtain using the estimates in Foerster, et al. (2016) (Appendix B, Table 

B.1) as we reduce the intermediate smoothing errors.  Among the tested antibiotics, 

gentamicin induces the strongest bactericidal effects (𝜑𝑚𝑖𝑛 = -8.2h-1), while for 

azithromycin this is lower at 𝜑𝑚𝑖𝑛 = -1.5h-1 but still higher than for cefixime, ceftriaxone 

and gepotidacin which have similar estimates of  𝜑𝑚𝑖𝑛 ≈-0.5h-1. The net growth rates at 
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the highest drug concentrations in Fig. 4.2 approach the estimated 𝜑𝑚𝑖𝑛 values.  For all 

drugs, the point estimates of Hill coefficients vary between 0.9-2.5, with gepotidacin 

featuring the steepest decline and azithromycin the least steep. In general, the PD 

parameter estimates are similar for the two β-lactams, ceftriaxone and cefixime. Variation 

in the maximal NG growth rate in the absence of drug (𝜑𝑚𝑎𝑥)  is also seen but in model 

simulations 𝜑𝑚𝑎𝑥 values are replaced with the natural growth rates estimated in Chapter 

3, Table 3.2, which are slower than in the in vitro environment. 
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Table 4.2: Estimated Hill function parameter values for ceftriaxone, cefixime, 

gepotidacin, gentamicin and azithromycin. 

Parameter  Point estimate (range) 

Ceftriaxone Cefixime Gepotidacin  Gentamicin Azithromycin 

𝜑𝑚𝑖𝑛  
(h−1) 

 

-0.45  

(-0.54, -0.36) 

-0.51 

 (-0.76, -0.52) 

-0.53 

(-0.64, -0.46) 

-8.18  

(-10.00, -6.35) 

-1.50  

(-2.06, -0.99) 

𝑘𝐻 

 

1.75  

(1.08, 2.64) 

1.89  

(0.87, 1.82) 

2.47  

(1.78, 3.64) 

1.70  

(1.14, 2.64) 

0.91  

(0.70, 1.32) 

MIC  

(mg/L) 

 

2.97 × 10-4 

(2.81 × 10-4, 

3.96 × 10-4) 

2.13 × 10-4 

(1.23 × 10-4, 

4.63 × 10-4) 

0.26  

(0.20, 0.32) 

0.24  

(0.17, 0.32) 

0.03  

(0.02, 0.33) 

𝜑𝑚𝑎𝑥  
(h−1) 

 

0.75  

(0.68 – 0.77) 

0.73  

(0.67 – 0.78) 

0.79  

(0.76 – 0.84) 

0.89  

(0.82 – 0.91) 

0.63 

(0.61 – 0.69) 
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Figure 4.2: Net growth rates obtained from the estimated PD values through fits to the 

two individual experiments in Foerster, et al. (2016), along with the mean net 

growth rates, are shown for (a) gentamicin, (b) azithromycin, (c) ceftriaxone and 

(d) cefixime. The net growth rate for gepotidacin (panel e) is obtained through 

fitting to data generated in a single experiment by Farrell, et al. (2017). The black 

dots are the data points of the mean net growth rates at each drug concentration 

value. The red dot represents the estimated MIC value for the NG strain used in 

the relevant in vitro experiments. 

4.3.2 Drug concentration profiles 

 

The change in drug concentration over time is shown in Fig. 4.3 for the five tested 

drugs using the default dose values listed in Table 4.1.  For ceftriaxone and cefixime, the 

median extracellular concentrations remain above empirical susceptibility breakpoints for 

31.9 and 13.1 hours, respectively, but exceed this for shorter periods of 24.1 and 8.6 

hours, respectively, in the intracellular environments. This pattern is reversed for 
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gentamicin and azithromycin with the relevant extracellular periods of 21.8 and 24.1h, 

respectively, compared to 26.1 and 43.9h, respectively in the intracellular environment. 

For these latter two drugs, which are modelled using two compartments, the intracellular 

effects are achieved at delays of 21.8h and 3.8h. For the drugs that are modelled through 

a one-compartment model, the gepotidacin intracellular concentration is higher than the 

extracellular concentration whereas for cefixime and ceftriaxone intracellular 

concentration is lower. This is due to the difference in the ratio of intracellular to 

extracellular drug concentration α, which is <1 for ceftriaxone and cefixime and >1 for 

gepotidacin. The median intracellular to extracellular concentration ratio (𝐶𝑖/𝐶𝑒) for 

gentamicin gradually plateaus at 3 in approximately 4 days but plateaus more rapidly at 

1.4 in approximately 27h for azithromycin. This difference in intracellular drug 

accumulation of gentamicin and azithromycin is associated with the rates of drug transfer 

to (𝑘12) and from (𝑘21) the intracellular compartment (Appendix B, Fig. B.9). An 

increase in 𝑘12 results in an increase in 𝐶𝑖/𝐶𝑒 which plateaus rapidly while the increase 

in 𝑘21 results in a decrease in the ratio of 𝐶𝑖/𝐶𝑒 (Appendix B, Fig. B.9).  
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Figure 4.3: Extracellular and intracellular drug concentration of (a) ceftriaxone (CFO) 

1000mg; (b) gepotidacin (GEP) 3000mg; (c) cefixime (CFM) 400mg; (d) 

gentamicin (GEN) 240mg; and (e) azithromycin (AZM) 1g. The change in 

intracellular to extracellular drug concentration ratio (𝐶𝑖/𝐶𝑒) over time is shown 

in panel (f) for azithromycin and gentamicin, for which a two-compartment 

model is used. Solid lines denote medians and shaded areas indicate the 95% 

ranges. The black dashed lines in (a), (c), (d) and (e) represent the empirical 

susceptibility breakpoints for each drug, while for gepotidacin (panel (b)), an 

empirical breakpoint yet to be defined.  

4.3.3 Modelled infection clearance times under monotreatment  

 

The infection clearance times that are estimated from the model using the PD 

estimates in Table 4.2 are shown in Fig. 4.4. The MIC values used in this analysis are 

given in Table 4.2 and are estimated for a wild-type strain that does not show resistance 
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against the tested drugs. Simulations using these MIC and point estimates for parameter 

values show successful clearance for each drug (Fig. 4.4). At the time of adding treatment, 

we note from Fig. 4.4 that the intracellular bacterial load (2.9 × 106) is higher than the 

extracellular (1 × 106) bacterial load and the infection clearance time coincides with the 

time taken to clear intracellular NG. For example, using point estimates for parameter 

values, overall clearance occurs 27.6h following treatment with ceftriaxone which is 

when intracellular NG fall below 10 bacteria.   

In simulations assuming infection with a wild-type strain (MIC as in Table 4.2) 

and performed using the full set of LHS samples for parameters, 100% of simulations 

show infection clearance in <7 days (range 0.08 – 2.06 days) for all drugs except cefixime. 

For cefixime, 2.6% (141/5402) of simulations fail to clear within 7 days (clearance times 

from 26 to 66 days), with clearance times of 0.77 – 1.82 days for the 97.4% samples that 

successfully clear infection.  

   

Figure 4.4: Change in total NG (a), extracellular NG (b) and intracellular NG (c) after 

initiation of single-drug treatment of wild-type infection at 3.6 days for 

gentamicin (GEN), azithromycin (AZM), ceftriaxone (CFO), cefixime (CFM) and 
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gepotidacin (GEP). The infection clearance cut-off of 10 bacteria is denoted by a 

dashed black line in (a).  

4.3.4 Calibration of PK/PD parameters  

 

Results for clearance and model-derived breakpoints presented in this chapter are 

generated using parameter ranges that were refined through calibration to empirical 

susceptibility breakpoints as described in Section 4.2.5. These refined ranges are 

compared to pre-calibration ranges in Appendix B, Table B.2. No empirical breakpoint 

was available for gepotidacin and calibration proved impossible for cefixime. For other 

drugs, calibration primarily influenced the ranges for the volume of distribution and 

parameters that define intracellular accumulation. For gentamicin, calibration led to 2-

fold and 3-fold increases in the lower bound of the range for the volume of distribution 

(𝑉𝑒) and the rate of drug transfer from the extracellular compartment (𝑘12), respectively. 

For ceftriaxone, there is a small decrease in the upper limit of the volume of distribution 

but approximately 3-fold increase in the lower bound for the ratio of intracellular to 

extracellular drug concentration (α). As the same range for α is used for both cefixime 

and ceftriaxone in simulations, this refined range is applied for both drugs. 

4.3.5 Extracellular vs intracellular susceptibility breakpoint 

 

For each of the sub-models described in Section 4.2.6 we determine drug-specific 

model-derived susceptibility breakpoints, with simulation results based on point estimates 

for each model parameter summarised together with those from the full treatment model 

in Table 4.3. In addition, breakpoint ranges derived from simulations using all LHS 

parameters are provided for the full model and compared with empirical breakpoints 

where available. 



103 

 

Table 4.3: Susceptibility breakpoints (mg/L) derived from the three sub-models and the 

full model and comparison with empirical breakpoints. 

a  Susceptibility breakpoint as defined by the Clinical and Laboratory Standards Institute 

(2018). 
b Susceptibility breakpoint as defined by the European Committee on Antimicrobial 

Susceptibility Testing (2019).  
c Currently there is no established susceptibility breakpoint MIC with gepotidacin still at 

the clinical trial stage.  
d Azithromycin susceptibility breakpoint as defined by EUCAST (European Committee 

on Antimicrobial Susceptibility Testing 2018).  
e Susceptibility breakpoint defined by Clinical and Laboratory Standards Institute (2018). 
f No CLSI or EUCAST defined susceptibility breakpoints. Based on epidemiological and 

clinical observations in Malawi, Brown, et al. (2010) have defined a susceptibility 

breakpoint of 4mg/L. 

 

 

Drug Susceptibility breakpoints (mg/L) 

Model A 

(extracellular 

NG only) 

Model B (NG 

interaction 

with epithelial 

cells only) 

Model C 

(NG 

interaction 

with PMN) 

Full model point 

estimate (LHS 

range) 

Empirical  

CFO 4.15 0.12 0.08 0.06 (1 × 10−3, 

0.19) 

0.25a, 

0.125b  

CFM 3.00 0.007 0.006 0.004 (1 × 10−5, 

0.09) 

0.25a, 

0.125b 

GEP 2.55 0.79 0.73 0.64 (0.48 – 1.1) Not 

availablec 

AZM 9.35 0.89 0.70 0.69 (0.55 – 1.29) 0.5d, 1e 

GEN 12.75 1.94 1.74 1.60 (1.51 – 5.54) 4f 

(Brown, 

et al. 

2010) 
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We observe that with the addition of intracellular compartments the model-

derived susceptibility breakpoint reduces from the value that is derived for model A 

(model with only unattached NG). For ceftriaxone and cefixime, the full model-derived 

susceptibility breakpoint is >50-fold lower than the comparable breakpoint for model A. 

For azithromycin and gentamicin, the susceptibility breakpoint is, respectively, 8-fold and 

14-fold lower and 4-fold lower for gepotidacin. Susceptibility breakpoints derived from 

models B (consisting of unattached and attached NG and NG within epithelial cells) and 

C (consisting of unattached and NG within PMN) are similar to that of the full model, 

indicating that this large change in model-derived susceptibility thresholds is associated 

with the unsuccessful clearance of intracellular NG in simulations. The increase of cut-

off MIC with the addition of intracellular NG states is further validated with our 

parametric analysis. As the intracellular NG replication rates increase the cut-off MIC 

decreased and the results are shown in Appendix B, Fig. B.11. 

From Table 4.3 we note that for ceftriaxone, gentamicin and cefixime, the 

susceptibility breakpoints that are derived from our full treatment model deviate from the 

empirical estimates. For cefixime, no simulations are compatible with empirical 

susceptibility breakpoints. For ceftriaxone, despite calibration, only 15% of the 

simulations using the LHS samples for parameters result in a model-derived susceptibility 

breakpoint ≥0.125mg/L (the EUCAST breakpoint) and none result in a susceptibility 

breakpoint ≥0.25mg/L (the CLSI breakpoint). For gentamicin, only 57% of the 

simulations using the LHS samples for parameters result in a model-derived susceptibility 

breakpoint ≥4mg/L, which is the susceptibility breakpoint defined in the literature using 

epidemiological and clinical observations in Malawi (Brown, et al. 2010). CLSI or 

EUCAST have not defined susceptibility breakpoints for this drug. For ceftriaxone and 

gentamicin, the simulations with model-derived susceptibility breakpoints below the 
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empirical breakpoints have relatively low intracellular drug concentrations (Fig. 4.5) and 

further, this appears to be driven by lower values of volume of distribution and parameters 

defining intracellular accumulation (Appendix B, Fig. B.6 and B.8).  

 

Figure 4.5: Change in the extracellular and intracellular drug concentration over time for 

the simulations that result in model-derived susceptibility breakpoint below and 

above the empirical susceptibility breakpoints: extracellular (a, c) and intracellular 

(b, d) drug concentration for ceftriaxone and gentamicin, respectively. The solid 

lines denote the median and the shaded areas indicate the 95% range of the drug 

concentration obtained from the simulations using LHS samples. 

4.3.6 Sensitivity analysis on model-derived susceptibility breakpoints for ceftriaxone 

and cefixime 

To further understand the model behaviour underpinning the low model-derived 

breakpoints for ceftriaxone and cefixime, we examine wider ranges for PK/PD parameters 
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in order to see what values would be consistent with empirical breakpoints. For this, we 

conduct a sensitivity analysis as described in Section 4.2.7. 

We observe that to obtain model-derived susceptibility breakpoints for 

ceftriaxone and cefixime consistent with empirical susceptibility breakpoints, the ranges 

of PK/PD parameters need to be altered to values that are outside of those reported in the 

literature (Table 4.4). The parameter specifying the ratio of intracellular to extracellular 

drug concentration (α) has to be 4- to 8-fold above the upper end of our literature derived 

range for ceftriaxone and cefixime, respectively. To meet the empirical susceptibility 

breakpoints the values of 𝜑𝑚𝑖𝑛 need to be consistent with more bactericidal drugs at -3.1 

and -3.3h-1 for ceftriaxone and cefixime, respectively, or respective drug half-lives need 

to be approximately twice the estimates from PK studies. It is not possible to meet the 

empirical susceptibility breakpoints when using a 2-fold range around the literature 

estimates of the Hill coefficient parameter (𝑘𝐻). 
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Table 4.4: Parameter values that result in simulations achieving a model-derived 

susceptibility breakpoint of 0.125mg/L (EUCAST defined susceptibility 

breakpoint) for ceftriaxone (CFO) and cefixime (CFM)). 

a (Jacobs, et al. 1986) 
b (Foerster, et al. 2016) 
c (Patel, et al. 1982; Scully, et al. 1984) 
d (Faulkner, et al. 1988; Faulkner, et al. 1987a) 

 

 

 

 

 

 

Drug Parameter Change in the parameter value to 

achieve a model-derived 

susceptibility breakpoint of 

0.125mg/L. 

Literature 

value of the 

parameter 

CFO Intracellular: extracellular 

concentration ratio (α) 

>2.5 0.15-0.61a 

CFM >5 0.15-0.61a 

CFO Minimum net growth rate 

of the bacteria (𝜑𝑚𝑖𝑛) 

< -3.1 -0.8 to -0.4b 

CFM < -3.3 -1 to -0.6b 

CFO Rate of drug elimination 

(δ) 

<0.04 0.08-0.09c 

CFM <0.08 0.17-0.22d 

CFO Hill coefficient (𝑘𝐻) Could not meet the breakpoint 

for changes between 0.5-.5. 

Chosen range is 2-fold range 

around the literature estimates.  

1.5-1.7b 

CFM 1.2-2.2b 
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4.4 Discussion 

 

In this study, we develop a within-host mathematical model to describe antibiotic 

treatment effects while considering NG interaction with host cells. The PD parameter 

values are estimated by fitting to bacterial load data from published in vitro time-kill 

studies and these estimates, together with PK parameters derived from the published 

literature, are then further refined through calibration of the model to empirical 

susceptibility breakpoints. The influence of intracellular states is assessed via comparison 

of model-derived susceptibility breakpoints using sub-models of increasing complexity 

starting with extracellular NG only and progressively adding intracellular states. Using 

these models, we observe that the addition of intracellular NG substantially reduces the 

model-derived susceptibility breakpoints. We further observe that our model-derived 

susceptibility breakpoints for ceftriaxone and cefixime are substantially lower than 

published empirical susceptibility breakpoints, with these differences not able to be 

resolved using realistic PK/PD parameter values. 

Our simulations of drug concentration profiles for all tested drugs closely align 

with those that have been reported in the literature. The concentration profiles that we 

simulate for ceftriaxone (Patel, et al. 1982; Scully, et al. 1984), cefixime (Brittain, et al. 

1985; Faulkner, et al. 1988) and gepotidacin (Taylor, et al. 2018b) align with plasma drug 

concentration measurements in the respective studies. The ratio of intracellular to 

extracellular drug concentration (𝐶𝑖/𝐶𝑒) for azithromycin (Fig. 4.3) is comparable with 

the drug accumulation that has been measured within uterine and cervical tissues (Foulds 

and Johnson 1993). We note that the level of drug accumulation can be dependent on the 

tissue type with high 𝐶𝑖/𝐶𝑒 ratios (range of 0.5 – 342) being observed for example in 

rectal tissues (Kong, et al. 2017). The 𝐶𝑖/𝐶𝑒 ratio for gentamicin resulting from model 
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simulations (Fig. 4.3) is also consistent with literature observations where a 𝐶𝑖/𝐶𝑒 ratio 

of around 2–5 was observed after around 3–4 days (Tulkens and Trouet 1974; Tulkens 

and Trouet 1978; Tulkens 1990). 

We observe that the inclusion of intracellular NG model compartments leads to a 

large reduction in the model-derived susceptibility breakpoint from what is obtained from 

a model that only accounts for extracellular NG (Table 4.3). This is especially clear for 

ceftriaxone and cefixime, which fail to match the empirical susceptibility breakpoints 

using the full treatment model (consisting of extra and intracellular NG) but are able to 

match these breakpoints with the sub-model consisting of only extracellular NG. While 

we are unable to find studies that directly compare MIC values from in vitro and in vivo 

settings, there are clinical studies that report treatment failure despite predicting 

susceptibility based on breakpoint values. For instance, clinical treatment failures are 

reported for azithromycin (Tapsall, et al. 1998) and gentamicin (Ross, et al. 2019) at MIC 

of 0.125 – 0.25mg/L and 4mg/L, respectively. These MIC values are categorised as 

susceptible according to the empirical susceptibility breakpoints (see Table 4.3 for 

empirical susceptibility breakpoints).   

In Chapter 3, we showed the importance of intracellular NG in prolonging natural 

infection duration and here we show the importance of intracellular antibiotic mediated 

killing in determining treatment success in our model. The relevance of different 

intracellular NG states (NG within PMN and epithelial cells) in determining treatment 

success is still debated by experts in the field (Theuretzbacher, et al. 2020). The difficulty 

in reaching a consensus on this issue is likely due to limited experimental evidence of the 

impact of intracellular antibiotic-mediated killing on treatment outcomes. Although in 

vitro models such as those developed using immortal cell lines (e.g., HeLa cells) (Gubish, 
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et al. 1979) have been used to explore the intracellular behaviour of NG, we are not aware 

of any study that considers antibiotic interactions with intracellular NG. Here, our 

findings on the model-derived susceptibility breakpoints in the presence of intracellular 

NG, suggest further experiments assessing the role of intracellular NG in determining 

treatment success could be valuable.  

In estimating parameter values, we have had to rely extensively on in vitro data. 

While most PK parameters (e.g., volume of distribution, drug half-life) are based on 

plasma drug concentration profiles measured in patients, the PD parameters and some PK 

parameters rely on in vitro estimates. The experimental limitations of these in vitro 

studies, such as the use of constant drug concentrations and lack of intracellular bacteria, 

do not reflect the true in vivo environment and add potential for error in these parameters. 

While in some cases we are able to adjust these to reflect in vivo environment, such as 

replacing 𝜑𝑚𝑎𝑥 estimates from in vitro time-kill data with replication rates we estimate 

in Chapter 3 (see Table 3.2), for most parameters we could not account for this potential 

translational error. These natural growth rates estimated in Chapter 3 are used instead of 

𝜑𝑚𝑎𝑥 estimates when modelling treatment effects in Chapters 4,5 and 6. We also adopt a 

parsimonious approach in relation to intracellular PK effects for PMN and epithelial cells, 

assuming these are the same, as although drug accumulation and penetration can depend 

on the host cell and tissue type (Kong, et al. (2017) and Van Bambeke, et al. (2006)) we 

lacked relevant data to support different estimates.  

In Chapter 5, we further utilize this model to analyse differing treatment regimens 

with gepotidacin, gentamicin and azithromycin, for which the current model successfully 

matches empirical treatment outcomes. Further, we address the limitations of this model 

in regard to ceftriaxone and cefixime in Chapter 6 through a revised model that 
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incorporates the underlying drug-target binding kinetics of the two β-lactam antibiotics, 

ceftriaxone and cefixime. 

4.5 Conclusions 

In this chapter, we have developed a PK/PD analysis approach to study antibiotic 

interaction with NG in different cellular states and to compare the differences in MIC 

values derived from in vitro and in vivo settings. To the best of our knowledge, this is the 

first within-host mathematical modelling study that explores the intracellular antibiotic 

killing of NG. Our findings suggest the importance of considering intracellular dynamics 

when deciding on treatment regimens as the model-derived susceptibility breakpoints are 

observed to be substantially impacted by the killing of NG within PMN and epithelial 

cells. This also draws attention to the potential importance of further experimental studies 

that capture intracellular PK/PD effects in regard to gonorrhoea treatment. Such 

investigation into the intracellular antibiotic effects may be useful when developing novel 

antibiotics for gonorrhoea.  
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Chapter 5  

 

Effectiveness of different treatment 

regimens for gonorrhoea 
 

5.1 Introduction 

 

In Chapter 4 we showed that in simulations, the antibiotic mediated killing of 

intracellular Neisseria gonorrhoeae (NG) is the primary determinant of successful 

infection clearance. Here we use this model to evaluate the effectiveness of two treatment 

regimens that are being trialled as future options; monotreatment with gepotidacin (GEP) 

and dual treatment with gentamicin (GEN) + azithromycin (AZM). In clinical trial 

settings both gepotidacin (Scangarella-Oman, et al. 2018; Taylor, et al. 2018b) and 

gentamicin + azithromycin (Kirkcaldy, et al. 2014; Rob, et al. 2020; Ross, et al. 2019) 

have shown potential for treating urethral NG infection. Clinical trials report much higher 

treatment effectiveness using dual therapy with gentamicin + azithromycin (100% cure 

rate) (Kirkcaldy, et al. 2014) than with gentamicin monotherapy (68-98% cure rate) 

(Dowell and Kirkcaldy 2013). This combination option is recommended as an alternative 

treatment option for patients who cannot be treated with the recommended treatment 

option of ceftriaxone, due to infection with ceftriaxone resistant strains, allergy or 

unavailability of ceftriaxone. 

As clinical trials have limitations in terms of expense, duration and ethical 

constraints they are not ideal for optimising doses, regimens and drug combinations 

(Hook, et al. 2020). In this case, simulations through compartment PK models such as in 

Chisholm, et al. (2010b) are useful in determining the effective dosing regimens. With 
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the use of the model developed in Chapter 4, we can simulate a range of different 

treatment regimens and drug combinations to assess their effectiveness at various values 

of the minimum inhibitory concentration (MIC) which can potentially be used to guide 

future clinical trial design.  

In this study, we use the model developed in Chapter 4 to assess the effectiveness 

of single dose strategies that have been tested in clinical trials of urethral treatment with 

GEP or GEN+AZM, as well as multiple dose strategies that are yet to be tested in clinical 

trials. We also analyse the importance of intracellular PK/PD dynamics in achieving 

successful infection clearance and find the intracellular drug concentration levels that are 

needed to achieve treatment success.  

5.2 Methods 

 

Treatment effects are evaluated using the model developed in Chapter 4 and here 

only a brief overview of the model is provided. The model considers the interaction of 

different bacterial states including extracellular (unattached and attached NG to epithelial 

cells) and intracellular NG (NG within polymorphonuclear leukocytes (PMN) and 

epithelial cells). The pharmacokinetics are modelled based on the characteristics of the 

individual drugs and pharmacodynamic effects are captured through the Hill function (see 

Chapter 4, Sections 4.2.2 and 4.2.3). Only the free drug (drug unbound to albumin) is 

considered in the analysis as only the free drug molecules are considered to be 

microbiologically active (Van Bambeke, et al. 2006; Wise 1986). As described in Chapter 

4, Section 4.2.4, treatment is initiated on the day of the infection at the peak NG load 

(3.6th day for the point estimate), with infection viewed as being successfully cleared if 

total NG falls below 10 bacteria in ≤7 days. Parametric uncertainty is captured through 

Latin hypercube sampling (LHS) as described in Chapter 4, Section 4.2.4.  
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The associated PK/PD parameter values are given in Tables 4.1 and 4.2 (Chapter 

4) and the natural infection model-related parameter values are given in Table 3.2 

(Chapter 3). The model equations for monotreatment with gepotidacin are given in 

Appendix B, Section B.3.1 and for dual treatment (gentamicin + azithromycin) in 

Appendix C, Section C.1 

5.2.1 Testing different treatment strategies 

 

In this study, we look at the effectiveness of several possible treatment strategies 

by simulating the dosing regimens that are summarised in Tables 5.1 and 5.2. Both single 

and multiple dose strategies are tested for the monotreatment (using gepotidacin) and dual 

treatment (using gentamicin + azithromycin) options. As a validation process, we assess 

treatment strategies that are tested in clinical trials as well as some possible novel 

strategies. For gepotidacin, we test single dose treatments of 1.5g and 3g as tested in 

clinical trials (Scangarella-Oman, et al. 2018; Taylor, et al. 2018b) and higher single 

doses of 4.5g and 6g which have only been previously tested in vitro (VanScoy, et al. 

2020). As novel gepotidacin treatment regimens, we also test multiple dose regimens 

including alternative spacing of doses. For the combination of gentamicin + azithromycin, 

we test the single dose options of 240mg gentamicin and 1g azithromycin (Ross, et al. 

2019) or 2g azithromycin (Kirkcaldy, et al. 2014) which have been previously tested in 

the respective clinical trials. We also consider several multiple dose regimens for the 

gentamicin + azithromycin combination that have not been previously tested in clinical 

trials. Here, for our multiple dose regimens using gentamicin, we choose a daily 

administration of 240mg which is the dose amount that has been tested in clinical trials 

(Daly, et al. 1997; Kirkcaldy, et al. 2014; Ross, et al. 2019), and limit the duration of 

dosing to 3 days basing on medical advice relating to toxicity concerns (Queensland 

Health 2018).  
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For multiple dose strategies of gentamicin which extend over 3 days, we also test 

the impact of limited non-adherence by the patient. Specifically, we consider a uniformly 

distributed delay of between 0 and 24h to the 2nd dose in comparison to the recommended 

schedule, with subsequent doses then taken at the correct spacing from the previous dose. 

Treatment efficacy is analysed when 15%, 25% 50%, 75% and 100% of the simulations 

deriving from the LHS samples are assumed to be subject to non-adherence.  

Any regimen that is approved for the treatment of gonorrhoea should have ≥95% 

treatment efficacy (Moran and Levine 1995; World Health Organization 2003). Here, we 

adopt an analogous definition in terms of our simulations whereby for a given MIC value 

if ≥95% of simulations that are generated from our LHS samples achieve treatment 

success we consider that particular treatment strategy to be effective.  Throughout the 

remaining chapters we define simulated’ treatment effectiveness’ as the proportion of 

model simulations that result in successful infection clearance. We note that the sources 

of variation present in our model are not directly comparable to the variability observed 

during the treatment of natural human infection and these percentages cannot be directly 

interpreted as estimates of treatment effectiveness. 

In this chapter, by MIC we refer to the value of the Hill function MIC parameter. 

We test treatment strategies at MIC values that are reported in epidemiological studies 

which cover values associated with reduced susceptibility: for gepotidacin at MIC of 0.05, 

0.125, 0.25, 0.5 and 1mg/L (Scangarella-Oman, et al. 2018), for gentamicin at MIC of  4, 

8 and 16mg/L (Chisholm, et al. 2011; Kirkcaldy, et al. 2014; Ross, et al. 2019) and for 

azithromycin at MIC of 0.5 and 1mg/L (Clinical and Laboratory Standards Institute 2018; 

European Committee on Antimicrobial Susceptibility Testing 2019). As observed in 

Chapter 4, as the value of the MIC increases, we reach a cut-off that differentiates between 

≥95% treatment success and <95% treatment success. We refer to this cut-off (the largest 
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value of the MIC where ≥95% treatment success is achieved) as the ‘model-derived 

susceptibility breakpoint’ as any increase from this breakpoint results in this strategy 

being unsuccessful under our definition. These model-derived susceptibility breakpoints 

are compared with what we term ‘empirical susceptibility breakpoints’ (see Chapter 4, 

Section 4.2.5 for definition). 

5.2.2 Modelling dual antibiotic treatment.  

 

Drug interactions are commonly modelled using Loewe additivity (Loewe 1928) 

when their mechanisms of action or targets are similar, or Bliss independence (Bliss 1939) 

when these differ. In simple terms, Loewe additivity combines the effects of both drugs 

into a single drug of higher potency, while Bliss independence assumes independent 

multiplicative effects of the two drugs on bacterial survival. As gentamicin and 

azithromycin have similar targets and mechanisms of action (see Chapter 2, Section 

2.5.2), we use the concept of Loewe additivity to model dual treatment effects, according 

to the method described in Dini, et al. (2018). Further details on the approach, including 

dual treatment model equations, are given in Appendix C, Section C.1. 

With combination therapy, drugs can exhibit additive, synergistic or antagonistic 

effects. As in vitro studies have not demonstrated synergistic or antagonistic effects for 

the gentamicin + azithromycin combination (Furuya, et al. 2006; Pereira, et al. 2012; 

Singh, et al. 2018) we conduct our analysis assuming additive effects for this 

combination.  

5.2.3 PK indices 

 

To compare the effectiveness of different treatment regimens of gepotidacin 

monotreatment, we evaluate three PK indices: time above the MIC (𝑡MIC); the ratio of 
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area under the drug concentration curve to the MIC (AUC/MIC); and the ratio of peak 

drug concentration to the MIC (𝐶max/MIC). The area integrated over the total drug 

concentration curve (AUC0−∞/MIC) is used as the default AUC/MIC index but we also 

test the area under the curve above the MIC (removing the area below the MIC from the 

total area under the curve) and AUC over a fixed time period of 7 days (AUC0−7/MIC) as 

alternative indices (see Appendix C, Section C.2.3). For multiple dose strategies, we also 

calculate the total time the drug concentration remains above the MIC (𝑡MIC) and this is 

used as the default index of 𝑡MIC but we also consider some alternative definitions of 𝑡MIC 

in Appendix C, Section C.2.3. We calculate the three PK indices for both intracellular 

and extracellular drug concentrations and they are differentiated, respectively, with 

subscripts ‘in’ and ‘ex’: 𝑡MICin
, AUC/MICin, 𝐶max/MICin and 𝑡MICex

, AUC/MICex, 𝐶max/

MICex. 

5.2.4 Sensitivity of monotreatment and dual treatment options to changes in the MIC 

We also compared changes in treatment success with increasing MIC values 

between monotreatment with gepotidacin and dual treatment with gentamicin and 

azithromycin, where the combination was modelled using Loewe additivity. For this 

comparison, for monotreatment we assess the change in the bacterial growth rate as a 

function of MIC through the function,  

𝜑(𝐶) = 𝜑𝑚𝑎𝑥 −
(𝜑𝑚𝑎𝑥−𝜑𝑚𝑖𝑛)(

𝐶

𝑀𝐼𝐶
)

𝑘𝐻

(
𝐶

𝑀𝐼𝐶
)

𝑘𝐻
 − 

𝜑𝑚𝑖𝑛
𝜑𝑚𝑎𝑥

                                                                      (5.1)  

where 𝜑(𝐶) is the net bacterial growth rate when exposed to an antibiotic 

concentration, C and the other parameters are as described in Chapter 4, Section 4.2.2. 

For dual treatment strategy modelled under the concept of Loewe additivity, the change 
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in net bacterial growth rate is assessed according to Appendix C, Eq. C.1. This analysis 

is conducted using the point estimates given in Chapter 4, Table 4.1.  

5.3 Results 

5.3.1 Gepotidacin monotreatment. 

The results of model simulations for gepotidacin monotreatment are summarised 

in Table 5.1. Gepotidacin doses of 1500mg, irrespective of whether administered as single 

or multiple doses (accumulating to 1500mg), achieve treatment success for MIC 

≤0.5mg/L, while most of the tested strategies with a total dose of 3000mg (single and 

multiple) achieve success for MIC ≤1mg/L. In our model, clearance behaviour is invariant 

when the MIC/dose ratio is held fixed (see Appendix C, Section C.2.1), with higher dose 

strategies of 4.5g and 6g gepotidacin being successful for MIC ≤1.5mg/L and MIC 

≤2mg/L, respectively (Appendix C, Table C.1). 

We also examine multiple dose regimens for gepotidacin that have not yet been 

tested in clinical trials. In most of the strategies that we test, single and multiple dose 

strategies with the same total dose amount are successful (achieve ≥95% clearance) for 

the same assigned value of the MIC parameter in the Hill function. However, for the 

500mg × 6, 24h apart strategy at MIC=1mg/L infection is cleared in only ~66% of 

simulations from LHS samples, despite all other tested strategies with a total dose amount 

of 3000mg clearing ≥95% of simulations at this MIC. We discuss this in detail in the next 

Section, 5.3.1.1. 
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Table 5.1:  Percentage of simulations using LHS samples (out of 5402) that clear infection 

in ≤7 days when using single and multiple dose gepotidacin treatment strategies. 

Treatment strategy Percentage of simulations that clear infection 

MIC (mg/L) 

0.05 0.125 0.25 0.5 1 

1500mg single dose 
100.00 100.00 99.98 95.04 20.84 

500mg × 3, 8h apart 
100.00 100.00 100.00 99.22 38.17 

500mg × 3, 12h apart 
100.00 100.00 100.00 99.69 40.47 

500mg × 3, 24h apart 
100.00 100.00 100.00 98.97 14.07 

3000mg single dose 
100.00 100.00 100.00 99.98 95.04 

500mg × 6, 8h apart 
100.00 100.00 100.00 100.00 99.85 

500mg × 6, 12h apart 
100.00 100.00 100.00 100.00 99.52 

500mg × 6, 24h apart 
100.00 100.00 100.00 100.00 66.29 

1500mg × 2, 8h apart 
100.00 100.00 100.00 100.00 95.72 

1500mg × 2, 12h apart 
100.00 100.00 100.00 100.00 98.48 

1500mg × 2, 24h apart 
100.00 100.00 100.00 100.00 99.33 
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5.3.1.1 Effectiveness of different dosing strategies of gepotidacin 

 

We calculate different PK indices (as described in Section 5.2.3) to compare the 

effectiveness of single and multiple gepotidacin dosing strategies and different dosing 

intervals and present separate indices for extracellular and intracellular states. For the 

multiple dose regimens that we test using 500mg gepotidacin, a 24h time gap between 

doses is less effective than strategies with 8 or 12h gaps (Table 5.1) for a total drug dose 

of 1500mg or 3000mg. In particular, while other strategies accumulating to 3000mg are 

effective at a MIC of 1mg/L, the dosing strategy of 500mg × 6, at 24h interval fails (only 

66.29% of simulations achieve clearance). This failure can be explained by the 

intracellular drug concentration being maintained above the MIC (𝑡MICin
) for only 47% 

of the dosing interval and corresponding spikes in the bacterial load (Fig. 5.1). By 

comparison, for 500mg × 6 dosing regimens at intervals of 8 and 12h the intracellular 

drug concentration is above 1mg/L for 100% and 94% of the dosing interval, respectively. 

 

  

Figure 5.1: Effect of gepotidacin dose spacing of 8,12 and 24h in a 500mg × 6 schedule 

on (a) intracellular drug concentration and (b) total NG load.  Dashed lines 
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indicate MIC of 1mg/L (a) and infection clearance cut-off of 10 bacteria (b). 

Parameter values are specified in Chapter 4, Table 4.1. 

 

From the simulation results in Table 5.1, we also note that in most cases the 

multiple dose regimens with the same total dose amount clear infection in a higher 

number of simulations than a single dose strategy. For example, the 1500mg single dose 

strategy achieves clearance in 95.04% simulations while the 500mg × 3 strategies that we 

test with dosing frequencies of 8, 12 and 24h clear infection in >98% simulations. Here, 

the multiple dose strategies achieve an increased 𝑡MICin
 in comparison to the single dose 

strategy (Appendix C, Fig.C.1). The highest value of this PK index also occurs with the 

most effective dosing interval (24h) when we considered a total dose of 3000mg split into 

two (1500mg × 2 given 8, 12 or 24h apart) as shown in Appendix C, Fig. C.1.  

5.3.1.2 Threshold gepotidacin concentration required for treatment success. 

 

We also attempt to determine the drug concentrations that are required to be 

maintained for treatment success. Extracellular PK indices fail to sharply distinguish 

simulations in which treatment succeeds from those where it fails, as there are simulations 

with the same PK index value but opposite treatment outcomes (Fig. 5.2). The ratio of 

peak intracellular drug concentration: MIC (𝐶max/MICin) index is also unable to 

discriminate between success or failure to clear infection. In contrast, intracellular indices 

for the ratio of area under the total drug concentration curve to the MIC (AUC/MICin) and 

time above the MIC (𝑡MICin
), clearly differentiate between treatment success and failure. 

However, the 𝑡MICin
 value that differentiates treatment success and failure, varies in our 

simulations as a function of the dosing schedule, whereas a common cut-off across all 

dosing schedules could be obtained with the AUC/MICin index (Fig.5.2). This behaviour 
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is preserved under the alternative definition whereby only the AUC above the MIC is 

considered (Appendix C, Fig. C.3). The observation of dose-dependence in regard to 

𝑡MICin
 cut-off is also preserved with the alternative forms of 𝑡MICin

 calculations that we 

consider (Appendix C, Fig. C.2). We therefore focus on the AUC/MICin index for 

gepotidacin in regard to determination of a threshold parameter.  

From the simulated concentration profiles, we observe that treatment success for 

gepotidacin occurs in simulations where AUC/MICin >150h (Fig.5.2 and Appendix C, 

Fig. C.3). We note that there are 6 simulations with AUC/MICin in the range of 147-150h 

that fail to clear the infection. The behaviours of these failed simulations are shown in 

Appendix C, Fig.C.4. In these unsuccessful simulations, although the total bacterial load 

declines close to the infection clearance threshold (to ~11 bacteria in some instances), the 

exact model criterion for infection clearance (total NG load <10 bacteria) is not achieved. 

Therefore AUC/MICin >150h, is a suitable threshold to differentiate between simulated 

treatment success and failure.  
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Figure 5.2: Comparison of PK/PD indices to differentiate treatment success and 

failure.The ratio of area under the curve to the MIC are shown for: (a) 

intracellular and (b) extracellular drug concentration; the time above the MIC 

calculated for intracellular (c) and extracellular (d) drug concentration; the ratio 

of peak drug concentration to the MIC for intracellular (e) and extracellular (f) 

drug concentration.   
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5.3.2 Dual treatment with gentamicin + azithromycin 

 

5.3.2.1 Effectiveness of different dosing strategies of gentamicin + azithromycin 

 

The effectiveness of dual treatment with gentamicin + azithromycin across single 

and multiple dose strategies is summarised in Table 5.2. For the same total dose amount, 

multiple doses of gentamicin and multiple doses of azithromycin result in similar 

effectiveness to the single dose strategy and the results do not differ substantially by 

dosing frequencies. Treatment failures are associated with reduced intracellular drug 

concentration as for both drugs, the parameters that are related to increasing the 

intracellular drug concentration (the rate of the drug moving to and from the intracellular 

compartment and volume of distribution) are associated with infection clearance 

(Appendix B, Fig. B.4). 

Among the tested strategies, only 240mg × 3 gentamicin, given 24h apart in 

combination with 2g single dose of azithromycin is effective at high MIC for both 

gentamicin and azithromycin (16 mg/L and 1 mg/L, respectively, Table 5.2). As this is a 

multiple dose strategy, we evaluate the treatment efficacy reflecting a scenario of patient 

non-adherence where the second dose is assumed to be taken later (24-48h after the first 

dose) than the prescribed interval. For the 100% non-adherence scenario (in all LHS 

samples, the second dose is not taken at the correct time), 94.13% treatment success is 

observed at MIC for gentamicin and azithromycin of 16mg/L and 1 mg/L, respectively, 

showing similar effectiveness to the 100% adherent scenario (Appendix C, Table C.2). 

5.3.2.2 Sensitivity of monotreatment and dual treatment options to changes in the MIC 

The fraction of simulations clearing the infection is much more sensitive to a 

doubling of the MIC with monotreatment (Table 5.1) than in the dual therapy (Table 5.2). 

For example, with a 1500mg single dose of gepotidacin, as the MIC increases from 0.5 
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to 1mg/L, the percentage of simulations that successfully clears the infection declines 

from 95% to 21%. However, under dual treatment with 240mg gentamicin and 1g 

azithromycin and with a MIC for azithromycin of 0.5mg/L, the percentage of simulations 

that successfully clears the infection declines only marginally from 96% to 87% as the 

gentamicin MIC doubles from 4 to 8mg/L.  

The above difference between monotreatment and dual treatment options can be 

more clearly seen when monotreatment with gentamicin and monotreatment with 

azithromycin are compared with the dual treatment option of gentamicin + azithromycin. 

As an example, when treated using gentamicin monotreatment, for a fixed gentamicin 

concentration of 6mg/L, as the MIC for gentamicin doubles from 4mg/L to 8mg/L, the 

net bacterial growth rate increase from -0.43h−1 to 0.18h−1 (Appendix C, Fig. C.5). 

However, for the same changes in the MIC for gentamicin and assuming the NG strain 

has a fixed MIC for azithromycin of 0.5mg/L, with dual treatment the net bacterial growth 

rate only increases from -1.09h−1 to -1.03h−1. This difference between mono and dual 

therapy occurs in part due to using Loewe additivity to model the combination therapy 

between gentamicin and azithromycin because of their similar mechanisms of action. 

Loewe additivity combines both antibiotics into a single drug of higher effect and here, 

based on the parameter values used in this example azithromycin is the dominant drug in 

the interaction (see Appendix C, Fig. C.5). This means that even large changes in the 

gentamicin MIC have a relatively limited effect on bacterial killing rates and treatment 

effectiveness in this dual-therapy situation.  
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Table 5.2: Percentage of simulations that clear the infection (out of 5402 LHS samples) 

at various MIC values when using dual treatment gentamicin (GEN) and 

azithromycin (AZM) strategies.

Treatment strategy Percentage of simulations that clear infection 

(Gentamicin/azithromycin) MICa (mg/L) 

(4/0.5) (4/1) (8/0.5) (8/1) (16/0.5) (16/ 1) 

strategies with gentamicin total accumulation of 240 mg 

240mg GEN + 1g AZM  
95.59 85.95 86.94 61.05 78.47 39.73 

240mg GEN + 2g AZM  
99.70 95.59 98.80 86.97 97.69 78.47 

80mg GEN × 3, 8h apart + 

1g AZM single doseb 95.59 86.02 86.97 61.09 78.52 39.75 

120mg GEN × 2, 8h apart 

+ 1g AZM single dose 95.61 86.17 86.98 61.96 78.86 39.80 

strategies with gentamicin total accumulation of 480mg 

120mg GEN × 2, 12h apart 

for 2 days + 1g AZM 

single dose 

99.78 99.32 97.91 93.71 92.50 76.21 

240mg GEN × 2, 24h apart 

+ 1g AZM single dose 99.78 99.22 97.83 93.10 92.08 74.84 

strategies with gentamicin total accumulation of 720mg 

240mg GEN × 3, 24h apart 

+ 1g AZM single dose 99.91 99.74 98.78 96.37 94.48 82.19 

240mg GEN × 3, 24h apart 

+ 2g AZM single dose 100.00 99.91 99.96 98.96 99.76 95.45 

240mg GEN × 3, 24h apart 

+ 1g AZM × 2, 24h apart 100.00 99.91 99.85 98.48 99.35 93.54 

a Tested MIC for gentamicin denotes susceptibility (≤4mg/L), intermediate susceptibility 

(8-16mg/L) and resistance (≥32mg/L) (Brown, et al. 2010) and tested MIC for 

azithromycin of 0.5 and 1mg/L are the empirical susceptibility breakpoints (Clinical and 

Laboratory Standards Institute 2018; European Committee on Antimicrobial 

Susceptibility Testing 2018).  
b Results are shown only for the 8h strategy as clearance did not differ for dosing intervals 

of 8,12 and 24h. 
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5.4 Discussion 

 

In this chapter, we use the model developed in Chapter 4 to test different treatment 

strategies, drug combinations and dosing frequencies to better understand regimens that 

would be effective for a range of MIC values. We find that for gepotidacin, gentamicin 

and azithromycin, there are limited improvements in infection clearance using multiple 

dose regimens that have the same total drug dose as a single dose regimen. We also 

analyse the correlation of PK indices with treatment success and the level of intracellular 

drug concentration that must be maintained to achieve successful infection clearance. For 

gepotidacin monotreatment, we find that in our simulations an AUC/MIC index value of 

above 150h, calculated using the intracellular drug concentration, is correlated with 

treatment success.  We also note that the proportion of simulations clearing infection is 

less sensitive to changes in individual drug MIC under dual treatment with gentamicin 

and azithromycin than monotreatment with gepotidacin.  

For single doses of 1500mg and 3000mg gepotidacin at a MIC ≤0.5mg/L the 

model results accord with the 100% treatment success that is observed in clinical trials 

(Scangarella-Oman, et al. 2018; Taylor, et al. 2018b). Results are less consistent at a MIC 

of 1mg/L, with our model achieving >95% treatment success for a 3000mg single dose 

compared with success with only 1 out of 3 isolates with MIC=1mg/L in the clinical trial 

conducted by Scangarella-Oman, et al. (2018). However, with only 3 such isolates in the 

study, it is difficult to draw any strong conclusions about the validity of our model results 

for this MIC. Further clinical assessment using a larger sample size would be useful in 

providing a more definitive estimate of efficacy for comparison with our results. 

We are able to describe the treatment effectiveness of gepotidacin using the 

intracellular area under the curve index. Consistent with our findings, a strong correlation 
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between AUC/MIC index and bacterial killing of two gram-positive pathogens (S.aures 

and S.pneumoniae) is observed by Bulik, et al. (2017). While extracellular indices from 

our model align with calculations based on plasma drug concentrations (Negash, et al. 

2016), treatment success and failure could only be clearly differentiated through 

intracellular indices. This is because, in our model implementation, a majority of NG 

reside intracellularly (Chapter 3, Section 3.3.2.1) and treatment success is observed to be 

mainly determined through the killing of intracellular NG (Chapter 4, Table 4.3). 

Our analysis of dual treatment using single doses of gentamicin + azithromycin is 

comparable, to a certain extent, with the limited data available from clinical trials. The 

two clinical trials that have been conducted for this drug combination report an overall 

genital infection treatment success rate of 94% (Ross, et al. 2019) and 100% (Kirkcaldy, 

et al. 2014) using 240mg gentamicin combined with 1g and 2g azithromycin doses, 

respectively. In the clinical trial by Ross, et al. (2019), 97.7% and 95.7% of isolates had 

MIC for gentamicin ≤4mg/L and MIC for azithromycin ≤0.5mg/L, respectively. 

However, in these studies treatment success is not disaggregated into MIC ranges and 

therefore, a clear comparison cannot be made with our model simulation results for MIC 

for gentamicin and azithromycin of 4mg/L and 0.5mg/L, respectively. 

We test multiple dose gentamicin strategies in combination with azithromycin 

which have so far not been tested in clinical trials. Our results indicate that for the same 

total dose amount of gentamicin and for the same total dose amount of azithromycin, 

multiple doses of gentamicin and multiple doses of azithromycin result in similar 

effectiveness to single dose strategies (Table 5.2). When using multiple doses of 

gentamicin, the dose amounts need to be monitored carefully as it has a high risk of 

toxicity (Drusano, et al. 2007). From our simulations, we also found 2g azithromycin to 

be more effective than 1g dose, especially at high MIC for gentamicin such as 16mg/L. 
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However, there is also concern over the use of 2g azithromycin as in the clinical trial 

conducted by Kirkcaldy, et al. (2014), 2g azithromycin was not as well tolerated as the 

1g dose. In contrast to this observation, Rob, et al. (2020) found that a 2g dose is tolerated 

well when administered with food. Our findings on the use of multiple doses and high 

azithromycin doses in improving treatment effectiveness suggest the need for further 

assessment of safety and tolerability of multiple doses of gentamicin and appropriate 

administration methods (with or without food) of azithromycin. Our results in regard to 

dual-therapy being less sensitive to increase in MIC may be associated with the use of 

Loewe additivity to model drug interaction. This choice was made due to the similarity 

in mechanisms of action but if the drugs act more independently than we assume, it is 

possible that there would be increased sensitivity to individual drug MIC.  In the clinical 

trials, the efficacy of the individual drugs used in the gentamicin + azithromycin regimen 

is not assessed and the benefit of adding a second drug and the role of gentamicin are not 

investigated (Kirkcaldy, et al. 2014; Rob, et al. 2020; Ross, et al. 2019). With the similar 

mechanisms of action and targets used by both drugs it would be interesting conduct 

further experimentation on the probability of resistance development for this regimen.  

In this study, we have only evaluated clearance and have not focused on the 

potential to suppress the development of resistance through multiple-dose regimens or 

dual treatment options. While it has been suggested that multiple dose regimens are better 

at suppressing the emergence of drug resistance (Theuretzbacher, et al. 2020), this idea 

has not been substantiated in the literature. For example, in the context of M. genitalium, 

Horner, et al. (2018) found multiple dose regimens of azithromycin to be better in 

suppressing the emergence of resistance while Read, et al. (2017) did not find such an 

association. The emergence of drug resistant NG strains under treatment was observed 

(Scangarella-Oman, et al. 2018) in a phase two clinical trial using single doses of 
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gepotidacin. In this case, it will be interesting to assess strategies that can minimise the 

emergence of resistance, including using gepotidacin in dual therapy and the possibility 

of multiple dose regimens in suppressing resistance. Extensions of the model to include 

resistance mechanisms might facilitate a more detailed exploration of these issues, with 

the potential for comparisons with a phase 3 clinical trial (ClinicalTrials.gov Identifier: 

NCT04010539) currently testing a two-dose regimen of gepotidacin (3000mg ×2).   

5.5 Conclusions 

Our model provides a framework for assessing the effectiveness of novel 

treatment strategies over a range of MIC values, with model-produced cure rates aligning 

with observations from clinical trials for gepotidacin, gentamicin and azithromycin. 

Using this model, we are able to determine effective dosing intervals, dose amounts and 

assess the importance of intracellular PK/PD dynamics in determining NG infection 

clearance. Our work provides insight into the potential importance of intracellular 

antibiotic mediated killing in determining treatment success for gonorrhoea, which thus 

far has not been explored in experimental studies. In addition, our findings and the model 

more generally may have utility as a guide in identifying treatment regimens to explore 

further in clinical trials. In the next chapter, we return to the problem of accurately 

modelling treatment effects for NG using ceftriaxone and cefixime and address this using 

a revised model that captures drug-target interactions in greater detail. 
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Chapter 6  

 

Evaluation of ceftriaxone and cefixime 

treatment strategies using a model that 

incorporates drug-target binding  
 

6.1 Introduction 

 

As discussed in Chapter 2, Section 2.5, ceftriaxone (CFO) and cefixime (CFM) 

are two β-lactam drugs that remain effective treatment options for gonorrhoea, although 

CFO is typically recommended in 1st-line treatment. The antibacterial activity of β-

lactams involves inhibiting bacterial cell wall synthesis through binding of the β-lactam 

ring to the bacterial target, penicillin binding proteins (PBP). PBP are membrane-bound 

enzymes that catalyse cell wall synthesis. Neisseria gonorrhoeae (NG) has four types of 

PBP (PBP 1,2, 3 and 4), with differing drug binding affinities (Barbour 1981; Dougherty, 

et al. 1980; Stefanova, et al. 2004) but PBP 3 and 4 are not considered to be important 

for cell viability (Dougherty, et al. 1981). While high-levels of β-lactam binding to PBP1 

on NG have been observed (Ropp, et al. 2002), PBP2 is considered to be the main lethal 

target for this pathogen (Powell, et al. 2009; Unemo and Nicholas 2012).  

The model developed in Chapter 4 successfully reproduces infection clearance 

times and model-derived susceptibility breakpoints observed in the literature for the non 

β-lactam drugs considered. For ceftriaxone and cefixime this failure to meet empirical 

susceptibility breakpoints (see Chapter 4, Section 4.2.5 for definition) occurs when we 

include intracellular NG states, suggesting that some revision to our approach to 

incorporate treatment using β-lactams might be needed. When considering the 
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mechanism of action of β-lactams, Williamson and Tomasz (1985) showed that 

bacteriostasis occurs only when a large proportion of PBP are acylated with further 

increase in acylation leading to bactericidal effects. Apart from these transition features, 

this class of drugs also exhibit moderate levels of post antibiotic effect (PAE) against 

gram negative bacteria (Hanberger, et al. 1990; Hanberger, et al. 1991) such as NG. We 

hypothesised that the failure to adequately describe treatment with these drugs in Chapter 

4 might be rectified by revising the underlying model to explicitly capture drug-target 

binding dynamics. This facilitates more direct incorporation of the transition to 

bacteriostatic and bactericidal states and PAE effects of ceftriaxone and cefixime as has 

been achieved for other drugs such as tetracycline (Abel zur Wiesch, et al. 2015).  

Explicit drug-target interactions have been incorporated into within-host models for V. 

cholerae and E. coli (Abel zur Wiesch, et al. 2015), P.aeruginosa (Walkup, et al. 2015), 

and tumour cells (Singh, et al. 2019) but we are not aware of similar work for NG. In the 

approach used by Abel zur Wiesch, et al. (2015), drug-target binding is explicitly 

modelled, with effects on bacterial growth and death depending on the fraction of free 

target molecules. Here, we develop a similar model that incorporates β-lactam binding to 

PBP on NG but with simplifying assumptions due to the complex nature of within-host 

interactions of NG infection. In the study by Abel zur Wiesch, et al. (2015), each 

bacterium is assumed to have a fixed number of target molecules representing 

independent binding sites and an arbitrary number of these target molecules on a 

bacterium can be bound by drug molecules. With this approach bacteria are classified into 

compartments based on the number of bound target molecules and therefore explicitly 

captures the distribution in the number of bound target molecules across the bacterial 

population.  In contrast, we assume that within a given state (intracellular/extracellular), 

at a specific point in time, each bacterium has the same number of bound target molecules. 
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In this study, we aim to test the ability of our model to reproduce known clearance 

behaviour for ceftriaxone and cefixime at epidemiologically observed minimum 

inhibitory concentrations (MIC). We explore how drug binding to PBP initiates 

bacteriostatic and bactericidal effects and identify possible factors contributing to the 

unsuccessful infection clearance in simulations. We also explore the effects of different 

dosing regimens and the PK characteristics of the simulations that clear infection.    

6.2 Materials and Methods. 

6.2.1 Mathematical Model 

The starting point for the drug-target binding treatment model is the multi-cell 

natural infection model described in Chapter 3. Briefly, this involves four different NG 

states: unattached NG (𝐵); NG attached to epithelial cells (𝐵𝑎); NG within PMN (𝐵𝑠); 

and NG within epithelial cells (𝐵𝑖). We define the term ‘extracellular NG’ to denote 

unattached and attached NG while the term ‘intracellular NG’ denotes NG surviving and 

replicating within PMN and epithelial cells. Treatment effects are introduced to this base 

model as described below.  

6.2.1.1 Description of β-lactam action 

 

The antibiotic action of β-lactam drugs is mediated by binding of the drug’s β-

lactam ring to the membrane-bound PBP molecules on NG. As described above, for these 

drugs, acylation of a large proportion of PBP is required to reach bacteriostasis, with 

further increases in acylation beyond this threshold leading to bactericidal effects 

(Williamson and Tomasz 1985). As PBP2 is considered to be the main lethal target 

(Powell, et al. 2009; Unemo and Nicholas 2012), we consider drug interactions with a 

single PBP type on NG, without including specific features to differentiate between PBP 

types.  
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6.2.1.2 Modelling drug-target binding kinetics 

 

The reaction of antibiotics with PBP targets is defined by the formula 𝐴 + 𝑇 →

𝑇𝑏, where the antibiotic molecules A react with the target molecules 𝑇 with a rate constant 

𝑘𝑃𝐵𝑃 forming the drug-bound PBP complex, 𝑇𝑏. The binding of the drug to PBP targets 

is assumed to be an irreversible reaction (Frère 1995). 

6.2.1.3 Modelling bacteriostatic and bactericidal effects 

 

The initiation of bacteriostatic and bactericidal effects is considered to be 

dependent on the fraction of PBP molecules to which drug is bound (referred to 

henceforth as the drug-bound PBP fraction). We denote the drug-bound PBP fractions 

associated with extracellular and intracellular NG as 𝑓𝑏𝑜𝑢𝑛𝑑𝑒
 and 𝑓𝑏𝑜𝑢𝑛𝑑𝑖

, respectively. 

Here, for simplicity, we do not differentiate between free and drug bound PBP targets on 

NG within epithelial cells and PMN, so the same 𝑓𝑏𝑜𝑢𝑛𝑑𝑖
 fraction is associated with both 

intracellular NG populations.  

We then introduce a threshold (𝑓𝑐) for the drug-bound PBP fraction above which 

bacteriostatic and bactericidal effects occur. Data directly relating NG growth to drug-

bound PBP fractions were not available and so we elected not to try to estimate separate 

thresholds differentiating bacteriostatic and bactericidal effects. We instead assume that 

both these effects are initiated once the drug-bound PBP fraction exceeds a threshold, 

which we denote by 𝑓𝑐, assuming the same threshold applies in both intracellular and 

extracellular states. At this point bacteria in the relevant state are transferred to a ‘dormant 

NG’ state with rate-constant 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡. In dormant NG states, we assume that bacteria no 

longer replicate and are subject to antibiotic mediated killing at rates defined via a 

modified Hill function, depending on the drug-bound PBP fraction in the relevant 

intracellular or extracellular environment. Dormant NG states are denoted by the addition 
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of a prime symbol (′) to the relevant bacterial states: unattached dormant NG (𝐵′); 

dormant NG attached to epithelial cells (𝐵𝑎′); and dormant NG surviving and replicating 

within PMN (𝐵𝑠′) and epithelial cells (𝐵𝑖′).   

6.2.1.4 Modelling the PBP target molecules 

 

The numbers of free and drug-bound PBP molecules are dynamic quantities 

reflecting the underlying bacterial population model, available drug and the degree of 

saturation of PBP. We assume that the total number of PBP targets is proportional to the 

total bacteria with a constant number of PBP sites per bacterium (𝑦). We estimate 𝑦 using 

information on the number of PBP molecules per E.coli cell and the relevant surface areas 

of E.coli and NG. As the surface area of an E.coli cell (3.8 - 6.28 𝜇𝑚2 (Prats and de Pedro 

1989; Young 2006)) and of the gonococcus are similar (approximately 2.26 - 6.28 𝜇𝑚2, 

Chapter 3, Section 3.2.2.1), we assume the number of PBP molecules per gonococcus to 

be in the same range as reported for E.coli in Dougherty, et al. (1996) so that 𝑦 ≈120 -

220. With antibiotic and PMN mediated bacterial killing, both free and drug-bound PBP 

targets are removed from the system. There is also a shift of free and drug-bound PBP 

between intracellular and extracellular respective states due to NG entering and exiting 

cells (see Appendix D, Section D.1 for model equations).  

6.2.1.5 Modelling the free drug molecules 

 

As in Chapters 4 and 5, we consider only the free drug to be microbiologically 

active. The number of free drug molecules is calculated as the total number of drug 

molecules × free drug fraction (𝑓𝑢). We did not explicitly model drug binding to plasma 

proteins due to the low binding and high unbinding rates for drug to albumin (Stoeckel, 

et al. 1981; Stoeckel, et al. 1988), which lead to negligible differences in infection 

clearance times when this process is included in model simulations.  
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While the free drug fraction for cefixime is reported to be independent of drug 

concentration (𝑓𝑢 ≈ 0.31) (Faulkner, et al. 1987b), for ceftriaxone, free drug fractions 

vary from ~0.05 – 0.17 as the drug concentration is varied from approximately 0.5 – 

300mg/L (Popick, et al. 1987; Stoeckel, et al. 1981). From our model simulations, we 

observe that the infection clearance times are only sensitive to log changes in 𝑓𝑢 (variation 

of ceftriaxone 𝑓𝑢 between 0.05 and 0.1 is not important, Appendix D, Fig. D.1) and 𝑓𝑢>0.1 

requires initial ceftriaxone doses of 3g or greater, which are higher than the 1g dose 

examined in this study. Therefore, in our approach, when modelling free ceftriaxone 

molecules, we do not consider concentration-dependent effects and instead consider a 

fixed free fraction (𝑓𝑢) of 0.05 (Chisholm, et al. 2010b).  

6.2.2 Additional model details and parameter estimation 

 

Where possible, parameter values are drawn from published empirical studies. 

When we could not estimate parameter values directly from the literature, they are 

estimated by fitting simplified versions of the model (sub-models) to relevant data, and 

the estimates obtained are summarised in Tables 6.2 and 6.3. The following section 

describes additional details relating to the Hill function (drug-mediated killing), 

dormancy (𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡), antibiotic transfer between extra and intracellular compartments 

(𝑘𝑓 and 𝑘𝑟), and the fraction of drug molecules that reach the urethra (𝑓𝑠).  
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Table 6.1: Model variables and initial conditions 

Variable Symbol Initial condition Reference/ Comments 

Unattached NG 

(number of 

bacteria) 

𝐵 1000 

Based on bacterial 

load measurements in 

human experimental 

studies (Schmidt, et 

al. 2001; Schneider, et 

al. 1996) 

Dormant 

unattached NG 

(number of 

bacteria) 

𝐵′ 0 

Before treatment 

initiation dormant NG 

do not exist. 

Attached NG 

(number of 

bacteria) 

𝐵𝑎 0 

Based on NG 

internalisation 

measured in the in 

vitro study by Shaw 

and Falkow (1988). 

Dormant attached 

NG (number of 

bacteria) 

𝐵𝑎′ 0 

Before treatment 

initiation dormant NG 

do not exist. 

NG within PMN 

(number of 

bacteria) 

𝐵𝑠 0 
Described in Chapter 

3, Table 3.1. 

Dormant NG 

within PMN 

(number of 

bacteria) 

𝐵𝑠′ 0 

Before treatment 

initiation dormant NG 

do not exist. 

NG within 

epithelial cells 

(number of 

bacteria) 

𝐵𝑖 0 
Described in Chapter 

3, Table 3.1. 

Dormant NG 

within epithelial 

cells (number of 

bacteria) 

𝐵𝑖′ 0 

Before treatment 

initiation dormant NG 

do not exist. 

Dose (mg) D 1000 (CFO), 400 (CFM) 

(Centers for Disease 

Control and 

Prevention 2012; Fifer 

H, et al. 2019) 

Drug-bound PBP 

molecules on 

extracellular NG 

𝑇𝑏𝑒 0 

Before treatment 

initiation bound PBP 

do not exist. 
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(number of 

molecules) 

Drug-bound PBP 

molecules on 

intracellular NG 

(number of 

molecules) 

𝑇𝑏𝑖 0 

Before treatment 

initiation bound PBP 

do not exist. 

Free extracellular 

PBP molecules 

(number of 

molecules) 

𝑇𝑒 𝐵(0)  ×  𝑦 

Assuming the number 

of targets per 

bacterium is the same 

and constant. 

Free intracellular 

PBP molecules 

(number of 

molecules) 

𝑇𝑖 0 

The initial 

intracellular bacterial 

population is 0 

Free extracellular 

drug molecules 

(number of 

molecules) 

𝐴𝑒 
𝐷𝑜𝑠𝑒 × 𝑓𝑢  ×  𝑏𝑎 

1000 × 𝑀𝑤
𝑛𝐴 × 𝑠𝑓 

Treatment initiated at 

the time point of 

reaching the peak 

bacterial load. 

Free intracellular 

drug molecules 

(number of 

molecules) 

𝐴𝑖 0 

Treatment initiated at 

the time point of 

reaching the peak 

bacterial load. 
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Table 6.2: Model parameter values relating to the model of treatment with ceftriaxone 

(CFO) and cefixime (CFM). 

Parameter Symbol Point estimate (Parameter range)a Reference/Comments 

Free drug fraction  𝑓𝑢 0.05 (CFO), 0.35 (CFM) 

Plasma drug 

concentration 

measured in healthy 

volunteers (Faulkner, 

et al. 1987b; Stoeckel, 

et al. 1981) 

Molecular weight 

of drug (g/mol) 
𝑀𝑤 554.58 (CFO), 453.45 (CFM) 

(National Center for 

Biotechnology 

Information 2020a; 

National Center for 

Biotechnology 

Information 2020b) 

Number of PBP 

targets per 

bacterium 

𝑦 170 (120 - 220) 
Described in text, 

Section 6.2.1.4. 

Avogadro 

constant (mol-1) 
𝑛𝐴 6.02 × 1023 

Constant (number of 

particles in 1 mole) 

Drug-bound PBP 

fraction on 

extracellular NG 

𝑓𝑏𝑜𝑢𝑛𝑑𝑒
 

𝑇𝑏𝑒

𝑇𝑏𝑒 + 𝑇𝑒
 Calculated 

Drug-bound PBP 

fraction on 

intracellular NG 

𝑓𝑏𝑜𝑢𝑛𝑑𝑖
 

𝑇𝑏𝑖

𝑇𝑏𝑖 + 𝑇𝑖
 Calculated 

Trigger of 

movement from 

non-dormant to 

dormant NG 

states 

- 

𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑒
 −  𝑓𝑐) for extracellular 

states. 

𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑖
 −  𝑓𝑐) for intracellular 

states. 

Heaviside step 

function that initiates 

movement from non-

dormant to dormant 

NG states. 

Rate constant for 

binding of drug to 

PBP 
(h−1M−1) 

𝑘𝑃𝐵𝑃  
𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡  ×  𝑓𝑐  ×  𝑀𝑤  ×  1000 

𝑀𝐼𝐶 ×  (1 −  𝑓𝑐)
 

Calculated as 

described in Section 

6.2.5. 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡 is 

given in Table 6.3. 

Rate constant for 

drug moving to 

intracellular 

𝑘𝑓 
0.60 (0.41 – 0.85) (CFO),  

0.35 (0.17 – 0.57) (CFM) 

Original range from 

Section 6.2.2.2 refined 

through calibration. 

Lower bound 90% of 
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compartment 

(h−1) 

the simulations with 

susceptibility 

breakpoint 

≥0.125mg/L. 

Rate constant for 

drug moving from 

intracellular 

compartment 

(h−1) 

𝑘𝑟 
1.77 (1.35 – 2.6) (CFO),  

3.69 (3.14 – 4.7) (CFM) 

Original range from 

Section 6.2.2.2 refined 

through calibration. 

Upper bound 90% of 

the simulations with 

susceptibility 

breakpoint 

≥0.125mg/L. 

Rate constant for 

cefixime 

absorption (h−1) 

𝑘𝑎 
no absorption phase for CFO, 

0.76 (0.61 – 0.9) (CFM) 

Obtained by fitting to 

free cefixime data in 

Faulkner, et al. 

(1988), Section 

6.2.2.2. 

Rate constant for 

drug elimination 

(h) 

𝑘𝑒𝑙 
0.11 (0.09 – 0.12) (CFO), 

0.20 (0.17 – 0.23) (CFM) 

Based on plasma drug 

concentration 

measured in healthy 

volunteers (Brittain, et 

al. 1985; Faulkner, et 

al. 1988; Patel, et al. 

1981; Patel, et al. 

1982) 

Bioavailability 𝑏𝑎 
1 (CFO),  

0.45 (CFM) 

Based on plasma drug 

concentration 

measured in healthy 

volunteers (Faulkner, 

et al. 1988; Faulkner, 

et al. 1987b; Zhou, et 

al. 1985) 

Critical threshold 

for drug-bound 

PBP fraction at 

which NG 

become dormant 

𝑓𝑐 0.95 (0.9 – 0.99) 

Point estimate 

threshold for 

ampicillin used in 

Abel zur Wiesch, et 

al. (2017) 

Cellular urethral 

volume (L) 
𝑉𝑢 0.01 

(Pomaroli and 

Schlogel 1978) 

Volume of 

distribution (L) 
𝑉𝑑 

9.37 (7.80 – 9.53) (CFO),  

16.95 (16.9 – 19) (CFM) 

Based on plasma drug 

concentration 

measured in healthy 

volunteers (Duverne, 

et al. 1992; Patel, et 

al. 1982) 
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aPoint estimate and LHS parameter values are used when treatment effects are added to 

the natural infection (Chapter 3) simulated using the point estimates and the LHS 

parameter ranges, respectively. Point estimates presented in Table 6.2 are the median 

values unless otherwise specified. 
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6.2.2.1 Estimating parameter values related to drug-mediated killing and dormancy. 

 

To estimate parameters for drug-mediated NG killing and the rate at which NG 

moves to the dormant states we would ideally use data on bacterial growth measured as 

a function of the drug-bound PBP fraction. However, as we were unable to identify 

studies reporting such data,  we instead made use of the in vitro time-kill experiments of 

Foerster, et al. (2016) linking drug concentrations to NG growth rates, together with  

Dougherty, et al. (1981) that links drug concentrations to drug-bound PBP fractions. 

Dougherty, et al. (1981) measured drug binding of different β-lactam antibiotics to PBP 

on extracellular NG at fixed drug concentrations ranging from 10-4 to 1mg/L. The drug 

bound PBP fraction was measured after exposing NG to the antibiotics for 15 minutes 

(more details on data is given in Appendix D, Section D.3). The data in Foerster, et al. 

(2016) are described in detail in Chapter 4, Section 4.2.2.1. With these two studies we are 

then able to link NG growth rates with the drug-bound PBP fractions (𝑓𝑏𝑜𝑢𝑛𝑑𝑒
). 

In this chapter to measure the bacterial killing effect as a function of the drug-

bound PBP fraction, we adopt a different parameterisation of the Hill function (see 

Regoes, et al. (2004) for a description on the connection between the two forms of the 

Hill functions). We adopt this approach because in this chapter our equations are in units 

of drug molecules and do not include a concentration parameter (model equations are in 

Appendix D, Section D.1).  Here we parameterise the Hill function as 

𝐸𝑚𝑎𝑥  
 (𝑓𝑏𝑜𝑢𝑛𝑑𝑒)𝑚

𝐸𝐶50
𝑚+(𝑓𝑏𝑜𝑢𝑛𝑑𝑒)𝑚

, where 𝐸𝑚𝑎𝑥is the maximum change in bacterial net growth rate 

associated with bound PBP, 𝐸𝐶50 is the bound PBP fraction at which the killing effect is 

at half its maximal effect and m is the Hill coefficient.  

Using this form of the Hill function, the following sub-model (Eq. 6.1 and 6.2) is 

simultaneously fitted to the NG growth data at different drug-bound PBP fractions to 
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estimate the rate constant for NG becoming dormant (𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡) and the Hill function 

parameters:  

𝑑𝐵

𝑑𝑡
= 𝑟1𝐵 − 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡   𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑒

 − 𝑓𝑐)  𝐵                                                                      (6.1) 

 

𝑑𝐵′

𝑑𝑡
= 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡 𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑒

 −  𝑓𝑐)   𝐵 − 𝐸𝑚𝑎𝑥  
 (𝑓𝑏𝑜𝑢𝑛𝑑𝑒

)𝑚

𝐸𝐶50
𝑚 + (𝑓𝑏𝑜𝑢𝑛𝑑𝑒

)𝑚
𝐵′                     (6.2) 

Here, 𝐻(𝑥) is the Heaviside step function with value 0 for 𝑥 < 0 and 1 for 𝑥 ≥ 0. 

 

 The sub-model describes the population of non-dormant (𝐵) and dormant (𝐵′) 

extracellular NG in the absence of attachment or internalisation within host cells. Non-

dormant NG are assumed to grow exponentially, while dormant NG do not grow and are 

instead subject to antibiotic killing at a rate determined by the Hill function. For treatment 

with ceftriaxone and cefixime, deviation from exponential bacterial growth begins to 

occur 2h and 1h after treatment initiation, respectively (Foerster, et al. 2016). We view 

these time-points as corresponding to the time at which the drug-bound PBP fraction 

(𝑓𝑏𝑜𝑢𝑛𝑑𝑒
) exceeds 𝑓𝑐, triggering NG transfer to the dormant state at the rate constant 

𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡. Fitting is carried out using the MATLAB (MathWorks, Natick, MA), non-

linear least squares solver ‘lsqnolin’.  

As in Chapter 4, Section 4.2.2, the point estimates for the Hill function parameters 

are derived from the mean of the Hill function fits to the two individual experiments in 

Foerster, et al. (2016) (further details in Appendix D, Section D.3.1). The Hill function 

parameters and dormancy rate parameter are defined above and the parameter values are 

given in Table 6.3. For estimation using equations 6.1 and 6.2, the drug-bound PBP 

threshold (𝑓𝑐) is set at the point estimate value of 0.95 (Abel zur Wiesch, et al. 2017), 

while the bacterial replication rate is set at 𝑟1= 0.68h-1 and 0.77 h-1 for the two experiments 
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in Foerster, et al. (2016) for ceftriaxone and 𝑟1= 0.78h-1 and 0.67h-1 for the two 

experiments using cefixime (see Appendix B, Table B.1).   

6.2.2.2 Rate constants for transfer of drug between extracellular and intracellular 

compartments. 

To estimate the point estimates for the pharmacokinetic rate constants for drug 

transfer between the extracellular and intracellular drug compartments (𝑘𝑓 and 𝑘𝑟) and 

for drug absorption (𝑘𝑎), we use plasma drug concentration data measured in healthy 

volunteers in Stoeckel, et al. (1988) and Faulkner, et al. (1988) using 1g intravascular 

ceftriaxone and 400mg oral cefixime, respectively. Stoeckel, et al. (1988) and Faulkner, 

et al. (1988) report drug concentrations measured at frequent intervals over periods of 

48h and 24h, respectively. For both drugs, we convert plasma drug concentrations to 

numbers of molecules using an estimated plasma volume of 0.58×5L=2.9L, assuming an 

average adult blood volume of 5L (Wei, et al. 1995) of which  58% is plasma (Feher 

2012).  

The sub-model below (Eq. 6.3-6.5) describes the absorption of an extravascularly 

administered drug from the gut to the bloodstream, drug penetration into the intracellular 

compartments and elimination from the extracellular compartment, with these processes 

governed by the rate constants described above. The absorption phase in Eq. 6.3 

(described in Chapter 2, Section 2.7.1) is only required for orally administered drugs and 

therefore is included for cefixime but excluded for ceftriaxone which is administered 

intramuscularly.  

𝑑𝐴𝑎

𝑑𝑡
= −𝑘𝑎𝐴𝑎                                                                                                                           (6.3)  

𝑑𝐴𝑒

dt
= 𝑘𝑎𝐴𝑎 − 𝑘𝑒𝑙𝐴𝑒 − 𝑘𝑓𝐴𝑒 + 𝑘𝑟𝐴𝑖                                                                                 (6.4) 
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𝑑𝐴𝑖

dt
= 𝑘𝑓𝐴𝑒 − 𝑘𝑟𝐴𝑖                                                                                                                   (6.5) 

Here, 𝐴𝑎, 𝐴𝑒 and 𝐴𝑖  describe the numbers of unabsorbed, extracellular and 

intracellular drug molecules respectively, and are defined in Table 6.1. The drug 

elimination rate (𝑘𝑒𝑙) is calculated as 
𝑙𝑜𝑔 (2)

ℎ𝑎𝑙𝑓−𝑙𝑖𝑓𝑒
 using drug half-life estimates from plasma 

drug concentration measurements over time (Brittain, et al. 1985; Faulkner, et al. 1988; 

Patel, et al. 1981) and is fixed during the fitting process at the point estimate value given 

in Table 6.2. 

To incorporate parametric uncertainty around our estimates (handling parametric 

uncertainty is described in detail in Section 6.2.5) we generate parameter ranges for 𝑘𝑎, 

𝑘𝑓 and 𝑘𝑟, by generating 100 data sets on the number of drug molecules over time. For 

this, 100 Poisson random numbers for each time point are generated using as the mean 

the corresponding number of drug molecules calculated from Stoeckel, et al. (1988) and 

Faulkner, et al. (1988). The sub-model in Eq. 6.3-6.5 is then fitted to each of these 

generated data sets individually to estimate 100 sets of parameter values for 𝑘𝑎, 𝑘𝑓 and 

𝑘𝑟. The model fits and more details on the data generation procedure are provided in 

Appendix D, Section D.4. The median and the 95% range of the parameter estimates that 

is obtained from fits to these simulated datasets are designated as the point estimate and 

range, respectively, for each of the parameters (Table 6.2).   

6.2.2.3 Estimating the fraction of administered drug molecules that reaches the urethra 

(𝑓𝑠) 

When the drug is distributed from the blood to different tissues and organs, only 

a fraction of the initial dose reaches the infection site. Additionally, distribution can vary 

by tissue type due to factors such as tissue permeability (Kallings, et al. 1979; Kong, et 
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al. 2017).  To estimate a plausible range for the fraction of drug molecules that reach the 

urethra a scaling factor (𝑓𝑠) is introduced, which is used to calculate the initial number of 

drug molecules at the urethra. 

There is limited data in the literature to inform the value of the scaling factor 𝑓𝑠. 

Hence, we took an approach based on bounding the relevant range, such that the lower 

bound of 𝑓𝑠 is the lowest value at which a susceptible strain clears infection in ≤7 days 

and the upper bound of 𝑓𝑠 is the largest value at which a resistant strain fails to clear 

infection in ≤7 days. Estimated rates of drug binding to PBP (𝑘𝑃𝐵𝑃) as reported in 

Tomberg, et al. (2017) for susceptible (𝑘𝑃𝐵𝑃 = 5 × 109  (CFM) or 6 × 109 𝑀−1ℎ−1 

(CFO)), and resistant strains  (𝑘𝑃𝐵𝑃 = 9 × 105 (CFM) or 3 × 106𝑀−1ℎ−1 (CFO)) were 

used in the simulations for cefixime and ceftriaxone. Here, all other parameters are held 

fixed at their point estimates given in Tables 6.2 and 6.3, and 𝑓𝑠 is varied to determine the 

associated range.  

A schematic diagram of the model is shown in Fig.6.1. The model equations are 

described in Appendix D, Section D.1 and the model parameters are described in Tables 

6.2 and 6.3. Parameter values for natural infection are given in Chapter 3, Table 3.2. 
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Figure 6.1: Schematic diagram of the infection model with the addition of treatment.Here, 

𝑑𝑎 denotes antibiotic-mediated killing modelled as a Hill function of the form 

𝐸𝑚𝑎𝑥  
 (𝑓𝑏𝑜𝑢𝑛𝑑𝑒)𝑚

𝐸𝐶50
𝑚+(𝑓𝑏𝑜𝑢𝑛𝑑𝑒)𝑚 and 𝑑𝑐 denotes PMN-mediated NG killing (see Chapter 3, 

Section 3.2.1.1). The blue and red outlined compartments represent the natural 

infection model states and additional treatment model states, respectively.  
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6.2.3 MIC expression 

 

We derive an expression for the model-derived MIC (Eq. 6.6) using a sub-model 

reflecting an in vitro environment with unattached (𝐵) and dormant (𝐵′) NG to reflect 

experimental techniques such as Etests that are used to measure the MIC. The details of 

the derivation are given in Appendix D, Section D.7. 

𝑀𝐼𝐶 =
𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡   𝑓𝑐 𝑀𝑤

𝑘𝑃𝐵𝑃 (1 −  𝑓𝐶)
                                                                                                         (6.6) 

Here, 𝑀𝑤 is the molecular weight, with the other parameters defined previously 

and summarised along with relevant values in Tables 6.2 ( 𝑓𝑐 ,  𝑀𝑤 and 𝑘𝑃𝐵𝑃) and 6.3 

(𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡).  

6.2.4 Converting number of molecules to drug concentration 

 

For comparison with existing literature, the number of drug molecules is 

converted to drug concentration as follows:  

𝐶𝑒 =
𝐴𝑒 ×  𝑀𝑤 ×  1000 

𝑉𝑑  ×  𝑓𝑠 × 𝑛𝐴
𝑚𝑔

/𝐿                                                                                              (6.7) 

Here, 𝐶𝑒 and 𝐴𝑒 are the extracellular drug concentration and number of molecules, 

respectively. The parameter value of the fraction of the administered drug molecules that 

reach the urethra (𝑓𝑠) is given in Table 6.3. The parameter values of the volume of 

distribution (𝑉𝑑) and the Avogadro constant (𝑛𝐴) are given in Table 6.2. The factor of 

1000 is for unit conversion to represent concentration in the units of mg/L. As the 

intracellular (within PMN and epithelial cells) volume of distribution is not known, the 

conversion is only performed for the extracellular drug concentrations.  

6.2.5 Incorporation of parametric uncertainty 
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In Chapter 3, to account for uncertainty associated with parameter values 

specifying the natural infection model, we use Latin hypercube sampling (LHS) to 

generate 5402 samples from the parameter ranges that we estimate. To incorporate 

parameter uncertainty related to treatment, we extend this previous LHS analysis by also 

simulating from the ranges that are associated with the treatment parameters. This 

extension to incorporate both natural history and treatment related parametric uncertainty 

is conducted using the same approach as described in Chapter 4, Section 4.2.4, but here, 

treatment uncertainty is incorporated using the parameter ranges given in Tables 6.2 and 

6.3. As the MIC is not directly used in the Hill function in this chapter, in order to generate 

parameter combinations that are associated with a particular value of the MIC, Eq. 6.6 is 

solved for 𝑘𝑃𝐵𝑃 when generating treatment related LHS parameters. The decision to solve 

the MIC expression for 𝑘𝑃𝐵𝑃 is based on the clear differences in acylation rates that are 

associated with changes in MIC reported in the literature. With this approach we generate 

5402 sets of parameter values that incorporate both natural history and treatment related 

parametric uncertainty which are then used to simulate infection clearance times.  

6.2.6 Calibrating PK/PD parameters using empirical susceptibility breakpoints.  

  

As described in Chapter 4, Section 4.2.5, we use the model to derive a 

susceptibility breakpoint such that above and below this breakpoint, respectively <95% 

and ≥95% of simulations from LHS samples clear infection successfully and we refer to 

this as the ‘model-derived susceptibility breakpoint’. Here, when evaluating the 

susceptibility breakpoint for ceftriaxone and cefixime the model is tested for MIC of 0.06, 

0.125, 0.25, 0.5 and 1mg/L which includes general MIC values for ceftriaxone and 

cefixime that are reported in epidemiological studies as for example in Chisholm, et al. 

(2010b) and Whittles, et al. (2018).   
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As described in Chapter 4, Section 4.2.5, the model-derived breakpoints using our 

primary doses of 1g ceftriaxone and 400mg cefixime are set, based on ‘empirical 

breakpoints’ and are used in calibration to refine ranges for parameters that are influential 

in determining model-derived breakpoints. The influential parameters are determined 

through a multivariate sensitivity analysis as described in Chapter 4, Section 4.2.5 and 

the parameters that we identify here as influential in determining breakpoints are shown 

in Appendix D, Fig. D.6. We then adopt the approach of Chapter 4, Section 4.2.5, for 

these influential parameters with original literature-defined parameter ranges replaced by 

refined parameter ranges (after calibration). A comparison between original and the 

refined parameter ranges is presented in Appendix D, Table D.2. A new set of LHS 

samples is then generated for the treatment parameters and combined with the LHS 

samples from the natural infection model as described previously in Section 6.2.5. 

6.2.7 Different treatment strategies 

 

When assessing different treatment strategies, we carry out two main sets of 

analyses in this chapter. The first analysis covers monotreatment with standard doses 

currently in use and the infection clearance times are evaluated from simulations using 

each LHS parameter set at a series of different MIC values. For this analysis, we consider  

1g or 500mg doses of intramuscular ceftriaxone as currently recommended for 

monotreatment in the United Kingdom (UK) (Fifer H, et al. 2019) and United States (US) 

(St. Cyr, et al. 2020), respectively, and a single 400mg oral dose of cefixime as 

recommended prior to 2012 by the CDC (Centers for Disease Control and Prevention 

2012).  

The second analysis considers various single and multiple-dose cefixime 

regimens, while keeping the other aspects of simulations the same. As cefixime is orally 
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administered, multiple dose regimens are more feasible for outpatients than for 

ceftriaxone, which is administered by intramuscular injection. As in Chapter 5 Section 

5.2.1, we consider treatment to be successful at a given MIC if ≥95% of simulations clear 

infection within 7 days. For cefixime, we test multiple dose strategies having a total 

accumulation of 400mg (e.g., 200mg × 2 given 12h apart), 800mg, 1200mg, 1600mg and 

2400mg, with the higher doses of 800, 1200 and 2400mg previously tested in a phase 1 

clinical trial of treatment of pharyngeal NG infection (Barbee, et al. 2018). We also assess 

the effect of dosing interval by evaluating treatment effectiveness when doses are 

administered at 4, 6 and 8h apart. In addition, we conduct a limited analysis of patient 

non-adherence, whereby the second dose is delayed by uniformly distributed time 

between 0 and 8 hours, with any subsequent doses then taken at the scheduled delay from 

the previous dose.  

6.2.8 Comparison of infection clearance with Chapter 4 

 

We also conduct a comparison of treatment dynamics in this model as opposed to 

those using the model described in Chapter 4.  Here we use the same natural infection 

point estimates for both models and the point estimate treatment parameters described in 

each chapter. We then simulate infection dynamics under the two models for single doses 

of 1g ceftriaxone and 400mg cefixime for an NG strain with MIC of 0.125mg/L and 

compare simulated extra and intracellular bacterial loads and extracellular drug 

concentrations in the first 6 hours following treatment. 

6.3 Results 

6.3.1 Parameter estimation 

The estimates of the Hill function parameter values, the rate constant for NG 

moving to the dormant state (𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡) and the fraction of the administered drug 
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molecules that reach the urethra (𝑓𝑠) are given in Table 6.3 and are illustrated in Appendix 

D, Fig.D.3 and Appendix D, Fig. D.5, respectively. Although the parameter values and 

the Hill function formulations that we adopt in here and Chapter 4 differ, the resulting net 

growth rates are similar (Fig. 6.2). The ranges of the 𝑓𝑠 estimates for ceftriaxone and 

cefixime are 7.9×10-6 − 9.1×10-5 and 9.1×10-5 − 5.4×10-4, respectively (Table 6.3) and 

differ between the drugs by approximately an order of magnitude.  
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Figure 6.2: Change in (a) extracellular (ex) drug concentration over time and; (b) the 

change in the net bacterial growth rate to the changes in the antibiotic 

concentration shown for Chapters 4 (previous) and 6 (current). The upper row 

shows results for ceftriaxone and the bottom row for cefixime. The black dashed 

lines in (a) and (c) show the empirical susceptibility breakpoints of 0.125mg/L 

(EUCAST) and 0.25mg/L (CLSI). The dots in (b) and (d) denote the initial drug 

concentration for a 1g ceftriaxone and 400mg dose of cefixime, respectively. In 

panel (c), the current approach models an absorption phase so 𝐶𝑒 = 0 while in the 

previous model no absorption phase was assumed and 𝐶𝑒 = 3.72𝑚𝑔/𝐿.   
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Table 6.3: Parameter estimates obtained through model fitting to data on ceftriaxone 

(CFO) and cefixime (CFM). 

a Point estimates for the Hill function parameters are obtained by fitting the Hill function 

to the mean net growth rates that are obtained from the fits to the individual experiments 

in Foerster, et al. (2016). However, as 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡 is not a parameter in the Hill function, a 

point estimate could not be estimated.  
b Only a parameter range could be estimated based on the modelled infection clearance 

as described in Section 6.2.2.3. 

 

 

 

 

 

 

 

 

 

Parameter Symbol Point estimate (LHS range) 

Maximum change in bacterial net 

growth rate associated with bound 

PBP (h−1) 

𝐸𝑚𝑎𝑥 CFO: 1.23 (0.49 – 1.69)  

CFM: 1.45 (0.87 – 1.98) 

Bound PBP fraction at which the 

killing effect is at half its maximal 

effect. 

𝐸𝐶50 CFO: 0.53 (0.21 – 0.58)  

CFM: 0.71 (0.46 – 0.98) 

Hill coefficient  𝑚 CFO: 2.80 (2.21 – 4.61)  

CFM: 1.98 (1.42 – 4.74)  

Rate constant for NG becoming 

dormant (h−1) a 

𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡 CFO: 4.95 – 6.05  

CFM: 2.26 – 2.50 

Fraction of the administered drug 

molecules that reach the urethra b 
𝑓𝑠 

CFO: 7.9 × 10−6  −  7.1 × 10−5 

CFM: 9.1 × 10−5  −  5.4 × 10−4 
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6.3.2 Simulated drug concentration profiles 

The simulated drug concentration profiles using 1g ceftriaxone and 400mg 

cefixime align with the simulated drug concentration profiles in Chapter 4 (Fig. 6.2). The 

median extracellular drug concentrations of ceftriaxone and cefixime remain above the 

empirical susceptibility breakpoint (0.25mg/L) for 32 and 13.9h, respectively, which 

aligns with the Chapter 4 results of 31.9 and 13.1h respectively, for ceftriaxone and 

cefixime.  

6.3.3 General model behaviour 

The model shows four distinct types of behaviours in regards to reaching the 

extracellular and intracellular drug-bound PBP threshold (𝑓𝑐) (Fig. 6.3). Estimates of the 

rates of drug transfer between the extracellular and intracellular compartments (𝑘𝑓 and 

𝑘𝑟) are such that the number of intracellular drug molecules is always less than in the 

extracellular state. Due to both lower number of intracellular drug molecules and higher 

numbers of intracellular NG in comparison to extracellular states at the time of adding 

treatment (Chapter 3, Section 3.3.2.1), 𝑓𝑏𝑜𝑢𝑛𝑑𝑖
 < 𝑓𝑏𝑜𝑢𝑛𝑑𝑒

 for all simulations and if 

𝑓𝑏𝑜𝑢𝑛𝑑𝑖
>𝑓𝑐 then 𝑓𝑏𝑜𝑢𝑛𝑑𝑒

 >𝑓𝑐. The model only clears the infection in ≤7 days when both 

𝑓𝑏𝑜𝑢𝑛𝑑𝑒
 and 𝑓𝑏𝑜𝑢𝑛𝑑𝑖

 reach and remain above 𝑓𝑐. When both 𝑓𝑏𝑜𝑢𝑛𝑑𝑒
 and 𝑓𝑏𝑜𝑢𝑛𝑑𝑖

 fail to 

reach 𝑓𝑐 there is treatment failure. Treatment failure is also observed when 𝑓𝑏𝑜𝑢𝑛𝑑𝑒
 

reaches 𝑓𝑐 but 𝑓𝑏𝑜𝑢𝑛𝑑𝑖
 does not. For certain parameter values, we could generate 

simulations where both 𝑓𝑏𝑜𝑢𝑛𝑑𝑒
 and 𝑓𝑏𝑜𝑢𝑛𝑑𝑖

 reach 𝑓𝑐, but 𝑓𝑏𝑜𝑢𝑛𝑑𝑖
 exceeds 𝑓𝑐 only for a 

very brief period. For these simulations, the brief duration of antibiotic mediated killing 

of intracellular NG is insufficient for infection clearance within 7 days.  

Examples of these four model behaviours are observed in Fig. 6.3 by varying the 

rate constant for binding of drug to PBP (𝑘𝑃𝐵𝑃) which from Eq. 6.6 is inversely 
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proportional to the MIC. Here, other parameters are held fixed at their point estimate 

values. At low values of 𝑘𝑃𝐵𝑃 (1 × 107 h−1M−1) neither 𝑓𝑏𝑜𝑢𝑛𝑑𝑒
 or  𝑓𝑏𝑜𝑢𝑛𝑑𝑖

  reach 𝑓𝑐 and 

therefore NG are not subject to antibiotic-mediated killing. As 𝑘𝑃𝐵𝑃 is gradually increased 

we note that at 𝑘𝑃𝐵𝑃 = 2 × 107 h−1M−1, 𝑓𝑏𝑜𝑢𝑛𝑑𝑒
> 𝑓𝑐 but 𝑓𝑏𝑜𝑢𝑛𝑑𝑖

< 𝑓𝑐 and the infection 

is not successfully cleared within 7 days. At 𝑘𝑃𝐵𝑃 = 3.1 × 107 h−1M−1, 𝑓𝑏𝑜𝑢𝑛𝑑𝑒
> 𝑓𝑐 

while 𝑓𝑏𝑜𝑢𝑛𝑑𝑖
 exceeds 𝑓𝑐 only briefly (~6h). Here, the total bacterial load declines to ~15 

bacteria, before the bacterial load spikes again once intracellular NG killing ceases. At 

high values of 𝑘𝑃𝐵𝑃  (1 × 109 h−1M−1), the drug-bound PBP threshold is reached in both 

extra and intracellular environments and the infection is cleared in ~10h. This suggests 

treatment success is determined by whether 𝑓𝑐 is exceeded continuously in the 

intracellular environment and we explore this further in Section 6.3.5. Fig. 6.3 shows 

simulations for cefixime, but similar behaviour occurs for ceftriaxone.  
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Figure 6.3: Model behaviour as a function of the rate constant for cefixime binding to 

PBP(𝑘𝑃𝐵𝑃 (ℎ−1𝑀−1)). Figure panels show: (a) fraction of dormant extracellular 

and (b) intracellular NG; (c) total NG load; (d) drug-bound PBP fraction on 

extracellular NG (𝑓𝑏𝑜𝑢𝑛𝑑𝑒
) and (e) on intracellular NG (𝑓𝑏𝑜𝑢𝑛𝑑𝑖

). In (a) and (d), 

when 𝑓𝑏𝑜𝑢𝑛𝑑𝑒
< 𝑓𝑐 or 𝑓𝑏𝑜𝑢𝑛𝑑𝑖

< 𝑓𝑐, respectively, no dormant NG are present. 

The black dashed lines in (d, e) indicate the drug-bound PBP threshold (𝑓𝑐 =

0.95), while in (c) this indicates the infection clearance cut-off of 10 bacteria. 

The 𝑘𝑃𝐵𝑃 values shown in the legend apply to all panels. 

 

6.3.4 Model-derived susceptibility breakpoints 

 

In Table 6.4 we show the model-derived susceptibility breakpoints for the 

monotreatment strategies of ceftriaxone and cefixime that are currently in use. For 

ceftriaxone using 500mg and 1g doses the model-derived susceptibility breakpoints are, 

respectively, 0.125 and 0.25mg/L and for cefixime using a 400mg dose, the breakpoint is 
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0.125mg/L. At MIC for cefixime of 0.25mg/L, ~74% of simulations successfully clear 

infection but at higher MIC values the infection clearance is poorer (<31% simulations 

clear infection). At MIC for ceftriaxone of 0.5mg/L, using 1g and 500mg doses, 

respectively, 87% and 64% simulations clear infection and clearance is poor for both dose 

quantities at MIC of 1mg/L. 
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Table 6.4: Percentage of simulations that clear the infection in ≤7 days when treated 

using the standard doses of ceftriaxone (CFO) and cefixime (CFM). 

Drug Treatment Strategy Percentage of simulations that clear infection 

MIC (mg/L) 

0.06 0.125 0.25 0.5 1 

Strategies currently recommended 

CFO 500mg singlea 100.00 97.54 86.72 64.35 37.85 

1g singleb 100.00 100.00 97.65 87.21 64.91 

CFM 

 

400mg singlec  99.97 94.93 73.95 30.27 6.37 

a Monotreatment strategy used in the US (St. Cyr, et al. 2020). 
b Monotreatment strategy used in the UK (Fifer H, et al. 2019). 
c Recommended dose before 2012 according to US CDC guidelines (Centers for Disease 

Control and Prevention 2012) and currently used as an alternative option. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 



160 

 

6.3.5 Testing infection clearance for different MIC   

 

We present in Table 6.5 the association between treatment success and the ability 

to reach the extra and intracellular drug-bound PBP thresholds for the simulations 

resulting from the same set of 5402 LHS samples used in Section 6.3.4 as the parameter 

values for each drug. Irrespective of whether 𝑓𝑐 is reached in the extracellular 

environment, treatment failure occurs in all simulations where 𝑓𝑏𝑜𝑢𝑛𝑑𝑖
<𝑓𝑐. We also note 

that in all situations where 𝑓𝑏𝑜𝑢𝑛𝑑𝑖
>𝑓𝑐, there is successful infection clearance. In this 

analysis, there are no simulations with 𝑓𝑏𝑜𝑢𝑛𝑑𝑖
>𝑓𝑐 only temporarily. Therefore, of the set 

of simulations where 𝑓𝑐 is exceeded in the intracellular environment and which 

successfully clear the infection are identical (Table 6.5). This shows that treatment failure 

in simulations is driven by the unsuccessful clearance of intracellular NG. 

1 

1 

1 

1 

1 

1 

1 
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Table 6.5: Infection clearance behaviour in relation to intracellular (𝑓𝑏𝑜𝑢𝑛𝑑𝑖
) and 

extracellular (𝑓𝑏𝑜𝑢𝑛𝑑𝑒
) thresholds for model simulations using LHS samples. 

Results are shown using 400mg single dose of cefixime and 1g single dose of 

ceftriaxone.

6.3.6 Different cefixime treatment strategies 

We also test different cefixime dosing strategies over a range of MIC values 

(Table 6.6). The extracellular drug concentration profiles of these different tested 

strategies are shown in Appendix D, Fig D.7. 

 

 

 

 

 

Percentage of simulations Drug MIC (mg/L) 

0.125 0.25 0.5 1 

Both 𝑓𝑏𝑜𝑢𝑛𝑑𝑒
 and 𝑓𝑏𝑜𝑢𝑛𝑑𝑖

 > 𝑓𝑐 CFM 94.93 73.95 30.27 6.37 

CFO 100.00 97.65 87.21 64.91 

𝑓𝑏𝑜𝑢𝑛𝑑𝑒
> 𝑓𝑐> 𝑓𝑏𝑜𝑢𝑛𝑑𝑖

 CFM 5.07 26.05 69.73 92.53 

CFO 0.00 2.35 12.79 33.50 

Both 𝑓𝑏𝑜𝑢𝑛𝑑𝑒
 and 𝑓𝑏𝑜𝑢𝑛𝑑𝑖

 < 𝑓𝑐 CFM 0.00 0.00 0.00 1.10 

CFO 0.00 0.00 0.00 1.59 

clear infection  CFM 94.93 73.95 30.27 6.37 

CFO 100.00 97.65 87.21 64.91 
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Table 6.6: Percentage of simulations that clear the infection in ≤7 days when treated 

using different dosing strategies of cefixime a. 

Total 

accumulation 

Treatment Strategy Percentage of simulations that clear 

infection 

MIC (mg/L) 

0.06 0.125 0.25 0.5 1 

400mg 400mg singleb  99.97 94.93 73.95 30.27 6.37 

2 × 200mg, 4h apart 99.98 94.92 73.99 30.39 6.48 

2 × 200mg, 6h apartb 99.98 94.92 73.99 30.39 6.93 

2 × 200mg, 8h apart 99.98 94.92 73.99 30.41 6.98 

800mg 800mg singlec 100.00 100.00 95.15 74.01 30.95 

400mg ×2, 6h apart 100.00 100.00 95.22 74.14 30.98 

1200mg 1200mg single dosec 100.00 100.00 99.72 89.72 60.64 

400mg ×3, 4h apart 100.00 100.00 99.72 89.89 60.65 

400mg ×3, 6h apart 100.00 100.00 99.72 89.91 60.69 

400mg ×3, 8h apart 100.00 100.00 99.72 89.95 60.76 

200mg 12h apart for 3 

daysd 

99.98 99.89 98.79 87.45 55.28 

1600mg Single 1600mg 100.00 100.00 100.00 95.52 75.71 

800mg ×2, 6h apart 100.00 100.00 100.00 95.59 75.95 

2400mg 800mg ×3, 4h apart 100.00 100.00 100.00 99.68 89.19 

800mg ×3, 6h apart 100.00 100.00 100.00 99.70 89.96 

800mg ×3, 8h apartc 100.00 100.00 100.00 99.70 90.06 

a The treatment success values represent simulation significance.  
b Tested in Chisholm, et al. (2010b).  
c Tested in Barbee, et al. (2018) for pharyngeal NG infection.  
d Treatment strategy used in Japan in 2004 for urethral NG infection (Japanese Society 

for Sexually Transmitted Diseases 2004). 
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In multiple dose strategies, we find that an 8h dosing interval performs best (Table 

6.6) as it maximises 𝑡MIC (Appendix D, Fig. D.9). For these strategies, increasing the 

dosing interval to 12h results in poorer treatment success (Table 6.6). However, the 

effectiveness of treatment strategies only marginally differs by dosing intervals and is 

unlikely to be clinically important. We also consider the impact of patient non-adherence 

(the impact of delaying the second dose as described in Section 6.2.7) on infection 

clearance when multiple dose strategies are used. With this form of non-adherence, 

treatment effectiveness is only marginally poorer than in simulations with full compliance 

with regimens (Appendix D, Table D.3).  

Single and multiple dose treatment options that accumulate to the same total dose 

exhibit similar treatment effectiveness.  This can be explained via a combination of two 

indices: 1) the number of intracellular drug molecules that is attained at the time of 

reaching 𝑓𝑐 in the extracellular environment (𝐴𝑖
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙); and 2) the time the extracellular 

drug concentration remains above the MIC (𝑡MIC). For example, we observe that 

strategies involving either a 1200mg single dose or doses of 400mg×3, at 8h intervals 

both achieve ~60% treatment success for a MIC of 1mg/L (Table 6.6). Here, the latter 

strategy achieves a longer 𝑡MIC (Appendix D, Fig. D.8) but a lower number of intracellular 

drug molecules (Appendix D, Fig. D.8) than the former. Based on these observations, we 

investigated threshold indices differentiating treatment success and treatment failure for 

single and multiple dose cefixime strategies accumulating to 1200mg for MIC of 0.5mg/L 

and 1mg/L. In the context of this example, we find that simulations with extracellular 

𝑡MIC >22h are successful in clearing infection but if extracellular 𝑡MIC ≤ 22h treatment 

success still occurs if 𝐴𝑖
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙

 > 3×1013 (Fig. 6.4).  
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Figure 6.4: Time the extracellular drug concentration remains above the MIC (𝑡𝑀𝐼𝐶𝑒𝑥
) and 

the number of intracellular drug molecules at the time of reaching the extracellular 

drug-bound PBP threshold (𝐴𝑖
𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙

) for single and multiple cefixime dosing 

strategies.  Panels show MIC for cefixime of 0.5mg/L (a, b) and 1mg/L (c, d). The 

cefixime treatment strategies shown here are 1200mg single dose, 400mg ×3, 8h 

apart and 400mg ×3, 6h apart.  

 

6.3.7 Comparison of infection clearance with the model described in Chapter 4 

 

A comparison of extra and intracellular bacterial loads across the two models is 

shown in Fig.6.5 for the first 6 hours since treatment at MIC for ceftriaxone (1g dose) of 

0.125mg/L. We note that the behaviour for cefixime is almost identical (results not 

shown). Extracellular ceftriaxone concentrations remain above the MIC for similar 

durations across the Chapter 4 and Chapter 6 models, at 41.4h and 41.6h, respectively 

(Fig. 6.2). From Fig. 6.2, we also note that bactericidal effects at the same drug 

concentration are similar in both models.  
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At 6h after initiation of ceftriaxone treatment, simulations using the Chapter 4 

model have ~30-fold and ~145-fold higher extracellular and intracellular bacterial loads 

than in simulations using the model developed in this chapter (Fig. 6.5 (a)). The 

trajectories of the extracellular and intracellular bacterial loads simulated from the 

approaches in Chapters 4 and 6, start to diverge after around 2h from treatment initiation. 

In simulations using the model described in this chapter, by 6h after adding treatment, 

~55% and ~90% NG reside in the dormant extracellular and intracellular states, 

respectively (Figure 6.5 (b)). With an increasing fraction of NG in the dormant state over 

time, a declining fraction of bacteria replicate, and therefore the number of new bacteria 

produced per unit time decreases. This resulting effect from bacteriostasis in Chapter 6 

combined with the drug mediated killing (bactericidal) effects on dormant NG results in 

a much larger reduction in the NG population growth than in the model in Chapter 4, 

where the entire NG population are only subject to a relatively low bactericidal effects. 
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Figure 6.5: Comparison of the infection dynamics between Chapters 4 (previous) and 6 

(current) showing the change of (a) total extracellular and intracellular NG and; 

(b) fraction of dormant NG over time for the first 6 hours since treatment using 

ceftriaxone. Total NG is stratified as dormant and non-dormant only in Chapter 

6.  

6.4 Discussion 

 

In this study, we aimed to more accurately simulate urethral NG infection 

dynamics following treatment with the β-lactam antibiotics, ceftriaxone and cefixime. 

The use of a mechanistic drug-target binding model enables us to overcome the 

limitations faced with the approach taken in Chapter 4 and to generate infection clearance 

times and model-derived susceptibility breakpoints that align with empirical estimates. 

Consistent with the findings in the previous chapters, we again find treatment failure to 

be determined by insufficient antibiotic mediated killing effect on intracellular bacterial 

populations. Regarding cefixime, which is orally administered, simulations of multiple 

dose strategies with the same total dose are found to be similarly effective as a single dose 

strategy. We found the two indices, 𝑡MICex
 and 𝐴𝑖

𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 to be effective in differentiating 
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between treatment success and failure, but this was in the specific context of dosing 

strategies with a total accumulation of 1200mg and requires further exploration over a 

wide range of treatment strategies.  

We also attempt to highlight differences in model behaviour from earlier chapters 

that underpins the success of this model in explaining treatment dynamics using 

ceftriaxone and cefixime. Although the earlier model (Chapter 4) leads to antibiotic 

mediated killing in all states, in this chapter a larger net effect is achieved by the 

combination of bacteriostatic and bactericidal effects. This is because in addition to 

antibiotic mediated killing, dormant NG do not replicate and therefore new progeny are 

only generated from the small fraction of non-dormant NG which fail to sustain 

population growth in the presence of immune mediated and antibiotic mediated killing. 

In the Chapter 4 implementation, however, the relatively weak bactericidal effects of 

ceftriaxone and cefixime ( 𝜑𝑚𝑖𝑛 ≈ −0.5 h−1) combined with limited time above the MIC 

do not sufficiently suppress the generation of the new progeny from the entire surviving 

bacterial population.  

The model produces infection clearance times that align with the limited data 

available in the literature. Using single doses of 1g ceftriaxone and 400mg cefixime, 

~100% of simulations cleared infection within 7 days at MIC<0.125mg/L. This aligns 

with reports from empirical studies at MIC<0.125mg/L where ~99% treatment success 

using ceftriaxone (Ito, et al. 2016; Moran and Levine 1995) and 98.1% (Allen, et al. 2013) 

and 97.7% (Moran and Levine (1995) treatment success using cefixime is observed. 

There is limited information in the literature on treatment efficacy for urethral NG 

infection at high MIC values (≥0.25mg/L). This is because most of the studies that have 

evaluated clinical efficacy were conducted in the 1980s and 1990s (Kidd and Workowski 

2015) when isolates with high MIC against 3rd generation cephalosporins were rare 
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(Deguchi, et al. 2016; Seike, et al. 2016) and lower doses such as 250mg for ceftriaxone 

were commonly used. We are not aware of any studies comparing the effectiveness of 

single vs multiple dose strategies of cefixime at different dosing frequencies. In this 

context, our results may provide some guidance for future clinical studies looking at 

multiple dosing strategies.  

In 2019, the UK changed the recommendations in its treatment guidelines from 

dual treatment (1g azithromycin+ 500mg ceftriaxone) to monotreatment with 1g 

ceftriaxone (Fifer H, et al. 2019) due to the low prevalence of ceftriaxone resistance but 

frequent occurrences of high-level azithromycin resistance in the UK (Fifer H, et al. 

2019). Due to similar observations of increasing azithromycin resistance in the US, dual 

treatment (1g azithromycin + 250mg ceftriaxone) has been replaced with monotherapy 

with an increased 500mg dose of ceftriaxone (St. Cyr, et al. 2020).  In 2018, with only 

~0.2% of isolates showing resistance (MIC≥0.125mg/L) to ceftriaxone in the UK (Public 

Health England 2019) and the US (Centers for Disease Control and Prevention 2019b), 

our model suggests this monotreatment strategy will be effective as treatment success for 

MIC of 0.125mg/L is observed in ~97% and 100% of simulations using 500mg and 1g 

doses, respectively.  

The limitations of our modelling approach include simplifying assumptions 

around model structure such as the use of a single threshold to capture both bacteriostatic 

and bactericidal effects, reflecting limited data to inform model parameters and for 

validation of model outputs. To inform the drug-bound PBP threshold (𝑓𝑐) for ceftriaxone 

and cefixime, we use the value reported for ampicillin (𝑓𝑐  = 0.95) in Abel zur Wiesch, et 

al. (2017). Considering the observed differences in PBP binding by different β-lactams 

(Dougherty, et al. 1981), it is possible that the drug-bound PBP thresholds for ceftriaxone 

and cefixime are different. We try to overcome this uncertainty to a certain extent through 
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sampling over the range 0.9-0.99 for 𝑓𝑐 as bacteriostasis and bactericidal effects occur 

when a ‘high’ proportion of PBP are acylated (Williamson and Tomasz 1985) but, there 

is insufficient published data to precisely quantify this threshold for different drugs. When 

estimating the Hill function parameter values, we lacked direct observations on bacterial 

growth measured as a function of the drug-bound PBP fraction and therefore we used data 

from two studies Dougherty, et al. (1981) and Foerster, et al. (2016). Due to this limitation 

the estimation procedure that we have adopted here can introduce uncertainty into 

parameter estimates because of factors such as differences in the experimental settings 

and the differing antibiotics used in the two studies. Due to lack of data we also assume 

the same intracellular drug bound PBP fraction to act on both NG within PMN and 

epithelial cells. However, it is possible that the rates of drug binding to PBP on NG in 

these two environments are different.  

Our decision to assume each bacterium has the same number of bound target 

molecules may have implications for the dichotomous behaviour observed when 

transitioning from infection clearance to non-clearance. With our approach, in situations 

where the drug bound PBP fraction is below the critical threshold (𝑓𝑐), we may initially 

underestimate occupancy of the dormant state. This is because under a distributional 

approach, many bacteria will reach dormancy before the mean time of transition, which 

corresponds to our threshold, However, such an approach would result in further model 

complexity as bacteria require further classification based on the number of bound target 

molecules, with limited data to inform this process.  

Although we only focus on ceftriaxone and cefixime dynamics in this study, we 

expect that the model can be generalised to other β-lactam drugs and potentially to 

represent other antibiotic classes. However, in some cases this would be non-trivial as 

drug classes that features reversible drug-target reactions and drug diffusion across the 
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bacterial cell envelope (Abel zur Wiesch, et al. 2017) might require revisions of the 

model. A more general model might be useful in guiding new drug development, with 

Clarelli, et al. (2020b) using a similar model in the context of E. coli to explain 

experimental findings that quinolones with fast binding to targets are more effective in 

inhibiting bacterial replication.  

6.5 Conclusions 

 

Our mechanistic model capturing threshold behaviour around binding of β-

lactams to PBP resolves discrepancies between simulated and observed treatment 

outcomes in the presence of intracellular replication of NG that were observed in Chapter 

4. The model provides a framework to evaluate treatment effectiveness using ceftriaxone 

and cefixime and with revision this model may offer the potential to more widely explore 

effective treatment options for NG.  
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Chapter 7 

 

Conclusions and future work 
 

Understanding the within-host dynamics of an infection can be useful for various 

purposes including designing treatment guidelines, developing new therapeutic options 

and interventions and managing the spread of infection in the population (Ciupe and 

Heffernan 2017; Jenner, et al. 2020; Vlazaki, et al. 2019). In the context of Neisseria 

gonorrhoeae (NG), our understanding of within-host infection processes is hindered by 

the limitations in experimental studies. In particular, there is poor understanding of the 

drivers of persistence of infection as it is difficult to sustain infection in animal models 

(Arko 1989; Rice, et al. 2017) and experiments using human volunteers (e.g.,(Ramsey, et 

al. 1995; Schmidt, et al. 2000; Schneider, et al. 1996) are limited to the initial stages of 

the infection due to ethical constraints.  

The dynamics of intracellular NG populations (NG within polymorphonuclear 

neutrophils (PMN) and epithelial cells) and their role in sustaining infections are not well 

understood from published experimental studies (Theuretzbacher, et al. 2020). While in 

vitro cell culture models are used to understand NG replication and survival mechanisms 

within distinct host cells  (Rest, et al. 1982; Shaw and Falkow 1988), they do not capture 

the simultaneous interactions between bacteria, PMN and epithelial cells that occur in 

vivo. In addition, to my knowledge these cell culture models have not been used to study 

the differential effects of antibiotics on extracellular (unattached and attached NG to 

epithelial cells) and intracellular NG. 

In this regard, mathematical models are useful as they can encapsulate evidence 

from a variety of sources and experimental studies and provide a means to quantitatively 
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describe within-host phenomena currently unexplored in experimental studies. The initial 

objective of this thesis was to link within-host processes with population-level antibiotic 

resistance patterns but, due to the limited prior work on within-host dynamics in the 

context of NG, I had to deviate from this initial research path. This led me to first focus 

on modelling the within-host dynamics and antibiotic treatment effects of male urethral 

NG infection.  

My attempt to mathematically model the within-host NG infection dynamics is a 

novel contribution to an area of study that has not been previously extensively studied. 

By collating information from various in vitro and in vivo experimental studies I have 

developed new mechanistic models of within-host NG infection that include relevant 

features of antibiotic treatment and attempt to align the simulated outcomes with 

antibiotic-treated and untreated infection. The main findings in this thesis suggest the 

importance of intracellular NG in prolonging the natural infection and in determining the 

effectiveness of antibiotic treatment regimens. These findings in some way contribute to 

filling the knowledge gap on the understanding of the long-term infection and 

intracellular NG dynamics that is difficult to be fulfilled using existing experimental 

methods. Using this modelling framework, I further simulate the effectiveness of different 

treatment regimens and identify the requirements of pharmacokinetic/pharmacodynamic 

(PK/PD) characteristics of drugs to attain successful infection clearance that can be useful 

when guiding the design of clinical trials.  

As discussed in Chapter 2, there is very limited data describing the role of 

intracellular NG during infection or within-host infection beyond the first 5-7 days of 

infection. In an attempt to address this gap in understanding and to achieve the research 

aims outlined in Chapter 1 (Introduction), I first develop a novel within-host 

mathematical model that describes the dynamics of untreated urethral NG infection in 
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men (Chapter 3). This model captures NG interactions with epithelial cells and PMN, 

informed by in vivo and in vitro studies. Here, the focus is on male urethral infection as 

there are very limited data for infection at other anatomical sites (as described in Chapter 

2, Section 2.2). The natural infection model is then used as a framework to study treatment 

effects. In subsequent chapters, the treatment effects of antibiotics that are currently in 

use, as well as potential new treatment options, are explored by including the relevant 

extracellular and intracellular PK/PD drug interactions and mechanisms of drug binding 

(for ceftriaxone and cefixime) to targets on NG.  

Using the model developed in Chapter 3 (Modelling the in-host dynamics 

of Neisseria gonorrhoeae infection), I find that infection is prolonged by the intracellular 

NG populations, with ~80% of the total NG population internalised from day 5 onwards, 

consistent with the limited observations in urethral exudates described by Veale, et al. 

(1979). The importance of PMN in determining simulated NG infection dynamics is 

further established through the multivariate sensitivity analysis, the results of which 

suggest that parameters relating to PMN engulfment of NG and NG occupancy of PMN 

are most influential in terms of infection clearance time. I was also able to adapt the model 

to successfully describe mouse model data (Jerse 1999) through use of modified 

parameters for key variables associated with NG internalisation. This aligns with the 

known absence in mice of human host-specific internalisation and survival mechanisms 

used by NG (Edwards, et al. 2016; Jerse, et al. 2011; Sadarangani, et al. 2011).  

In Chapter 4 (Modelling treatment effects for gonorrhoea), I extend the natural 

infection model developed in Chapter 3 to include antibiotic treatment with the main 

current treatments (ceftriaxone, cefixime, azithromycin) and two potential alternative 

treatment options (gepotidacin and gentamicin). Extracellular dynamics of NG under 

treatment are matched to in vitro time-kill studies (Farrell, et al. 2017; Foerster, et al. 
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2016), while simulated extracellular drug concentration profiles were designed to match 

observed plasma drug concentration measurements for ceftriaxone (Patel, et al. 1982; 

Scully, et al. 1984), cefixime (Brittain, et al. 1985; Faulkner, et al. 1988) and gepotidacin 

(Taylor, et al. 2018b) in the respective studies. For the two drugs that are modelled as 

two-compartment PK models, the simulated ratios of intracellular to extracellular drug 

concentration for azithromycin (Foulds and Johnson 1993) and gentamicin (Tulkens and 

Trouet 1974; Tulkens and Trouet 1978; Tulkens 1990) also align with the limited 

observations available in these respective studies. 

In Chapter 4, I generate a ‘model-derived susceptibility breakpoint’ for each drug 

representing the largest MIC (Hill function parameter) resulting in successful infection 

clearance. The simulations suggest that if intracellular NG states are included, there are 

major reductions in these breakpoints. This suggests the importance of intracellular states 

in clearance behaviour but I have not been able to identify relevant data to compare this 

prediction against. However, I note that at MIC values that are categorised as susceptible 

according to the empirical susceptibility breakpoints, clinical treatment failures for NG 

infection have been reported for azithromycin (Tapsall, et al. 1998) and gentamicin (Ross, 

et al. 2019) at MIC of 0.125 – 0.25mg/L and 4mg/L, respectively.  

The model developed in Chapter 4 successfully reproduces empirical breakpoints 

for gepotidacin, gentamicin and azithromycin, but did not succeed in this regard for 

ceftriaxone and cefixime. Therefore, the model developed in Chapter 4 is further used in 

Chapter 5 to evaluate treatment effectiveness of a monotreatment (gepotidacin) and dual 

treatment regimen (gentamicin + azithromycin) while treatment effects using these two 

β-lactams are addressed in a revised model in Chapter 6.  
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In Chapter 5 (Effectiveness of different treatment regimens for gonorrhoea), 

simulations of clearance behaviour using single dose gepotidacin regimens align with 

reported treatment success rates in clinical for NG strains with MIC ≤0.5mg/L 

(Scangarella-Oman, et al. 2018; Taylor, et al. 2018b). Simulation results for dual therapy 

with gentamicin and azithromycin are broadly consistent with clinical observations 

(Kirkcaldy, et al. 2014; Ross, et al. 2019) but direct comparison by MIC strata are not 

possible. I find that a cut-off of 150h for the intracellular PK index, the ratio of area under 

the curve to MIC clearly discriminate between treatment success and failure using 

gepotidacin but no extracellular PK indices show this dichotomous behaviour. In the 

additional analysis presented in Chapter 5, I find that at increasing values of the MIC, the 

dual treatment regimen of gentamicin + azithromycin exhibits improved treatment 

effectiveness compared with the gepotidacin or gentamicin monotreatment options. This 

is because, under the assumption of Loewe additivity, the effects of both drugs are 

combined to effectively yield a single drug of higher antibacterial effectiveness (Dini, et 

al. 2018; Loewe 1928).  

In Chapter 6 (Evaluation of ceftriaxone and cefixime treatment strategies using a 

model that incorporates drug-target binding), I revise the treatment model for ceftriaxone 

and cefixime to capture threshold effects for bacteriostatic and bactericidal effects 

associated with the drug-target binding dynamics observed in experimental studies 

(Williamson and Tomasz 1985). This model extends on the work by Abel zur Wiesch, et 

al. (2015) to explain V. cholerae and E. coli dynamics. This revised model allows a rapid 

transition of NG to a dormant, non-replicating state, where bactericidal effects are 

applied. As shown in the chapter this leads to substantially more rapid clearance of 

simulated bacteria despite maintaining similar concentration and killing profiles to the 

model used in Chapter 4.  
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Using this revised model for ceftriaxone and cefixime I am able to reproduce 

clinically observed behaviour while maintaining realistic parameter values. Consistent 

with the findings in Chapters 4 and 5, I find that insufficient killing of intracellular 

bacterial populations is the key determinant of treatment failure. Similar to the Chapter 5 

findings using multiple doses of gepotidacin, gentamicin and azithromycin, here also 

multiple dose regimens of cefixime do not add any substantial benefit over a single dose 

regimen with a fixed total dose amount.  

A common theme in these results is the apparent importance of intracellular NG 

in prolonging infection and determining the effectiveness of treatment regimens. The link 

between intracellular NG and prolonged infection established in Chapter 3, is broadly 

consistent with the observations from in vitro studies which suggest that PMN provide a 

reservoir for NG replication while evading the host immune responses (Criss and Seifert 

2012; Quillin and Seifert 2018). In Chapters 4-6, a common feature of simulations is that 

antibiotic treatment failure is associated with failure to successfully clear intracellular 

NG. I also find that extracellular PK indices alone could not differentiate treatment 

success and failure. If additional data on antibiotic mediated killing of intracellular NG 

become available through future experimental studies (e.g., in vitro time-kill 

experiments), analogous for example to the study by Barcia-Macay, et al. (2006) that 

analysed drug mediated killing of extracellular and intracellular S. aureus, some of my 

findings on the rates of intracellular NG killing by antibiotics could then be compared 

with experimental data. Although such experimental studies on antibiotic activity against 

other intracellular pathogens can be a useful guide it is important to note that the 

magnitude of intracellular bacteriostatic/bactericidal effects depends on both the 

pathogen and the drug. 
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Throughout the thesis, I adopt a deterministic modelling framework rather than a 

stochastic one for modelling within-host NG infection. I make this decision primarily 

because for large population sizes the results from a stochastic model will generally 

converge with those derived from a deterministic model (Kurtz 1970; Kurtz 1972). In this 

thesis, as the NG loads peak at 106 - 108 bacteria and the number of drug molecules ~ 

1015, a deterministic model is appropriate. Furthermore, deterministic models are more 

tractable for analysis and computationally more efficient. 

In the modelling work carried out in this thesis (Chapters 3- 6) several decisions 

around the model formulation are determined by the quantity and quality of the data and 

evidence available in the literature. For example, as discussed in Chapter 1, I only 

consider symptomatic male urethral NG infection, a decision driven by the lack of 

experimental studies on infection at other anatomical sites that investigate the dynamical 

changes of the bacterial load over time. Several simplifying assumptions are also made 

in regard to the way in which the immune response is modelled. For example, I only 

consider the PMN response which is considered to be the primary immune response 

triggered  against NG infection (Unemo, et al. 2019). The possible contributions from 

macrophages or adaptive immune response are not considered due to the lack of strong 

evidence or extensive experimentation to assess the role of these immune components in 

describing infection dynamics. 

A common limitation of the modelling approaches applied in this thesis is the use 

of dichotomous thresholds for defining resolution of infection in Chapters 3-6 and the 

drug-bound PBP threshold for shifting to bacteriostatic and bactericidal effects in Chapter 

6. For example, as is observed in Chapter 5, Section 5.3.1.2, the use of strict thresholds 

in my definition of infection clearance leads to almost identical model trajectories being 

identified as having opposite treatment outcomes, i.e., successful versus unsuccessful 
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clearance. Here, a stochastic implementation of the model such as a continuous time 

Markov chain with discrete-valued outcome variables may better be suited to handle this 

uncertainty using stochastic extinction as the direct measure.  

Wherever possible I attempt to validate simulated treatment effectiveness and 

infection clearance times by comparison with clinical observations. However, published 

data are limited, especially in regard to multiple dose regimens which made it impossible 

to validate the simulated treatment outcomes. In clinical trials of dual treatment regimens, 

it would be beneficial to report MIC values for both drugs relating to a particular isolate, 

as this would be informative as to whether treatment failure is related to resistance to just 

one drug or both involved. For example, in the clinical trial on dual treatment with 

gentamicin and azithromycin (Cole, et al. 2019) it is not clear what the value of MIC for 

azithromycin is in the samples with treatment failure that have MIC for gentamicin of 

4mg/L. In clinical trials, it is also difficult to precisely determine the time taken for 

infection clearance as these studies only perform a test of cure at a selected time 

(Kirkcaldy, et al. 2014; Ross, et al. 2019) which lacks kinetic information and therefore 

cannot be directly comparable with.  

My work can be extended to describe infection at other anatomical sites such as 

pharyngeal or rectal infection. However, the model will require substantial modification 

to capture anatomical site-specific differences such as differential drug penetration and 

accumulation in different sites (Kong, et al. 2017), and NG interaction with other 

Neisseria species (Weyand 2017). As described in Chapter 2, Section 2.2, a major 

challenge in adapting the model to describe other anatomical sites would be the lack of 

data to describe the dynamical changes in bacterial load over time at non-urethral sites. 

In Chapters 4 and 6, when considering decreased susceptibility/resistance, 

resistant bacterial populations are not explicitly modelled. To the best of my knowledge, 
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Mao and Lu (2016) is the only study that considers a specific mechanism for NG 

resistance (horizontal gene transfer by natural transformation) in a within-host model. 

However, this model does not consider the infection process in detail as it lacks NG 

interactions with different host cells. When considering rare events such as the probability 

of within-host emergence of resistance with de-novo mutations, a stochastic model 

similar to that used in the work by Colijn, et al. (2011) on tuberculosis would be more 

appropriate. Here, the authors use a stochastic birth-death process to model the probability 

of within-host emergence of drug resistance in M. tuberculosis (Mtb). 

A framework similar to Colijn, et al. (2011) could be used to extend the base 

model in Chapter 3 for modelling the within-host emergence of NG drug resistance, but 

the differences between the underlying mechanisms that confer resistance in the two 

bacteria Mtb and NG need to be considered. Horizontal transfer of resistant genes has not 

been reported in Mtb and the primary mode of acquiring drug resistance is through 

chromosomal mutation (Singh, et al. 2020; Smith, et al. 2013). In contrast, there are many 

ways that NG can acquire resistance including point mutations, uptake of exogenous 

DNA from commensal Neisseria species and plasmid conferred resistance (Unemo and 

Shafer 2014).  

A within-host model to capture NG resistance may provide the opportunity to 

evaluate the probability of the emergence of resistance with dual treatment combinations, 

especially for combinations where the drugs used have the same mechanisms of action 

(e.g., gentamicin and azithromycin). Here, in vitro time-kill data that measure NG growth 

in the presence of both drugs are useful to determine differences in the drug mediated 

bacterial killing effects of sensitive and resistant strains  

Generally, within-host and population-level dynamics are interrelated as, for 

example, an individual’s susceptibility to infection can depend on immune memory and 
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the probability of transmission can be dependent on the individual’s bacterial load 

(Grassly and Fraser 2008). In this case, my existing model can be used to capture within-

host infection and bacterial load, with this potentially linked with infectiousness of 

individuals in a population-level model such as in Craig, et al. (2015). These kinds of 

models allow for consideration of how within-host resistance processes interact with 

population surveillance and control. A key question for NG control is how to sustain the 

use of ceftriaxone as effective therapy, and whether there are more effective approaches 

than population level switching of drugs when resistance to 1st-line therapy exceeds 5% 

(Moran and Levine 1995; World Health Organization 2012). There are several theoretical 

studies not specific to NG infection that integrate within-host and population-level scales 

to assess the optimal dosing regimens to reduce the emergence and spread of drug 

resistance in the population (e.g.,(Colijn and Cohen 2015; Davies, et al. 2019; Legros and 

Bonhoeffer 2016). For example, the theoretical study by Colijn and Cohen (2015) indicate 

that determination of whether the use of high or low dose treatment regimens will 

minimise the emergence of resistance depends on the within-host competition between 

drug-susceptible and drug-resistant strains.  

Another possible future direction in which my work can be extended is to model 

vaccine effects. In a large retrospective case-control study that assessed the efficacy of an 

outer membrane meningococcal B vaccine (MeNZB) among people aged 15-30 years in 

New Zealand, 31% effectiveness against gonorrhoea was estimated (Petousis-Harris, et 

al. 2017). While the MeNZB vaccine was developed in response to a clonal 

meningococcal B epidemic, more recently the broadly protective meningococcal B 

vaccine Bexsero (GSK Inc.) has been developed. Epidemiological models have also 

shown that even a partially protective vaccine has the potential to substantially reduce 
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gonorrhoea prevalence (Craig, et al. 2015) even in high-risk populations such as men who 

have sex with men (Whittles, et al. 2020).   

With a partially effective vaccine, it may be important to assess how a stimulated 

immune response affects bacterial growth, prevents symptoms or reduces infection 

duration. These aspects can be studied using a within-host vaccine model, based on the 

infection model developed in Chapter 3, but with added features to capture immune 

response stimulation. Here, the adaptive immune response would need to be captured 

specifically, and potentially some additional changes to the way the innate response 

through PMN is captured would need to be made. As human clinical trials of gonococcal 

vaccines are not yet completed, characteristics such as efficacy, duration of protective 

immunity and differences in efficacy by anatomical site remain unknown (Gottlieb, et al. 

2020). The use of within-host models to simulate the effects of potential vaccines may be 

an interim way forward, with the potential to inform the design of clinical trials.  

Understanding of the within-host NG infection dynamics is strongly limited by 

the paucity of current data and here I summarise several urgent data needs. From the 

sensitivity analysis conducted in Chapter 3, the rates of NG internalisation were identified 

as important variables in explaining infection duration. However, there is lack of data to 

inform the dynamical changes of the proportions of extracellular and intracellular NG 

which would be useful in validating the simulated cellular NG proportions and assist in 

better understanding the long-term time-course of natural infection dynamics. 

Throughout Chapters 4-6, parameters defining intracellular drug accumulation are 

identified as important in achieving treatment success. However, data on intracellular 

drug accumulation and penetration and intracellular antibiotic-mediated killing effects is 

lacking in the context of NG.  Such intracellular PK/PD data would be further useful when 

optimising dosing regimens and determining effective drug combinations. When 
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measuring antibiotic mediated killing of intracellular NG, in vitro time-kill experiments 

such as conducted for S. aureus (e.g.,(Barcia-Macay, et al. 2006) would be useful. In 

Chapters 5 and 6, I simulated the effectiveness of different multiple dosing regimens 

using gepotidacin, cefixime, azithromycin and gentamicin. However, for validation of 

simulated treatment success rates, it would be useful for clinical trial results on multiple 

dosing regimens to be disaggregated by strain MIC. This would be a useful consideration 

during the proposed phase 3 clinical trial (ClinicalTrials.gov Identifier: NCT04010539) 

testing a two-dose regimen of gepotidacin (3000mg ×2).  Finally, when estimating the 

drug bound PBP thresholds to separate bacteriostatic from bactericidal effects, I lacked 

data directly linking NG growth to drug-bound PBP fractions. Availability of such data 

would enable more realistic representation of this transition behaviour within the model 

used in Chapter 6.   

In summary, the main contribution of this thesis is to explore the influence of 

intracellular NG populations in describing within-host NG dynamics and relate 

intracellular antibiotic killing and PK/PD effects to clinical and experimental measures 

of treatment success. I hope these findings will promote future experimentation in this 

field on, for example, intracellular bacterial killing effects through immune response, the 

evaluation of intracellular PK/PD effects through the means of in vitro time-kill studies 

and reporting on the effectiveness of multiple dose regimens. The findings of this thesis 

may also have translational benefits in terms of potentially identifying characteristics of 

effective antibiotics and treatment regimens for NG. 
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Appendix A 

Supplementary material pertaining to 

Chapter 3 
 

A.1 Parameter estimation  

 

A.1.1 Replication rate of 𝑩𝒔 (𝒓𝟑) 

 

In the in vitro study of Simons, et al. (2005), NG survival within PMN and their 

replication was measured. It was seen that the number of intracellular NG increased from 

83.12 ± 12.15% viable at 1 hour to 495.8 ± 47.74 % viable at 6 hours. Therefore, the 

replication rate of NG in 𝐵𝑠 was estimated to be around 0.308-0.408 per hour.  

A.1.2 Parameter estimation through model fitting 

 

In order to estimate the model parameters, the model was fitted to in vitro data. 

Data from the in vitro studies of Gubish, et al. (1979), Rest, et al. (1982) and Shaw and 

Falkow (1988) were extracted using the WebPlotDigitizer tool (Rohatgi 2018). 

A.1.2.1 Bacterial attachment rate to epithelial cells (𝑎1) and maximal NG attachment 

capacity of an epithelial cell (𝑎2) 

In the in vitro study by Gubish, et al. (1979) NG attachment to HeLa cells was 

measured over a period of 4 hours using various initial bacterium to cell ratios. In fitting 

to these data, a bacterium to cell ratio of 10:1 was used, as it was observed that this ratio 

yielded the most efficient binding. At higher ratios, saturation occurred and attachment 

was inhibited. The study had measured attachment on two NG types, piliated and non-

piliated. A function of the form  𝑎2(1 − 𝑒−𝑎1𝑡) was fitted to both these NG types in 

Gubish, et al. (1979) to estimate 𝑎1 and 𝑎2. The piliated NG type resulted in estimates of 
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0.34 ℎ𝑜𝑢𝑟−1 and 12 bacteria for 𝑎1 and 𝑎2 respectively, while the non piliated NG type 

resulted in estimates of 0.31 ℎ𝑜𝑢𝑟−1 and 6 bacteria for 𝑎1 and 𝑎2 respectively. 

A.1.2.2 Replication rate of 𝐵𝑖 (𝑟2) and rate of internalization (η) 

 

In order to estimate 𝑟2 and η, data from the study by Shaw and Falkow (1988) 

were used where the number of NG that survived gentamicin exposure was measured 

over 12 hours. However, for the first 6 hours of the experiment, gentamicin was not 

effective in killing attached NG due to some form of protection offered by the type of 

epithelial cell that was used. It was also observed that NG was not internalized during this 

period. Therefore, our model was fitted to NG that survived gentamicin exposure over a 

6-12 hour time period as earlier time points included NG that were attached but not killed 

through gentamicin. Since gentamicin kills unattached and attached NG after 6 hours and 

the antibiotic was introduced every 2 hours, replication of unattached NG (𝑟1) was 

omitted from the fitting process. Furthermore, as exit of NG from epithelial cells was not 

measured and PMN were not involved in the experiment, those processes were not 

considered in the fitting.  

Assuming that NG that have survived gentamicin exposure at the 6-hour time 

point reflect only attached NG (𝐵𝑎), the following equations were fitted to estimate 𝑟2 and 

η. 

d𝐵𝑎

dt
=  − 𝜂 𝐵𝑎 

d𝐵𝑖

dt
= (𝜂 𝐵𝑎 + 𝑟2 𝐵𝑖) (1 −  

𝐵𝑖

𝑘1 𝑎2
)      

Credible intervals around these point estimates were also obtained as discussed in 

more detail in Appendix A, Section A.2.2. 
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A.1.2.3 Bacteria engulfment rate (d), proportion of NG surviving within PMN (p) and 

ratio dependent constant (c) based on in vitro data 

 

Data from the in vitro study by Rest, et al. (1982) on PMN phagocytosis of non 

piliated Opa expressing NG in the absence of serum, measured over a period of 135 

minutes were used to obtain estimates of the bacterial engulfment rate (d), the proportion 

of NG surviving within PMN (p) and the ratio-dependent constant (c). In this experiment, 

epithelial cells were not involved and therefore when fitting the model to these data, the 

contribution of attached bacteria and internalized NG were not taken into consideration. 

Also, as the experiment was only conducted over a period of 135 minutes and the lifespan 

of PMN during gonococcal infection (𝑑3) is about 24 hours (Simons, et al. 2005), the 

PMN count was assumed to remain constant in the fitting process. This short duration 

also suggest that NG would not exit from PMN during the experiment. We further 

simplified the fitted model by noting that bacterial growth in this in vitro setting would 

not be limited by capacity constraints over this timeframe. Based on these assumptions, 

a simplified sub-model described by the following equations was fitted to the data 

reported in the study by Rest, et al. (1982): 

d𝐵

dt
= 𝑟1 𝐵 − 𝑑

𝐵 𝑁

𝑐 𝑁 + 𝐵
 

d𝐵𝑠

dt
= (𝑝 𝑑

𝐵 𝑁

𝑐 𝑁 + 𝐵
 +  𝑟3 𝐵𝑠) (1 −

𝐵𝑠

𝑁 𝑘2
) 

Credible intervals around these point estimates were also obtained as discussed in 

more detail in Appendix A, Section A.2.2. 

 



186 

 

A.1.2.4 Model fitting to estimate bacteria engulfment rate (d), proportion of NG surviving 

within PMN (p), ratio dependent constant (c) and estimation of the PMN activation rate 

(µ) and replication rate of non-internalized bacteria (𝑟1). 

 

Data for the fitting procedure to estimate d, c, p, µ and 𝑟1 were generated based 

on the known qualitative features of the time-course of infection that are described in the 

Chapter 3 section ‘Qualitative features of the time-course of infection’. 1000 data 

samples, each consisting of five generated data points (denoted as (Xi, Yi), i=1, 2…5 

below) were created. Total NG load obtained from the full five-state human infection 

model was fitted to these five data points in each sample to estimate the parameters d, c, 

p, µ and 𝑟1 using the MATLAB (MathWorks, Natick, MA) optimisation function 

‘fmincon’.  

The five data points for each sample was generated as follows. The initial NG 

load at time 0 and the NG load at infection clearance (at 75 days) were held fixed at 1000 

bacteria (Schmidt, et al. 2001; Schneider, et al. 1996) and 10 bacteria (Schneider, et al. 

1995), respectively. The other three NG load data points based on plateau level and peak 

NG load and their respective time points were randomly generated from a uniform 

distribution. Based on the plateau level in bacterial load observed in the time-course of 

infection during days 1-2, we generated uniformly distributed pairs (X2 ~ Uniform (1, 2) 

days, Y2 ~ Uniform (106, 5×106) bacteria). Observations of the peak load suggest this 

occurs between day 2 and 5, and we generated corresponding simulated pairs (X3 ~ 

Uniform (2, 5) days, Y3 ~ Uniform (Y2, 107) bacteria). The NG load Y2 was also used as 

the total NG load at the later time point X4 ~ Uniform (5, 7) days. 

Estimates for the parameters d, c, p, µ and 𝑟1 were produced by fitting the human 

infection model to the data described above using the ‘fmincon’ function in MATLAB 
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(MathWorks, Natick, MA). Model initial conditions were as in Chapter 3, Table 3.1, with 

all other parameters values fixed at the point estimates shown in Chapter 3, Table 3.2. 

Fitting involved minimising the objective function 

∑(log (X𝑖)  −  log (X�̂�))2

5

𝑖=1

 

where, 𝑋𝑖 represents the simulated bacterial load data at time 𝑌𝑖 of a particular 

data sample and, 𝑋�̂� represents the total bacterial load (B + 𝐵𝑎 + 𝐵𝑖 + 𝐵𝑠) at time 𝑌𝑖 

predicted from the human infection model. In the objective function, the logarithmic 

differences between the data and the fitted values were used to account for large order of 

magnitude variations in the NG data (101-107). Across the 1000 fits, the median SSE 1.29 

(95% range 0.009 – 4.45). Three example fits are shown in Fig. A.1. The medians of the 

ranges for each parameter across the 1000 fits were used as the respective point estimate 

of d, c, p, µ and 𝑟1 (shown in Chapter 3, Table 3.2). The distributions of parameter 

estimates are shown in Fig. A.2.  
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Figure A.1: Three instances of the model fits to three simulated data samples. Scatter 

points indicate the generated data on bacterial load at respective time points and 

the lines indicate the total bacterial load obtained from the human infection 

model using the estimated parameter values of d, c, p, µ and 𝑟1 obtained for each 

data sample.  

 

 

Figure A.2: Distribution of the estimated parameter values obtained by fitting to the 1000 

simulated data samples. (a) Distribution of the parameter estimates of d, c, p and 

𝑟1. (b) Distribution of the parameter estimates for µ. 

A.2 Sensitivity Analysis 

 

A.2.1 Multivariate sensitivity analysis 

 

We analysed the samples that met the outcome criteria (described in the 

Section ‘Multivariate sensitivity analysis’ in Chapter 3) of the 100,000 initial Latin 

Hypercube (LHS) samples that were generated using the parameter ranges in Chapter3, 
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Table 3.2. When these retained samples were analysed in pairs to identify any associations 

between them, the only strong correlation that was observed was between the two 

parameters d and c. This was analysed both visually using scatter plots (Fig. A.3) and 

using Spearman’s correlation coefficient (ρ = 0.71). When a regression line of the form d 

~ b × c + a was fitted, the estimated slope with 95% confidence bounds was b = 0.321 

(0.310, 0.331) and the intercept with 95% confidence bounds was a = 1.262 (1.224, 1.3). 

This relationship between d and c was used to re-run the multivariate sensitivity analysis 

with the distribution of d being determined with expanded three-fold ranges for b and a 

given by b ϵ (0.207, 0.497) and a ϵ (0.816, 1.95). The other parameters were varied in the 

ranges given in Chapter 3, Table 3.2. In this second run, from 100,000 LHS samples, 

5.4% of the samples met the outcome criteria. In 60.49% of samples, infection cleared 

but did not meet those outcome criteria and the remainder (34.11 %) resulted in persistent 

infection. Out of those 5.4% of the samples that met the stricter outcome criteria there 

were 442 samples that met the stricter clearance criteria of 2-6 months, which were 

compared with the main sensitivity analysis results.  
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Figure A.3: Relationship between the two parmeters d and c obtained from the samples 

that met the outcome criteria of the LHS parameter sets that were generated 

using the parameter ranges as described in Chapter 3, Table 3.2 (the range of d 

was in this instance varied from 1.295 – 5.178). A regression line is fitted of the 

form d~ b × c + a. Estimated d and c values by fitting the sub-model to the data 

in the in vitro study Rest, et al. (1982) are also shown in red. 

A.2.1.2 Human infection model results based on simulations from LHS samples 

The distribution of the outcome variables (peak time, peak NG load and infection 

duration) are shown in Fig. A.4 for all the LHS samples that met the features with an 

infection duration of 1-3 months and with a duration of 2-6 months. The infection duration 

of the samples that met the features is highly concentrated around 30 - 45 days.   
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Figure A.4: Distibution of the outcomes of the samples that met the features. (a) – (c) 

represent the infection duration, peak time and peak NG load respectively of all 

the samples that met the features. (d) – (f) represent the infection duration, peak 

time and peak NG load respectively of the samples that met the features with 

infection duration of 2-6 months. 

 

Using partial rank correlation coefficients (PRCC), we analysed the importance of 

each parameter's uncertainty in contributing to the variability of the model outcomes (Fig. 

A.5). Analysis was carried out using all the samples that met the features with an infection 

duration of 1-6 months.  
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Figure A.5: Tornado plots of partial rank correlation coefficients, indicating the 

importance of each parameter's uncertainty in contributing to the variability in 

the model outcomes; (a) Peak time, (b) peak load and (c) infection duration. 

Results are based on the LHS samples that met the outcome criteria. 

 

The percentage of NG in each state for all the samples that met the features with a 

clearance time from 1-6 months and 2-6 months is shown in Fig. A.6. In these LHS 

samples, the percentage of cells surviving within PMN (Bs) was substantially higher than 
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what was obtained using the point estimate parameter values in Chapter 3, Table 3.2 (cell 

percentages using the point estimates are shown in Chapter 3, Fig. 3.4).  

 

 

Figure A.6: Proportion of NG in each of the states over time during the first 60 days 

summarised across the LHS samples that met the features and had an infection 

duration of 1-3 months (a)-(c) and (d)-(f) an infection duration of 2-6 months. 

The median of the cell percentages, the interquartile range and the range in which 

95% of the cell proportions fell is shown. (a) The proportion of NG at 

extracellular state (B+𝐵𝑎). (b) Proportion of NG internalised within epithelial 

cells (𝐵𝑖). (c) Proportion of NG that survive within PMN (𝐵𝑠). (d) - (f) represents 

the same cell states as (a)-(c) for the infection duration of 2-6 months.  
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A.2.2 In vitro credible intervals around point estimates 

 

A.2.2.1 In vitro credible intervals around replication rate of 𝐵𝑖 (𝑟2) and rate of 

internalization (η) 

In order to determine approximate credible intervals around the point estimates of 

𝑟2 and η obtained using the method described in Appendix A, Section A.1.2.2, we varied 

the urethral carrying capacity (𝑘1) and maximal NG attachment capacity of an epithelial 

cell (𝑎2) in the ranges 5 × 106 – 2 × 107 (four-fold range around the point estimate) and 

6-12 (as described in Appendix A, Section A.1.2.1), respectively, and generated 1000 

LHS samples. Then the sub-model in Section A.1.2.2 was fitted to these generated 

samples. The resultant 95% credible intervals around the point estimates for 𝑟2 and η are 

summarised in Table A.1. 

Table A.1: Point estimates and 95% in vitro credible intervals for 𝑟2 and η  

 

A.2.2.2 In vitro credible intervals around Bacteria engulfment rate (d), proportion of NG 

surviving within PMN (p) and ratio dependent constant (c) 

In order to obtain credible intervals around our point estimates for d, c and p, we 

first looked for relevant measures in the experimental study Rest, et al. (1982) but none 

were provided. Instead, we varied the parameters that were held fixed during the 

estimation procedure described in Appendix A, Section A.1.2.3. These fixed parameters 

were varied in the ranges of: 𝑟1 𝜖 (0.13 −  0.53) (Craig, et al. 2015), using the 

experimental studies by Schmidt, et al. (2001) and Schneider, et al. (1996)), 𝑟3 𝜖 (0.3 – 

Parameter Point estimate  95% in vitro credible interval 

𝑟2 0.533 ℎ𝑜𝑢𝑟−1 0.51 - 0.65 ℎ𝑜𝑢𝑟−1 

η 0.28 ℎ𝑜𝑢𝑟−1 0.27- 0.36 ℎ𝑜𝑢𝑟−1 
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0.4) (Variation of measured values in Simons, et al. (2005)) and 𝑘2 𝜖 (4 − 16) (four fold 

range from the point estimate). We then generated 1000 LHS samples from these ranges 

and re-estimated the d, p and c values for each sample parameter set. The resultant 95% 

credible intervals around the point estimates for d, c and p are summarised in Table A.2. 

 Table A.2: Point estimates, in vitro credible intervals for d, c and p compared to estimated 

values by fitting the full model to generated data based on the time course of 

infection. 

 

A.2.3 Expanded sensitivity analysis around in vitro estimates on epithelial 

internalisation  

Since the in vitro study by Rest, et al. (1982) is carried out in the absence of epithelial 

cells, it is possible that the in vitro estimates of d, c, and p values are correct but are 

compensated by changes in internalisation parameters relating to epithelial cells. To 

check whether modified internalisation parameters could prolong infection while using 

in vitro estimates of d, p and c values, we first generated 100, 000 LHS samples with d, 

p and c being varied at the credible intervals found in Appendix A, Section A.2.2. The 

replication rate of internalised NG (𝑟2), rate of internalization (η) and exit rate of 

internalised NG (e) were varied over wider ranges (𝑟2 ϵ (0.03 – 1.2), η ϵ (0.1–1), e ϵ (0.04 

– 1.3)) to look for potential solutions with longer internalisation. Other parameter values 

Parameter Value estimated 

from least squares 

fit  

Estimated 95% 

credible interval 

around the in vitro fit 

Estimates by fitting the full 

model to generated data based 

on time course of infection 

d 2.783 1.94 – 2.93 2.586 

c 0.821 0.61– 0.87 3.135 

p 0.025 0.02 – 0.03 0.25 
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were held at the base level in Chapter 3, Table 3.2. The model was run for these generated 

parameter samples and the parameter sets that met the outcome criteria were retained. 

Although we were able to identify solutions with longer internalisation times that 

met the outcome criteria while retaining in vitro estimates of d, c and p, these parameter 

sets did not compare well to the other in vitro data that we had used to inform our 

estimates of 𝑟2, e and η. These data from Shaw and Falkow (1988) in particular suggest 

an 𝑟2 estimate that is much higher than is consistent with longer internalisation times  (Fig. 

A.7). We note that this higher growth rate is also more consistent with reported doubling 

times for NG from other in vitro studies (e.g., Foerster, et al. (2016) reported a NG 

doubling time of 54 minutes, which corresponds to a replication rate of 0. 77 ℎ𝑜𝑢𝑟−1.  

 

Figure A.7: Comparison of credible intervals for 𝑟2, e and η, calculated from the Shaw 

and Falkow (1988) in vitro data  (point estimate and 95% range) and those 

generated from the in vitro sensitivity analysis described in Appendix A, 

Section A.2.3 ( box plots, with median, interquartile range and 95% credible 
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intervals). (a) The credible intervals for internalised replication rate 𝑟2 (b) 

Credible intervals for internalised proportion η and exit rate e.  

 

Furthermore, these parameter values resulted in a very high proportion of NG 

internalised within epithelial cells (Bi). The Bi population of these samples comprised (out 

of the total NG population): 34 – 55% on day 2, 60 – 82% on day 3 and 68 – 93% on day 

6. These results were substantially higher than what was observed from the in vivo study 

by Veale, et al. (1979) which, based on the urethral exudates from 33 male patients, 

reported the percentage of the Bi population as 15.7 ± 3.1% of the total NG population 

(We have assumed the cell proportion in Veale, et al. (1979) represents early infection in 

the range 2-6 days as this was a human experimental study).  

Therefore, when the in vitro estimates for d, p and c are used in the model with 

longer epithelial internalisation times, we are unable to match other directly observed 

features of NG infection. As such, the manually adjusted values (which are consistent 

with samples for the multivariate sensitivity analysis) were preferred in our base-case to 

meet the desired qualitative features of the time course of infection. 

A.3 Model with PMN delay in activation 

The model in Chapter 3 (described under the Section ‘Model structure and 

formulation’) was changed to include a 3 days delay in PMN recruitment. 

d𝐵

dt
= (1 −

𝐵 + 𝐵𝑎

𝑘1
) (𝑟1 𝐵 + 𝑑3 𝐵𝑠 + 𝑒 𝐵𝑖) − 𝑑

𝐵 𝑁

𝑐 𝑁 + 𝐵
− 𝑑2 𝐵 −  𝑎1 𝐵 (1 −

𝐵𝑎

𝑘1 𝑎2
) 

d𝐵𝑎

dt
= 𝑟1 𝐵𝑎 (1 −

𝐵 + 𝐵𝑎

𝑘1
) +  𝑎1 𝐵 (1 −

𝐵𝑎

𝑘1 𝑎2
) − 𝑑

𝐵𝑎 𝑁

𝑐 𝑁 + 𝐵𝑎
− 𝜂 𝐵𝑎 

d𝐵𝑖

dt
= (1 −

𝐵𝑖

𝑘1 𝑎2
) (𝜂 𝐵𝑎 + 𝑟2 𝐵𝑖) − 𝑒 𝐵𝑖 
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d𝐵𝑠

dt
= (1 −

𝐵𝑠

𝑁 𝑘2
) (𝑝 𝑑

𝐵 𝑁

𝑐 𝑁 + 𝐵
+ 𝑝 𝑑

𝐵𝑎 𝑁

𝑐 𝑁 + 𝐵𝑎
+ 𝑟3 𝐵𝑠) − 𝑑3 𝐵𝑠 

 𝑑𝑁

𝑑𝑡
= {

µ (𝑁𝑚𝑎𝑥 − 𝑁)(𝐵 + 𝐵𝑎) − 𝑑3 𝑁                      ;  𝑖𝑓 𝑡𝑖𝑚𝑒 >  3 𝑑𝑎𝑦𝑠

10−8                                                        ;   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 With this delay term, the qualitatively desired time course of infection can be 

achieved even when the optimal parameters from least squares estimation are used (Fig. 

A.8). With this model the peak NG load of 2.45 × 107 bacteria was reached in 4.17 days 

and the NG load fell below 10 bacteria by 75 days. The initial drop in NG load 

corresponds to the PMN activation.  

 

Figure A.8: Model with time delay in PMN activation. Model parameters took values d 

= 2.783, c = 0.821, p = 0.025 and µ=1.605 × 10-11. The other parameter values 

are the same as in Chapter 3, Table 3.2. The shaded areas represent the peak 

NG load, incubation period and infection duration reported from human 

experimental models and pre-antibiotic era studies. 
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A.4 Comparison of the model NG load with the study by Craig, et al. (2015) 

The functional form that is used to describe the NG load in the study by Craig, et 

al. (2015) is given as:  𝑙(𝑡) =  
𝑘 𝑙0 𝑒

(𝑟𝑒−𝑟ℎ)𝑡

(𝑘−𝑙0)+𝑙0 𝑒𝑟𝑒𝑡
  where, k refers to the peak NG load, 𝑙0 is 

the initial NG load, 𝑟𝑒 =
𝑙𝑛2

𝑡𝑒
 is the replication rate of NG with 𝑡𝑒 referring to the 

doubling time, 𝑟ℎ =
𝑙𝑛2

𝑡ℎ
 is the decay rate with 𝑡ℎ referring to the half-life of NG. The 

NG load derived from this functional form was compared with the NG load of our 

model and the results are shown in Fig. A.9.  

 

 

Figure A.9: The total NG load produced by our model and the functional form in Craig, 

et al. (2015). The parameters used to generate the curve of the study Craig, et 

al. (2015) are the base parameters in that study with 𝑙0  =  1000, 𝑘 = 107, 𝑡𝑒 

= 3.4 and 𝑡ℎ = 6.9 × 24 
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A.5. Fitting to mouse model data 

A.5.1 Mouse parameters 𝒌𝟏 and Nmax 

For mice, Nmax was taken as 8.32 × 106 cells based on a mean PMN count in a 

mouse of approximately 4.1 × 103 per µl (von Vietinghoff & Ley, 2008, O'Connell et al., 

2015) and average blood volume of mL (O'Connell et al., 2015). Carrying capacity (𝑘1) 

was taken as 3 × 106 bacteria based on the surface area of NG and surface area of the 

mouse urethra, which has a diameter of approximately 4 mm and length of 11 mm (Reis 

et al., 2011).   

A.5.2 Fixing the parameters p and η across mice 

In order to analyse which parameters can be kept fixed across mice and also to 

account for the uncertainty associated with extraction of these NG data from the study by 

Jerse (1999), we added Poisson noise to the mouse data and refitted the model many times 

to examine the parameter variation between samples and mice. Specifically, 100 

resampled NG load datasets were generated by using the observed NG data at each time 

point for each mouse as the mean for independently sampled Poisson random variables. 

In the study by Jerse (1999), NG data for mice are presented graphically and exact values 

are not reported. We therefore used the digitising tool WebPlotDigitizer (Rohatgi 2018) 

to extract the numerical values from the graphs and these generated samples allowed us 

to account for the uncertainty associated in data extraction. The model was fitted to these 

generated samples and d, c, µ, p, η, 𝑟3 and 𝑟1 were estimated. The results are summarised 

for each mouse in Fig. A.10, with the parameter p shown to be tightly constrained across 

mice. In addition, while the parameter values of η varied over the range of 2.244 × 10-4 

to 1.033 × 10-6, model fits were not sensitive to the specific value (Fig. A.11). Therefore, 

these two parameters were kept fixed across mice at the median values of p (5.4 × 10-5) 

and η (5 × 10-6 ℎ𝑜𝑢𝑟−1) across the 8 mice when fitting to the original mouse NG data.  
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Figure A.10: Parameter ranges of each mouse when the model is fitted to the generated 

bootstrap samples. The sub plots (a) – (h) corresponds to each mouse from 1-

8.  
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Figure A.11: Changing the parameter values of η over the range of 2.244 × 10-4 to 1.033 

× 10-6 while keeping the other parameter values at the optimal value estimated 

from least square estimation for each mouse. The sub plots (a) – (h) corresponds 

to each mouse from 1-8. The fits do not deviate from the optimal fit as the 

parameter value for η is changed. 

A.5.3 Estimated mouse parameters 

We summarise the fixed parameters and those estimating by fitting to the mouse 

data in Table A.3, for the full human model and each of the reduced sub models (the 4-

state model with Bi  removed, the 3-state model with both Bi and Ba removed and the 2-

state model with Bs removed as well). 
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Table A.3: Estimated and fixed parameters in mouse fitting to various models. 

 

 

The parameter values estimated by fitting the four versions of the model to NG 

data of each individual mouse found in Jerse (1999) are summarised in Table A.4. 

 

Model Number of parameters 

in the model 

Parameters held fixed Estimated 

parameters 

4 state 13 𝑘1, 𝑑2, 𝑑3, p, 𝑁𝑚𝑎𝑥, 𝑎1, 𝑎2 and 

𝑘2 

d, c, µ, 𝑟1 and 𝑟3 

3 state 11 𝑘1, 𝑑2, 𝑑3, p, 𝑁𝑚𝑎𝑥 and 𝑘2 d, c, µ, 𝑟1 and 𝑟3 

2 state 8 𝑘1, 𝑑2, 𝑑3 and 𝑁𝑚𝑎𝑥 d, c, µ and 𝑟1 
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Table A.4: Estimated parameter values from mice data and the sum of squared errors in fitting shown for each version of the fitted model. 

 

mouse model d c µ r1 r3 SSE 

1 Full model 0.000589 0.000389 7.4× 10-8 1.300353 0.122310 1.243  
without Bi 0.000999 0.000783 4.76×10-8 1.141432 0.118238 1.233  
without Bi and Ba 0.000448 0.000647 1.77×10-8 0.126248 0.499961 1.058  
Without Bi, Ba and BS 0.000010 0.000519 9.48× 10-7 0.215005 

 
5.281  

       

2 Full model 0.000011 2.77×10-5 1.12×10-7 0.194523 0.109190 6.190  
without Bi 0.000011 3.13×10-5 4.32×10-8 0.106107 0.106508 6.217  
without Bi and Ba 0.000016 3.14×10-5 2.41×10-8 0.109817 0.106315 6.387  
Without Bi, Ba and BS 0.000010 2.828×10-5 9.86× 10-5 0.345297 

 
11.426  

       

3 Full model 0.000036 6.21×10-5 1.89×10-8 0.146693 0.113997 1.110  
without Bi 0.000155 1.43×10-5 5.66×10-10 0.000100 0.118625 0.781  
without Bi and Ba 0.000140 1.81×10-7 6.22×10-10 0.102697 4.48×10-5 1.727  
Without Bi, Ba and BS 0.000238 1.00×10-3 9.99× 10-7 0.220000 

 
27.068  

       

4 Full model 0.000261 0.000439 5.03×10-10 0.000999 0.053849 0.706  
without Bi 0.000001 1.08×10-6 1.59×10-7 0.000304 0.040650 0.003  
without Bi and Ba 0.000002 1.95×10-7 1.89×10-7 0.039590 0.050262 0.012  
Without Bi, Ba and BS 0.083397 1.65×10-2 9.93× 10-6 4.999848 

 
17.312  

       

5 Full model 1.12 × 10-07 2.86×10-7 3×10-7 2.64×10-5 0.070755 1.060  
without Bi 1 × 10-07 1.61×10-7 3.72×10-7 5.14×10-6 0.060913 0.435  
without Bi and Ba 1.4 × 10-07 3.09×10-7 2.6×10-7 3.52×10-5 0.083613 0.776 
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Without Bi, Ba and BS 0.000100 1.00×10-03 4.19× 10-10 0.001000 

 
5.545  

       

6 Full model 0.000264 4.37×10-4 4.99×10-10 0.000999 0.053489 0.760  
without Bi 0.100000 1×10-5 1.29×10-12 5.39×10-7 0.040671 0.006  
without Bi and Ba 0.000002 1.95×10-7 1.81×10-7 0.039011 0.050262 0.023  
Without Bi, Ba and BS 0.045377 6.52×10-1 9.91× 10-6 0.000999 

 
18.068  

       

7 Full model 0.000125 0.000214 4.93×10-8 0.469333 0.044996 0.118  
without Bi 0.000225 0.000532 1.03×10-8 0.291911 0.049358 0.171  
without Bi and Ba 0.000362 0.000999 3.19×10-9 0.062297 0.210559 0.161  
Without Bi, Ba and BS 0.000392 0.000978 6.63× 10-9 0.295279 

 
0.828  

       

8 Full model 0.000336 0.000758 1.94×10-9 0.190611 0.101992 1.682  
without Bi 0.000390 0.000745 1.09×10-9 0.151754 0.099212 0.922  
without Bi and Ba 0.000076 1×10-5 3.59×10-9 0.108747 0.129983 0.809  
Without Bi, Ba and BS 0.000188 4.438×10-4 2.56× 10-8 0.369283 0.004282 2.172  
       

median Full model 0.000193 0.000302 3.41×10-8 0.168652 0.086373 
 

 
without Bi 0.000190 2.28×10-5 2.67×10-8 0.053205 0.080063 

 

 
without Bi and Ba 0.000046 5.15×10-6 2.09×10-8 0.082497 0.094964 

 

 
Without Bi, Ba and BS 0.000213 9.89× 10-4 9.74× 10-7 0.257640 
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Appendix A2 

Additional details on Chapter 3  
 

A2.1 Further clarifications to figure captions in Chapter 3.  

 

 

Figure 3.1: Schematic illustration of the within-host model of NG infection. The arrows 

indicate transitions between model states: unattached NG (B), attached NG 

(𝐵𝑎), bacteria internalized within epithelial cells (Bi), NG surviving within 

PMN (Bs) and activated PMN (N). Model parameters and their assigned values 

are given in Table 3.2 (𝑑𝑐 =
𝑑𝐵𝑁

𝑐𝑁+𝐵
 refers to the engulfment rate of NG by PMN 

subject to the ratio dependent constant. When N is relatively low, dc → d while 

when N is relatively high dc → 
𝑑

𝑐
 ). Here, (1-p) dc is the rate of NG killing by 

PMN. 
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 Figure 3.3: Model fit to in vitro studies to estimate parameters. (a) The in vitro data on 

NG attachment to HeLa cells by two types of NG (piliated and non-piliated) from 

the study by Gubish, et al. (1979) is shown (on linear scale) with the fitted function 

described in Appendix A, Section A.1.2.1. (b) Data on NG internalization over 

the period of 6-12 hours as observed in the study by Shaw and Falkow (1988) is 

shown with the best fit curve obtained by fitting the sub-model on NG 

internalization to these data (sub-model explained in Appendix A, Section 

A.1.2.2). The optimal fit is shown by the solid line and the credible intervals 

obtained around the in vitro point estimates are shown by the shaded region. (c) 

NG killing by PMN as measured by the study by Rest, et al. (1982). The solid line 

represents the curve obtained from least squares minimization by fitting to the sub 

model explained in Appendix A, Section A.1.2.3, while the dashed line is the 

equivalent curve for the base-case parameters, determined through fitting the full 

model to simulated data based on the qualitative features of the time course of 

infection. The 95% uncertainty intervals around the in vitro point estimates are 

shown by the shaded region.    
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Figure 3.2: Flow diagram summarising the sub-models and data used to estimate the 

human infection model point-estimate parameters, and illustrating how the 

estimates feed into the final model. Here, 𝑌2 is the randomly generated total 

bacterial load (B+𝐵𝑎 + 𝐵𝑠 + 𝐵𝑖) observed in the time-course of infection 

during days 1-2. 
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A2.2 Simplifying model assumptions  

 

Due to the limitations in data availability and existing knowledge of these within-

host processes the following pragmatic assumptions were made during model 

development: 

• In the model unattached and attached NG were assumed to have the same growth 

rate (𝑟1). However, it is possible for the growth rates of NG in these two states to 

be different. Due to the lack of data availability to inform NG growth rates at 

different extracellular states, we had to make this parsimonious choice and we 

assume NG growth rates to be only different between the intracellular and 

extracellular environments. We also do not consider whether attached NG can also 

live in the interior lumen, as to the best of my knowledge there was no evidence 

to suggest this in the literature.  

• When modelling the replication of attached NG, we assume for simplicity the 

progeny to also be generated attached to the epithelial cells, in the absence of 

evidence to the contrary. However, it is possible that in reality some daughter cells 

remain unattached to the epithelial cells.  

• In order to further understand the impact of wash-out rate on model dynamics and 

to analyse the impact of constant but more rapid wash-out rates, we conducted a 

univariate sensitivity analysis over the wider range of 10-4 –10-1 ℎ−1. In Fig A2.1, 

we show that even with much faster wash out rates, infection dynamics with other 

parameters at based-case remain consistent with qualitative time-course features 

derived from the literature. As the parameter value of 𝑑2 is varied in the chosen 

range, the simulated model clearance times vary from 55-79 days which are well 

within the reported duration of natural infection (1-6 months). The resulting peak 
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NG load (3.7 × 106 − 4.3 × 106) is also consistent with the observations of 

human experimental studies (106 − 108) (Ramsey, et al. 1995; Schmidt, et al. 

2001; Schneider, et al. 1995; Schneider, et al. 1991; Schneider, et al. 1996). 

Furthermore, the resulting proportion of NG residing within PMN aligns with the 

literature observations on cellular NG proportions reported by Veale, et al. (1979) 

and are within the cellular proportions currently estimated from the model 

simulations.  

• As we are not aware of estimates for the density at which the bacteria can colonise 

the urethral surface, we assumed that the carrying capacity was limited by the ratio 

of the surface areas of the urethra and NG. Observed values of these surface areas 

indicate that 𝑘1 cannot exceed 5 × 109 µm2. Here, we assume that only a fraction 

of urethral surface area is available for bacteria to infect, with the base case 

assumption being 𝑘1 =107  µm2. In order to test sensitivity of model outcomes to 

this assumption, we conducted a univariate sensitivity analysis by varying 𝑘1, in the 

range of 106 − 109  µm2. 

• The data on NG attachment to HeLa cells reported in the in vitro study by Gubish, 

et al. (1979) suggest that the number of attached NG reach a maximum after a certain 

time point and remain constant at that level. Therefore, a function of the form 𝑎2(1 −

𝑒−𝑎1𝑡) was chosen as it is the simplest choice that features a constant rate of 

attachment as well as constant maximum attachment level. This chosen function was 

fitted to data in Gubish, et al. (1979) to estimate the bacterial attachment rate (𝑎1) 

and maximal NG attachment capacity of an epithelial cell (𝑎2). 

• In this study, I also assume that the NG load measured in urethral exudates is 

representative of the natural infection. However, to validate this assumption we are 
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not aware of studies that assess the representativeness of NG load measured in 

urethral exudates in comparison to in vivo infection  

A2.3 Additional model limitations 

 

In the model, the NG attachment to epithelial cells was limited in terms of the 

urethral carrying capacity as (1 −
𝐵𝑎

𝑘1 𝑎2
). Here, 𝑘1 is the urethral carrying capacity, 𝑎2 is 

the maximal NG attachment capacity per epithelial cell and 𝐵𝑎 is the attached bacteria. A 

more realistic capacity limitation could be achieved if instead of 𝑘1, this term was based 

on the total number of accessible epithelial cells in the urethra. However, this would 

require adding further complexity into the model to capture accessible and inaccessible 

epithelial cells. Given the already complex model structure with limited data availability 

to estimate parameters, the bacterial attachment-limiting term was based in terms of the 

urethral carrying capacity (𝑘1). This is a reasonable simplification, as attached NG only 

reside in this state for a short period before transitioning to intracellular (NG within PMN 

and NG within epithelial cells) states.  

To further analyse the impact of choosing 𝑘1 as the attachment capacity constraint, 

we performed a univariate sensitivity analysis by varying the parameter value of 𝑘1 in the 

range of 106 − 109. For changes in the parameter value of 𝑘1,  the simulated infection 

clearance times only varied from 60-112 days, which were well within the duration of 

natural infection (1-6 months) informed from literature (Ramsey, et al. 1995; Schmidt, et 

al. 2001; Schneider, et al. 1995; Schneider, et al. 1991; Schneider, et al. 1996). However, 

only 𝑘1 values in the range of 2 × 106 − 2 × 108, would result in infection dynamics that 

are consistent with the literature in terms of the peak NG load (106 − 108) (Ramsey, et 

al. 1995; Schmidt, et al. 2001; Schneider, et al. 1995; Schneider, et al. 1991; Schneider, 

et al. 1996) (Fig. A2.1). Furthermore, for this wide range of chosen 𝑘1, the resulting 
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proportion of NG within PMN (48-65% at 5 days since infection) is consistent with the 

literature (20-65%) (Veale, et al. 1979) (Fig. A2.1). 

A2.4 Additional sensitivity analysis. 

 

In order to assess the impact of the parameter values of the washout rate of 

unattached NG (𝑑2) and the urethral carrying capacity (𝑘1), a univariate sensitivity 

analysis was carried out. All other model parameters are assumed to be at their point 

estimates and the results are shown in Fig. A2.1 and A2.2. The parameter value of 𝑑2 is 

varied in the range of 10-4 –10-1 ℎ−1 and 𝑘1 in the range of 106 − 109, and the changes 

in the simulated infection clearance times are assessed.  

 

Figure A2.1: Univariate sensitivity analysis results assessing the change in simulated 

infection clearance times for the changes in parameter value of urethral carrying 

capacity (𝑘1). The change in (a) infection clearance times and (b) peak total NG 

load are shown for the changes in 𝑘1. For the lower and upper limit of 𝑘1 and the 

point estimate, the changes in (c) total NG load and (d) percentage of NG within 
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PMN are shown over time. Panels (a, b) x-axis is in log-scale. Panels (b, c) y-axis 

is in log-scale. All other parameter values are kept fixed at the point estimates 

given in Table 3.2. 

Figure A2.2: Univariate sensitivity analysis results assessing the change in simulated 

infection clearance times for the changes in parameter value of the washout rate 

of unattached NG (𝑑2). The change in (a) infection clearance times and (b) peak 

total NG load are shown for the changes 𝑑2. For the lower and upper limit of 𝑑2 

and the point estimate, the changes in (c) total NG load and (d) percentage of NG 

within PMN are shown over time. Panels (a, b) x-axis is in log-scale. Panels (b, 

c) y-axis is in log-scale. All other parameter values are kept fixed at the point 

estimates given in Table 3.2. 
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Figure A2.3: Correlation analysis for all model parameters in the natural infection model. 

The spearman corelation coefficient is also shown. The parameter notations are 

as described in Table 3.2. 
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Appendix B 

Supplementary material pertaining to 

Chapter 4 
 

B.1 Hill function parameter estimation 

 

B.1.1 The Hill function  

 

Drug effects on the bacterial population are modelled using a commonly applied 

saturating Hill function as in Regoes, et al. (2004). The Hill function is determined by 

four parameters; the maximum bacterial growth rate in the absence of antibiotic (𝜑𝑚𝑎𝑥), 

the minimum bacterial growth rate in the presence of antibiotics (𝜑𝑚𝑖𝑛), MIC and the Hill 

coefficient (𝑘𝐻). At the value of MIC, the killing effect that is produced from the Hill 

function is 0. The Hill coefficient reflects how sensitive the change in net bacterial growth 

rate is for the changes in the antibiotic concentration. As 𝑘𝐻 increases it can result in 

faster bacterial clearance (Figure B.1 (a)). As NG killing through antibiotics 

suppresses/reduces the bacterial growth 𝜑𝑚𝑖𝑛 is usually <0 and can be used to 

differentiate between bactericidal vs bacteriostatic antibiotics. Bactericidal antibiotics are 

associated with low 𝜑𝑚𝑖𝑛 values (due to their high bacterial killing abilities), while 

bacteriostatic antibiotics which only inhibit bacterial growth are associated with high 

𝜑𝑚𝑖𝑛 values. Lower the 𝜑𝑚𝑖𝑛, faster the bacterial clearance (Figure B.1 (b)). 



 

216 

 

 

Figure B.1: Change in the bacterial load over time as the Hill function parameter values 

(a) 𝑘𝐻 (from 0.05 to 0.75) and (b) 𝜑𝑚𝑖𝑛 (-0.05 to -10) are varied. Only one 

parameter is varied at a time and all other parameters are kept fixed at the 

ceftriaxone point estimate values in Table 4.1 in Chapter 4.  

B.1.2 Data used to estimate Hill function parameter estimates. 

 

The Hill function parameters of ceftriaxone, cefixime, gentamicin and 

azithromycin are estimated using NG growth data found in the time-kill experiments by 

Foerster, et al. (2016) and the parameters of gepotidacin are estimated using the time-kill 

experiment by Farrell, et al. (2017). Foerster, et al. (2016) reports drug concentrations in 

the range of 0.016 × MIC to 16× MIC while the study Farrell, et al. (2017) reports drug 

concentrations ranging from 0.25 × MIC to 10 × MIC. Foerster, et al. (2016) have 

conducted two identical experiments on NG growth and we consider both these 

experiments when estimating the parameter values. In Foerster, et al. (2016) NG count 

below 100 CFU/mL could not be measured, so only the concentrations with at least three 

data points are used for the optimisation. For gentamicin, the number of antibiotic 

concentrations that are used in the optimisation (n) is 8 in each experiment while for 

azithromycin n is 11 in each experiment and for ceftriaxone, n is 8 and 11 in the two 
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experiments. In Foerster, et al. (2016), NG growth is measured hourly for 6 hours (0, 1, 

2, 3, 4, 5, 6 hour time points) and in the study Farrell, et al. (2017) it is measured at 0, 2, 

4, 8 and 24 hour time points. As in Foerster, et al. (2016), the geometric mean of NG data 

at 0 hours is used as the initial bacterial load (at 0 hours). 

B.1.3 Fitting procedure 

B.1.3.1 Estimating Hill function parameter values. 

The basic fitting approach is described in Chapter 4, Section 4.2.2. In Foerster, et 

al. (2016) NG growth data are presented for two separate experiments. Therefore, in order 

to obtain the point estimate model parameter values an additional step is taken. First, the 

Hill function parameters are estimated by fitting separately to the two experimental data 

sets. This results in two sets of Hill function parameter values. Using these estimated 

individual sets of parameter values the net growth rates are evaluated using which we 

then evaluate the mean net growth rate. The Hill function is then fitted to this obtained 

mean net growth to estimate point estimate parameter values. These individual net growth 

rates and the fit to mean net growth rate are shown in Figure B.2 for all the nine antibiotics 

studied in Foerster, et al. (2016). The estimated individual parameter values are 

summarised in Table B.1 along with the sum of squared errors obtained using our 

approach and using the estimates in Foerster, et al. (2016).  
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Figure B.2: The net growth rates obtained using the individual parameter values obtained 

by fitting to the two experimental data sets in Foerster, et al. (2016) and the fit to 

the mean of the individual net growth rates (filled circles indicate data points for 

mean net growth rate and the dashed line represents the fit) for (a) gentamicin, (b) 

spectinomycin, (c) azithromycin, (d) penicillin, (e) ceftriaxone, (f) cefixime, (g) 

chloramphenicol, (h) tetracycline and (i) ciprofloxacin. 
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Table B.1: Hill function parameter values obtained by fitting to individual experiments 

and comparison of SSE using our estimates and Foerster, et al. (2016) estimates. 

Druga Exp 𝜑𝑚𝑎𝑥  

(h-1) 

𝜑𝑚𝑖𝑛 

(h-1) 

MIC 

(mg/L) 
𝑘𝐻 Sum of 

squared 

errors (SSE) 

SSE using 

estimates in 

Foerster, et al. 

(2016) 

GEN 1 0.82 -10 0.19 1.67 3.11 5.82 

2 0.91 -6.35 0.3 1.76 4.86 10.59 

SPT 1 0.66 -10 5.96 1.12 5.76 9.66 

2 0.85 -10 10 0.83 3.99 13.95 

AZM 1 0.61 -0.99 0.02 0.97 10.47 45.6 

2 0.69 -2.06 0.03 0.91 5.29 26.02 

PEN 1 0.67 -1.48 4.20 × 10-3 1.35 11.27 16.16 

2 0.92 -1.05 2.80 × 10-3 0.86 19.05 21.39 

CFO 1 0.68 -0.52 2.42 × 10-4 1.74 6.08 9.40 

2 0.77 -0.36 3.84 × 10-4 1.76 6.94 7.50 

CFM 1 0.78 -0.52 1.23 × 10-4 1.82 9.95 12.30 

2 0.67 -0.76 4.63 × 10-4 0.87 8.77 13.81 

CHL 1 0.77 -0.04 0.35 0.89 5.32 7.58 

2 0.59 -0.07 1.00 1.64 2.04 2.36 

TET 1 0.73 -0.26 0.33 0.94 2.69 2.84 

2 0.80 -0.12 1.37 0.77 2.01 2.34 

CIP 1 0.90 -6.62 1.9 × 10-3 0.95 2.45 5.30 

2 0.73 -5.5 2.0 × 10-3 1.21 17.12 22.42 
aGEN – gentamicin, SPT – spectinomycin, AZM – azithromycin, PEN – penicillin, CFO 

– ceftriaxone, CFM – cefixime, CHL – chloramphenicol, TET – tetracycline, CIP – 

ciprofloxacin.   
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B.1.3.2 Parameter ranges around the Hill function estimates of ceftriaxone, cefixime, 

azithromycin and gentamicin for the LHS samples. 

  Assuming that the resulting net growth rates can show any behaviour 

between the two individual net growth rates, in order to obtain parameter ranges around 

the point estimate Hill function parameters, a similar approach as fitting to the mean of 

the net growth rates as described in Section B.1.3.1 is used. For this, for a particular 

antibiotic, at each concentration, 5402 uniform random numbers are generated between 

the two individual net growth rates (~Uniform (𝜑1(𝐶), 𝜑2(𝐶))), where 𝜑𝑖(𝐶) are the 

respective individual net growth rates of the two experiments at concentration 𝐶, where 

i=1, 2. To each of these generated net growth rate curves, the Hill function (Chapter 4, 

Eq. 4.1) is fitted to obtain 5402 sets of parameter values of 𝜑𝑚𝑎𝑥, 𝜑𝑚𝑖𝑛, MIC and 𝑘𝐻 for 

ceftriaxone, cefixime, azithromycin and gentamicin (Figure B.3). 

 

 

Figure B.3: Fits to generated net growth rates to estimate parameter ranges around the 

point estimate Hill function parameter values for (a) gentamicin (b) azithromycin 

(c) ceftriaxone and (d) cefixime. Only 10 samples of generated net growth rates 
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(filled circles) and the fit of the Hill function to these data points (dotted lines) are 

shown. The solid lines indicate the individual net growth rates obtained using the 

two experimental NG load data in Foerster, et al. (2016). 

B.2 PK/PD parameter calibration 

 

Using the parameter values obtained from published literature (Appendix B, Table 

B.2 and Chapter 4, Table 4.1), we determine a model-derived susceptibility breakpoint 

such that for MIC below and above the breakpoint, the infection clears in ≤7 days and >7 

days, respectively. For some simulations that are generated using the LHS samples, the 

model-derived susceptibility breakpoints result in values below the Clinical and 

Laboratory Standards Institute (CLSI) or European Committee on Antimicrobial 

Susceptibility Testing (EUCAST) defined susceptibility breakpoints (referred as 

‘empirical susceptibility breakpoints’). We, therefore refine the original parameter values 

which are based on literature reports by calibrating the model to these empirical 

susceptibility breakpoints. 

In this parameter refinement process, we first analyse the importance of each 

parameter's uncertainty in contributing to the variability of the model-derived 

susceptibility breakpoints (influential parameters) through partial rank correlation 

coefficients (Fig. B.4). In these influential parameters, parameter ranges are analysed of 

the simulations that achieve empirical susceptibility breakpoints and these show skewed 

parameter distributions (Figs B.5- B.8). For gepotidacin, as there is no defined empirical 

susceptibility breakpoint, the model-derived breakpoint of 0.6mg/L using the point 

estimates is used as the cut-off for the calibration process. Then, in these influential 

parameters, the parameter ranges that consist of 90% of the simulations that meet 

empirical susceptibility breakpoints are selected as the refined range that is used for the 
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subsequent model simulations. A comparison between the original parameter values 

(before model calibration) and the refined parameter ranges (after calibration) is shown 

in Table B.2. In this refinement process, as no simulations using the original parameter 

ranges met empirical susceptibility breakpoints for cefixime, parameter values for this 

drug are set at the same values that are indicated as influential for ceftriaxone. 
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Table B.2: Comparison of the parameter values prior to calibration and after calibration 

for the five antibiotics ceftriaxone (CFO), cefixime (CFM), gepotidacin (GEP), 

gentamicin (GEN) and azithromycin (AZM). 

Drug Parameter Parameter 

range (prior to 

calibration) 

Reference for parameter 

values prior to calibration 

Parameter range 

(after 

calibration) 

GEP 𝜑𝑚𝑖𝑛 (h−1) 

 

-0.64, -0.43 Fitting to time-kill data in 

Farrell, et al. (2017) 

-0.64, -0.46 

𝑘𝐻 1.3 – 3.64 Fitting to time-kill data in 

Farrell, et al. (2017) 

1.78 – 3.64 

GEN 𝑉𝑒 (L) 0.28 – 1.29 (Schentag, et al. 1977) 0.6 – 1.29 

𝑘12 (h−1) 0.01 – 0.04 (Schentag, et al. 1977) 0.03 – 0.04 

AZM 𝑉𝑒 (L) 358 – 779 (Ripa, et al. 1996) 485 – 779 

𝑉𝑖 (L) 981 – 2577 (Ripa, et al. 1996) 981 – 1916 

𝑘12 (h−1) 0.07 – 0.18 (Ripa, et al. 1996) 0.1 – 0.18 

𝑘21 (h−1) 0.02 – 0.06 (Ripa, et al. 1996) 0.03 – 0.06 

CFO α 0.15 – 0.61  (Jacobs, et al. 1986) 0.49 – 0.61 

𝑉𝑑 (L) 7.8 – 11.9 (Patel, et al. 1982) 7.8 – 9.5 

CFM α 0.15 – 0.61  (Jacobs, et al. 1986) 0.49 – 0.61 
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Figure B.4: Tornado plots of partial rank correlation coefficients, indicating the 

importance of each parameter's uncertainty in contributing to the variability in 

the model-derived susceptibility breakpoint obtained from the simulations of 

LHS samples shown for (a) gepotidacin, (b) gentamicin, (c) azithromycin and 

(d) ceftriaxone. 
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Figure B.5: Parameter distributions of the simulations from LHS samples that resulted in 

a model-derived susceptibility breakpoint < 0.64mg/L (left column) and ≥ 

0.64mg/L (right panel) shown for the parameters that were indicated as influential 

for the variability of gepotidacin susceptibility breakpoint ( 𝜑𝑚𝑖𝑛, 𝑘𝐻).  

 

Figure B.6: Parameter distributions of the simulations from the LHS samples that resulted 

in a model-derived susceptibility breakpoint < 4mg/L (left column) and ≥ 4mg/L 
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(right panel) shown for the parameters that were indicated as influential for the 

variability of gentamicin susceptibility breakpoint level (𝑉𝑒 , 𝑘12).  

 

Figure B.7: Parameter distributions of the simulations from the LHS samples that resulted 

in a model-derived susceptibility breakpoint < 1mg/L (left column) and ≥ 1mg/L 

(right panel) shown for the parameters that were indicated as influential for the 

variability of azithromycin susceptibility breakpoint (𝑉𝑒 , 𝑉𝑖, 𝑘12, 𝑘21).  
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Figure B.8: Parameter distributions of the simulations from the LHS samples that resulted 

in a model-derived susceptibility breakpoint <0.125mg/L (left column) and ≥ 

0.125mg/L (right panel) shown for the parameters that were indicated as 

influential for the variability of model-derived susceptibility breakpoint of 

ceftriaxone ( 𝛼, 𝑉𝑑). Only 2% of simulations from the LHS samples had model-

derived susceptibility breakpoint ≥ 0.125mg/L. 

B.3 Model equations 

 

Model equations when treatment is included to the four NG states (unattached NG 

(B), attached NG (𝐵𝑎) to epithelial cells, NG internalised within epithelial cells (𝐵𝑖) and 

NG surviving within PMN (𝐵𝑠)) are described in this section. The innate immune 

response through PMN (N) is the considered immune response in the model. Treatment 

is included based on the drug pharmacokinetics as described in the main file. For 

parameter values and notations refer Table 4.1, in Chapter 4. 

B.3.1 Antibiotic concentration modelled as a one-compartment (ceftriaxone, cefixime 

and gepotidacin) 

 

d𝐵

dt
= (1 −

𝐵 + 𝐵𝑎

𝑘1
) (𝑟1 𝐵 + 𝑑3 𝐵𝑠 + 𝑒 𝐵𝑖) − 𝑑

𝐵 𝑁

𝑐 𝑁 + 𝐵
− 𝑑2 𝐵 −  𝑎1 𝐵 (1 −

𝐵𝑎

𝑘1 𝑎2
)

−  
(𝑟1 − 𝜑𝑚𝑖𝑛) (

𝐶𝑒

𝑀𝐼𝐶)
𝑘𝐻

(
𝐶𝑒

𝑀𝐼𝐶)
𝑘𝐻

 −  
𝜑𝑚𝑖𝑛

𝑟1

  𝐵 (1 −
𝐵 + 𝐵𝑎

𝑘1
) 

d𝐵𝑎

dt
= 𝑟1 𝐵𝑎 (1 −

𝐵 + 𝐵𝑎

𝑘1
) +  𝑎1 𝐵 (1 −

𝐵𝑎

𝑘1 𝑎2
) − 𝑑

𝐵𝑎 𝑁

𝑐 𝑁 + 𝐵𝑎
− 𝜂 𝐵𝑎

−  
(𝑟1 − 𝜑𝑚𝑖𝑛) (

𝐶𝑒

𝑀𝐼𝐶)
𝑘𝐻

(
𝐶𝑒

𝑀𝐼𝐶)
𝑘𝐻

 −  
𝜑𝑚𝑖𝑛

𝑟1

  𝐵𝑎 (1 −
𝐵 + 𝐵𝑎

𝑘1
) 
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d𝐵𝑖

dt
= (1 −

𝐵𝑖

𝑘1 𝑎2
) (𝜂 𝐵𝑎 + 𝑟2 𝐵𝑖) − 𝑒 𝐵𝑖 −  

(𝑟2 − 𝜑𝑚𝑖𝑛) (𝛼
𝐶𝑒

𝑀𝐼𝐶)
𝑘𝐻

(𝛼
𝐶𝑒

𝑀𝐼𝐶)
𝑘𝐻

 −  
𝜑𝑚𝑖𝑛

𝑟2

   𝐵𝑖 (1 −
𝐵𝑖

𝑘1 𝑎2
) 

d𝐵𝑠

dt
= (1 −

𝐵𝑠

𝑁 𝑘2
) (𝑝 𝑑

𝐵 𝑁

𝑐 𝑁 + 𝐵
+ 𝑝 𝑑

𝐵𝑎 𝑁

𝑐 𝑁 + 𝐵𝑎
+ 𝑟3 𝐵𝑠) − 𝑑3 𝐵𝑠

−  
(𝑟3 − 𝜑𝑚𝑖𝑛) (𝛼

𝐶𝑒

𝑀𝐼𝐶)
𝑘𝐻

(𝛼
𝐶𝑒

𝑀𝐼𝐶)
𝑘𝐻

 −  
𝜑𝑚𝑖𝑛

𝑟3

  𝐵𝑠 (1 −
𝐵𝑠

𝑁 𝑘2
) 

d𝑁

dt
= 𝜇 (𝑁𝑚𝑎𝑥 − 𝑁) (𝐵 + 𝐵𝑎) − 𝑑3 𝑁 

d𝐶𝑒 

d𝑡
 = - δ𝐶𝑒  

𝐶𝑒 is the extracellular drug concentration.  

B.3.2 Model equations when antibiotic concentration modelled as a two-compartment 

model (azithromycin and gentamicin). 

For these drugs extracellular (𝐶𝑒) and intracellular (𝐶𝑖) drug concentrations are 

modelled separately. 

d𝐵

dt
= (1 −

𝐵 + 𝐵𝑎

𝑘1
) (𝑟1 𝐵 + 𝑑3 𝐵𝑠 + 𝑒 𝐵𝑖) − 𝑑

𝐵 𝑁

𝑐 𝑁 + 𝐵
− 𝑑2 𝐵 −  𝑎1 𝐵 (1 −

𝐵𝑎

𝑘1 𝑎2
)

−  
(𝑟1 − 𝜑𝑚𝑖𝑛) (

𝐶𝑒

𝑀𝐼𝐶)
𝑘𝐻

(
𝐶𝑒

𝑀𝐼𝐶)
𝑘𝐻

 −  
𝜑𝑚𝑖𝑛

𝑟1

  𝐵 (1 −
𝐵 + 𝐵𝑎

𝑘1
) 

d𝐵𝑎

dt
= 𝑟1 𝐵𝑎 (1 −

𝐵 + 𝐵𝑎

𝑘1
) +  𝑎1 𝐵 (1 −

𝐵𝑎

𝑘1 𝑎2
) − 𝑑

𝐵𝑎 𝑁

𝑐 𝑁 + 𝐵𝑎
− 𝜂 𝐵𝑎

−  
(𝑟1 − 𝜑𝑚𝑖𝑛) (

𝐶𝑒

𝑀𝐼𝐶)
𝑘𝐻

(
𝐶𝑒

𝑀𝐼𝐶)
𝑘𝐻

 −  
𝜑𝑚𝑖𝑛

𝑟1

  𝐵𝑎 (1 −
𝐵 + 𝐵𝑎

𝑘1
) 
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d𝐵𝑖

dt
= (1 −

𝐵𝑖

𝑘1 𝑎2
) (𝜂 𝐵𝑎 + 𝑟2 𝐵𝑖) − 𝑒 𝐵𝑖 −  

(𝑟2 − 𝜑𝑚𝑖𝑛) (
𝐶𝑖

𝑀𝐼𝐶)
𝑘𝐻

(
𝐶𝑖

𝑀𝐼𝐶)
𝑘𝐻

 − 
𝜑𝑚𝑖𝑛

𝑟2

   𝐵𝑖 (1 −
𝐵𝑖

𝑘1 𝑎2
) 

d𝐵𝑠

dt
= (1 −

𝐵𝑠

𝑁 𝑘2
) (𝑝 𝑑

𝐵 𝑁

𝑐 𝑁 + 𝐵
+ 𝑝 𝑑

𝐵𝑎 𝑁

𝑐 𝑁 + 𝐵𝑎
+ 𝑟3 𝐵𝑠) − 𝑑3 𝐵𝑠

−  
(𝑟3 − 𝜑𝑚𝑖𝑛) (

𝐶𝑖

𝑀𝐼𝐶)
𝑘𝐻

(
𝐶𝑖

𝑀𝐼𝐶)
𝑘𝐻

 − 
𝜑𝑚𝑖𝑛

𝑟3

  𝐵𝑠  (1 −
𝐵𝑠

𝑁 𝑘2
) 

d𝑁

dt
= 𝜇 (𝑁𝑚𝑎𝑥 − 𝑁) (𝐵 + 𝐵𝑎) − 𝑑3 𝑁 

d𝐶𝑒 

d𝑡
 = - δ𝐶𝑒 − 𝑘12 𝐶𝑒 + 𝑘21 𝐶𝑖

𝑉𝑖

𝑉𝑒
 

d𝐶𝑖

d𝑡
 = 𝑘12 𝐶𝑒

𝑉𝑒

𝑉𝑖
− 𝑘21 𝐶𝑖  
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B.4 Drug concentration profiles 

 

 

Figure B.9: Change in the ratio of intracellular to extracellular drug concentration 𝐶𝑖/𝐶𝑒  

and the time taken to reach the plateau of 𝐶𝑖/𝐶𝑒 when the parameter values of the 

rates of drug transfer from (𝑘12) and to (𝑘12) the intracellular compartment are 

varied. Results are shown for azithromycin (a, b) and gentamicin (c, d). Parameter 

values are varied over a 2-fold range around the point estimates given in Chapter 

4, Table 4.1. Only one parameter is varied at a time. 
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B.5 NG load behaviour around cut-off MIC 

 

Around the cut-off MIC, the simulations that clear infection result in clearance 

times <2 days while samples that fail to successfully clear infection result in infection 

clearance times > 26 days. The reasons for this dichotomous behaviour in transition from 

clearance to non-clearance is analysed and the results are shown in Fig. B.10. We observe 

this dichotomous behaviour is a result of the strict infection clearance cut-off that we have 

selected. In the simulations that fail to clear infection, although the total NG load falls 

closer to the clearance cut-off of 10 NG (in some instances to around 11 NG), with NG 

re-growth, these simulations are classified as uncleared and the time point in which these 

simulations actually reach 10 NG are taken as the infection clearance times. The impact 

of this strict threshold is described in detail in Chapter 7. 

 

 

Figure B.10: The change in the total NG load for different values of MIC for (a) 

gepotidacin and (b) azithromycin. The parameter values are the point estimates.  
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B.6 Extracellular vs intracellular susceptibility breakpoints. 

 

Figure B.11: The impact of the intracellular NG replication rates (𝑟2 𝑎𝑛𝑑 𝑟3) on the model 

derived cut-off MIC for (a) gepotidacin and (b) azitrhomycin. The parameter 

values of 𝑟2 𝑎𝑛𝑑 𝑟3 are varied over the range of 0.1 – 0.6ℎ−1. All other parameter 

values are fixed at the point estimates.  
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Appendix C 

Supplementary material pertaining to 

Chapter 5 
 

C.1 Dual treatment 

 

Drug mechanisms of actions differ between different drug classes. Macrolides (e.g. 

azithromycin) and aminoglycosides (e.g. gentamicin) disrupt bacterial protein synthesis 

by inhibiting ribosome functionality (Brooks, et al. 2013). As gentamicin and 

azithromycin have the same mechanisms of action drug interaction between gentamicin 

and azithromycin are modelled using Loewe additivity (Loewe 1928).  

When drugs interact, they can show additive, synergistic or antagonistic effects. 

An additive effect is observed when the combined effect is similar to the effect obtained 

when the two drugs are administered individually. Additivity is taken as the reference 

level and if the observed combined effect is higher than the additive effect it is referred 

to as being synergistic while if the combined effect is lesser than the additive effect it is 

referred to as antagonistic. In vitro studies have tested drug synergism for treatment of 

NG strains and for the gentamicin + azithromycin combination no antagonistic or 

synergistic effects are observed (Furuya, et al. 2006; Pereira, et al. 2012; Singh, et al. 

2018). Therefore, in the model, dual combination is tested under additive effect.  

C.1.1   Loewe additivity 
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To model under Loewe additivity, first, the concentration-drug effect relationship 

(obtained through 
(𝜑𝑚𝑎𝑥−𝜑𝑚𝑖𝑛)(

𝐶

𝑀𝐼𝐶
)

𝑘𝐻

(
𝐶

𝑀𝐼𝐶
)

𝑘𝐻
 − 

𝜑𝑚𝑖𝑛
𝜑𝑚𝑎𝑥

) need to be analysed for gentamicin and 

azithromycin. Through this, the most dominant drug among the two can be identified. 

Once the dominant drug is identified, the additive effect with the combination of 

azithromycin and gentamicin (𝐸𝑔𝑎) under Loewe additivity is given by equation C.1 

(Dini, et al. 2018), 

𝐸𝑔𝑎 =

(𝜑𝑚𝑎𝑥,ℎ𝑝 − 𝜑𝑚𝑖𝑛,ℎ𝑝) (
𝐶𝑎𝑔

𝑀𝐼𝐶ℎ𝑝
)

𝑘𝐻,ℎ𝑝

(
𝐶𝑎𝑔

𝑀𝐼𝐶ℎ𝑝
)

𝑘𝐻,ℎ𝑝

 −  
𝜑𝑚𝑖𝑛,ℎ𝑝

𝜑𝑚𝑎𝑥,ℎ𝑝

                                                                     (C. 1) 

where 𝐶𝑎𝑔 = 𝐶ℎ𝑝 + 𝐶𝑒𝑞 and 𝜑𝑚𝑎𝑥,ℎ𝑝, 𝜑𝑚𝑖𝑛,ℎ𝑝, 𝑘𝐻,ℎ𝑝 are the Hill function parameter 

values for the most potent drug out of gentamicin and azithromycin. 𝐶ℎ𝑝 is the drug 

concentration of the more potent drug. 𝐶𝑒𝑞 is the concentration of the more potent drug 

that is equally effective as the less potent drug at the concentration 𝐶𝑙𝑝. This is obtained 

through,  

𝐶𝑒𝑞 = 𝐸−1(𝐸(𝐶𝑙𝑝))                                                                                                                (C. 2) 

where 𝐸−1 is the inverse function of E given by,  

𝐸−1(𝑥) = 𝑀𝐼𝐶ℎ𝑝  (
𝜑𝑚𝑖𝑛,ℎ𝑝  𝑥

𝜑𝑚𝑎𝑥,ℎ𝑝  (𝑥 − (𝜑𝑚𝑎𝑥,ℎ𝑝 − 𝜑𝑚𝑖𝑛,ℎ𝑝))
 )

1
𝑘𝐻,ℎ𝑝

                              (C. 3) 

and 𝐸(𝐶𝑙𝑝) is the Hill function effect obtained under the less potent drug at 

concentration 𝐶𝑙𝑝. 
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The model equations under Loewe additivity are as follows for the zero-

interaction (additive effect) case: 

d𝐵

dt
= (1 −

𝐵 + 𝐵𝑎

𝑘1
) (𝑟1 𝐵 + 𝑑3 𝐵𝑠 + 𝑒 𝐵𝑖) − 𝑑

𝐵 𝑁

𝑐 𝑁 + 𝐵
− 𝑑2 𝐵 −  𝑎1 𝐵 (1 −

𝐵𝑎

𝑘1 𝑎2
)

− 𝐸𝑔𝑎  (1 −
𝐵 + 𝐵𝑎

𝑘1
) 𝐵 

d𝐵𝑎

dt
= 𝑟1 𝐵𝑎 (1 −

𝐵 + 𝐵𝑎

𝑘1
) +  𝑎1 𝐵 (1 −

𝐵𝑎

𝑘1 𝑎2
) − 𝑑

𝐵𝑎 𝑁

𝑐 𝑁 + 𝐵𝑎
− 𝜂 𝐵𝑎

−  𝐸𝑔𝑎  (1 −
𝐵 + 𝐵𝑎

𝑘1
) 𝐵𝑎 

d𝐵𝑖

dt
= (1 −

𝐵𝑖

𝑘1 𝑎2
) (𝜂 𝐵𝑎 + 𝑟2 𝐵𝑖) − 𝑒 𝐵𝑖 −   𝐸𝑔𝑎  (1 −

𝐵𝑖

𝑘1 𝑎2
)  𝐵𝑖 

d𝐵𝑠

dt
= (1 −

𝐵𝑠

𝑁 𝑘2
) (𝑝 𝑑

𝐵 𝑁

𝑐 𝑁 + 𝐵
+ 𝑝 𝑑

𝐵𝑎 𝑁

𝑐 𝑁 + 𝐵𝑎
+ 𝑟3 𝐵𝑠) − 𝑑3 𝐵𝑠

−  𝐸𝑔𝑎  (1 −
𝐵𝑠

𝑁 𝑘2
) 𝐵𝑠 

d𝑁

dt
= 𝜇 (𝑁𝑚𝑎𝑥 − 𝑁) (𝐵 + 𝐵𝑎) − 𝑑3 𝑁  

C.2 Gepotidacin monotreatment 

 

C.2.1 Association between model-derived breakpoint MIC and drug dose. 

 

The following system given in Eq. C.4 and C.5 are non-dimensionalised to 

analyse whether the model-derived breakpoint MIC increases linearly with drug dose.  

d𝐵

dt
= (1 −

𝐵

𝑘1
) 𝑟1 𝐵 −   

(𝑟1 − 𝜑𝑚𝑖𝑛) (
𝐶𝑒

𝑀𝐼𝐶)
𝑘𝐻

(
𝐶𝑒

𝑀𝐼𝐶)
𝑘𝐻

 − 
𝜑𝑚𝑖𝑛

𝑟1

  𝐵 (1 −
𝐵

𝑘1
)                                      (C. 4) 

d𝐶𝑒 

d𝑡
 = - δ𝐶𝑒                                                                                                                              (C. 5) 
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𝐵(0) = 𝐵0 and 𝐶𝑒(0) =  𝐶0 

Let 𝐵 = 𝐵∗ �̂�, 𝐶𝑒 = 𝐶𝑒
∗ 𝐶�̂� and t= 𝑡∗ �̂� such that the new variables 𝐵∗, 𝐶∗ and 𝑡∗ 

are non- dimensionalised versions of the original variables 𝐵, 𝐶𝑒 and t respectively. The 

values of the constants �̂�, 𝐶�̂� and �̂� are determined later. 

Writing the system in terms of the non- dimensionalised variables. 

d𝐵∗ �̂�

d𝑡∗ �̂�
= (1 −

𝐵∗ �̂�

𝑘1
) 𝑟1 𝐵∗ �̂�  −   

(𝑟1 − 𝜑𝑚𝑖𝑛) (
𝐶𝑒

∗ 𝐶�̂�

𝑀𝐼𝐶 )
𝑘𝐻

(
𝐶𝑒

∗ 𝐶�̂�

𝑀𝐼𝐶
)

𝑘𝐻

 −  
𝜑𝑚𝑖𝑛

𝑟1

  𝐵∗ �̂� (1 −
𝐵∗ �̂�

𝑘1
)       (C. 6) 

d𝐶𝑒
∗ 𝐶�̂� 

d𝑡∗ �̂�
 = - δ𝐶𝑒

∗ 𝐶�̂�                                                                                                                 (C. 7) 

Simplifying Eq. C.6 and C.7 yields, 

d𝐵∗

d𝑡∗
=  �̂� (1 −

𝐵∗ �̂�

𝑘1
) 𝑟1 𝐵∗   −   �̂�  

(𝑟1 − 𝜑𝑚𝑖𝑛) (
𝐶𝑒

∗ 𝐶�̂�

𝑀𝐼𝐶 )
𝑘𝐻

(
𝐶𝑒

∗ 𝐶�̂�

𝑀𝐼𝐶 )
𝑘𝐻

 − 
𝜑𝑚𝑖𝑛

𝑟1

  𝐵∗  (1 −
𝐵∗ �̂�

𝑘1
)          (C. 8) 

d𝐶𝑒
∗ 

d𝑡∗ 
 = − �̂� δ𝐶𝑒

∗                                                                                                                     (C. 9) 

                             

Choose �̂�, 𝐶�̂� and �̂� such that, 

�̂� = 𝑘1, 𝐶�̂� = 𝑀𝐼𝐶 and �̂� =
1

𝛿 
  

Then Eq. C.8 and C.9 simplifies as, 

d𝐵∗

d𝑡∗
= (1 − 𝐵∗)

𝑟1

δ
𝐵∗ −

1

δ
[
(𝑟1 − 𝜑𝑚𝑖𝑛)(𝐶𝑒

∗)𝑘𝐻

(𝐶𝑒
∗)𝑘𝐻  −  

𝜑𝑚𝑖𝑛

𝑟1

] 𝐵∗(1 − 𝐵∗)                                   (C. 10) 

d𝐶𝑒
∗ 

d𝑡∗ 
 = − 𝐶𝑒

∗                                                                                                                       (C. 11) 

𝐵∗(0) =
𝐵0 

𝑘1
 and 

 𝐶𝑒
∗(0) =

𝐶0 

𝑀𝐼𝐶
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C.2.2 PK indices to explain effectiveness of different treatment strategies 

 

The higher effectiveness of multiple dose strategies than single dose regimens is 

explored using the PK indices,  𝑡MICin
,  and AUC/MICin (Fig.C.1). 

 

Figure C.1: PK/PD indices evaluated for the 3000mg single dose and multiple dose 

strategies using 1500mg multiples (with a total accumulation of 3000mg) with 

dosing intervals of 8, 12 and 24h. (a) time above the MIC (𝑡MICin
) and (b) area 

under the total drug concentration (AUC/MICin) calculated using the intracellular 

concentration. The data points represent the median and the bars represent the 

95% range of the PK indices evaluated for the 5402 concentration profiles of the 

LHS samples for MIC for gepotidacin of 1mg/L. 

C.2.3 Threshold gepotidacin concentration required for treatment success 

For multiple dose regimens we calculate the time above the MIC using our default 

method of total time the drug concentration remains above the MIC. We also calculate 

time above the MIC according to three alternative methods, 1) Total time above the MIC 

– Total time below the MIC (up till the last threshold crossing); 2) maximal continuous-

time above the MIC (the longest period in which the drug concentration is always above 
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the MIC); and 3) time above the MIC without considering the periods in which it is below 

the MIC (last time point the concentration is above MIC – first time point the 

concentration is above MIC). A comparison of these four index calculations is shown in 

Fig. C.2. 

 

 

Figure C.2: Comparison of 𝑡MICin
 calculations to differentiate treatment success and 

failure using intracellular drug concentration. (a) Total time above the MIC, 

removing periods where it is below; (b) total time above the MIC – total time 

below the MIC (up till the last threshold crossing); (c) maximal continuous-time 

above the MIC (the longest period in which the drug concentration is always 

above the MIC); and (d) time above the MIC without considering the periods in 

which it is below the MIC (last time point the concentration is above MIC – first 

time point the concentration is above MIC). 

35-
45

45-
55

55-
65

65-
75

75
-8

5

t
MICin

 (h)

10

100

1000

35-
45

45-
55

55-
65

65-
75

75
-8

5

t
MICin

 (h)

10

100

1000

35-
45

45-
55

55-
65

65-
75

75
-8

5

t
MICin

 (h)

10

100

1000

500mg×6, 8h cleared

500mg×6, 8h uncleared

1500mg×2, 24h cleared

1500mg×2, 24h uncleared

500mg×6, 12h cleared

500mg×6, 12h uncleared

35-
45

45-
55

55-
65

65-
75

75
-8

5

t
MICin

 (h)

10

100

1000

n
u
m

b
e
r 
o
f 
s
a
m

p
le

s

(a) (b)

(d)

n
u
m

b
e
r 
o
f 
s
a
m

p
le

s

(c)



 

239 

 

The area under the curve above the MIC (removing the area below the MIC from 

the total area under the curve) and AUC over a fixed time period of 7 days (AUC0−7/MIC) 

are calculated as alternative indices and the results are shown in Fig. C.3. 

 

Figure C.3: The area under the curve above the MIC (removing the area below the MIC 

from the total area under the curve) (a, b) and AUC over a fixed time period of 7 

days (AUC0−7/MIC) (c, d) calculated as alternative indices using intracellular drug 

concentration (first column) and (b) extracellular drug concentration (second 

column).  
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The behaviour of the bacterial load of the LHS samples that achieve AUCin/MIC 

in the range of 147-150h but fail to clear the infection is shown in Fig. C.4.  

 

Figure C.4: Change in the total bacterial load over time of the samples that do not clear 

infection and have PK index AUC/MICin<150h. The shown bacterial load curves 

are associated with drug concentration levels that achieve AUC/MICin in the range 

of 147-150h.  Only three instances are shown for better visualisation.  

C.2.4 Testing higher doses of gepotidacin monotreatment 

 

The in vitro study by VanScoy, et al. (2020) tested higher doses of 4.5 and 6g 

gepotidacin doses which have not been tested in clinical trials. The effectiveness of these 

higher doses is summarised in Table C.1. 
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Table C.1: Percentage of LHS samples (out of 5402) that clear the infection in ≤7 days 

when using single and multiple dose gepotidacin treatment strategies that 

accumulate to a 4.5 or 6g gepotidacin dose. 

Strategy MIC (mg/L) 

1 1.5 2 2.5 

4500mg single dose 
99.96 95.41 90.45 46.65 

6000mg single dose 
100.00 99.74 95.41 81.89 

1500mg ×3, 8h apart 
100.00 98.93 89.14 42.21 

1500mg ×3, 12h apart 
100.00 99.24 90.76 67.42 

1500mg ×3, 24h apart 
100.00 99.70 93.67 71.71 

3000mg ×2, 8h apart 
100.00 99.81 96.87 87.23 

3000mg ×2, 12h apart 
100.00 99.93 98.52 92.02 

3000mg ×2, 24h apart 
100.00 99.98 99.35 93.29 

2000mg×3, 8h apart 
100.00 99.10 98.93 87.75 

2000mg×3, 24h apart 
100.00 99.84 99.24 91.13 

4500mg on the first day and 1500mg 

on the second day 100.00 99.98 98.93 92.65 
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C.3 Gentamicin treatment. 

 

C.3.1 Impact on patient non-compliance on multiple-dose strategies of gentamicin 

 

We analyse the impact of patient non-compliance for the extended gentamicin 

dosing strategy of 240mg × 3 doses, given 24h apart in combination with a 2g single dose 

of azithromycin. It is assumed the second dose will not be taken at the appropriate dosing 

interval. Treatment efficacy is analysed when 15%, 25% 50%, 75% and 100% of the LHS 

samples are assumed to be subject to non-adherence (Table C.2). 
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Table C.2: Treatment effectiveness with non-compliance for the dual treatment 

combination 240mg × 3 gentamicin, given 24h apart in combination with 2g 

azithromycin. 

 

 

 

 

 

 

 

 

 

Compliance level (Gentamicin/ azithromycin) MIC (mg/L) 

4/0.5 4/1 8/0.5 8/1 16/0.5 16/1 

Full compliance  100.00 99.91 99.96 98.96 99.76 95.45 

15% non-compliance 100.00 99.91 99.89 98.78 99.44 95.15 

25% non-compliance 100.00 99.91 99.91 98.78 99.44 94.75 

50% non-compliance 100.00 99.89 99.89 98.80 99.44 94.30 

75% non-compliance 100.00 99.89 99.87 98.76 99.43 94.13 

100% non-compliance 100.00 99.85 99.85 98.74 99.41 94.13 
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C.4 The Difference in bacterial killing rates elicited by the monotreatment and 

dual treatment options. 

 

 

 

Figure C.5: Comparison of the net bacterial growth rate when treated with monotreatment 

and dual treatment regimens. (a) monotreatment with gepotidacin and dual 

treatment and (b) monotreatment with gentamicin and azithromycin compared 

with dual treatment with gentamicin + azithromycin at doubling MIC values. The 

dashed lines indicate monotreatment options and solid lines dual treatment. The 

results are shown using the point estimates. The figure legend represents the drug 

and the MIC for that drug. 
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Appendix D 

 

Supplementary material pertaining to 

Chapter 6 
 

D.1 Model equations 

 

The model equations that describe drug interaction with NG are given below. The 

associated parameter values are described in detail in main text and summarised in Tables 

6.1 and 6.2. The natural infection related parameter values are summarised in Table 3.2, 

Chapter 3.  

d𝐵

dt
= (1 −

𝐵 + 𝐵𝑎 + 𝐵′ + 𝐵𝑎
′

𝑘1
) (𝑟1𝐵 + 𝑑3 𝐵𝑠 + 𝑒 𝐵𝑖) − 𝑑𝑐(𝐵) − 𝑑2 𝐵

−  𝑎1 𝐵 (1 −
𝐵𝑎 + 𝐵𝑎

′

𝑘1 𝑎2
) −  𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡 𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑒

 −  𝑓𝑐) 𝐵 

d𝐵′

dt
= 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡  𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑒

 −  𝑓𝑐) 𝐵 −  𝑑𝑎(𝑓𝑏𝑜𝑢𝑛𝑑𝑒
)𝐵′ − 𝑑𝑐(𝐵′) + (𝑑3𝐵𝑠

′

+ 𝑒 𝐵𝑖′) (1 −
𝐵 + 𝐵𝑎 + 𝐵′ + 𝐵𝑎

′

𝑘1
) 

d𝐵𝑎

dt
= 𝑟1 𝐵𝑎 (1 −

𝐵 + 𝐵𝑎 + 𝐵′ + 𝐵𝑎
′

𝑘1
) +  𝑎1 𝐵 (1 −

𝐵𝑎 + 𝐵𝑎
′

𝑘1 𝑎2
) − 𝑑𝑐(𝐵𝑎)

− 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡 𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑒
 −  𝑓𝑐)  𝐵𝑎 − 𝜂 𝐵𝑎 

d𝐵𝑎′

dt
= 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡 𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑒

 −  𝑓𝑐)  𝐵𝑎  − 𝑑𝑎(𝑓𝑏𝑜𝑢𝑛𝑑𝑒
)𝐵𝑎

′  − 𝑑𝑐(𝐵𝑎
′ ) 

d𝐵𝑖

dt
= (1 −

𝐵𝑖 + 𝐵𝑖
′

𝑘1 𝑎2
) (𝜂 𝐵𝑎 + 𝑟2 𝐵𝑖) − 𝑒 𝐵𝑖 − 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡  𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑖

 −  𝑓𝑐)  𝐵𝑖 
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d𝐵𝑖′

dt
=  𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡  𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑖

 −  𝑓𝑐)  𝐵𝑖 − 𝑒𝐵𝑖
′ −  𝑑𝑎(𝑓𝑏𝑜𝑢𝑛𝑑𝑖

)𝐵𝑖
′  

d𝐵𝑠

dt
= (1 −

𝐵𝑠 + 𝐵𝑠
′

𝑁 𝑘2
) [𝑝 𝑑𝑐(𝐵) + 𝑝 𝑑𝑐(𝐵𝑎) + 𝑟3 𝐵𝑠] − 𝑑3 𝐵𝑠 − 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡 𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑖

 

−  𝑓𝑐) 𝐵𝑠 

d𝐵𝑠′

dt
= 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡  𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑖

 −  𝑓𝑐) 𝐵𝑠 − 𝑑𝑎(𝑓𝑏𝑜𝑢𝑛𝑑𝑖
)𝐵𝑠

′  − 𝑑3𝐵𝑠
′ 

d𝑁

dt
= 𝜇 (𝑁𝑚𝑎𝑥 − 𝑁) (𝐵 + 𝐵𝑎 + 𝐵′ + 𝐵𝑎

′ ) − 𝑑3 𝑁 

𝑑𝐴𝑒

dt
= −𝑘𝑒𝑙𝐴𝑒 −  𝑘𝑓𝐴𝑒 + 𝑘𝑟𝐴𝑖  −

𝑘𝑃𝐵𝑃

𝑛𝐴𝑉𝑢
 𝐴𝑒𝑇𝑒 

𝑑𝐴𝑖

dt
= 𝑘𝑓𝐴𝑒 − 𝑘𝑟𝐴𝑖  −  

𝑘𝑃𝐵𝑃

𝑛𝐴𝑉𝑢
 𝐴𝑖𝑇𝑖 

𝑑𝑇𝑏𝑒

dt
=

𝑘𝑃𝐵𝑃

𝑛𝐴𝑉𝑢
 𝐴𝑒𝑇𝑒

− (𝑦 × 𝑓𝑏𝑜𝑢𝑛𝑑𝑒
)[𝑑𝑐(𝐵𝑎′) + 𝑑𝑐(𝐵′) + 𝑑𝑐(𝐵𝑎) + 𝑑𝑐(𝐵)  

+ 𝑑𝑎(𝑓𝑏𝑜𝑢𝑛𝑑𝑒
)(𝐵′ + 𝐵𝑎

′ ) + 𝑑2 𝐵 + 𝜂 𝐵𝑎]

+ (1 −
𝐵 + 𝐵𝑎 + 𝐵′ + 𝐵𝑎

′

𝑘1
) {[𝑑3(𝐵𝑠

′ + 𝐵𝑠) + 𝑒(𝐵𝑖
′ + 𝐵𝑖)](𝑦 × 𝑓𝑏𝑜𝑢𝑛𝑑𝑖

)} 

𝑑𝑇𝑏𝑖

𝑑𝑡
=

𝑘𝑃𝐵𝑃

𝑛𝐴𝑉𝑢
 𝐴𝑖𝑇𝑖

− (𝑦 × 𝑓𝑏𝑜𝑢𝑛𝑑𝑖
){𝑑𝑎(𝑓𝑏𝑜𝑢𝑛𝑑𝑖

)(𝐵𝑠
′ + 𝐵𝑖

′) + [𝑑3(𝐵𝑠
′ + 𝐵𝑠) + 𝑒(𝐵𝑖

′ + 𝐵𝑖)]}

+ (1 −
𝐵𝑖 + 𝐵𝑖

′

𝑘1 𝑎2
) 𝜂 𝐵𝑎(𝑦 × 𝑓𝑏𝑜𝑢𝑛𝑑𝑒

)

+ (1 −
𝐵𝑠 + 𝐵𝑠

′

𝑁 𝑘2
) [𝑝𝑑𝑐(𝐵) + 𝑝𝑑𝑐(𝐵𝑎)](𝑦 × 𝑓𝑏𝑜𝑢𝑛𝑑𝑒

) 
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𝑑𝑇𝑒

dt
= − 

𝑘𝑃𝐵𝑃

𝑛𝐴𝑉𝑢
 𝐴𝑒𝑇𝑒

− (𝑦 × (1 − 𝑓𝑏𝑜𝑢𝑛𝑑𝑒
)) [𝑑𝑐(𝐵𝑎

′ ) + 𝑑𝑐(𝐵′) + 𝑑𝑐(𝐵𝑎) + 𝑑𝑐(𝐵)

+ 𝑑𝑎(𝑓𝑏𝑜𝑢𝑛𝑑𝑒
)(𝐵′ + 𝐵𝑎

′ ) + 𝑑2𝐵 + 𝜂𝐵𝑎]

+ (1

−
𝐵 + 𝐵𝑎 + 𝐵′ + 𝐵𝑎

′

𝑘1
) {[𝑑3(𝐵𝑠

′ + 𝐵𝑠) + 𝑒(𝐵𝑖
′ + 𝐵𝑖)](𝑦 × (1 − 𝑓𝑏𝑜𝑢𝑛𝑑𝑖

))

+ (𝑟1𝐵 + 𝑟1 𝐵𝑎) 𝑦} 

𝑑𝑇𝑖

𝑑𝑡
= −

𝑘𝑃𝐵𝑃

𝑛𝐴𝑉𝑢
 𝐴𝑖𝑇𝑖

− (𝑦 × (1 − 𝑓𝑏𝑜𝑢𝑛𝑑𝑖
)){𝑑𝑎(𝑓𝑏𝑜𝑢𝑛𝑑𝑖

)(𝐵𝑠
′ + 𝐵𝑖

′)

+ [𝑑3(𝐵𝑠
′ + 𝐵𝑠) + 𝑒(𝐵𝑖

′ + 𝐵𝑖)]} + 𝑟3𝐵𝑠 (1 −
𝐵𝑠 + 𝐵𝑠

′

𝑁 𝑘2
) 𝑦

+ (1 −
𝐵𝑖 + 𝐵𝑖

′

𝑘1 𝑎2
) [𝜂 𝐵𝑎(𝑦 × (1 − 𝑓𝑏𝑜𝑢𝑛𝑑𝑒

)) + 𝑟2 𝐵𝑖 𝑦]

+ (1 −
𝐵𝑠 + 𝐵𝑠

′

𝑁 𝑘2
) [𝑝𝑑𝑐(𝐵) + 𝑝𝑑𝑐(𝐵𝑎)](𝑦 × (1 − 𝑓𝑏𝑜𝑢𝑛𝑑𝑒

)) 

𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑒
 −  𝑓𝑐) and 𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑖

 −  𝑓𝑐) are Heaviside step functions that trigger 

the movement of non-dormant NG to dormant NG states in respectively, extracellular and 

intracellular environments.  

𝑓𝑏𝑜𝑢𝑛𝑑𝑒
=

𝑇𝑏𝑒

𝑇𝑒 + 𝑇𝑏𝑒
 

𝑓𝑏𝑜𝑢𝑛𝑑𝑖
=

𝑇𝑏𝑖

𝑇𝑖 + 𝑇𝑏𝑖
 

Bacterial killing through drug as a function of the fraction of bound PBP: 𝑑𝑎(𝑓) =

𝐸𝑚𝑎𝑥
𝑓𝑚

𝐸𝐶50
𝑚+𝑓𝑚 
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Bacterial killing through PMN as a function of the bacterial state: 𝑑𝑐(𝑔) =  𝑑
𝑔 𝑁

𝑐 𝑁+𝑔
 

 

D.2 Concentration-dependent protein binding of ceftriaxone 

  

Here, we investigate the impact of change in ceftriaxone free (unbound to 

albumin) fraction (𝑓𝑢) on the infection clearance time simulated from the model. The 

model produced clearance times are assessed for different MIC parameter values of the 

Hill function (referred hereafter as ‘MIC’) at different free fractions (Fig. D.1). It could 

be observed that for 𝑓𝑢 ≤ 0.1, the model-derived susceptibility breakpoint (defined in 

Chapter 4, Section 4.2.5) of 0.25mg/L remains unchanged. With 𝑓𝑢 > 0.1, the model-

derived susceptibility breakpoint shifts to 0.5mg/L.   

 

Figure D.1: The model produced infection clearance times assessed at varying MIC levels 

using different free fraction levels. The figure legend shows different free fraction 

levels (𝑓𝑢) between 0.05- 0.17.  

D.3 Estimating parameter values related to drug-mediated killing and dormancy 
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Out of the five cephalosporins used in Dougherty, et al. (1981), only three are 

third-generation cephalosporins. As the drugs that we are interested in (ceftriaxone and 

cefixime) are third-generation cephalosporins, only these three drugs are selected. 

However, out of these three, one drug, cefoxitin has bound fractions measured in 

concentrations that are higher than what is used in Foerster, et al. (2016) and therefore, it 

is not used in the analysis. As the bound PBP fractions relating to the drug cefoperazone 

produce better fits with NG data in Foerster, et al. (2016) than with the bound PBP 

fractions of cefotaxime (sum of squared errors 3.94 (cefoperazone) vs 7.54 (cefotaxime) 

shown in Fig. D.2), cefoperazone is used to estimate the Hill function (𝐸𝑚𝑎𝑥, 𝐸𝐶50 and 

m) and rate constant of dormancy (𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡) parameter values. For parameter estimation, 

the bound fractions reported for binding to PBP2 are used as PBP2 is considered to be the 

most important binding site relating to NG. The model fits to estimate model parameter 

values are shown in Fig. D.3. 

 

 

Figure D.2: Fit to NG load data over time with bound PBP fractions of (a) cefoperazone 

and (b) cefotaxime. The first column in the legend represents the bound PBP 

fractions reported in Dougherty, et al. (1981) and the second column represents 

the measured drug concentrations in Foerster, et al. (2016). 
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Figure D.3: Estimating the Hill function parameters (𝐸𝑚𝑎𝑥, 𝐸𝐶50 and m) and the rate 

constant of NG moving to dormant states (𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡) when treated with 

ceftriaxone and cefixime. Fits to the NG data in the two experiments in Foerster, 

et al. (2016) for (a-b) ceftriaxone and (c-d) cefixime. The first column in the 

legend represents the bound PBP fractions and the second column represents the 

drug concentration that result in the relevant bound PBP fractions.  

D.3.1 Estimating the point estimates of the Hill function parameters 

 

When estimating the Hill function parameter values using Foerster, et al. (2016), as 

there are two separate experiments on NG growth, an additional step is taken to find the 

point estimate parameters and then to generate parameter ranges around the point 

estimates. This process is described in detail in Chapter 4, Section 4.2.2.1 and only a brief 

description is given here. First, two sets of parameter estimates are obtained by fitting 

separately to the two individual experimental data, using Eq.6.1 and 6.2 in Chapter 6. 

Then, using these estimated individual parameter sets, the antibiotic mediated killing 
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effect is calculated using 𝑑𝑎(𝑓𝑏𝑜𝑢𝑛𝑑𝑒
)   =  𝐸𝑚𝑎𝑥  

 (𝑓𝑏𝑜𝑢𝑛𝑑𝑒)𝑚

𝐸𝐶50
𝑚+(𝑓𝑏𝑜𝑢𝑛𝑑𝑒)𝑚 , where 𝑑𝑎(𝑓𝑏𝑜𝑢𝑛𝑑𝑒

) is 

the Hill effect that determines the drug-mediated killing rate of the bacterial population 

when the drug bound PBP fraction is 𝑓𝑏𝑜𝑢𝑛𝑑𝑒
. Parameters are described in Table 6.2, 

Chapter 6. 

Then, to obtain the point estimate model parameter values, the mean Hill effect is 

evaluated using the individual Hill effects (𝑑𝑎(𝑓𝑏𝑜𝑢𝑛𝑑𝑒
)). The Hill function is then fitted 

to this obtained mean killing effect to estimate the point estimates similar to the approach 

taken in Chapter 4, Section 4.2.2.1.  

D.4 PK parameter estimation 

 

Parameter ranges around the rate of drug absorption (𝑘𝑎), the rate of drug moving 

from the extracellular compartment to the intracellular compartment (𝑘𝑓), the rate of drug 

moving from the intracellular compartment to the extracellular compartment (𝑘𝑟) are 

obtained using the method described in Chapter 6, Section 6.2.2.2. The model fits to these 

generated data is shown in Fig. D.4. 
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Figure D.4: Model fits to generated data to estimate 𝑘𝑎, 𝑘𝑓 and 𝑘𝑟 shown for three of the 

generated data sets (for better visualisation only three examples are shown). (a) 

Model fit to ceftriaxone data. (b) Model fit to cefixime data. The scatters show the 

data points and the lines represent the model fits. 

We also note that when generating these data for parameter estimation alternative 

assumptions with larger variance make only negligible differences to model outcomes. 

To test this, we generated data points through a log-normal distribution with the log 

number of drug molecules reported in studies being the mean and standard 

deviation/mean=0.2. Using these generated data, the parameter values are estimated using 

the same approach described in Chapter 6, Section 6.2.2.2. The parameter values obtained 

from the data generated through a log-normal distribution (𝑘𝑎 =  0.46 −  0.87, 𝑘𝑓 =

0.32 −  0.89  and 𝑘𝑟 = 2.84 –  5.13) overlapped with the estimates obtained from data 

generated through a Poisson distribution (𝑘𝑎 =  0.61 –  0.90, 𝑘𝑓 = 0.17 –  0.57 and 𝑘𝑟 =

3.14 –  4.70). A comparison of the resulting treatment effectiveness using the parameter 

estimates obtained from data generated through log-normal and Poisson distribution are 

shown in Table D.1. 
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Table D.1: Comparison of the percentage of simulations that clear the infection in ≤7 days 

at MIC for cefixime of 0.5mg/L when data are generated using Poisson and log-

normal distributions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Treatment Strategy  

Treatment efficacy 

 Data from Poisson distribution Data from log-normal distribution  

400mg Single  30.27 % 30.85 % 

400mg×3, 8h  89.95 % 90.15 % 

800mg×3, 8h  99.70 % 99.74 % 
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D.5 Estimation of the fraction of administered drug molecules that reaches the 

urethra (𝒇𝒔) 

 

Figure D.5: Model produced infection clearance times (days) for different scaling factor 

(𝑓𝑠) values. (a- b) analysed over the ceftriaxone 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡 parameter range of 4.95 

– 6.05 (based on estimates obtained in Table 6.2, Chapter 6). (c - d) analysed over 

the cefixime 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡 parameter range of 2.26 – 2.5 (based on estimates obtained 

in Table 6.2, Chapter 6). (a, c) Infection clearance times related to a susceptible 

strain. (b, d) Infection clearance times related to a resistant strain. 
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D.6 PK/PD parameter calibration 

 

 

Figure D.6: Tornado plots of partial rank correlation coefficients, indicating the 

importance of each parameter's uncertainty in contributing to the variability in 

the model-derived susceptibility breakpoint obtained from the simulations using 

LHS samples shown for (a) cefixime and (b) ceftriaxone. 
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Table D.2: Comparison of the parameter values prior to calibration and after calibration 

for ceftriaxone (CFO) and cefixime (CFM). 

Drug Parameter Parameter range 

(prior to calibration) 

Source for parameter 

values prior to calibration 

Parameter range 

(after calibration) 

CFO 𝑘𝑓 0.38 - 0.85                                                      

 

Method described in 

Section 6.2.2.2 in the 

main text 

0.41 - 0.85 

𝑘𝑟 1.35 - 2.78 1.35 - 2.60 

CFM 𝑘𝑓 0.09 - 0.57 0.17 - 0.57 

𝑘𝑟 3.14 - 5.31 3.14 - 4.7 
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D.7 MIC expression 

 

An expression to define minimum inhibitory concentration (MIC) is derived using 

a sub-system that reflects an in vitro system with no epithelial cells and immune response.  

d𝐵

dt
= (1 −

𝐵 + 𝐵′

𝑘1
) 𝑟1 𝐵 − 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡 𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑒

 −  𝑓𝑐)  𝐵 

d𝐵′

dt
= 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡  𝐻(𝑓𝑏𝑜𝑢𝑛𝑑𝑒

 − 𝑓𝑐)  𝐵 − 𝐸𝑚𝑎𝑥

 (𝑓𝑏𝑜𝑢𝑛𝑑𝑒
)𝑚

𝐸𝐶50
𝑚 + (𝑓𝑏𝑜𝑢𝑛𝑑𝑒

)𝑚
𝐵′ 

𝑑𝑇𝑏𝑒

dt
=

𝑘𝑃𝐵𝑃

𝑛𝐴𝑉𝑢
 𝐴𝑇𝑒 − 𝐸𝑚𝑎𝑥

 (𝑓𝑏𝑜𝑢𝑛𝑑𝑒
)𝑚

𝐸𝐶50
𝑚 + (𝑓𝑏𝑜𝑢𝑛𝑑𝑒

)𝑚
𝐵′ 𝑦 𝑓𝑏𝑜𝑢𝑛𝑑𝑒

  

Using the above system, an expression for MIC is derived as follows.  

At MIC, the corresponding number of drug molecules are given by, 𝐴𝑀𝐼𝐶 =

𝑀𝐼𝐶 × 𝑉𝑢 × (
1

𝑀𝑤
) × 𝑛𝐴, where 𝑀𝑤 is the molecular weight of the drug, 𝑉𝑢 is the urethral 

volume and 𝑛𝐴 is the Avogadro constant. 

If 𝑓𝑐 is the fraction of drug bound PBP targets at which the net growth of the bacterial 

population is zero, at 𝐴𝑀𝐼𝐶  the drug bound PBP fraction is: 

(𝑇𝑏𝑒)𝑀𝐼𝐶

(𝑇𝑏𝑒)𝑀𝐼𝐶 + (𝑇𝑒)𝑀𝐼𝐶
= 𝑓𝐶                                                                                                       (D. 1) 

(𝑇𝑏𝑒)𝑀𝐼𝐶 and (𝑇𝑒)𝑀𝐼𝐶 are respectively drug bound and free PBP molecules at MIC. 

Since, 

 (𝑇𝑒)𝑀𝐼𝐶 = (𝐵∗ + 𝐵′∗)𝑦 − (𝑇𝑏𝑒)𝑀𝐼𝐶                                                                                  (D. 2)                                                                           

where 𝐵∗ and 𝐵′∗ are respectively the steady-state unattached and dormant NG and 𝑦 is 

the fixed number of PBP targets per bacterium. 

From D.1 and D.2: 

(𝑇𝑏𝑒)𝑀𝐼𝐶

(𝐵∗ + 𝐵′∗)𝑦
= 𝑓𝐶                                                                                                                     (D. 3) 
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Since at MIC, the system is at equilibrium, 

𝑘𝑃𝐵𝑃

𝑛𝐴𝑉𝑢
𝐴𝑀𝐼𝐶(𝑇𝑒)𝑀𝐼𝐶 = 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡 𝐵∗ 𝑦 𝑓𝑐                                                                              (D. 4) 

Substituting Eq. D.3 into the above expression (D.4): 

𝑘𝑃𝐵𝑃

𝑀𝑤
𝑀𝐼𝐶 × (𝐵∗ + 𝐵′∗)𝑦 (1 −  𝑓𝐶) = 𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡 𝐵∗ 𝑦 𝑓𝑐                                              (D. 5)  

𝑀𝐼𝐶 =
𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡   𝑓𝑐 𝑀𝑤

𝑘𝑃𝐵𝑃 (1 −  𝑓𝐶)
(

𝐵∗ 

𝐵∗ + 𝐵′∗
)                                                                                 (D. 6) 

Since MIC is independent of the drug being present, assuming that 𝐵′∗ = 0, 

𝑀𝐼𝐶 =
𝑘𝑑𝑜𝑟𝑚𝑎𝑛𝑡    𝑓𝑐 𝑀𝑤

𝑘𝑃𝐵𝑃 (1 −  𝑓𝐶)
                                                                                                      (D. 7) 
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D.8 Different cefixime treatment strategies 

 

The extracellular drug concentration profiles converted from the number of 

molecules simulated from the model are shown in Fig. D.7. Single and multiple dose 

strategies that accumulate to a total drug dose of 400, 800, 1200 and 2400mg are shown.  

 

Figure D.7: Change in the extracellular drug concentration profiles for tested cefixime 

strategies. (a) 1200mg single dose (b) 200mg ×2, 6h apart (c) 400mg ×2, 6h apart 

(d) 400mg ×3, 8h apart (e) 800mg and 400mg 6h apart and (f) 800mg ×3, 8h apart. 

The solid line is the median drug concentration and the shaded area is the 95% 

range.  
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D.8.1 Effectiveness of different multiple dose strategies of cefixime 

 

 

Figure D.8: Behaviour of (a) the intracellular number of drug molecules and (b) the time 

the extracellular drug concentration remains above the MIC shown for the 

simulations that cleared infection through multiple dose strategy but failed with 

the single dose regimen. Results are shown using 1200mg single dose, 400mg×3, 

8h and 800mg×3, 8h strategies for MIC for cefixime of 0.5mg/L. 

 

 

Figure D.9: The time above the MIC (𝑡MIC) obtained for different dose amounts and 

dosing intervals of cefixime. The 𝑡MIC obtained for MIC of 0.25, 0.5 and 1mg/L 
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shown for the treatment strategies of (a) 2×200mg (b) 400mg ×3 and (c) 800mg 

×3 evaluated at 4, 6 and 8h dosing frequencies. The scatter point represents the 

median and the bars represent the 95% range. 

D.8.2 Patient non-adherence with multiple dose strategies 

 

The effectiveness of multiple dose strategies under patient non-adherence is 

evaluated using the strategy 400mg × 3, 8h apart (Table D.3). When testing non-

adherence, it is assumed that the second dose is not taken at the correct dosing interval. 

Specifically, we consider a uniformly distributed delay of between 0 and 8h to the 2nd 

dose in comparison to the recommended schedule, with subsequent doses then taken at 

the correct spacing from the previous dose. Treatment efficacy is analysed when 15%, 

25% 50%, 75% and 100% of the simulations using LHS samples are assumed to be 

subject to non-adherence.  
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Table D.3: The percentage of simulations that clear infection using 400mg × 3, 8h 

cefixime strategy under patient non-adherence. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Method MIC (mg/L) 

0.06 0.125 0.25 0.5 1 

Full compliance -1200mg 

single dose 

100.00 100.00 99.72 89.72 60.64 

Full compliance - 400mg × 

3, 8h 

100.00 100.00 99.72 89.95 60.76 

20% non-compliance 100.00 100.00 99.68 89.78 60.63 

25% non-compliance 100.00 100.00 99.44 87.41 55.29 

50% non-compliance 100.00 100.00 99.24 86.15 52.59 

75% non-compliance 100.00 100.00 98.87 83.20 49.10 

100% non-compliance 100.00 100.00 98.30 80.31 46.24 
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