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Abstract

Measuring selective pressures shaping the evolution of viral populations is important for

preventing and controlling the spread of disease, as well as for understanding evolutionary

processes in general. Traditional methods for detecting and quantifying selection assume

that a single segregating allele is under constant selection in a population of constant size.

However, viruses frequently violate these assumptions due to (i) their high mutation rates

and (ii) their complex epidemiological dynamics. We examine the effect of these factors

using computational models describing evolution at protein-coding regions, under various

population dynamics. In Chapter 2 we show, assuming population sizes are constant,

that linkage-induced interference between segregating mutations distort commonly used

statistics such as dN/dS and the McDonald-Kreitman (MK) statistic. We propose three

alternative statistics to detect the effect of background selection, hitch-hiking and clonal

interference. In Chapter 3, we examine selection acting in the context of an epidemi-

ological multi-strain SIRS model, by explicitly modelling the effect of cross-immunity

between related strains, competition for susceptible hosts, and decaying host immunity.

By studying the probability of antigenic reversion, we show that time-varying antigenic

selection mediated by host immunity has a qualitatively different effect from constant

selective constraint, which is observable from changing frequencies at antigenic sites over

time. In Chapter 4, we apply both of these methods to avian influenza, demonstrating

their utility in comparing selection between different lineages. In combination, these

methods allow us to distinguish between different forms of selection, which may allow us

to discriminate between potential biological mechanisms shaping viral populations.
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Preface

This thesis consists of three studies on the evolution of viral populations.

In Chapter 2, I construct a computer simulation model to analyse the effect of interfering

mutations on the evolution of codon sequences. This work was done in collaboration with

my supervisor, Mark Tanaka, and Steven Hamblin. I played a major role in the study

conception and design of this chapter, which were developed through many discussions

with Mark and Steven. I implemented the model, performed the analysis, and wrote the

manuscript, with contributions from Mark and Steven in organising and editing the text.

This chapter has been published in BMC Evolutionary Biology (Chan et al., 2013).

In Chapter 3, I develop a model to explain variation in patterns of reversion at anti-

genic sites. This work was done in collaboration with Mark Tanaka and Lloyd Sanders.

The ideas in this study were developed jointly by Mark and me. The study was designed

primarily by me, in discussion with Mark. I implemented the model, with assistance from

Lloyd, and carried out all of the analysis. I also wrote the manuscript with contributions

from Lloyd and Mark in editing the text. This chapter has been submitted to a journal

for publication.

In Chapter 4, I apply the methods developed in the previous chapters, to study the

evolutionary dynamics of avian influenza A. The ideas in this study were developed in

discussion with Mark Tanaka. I carried out all of the analyses and wrote the manuscript.

The work in this chapter has not yet been submitted for publication.
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Chapter 1

Introduction

RNA viral populations provide a powerful model for studying molecular evolution. The

high mutation rates, in combination with large population sizes and short generation

times, result in rapid evolutionary changes on observable time-scales. In this thesis, we

study the influenza A virus, as an example of viral evolution. The segmented genome

of this virus consists of eight gene segments encoding eleven proteins; of these, the most

extensively studied is the hemagglutinin (HA) gene, which is the primary target of anti-

genic recognition. Reassortment between segments can occur, but recombination is very

rare (Boni et al., 2008), so that for any given segment, genetic diversity is accumulated

clonally.

The increasing availability of sequence data provides the opportunity to study the

effect of molecular changes on viral fitness in natural populations. However, many of the

most widely used methods are based on simple population models which assume that

only a single mutation segregates at any time in the population, and do not account for

changes in population dynamics. How do these assumptions affect inference of selection

in viral populations?

In this chapter, we provide a brief description of the theory and application for infer-

ring selection in viral populations. In Section 1.1, we describe some theoretical models of

population dynamics that underlie these estimation methods. The basic Wright-Fisher

model is described in Section 1.1.1; we then describe extensions that examine the effect

of multiple mutations segregating at the same time in the population (Section 1.1.2) and

changing population dynamics (Section 1.1.3). In Section 1.2, we describe methods of
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inference, with particular focus on applications to human influenza A. This virus is one

of the most extensively studied examples of positive selection, and a comparison of the

methods which have been applied illustrates how the development of population models

can provide further insight into viral evolution. Finally, in Section 1.3, we will summarise

some of the unresolved questions regarding inference of viral selection and outline the

goals of this thesis.

1.1 Models of evolving populations

1.1.1 The Wright-Fisher model

One of the most basic models in population genetics is the Wright-Fisher model (Wright,

1931). It assumes a population of constant size N , which evolves in discrete generations

so that in each generation the population is replaced by its progeny. A mutation with

a selection coefficient s changes the reproductive fitness of an individual by a factor of

1 + s. Mutations that are beneficial (s > 0) are more likely to reach fixation, so that it

is acquired by all individuals in the population due to positive selection; whereas, dele-

terious mutations (s < 0) are more likely to be removed from the population by negative

selection. However, stochasticity also affects the fate of the mutation. Genetic drift oc-

curs as a result of random sampling of a finite number of individuals in each generation,

so that mutations (even beneficial ones) at low frequencies may be stochastically lost.

The relative influence of genetic drift is determined by the population size N , and we

denote the effective strength of selection as S = Ns.

In each generation, θ = UN new mutations are introduced into the population,

where U is genomic mutation rate, and some of the existing genetic diversity is lost

during the reproductive process. Assuming a population of constant size at equilibrium,

the probability that a new mutation with a selective coefficent s survives genetic drift to

reach fixation is given by (Kimura, 1962)

pfix =
1− e−2s

1− e−2Ns
,

≈ 2s

1− e−2Ns
. (1.1)

In particular, the probability that a neutral (s = 0) mutation reaches fixation is 1/N ,
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while the fixation probability of a beneficial mutation (s > 0) in a large (haploid) popula-

tion approaches 2s. The second value approaches the result obtained by Haldane (1927),

using a branching process approximation (s small but not too close to 0).

The rate of substitution, which is commonly used to describe long-term evolutionary

dynamics, is simply given by the product of the rate at which mutations are introduced

into the population θ and the probability they are retained in the population pfix.

1.1.2 Population models with interference

Under the conditions described in Section 1.1.1, the behaviour of a mutation at low

frequency is mainly influenced by genetic drift, but tends to follow more deterministic

trajectories once the mutation reaches high frequencies. However, in a population where

the rate of mutational input θ is large, multiple mutations may occur and perturb the

trajectory of the mutation, even when it reaches high frequencies. This is particularly

relevant for understanding evolution in viral populations which have both rapid mutation

rates and large population sizes.

Historically, this issue has been addressed from a number of different perspectives,

resulting in wide variation in terminology, which can differ depending on the number

and composition of new mutations and the effect of interest. For example, background

selection (Charlesworth et al., 1993) refers to the effect of deleterious mutations on neu-

tral diversity, hitch-hiking (Maynard-Smith et al., 1974) refers to the effect of beneficial

mutations on deleterious and neutral mutations, and clonal interference (Gerrish and

Lenski, 1998) refers to the effect of multiple beneficial mutations on different sequences.

In all cases, the general effect of interference is to reduce the effect of selection (both

positive and negative) and to increase the variance of the offspring distribution. We

describe these effects in more detail in Chapter 2; the aim of this section is only to pro-

vide some intuition regarding the distorting effects of interference on the dynamics of the

population.

Gerrish and Lenski (1998) derives an expression for the probability of fixation which

combines both the probability of surviving extinction by drift, and the probability that

no mutation with a higher selection coefficient emerges. Mutations can therefore be

categorized as strongly beneficial or driver mutations that influence the trajectory of
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other mutations, or passenger mutations which are only weakly influenced by the selection

coefficient of the mutation (Schiffels et al., 2011).

Interference does not only perturb the trajectory of a single mutation; it distorts

the frequency of all mutations carried on the same lineage. For strong selection, this

effect is transitionary. Strongly deleterious mutations are usually removed before they

reach high frequencies (Charlesworth et al., 1993), and strongly beneficial mutations

sweep rapidly to fixation (Maynard-Smith et al., 1974). However, when mutation rates

are high and selection is weak, multiple lineages can persist. In this selection regime,

the lineage in which a mutation occurs is more important than its selection coefficient.

Mutations that occur in the most fit lineages are more likely to occur at high frequencies

in the population, even if they are neutral or weakly deleterious. This is expected to

occur in both populations with many beneficial mutations (Desai et al., 2013; Neher and

Hallatschek, 2013), and populations with many deleterious mutations (Walczak et al.,

2012).

1.1.3 Population models with varying population size

The population model described in Section 1.1.1 assumes a constant coefficient of selection

s, and a population of constant sizeN , which is at equilibrium. Alternatively, it is possible

to derive fixation probabilities and passage times for a time-inhomogeneous process using

branching processes to incorporate the effect of changing population sizes (Patwa and

Wahl, 2008) and selection coefficients (Uecker and Hermisson, 2011) over time.

Fixation probabilities computed using the branching process differ from the results of

the Wright-Fisher model. This is due to the fact that the branching process has no density

dependence, unless it is explicitly incorporated into the birth or death rate (Uecker and

Hermisson, 2011). In the case of positive selection in a large population, the probability

of fixation derived from the branching processes (Haldane, 1927) is similar to the proba-

bility in the Wright-Fisher model, but changes in population size can affect the fixation

probability of selected mutations. One simple case is where the population is growing

exponentially at rate r; this increases the probability of fixation of a beneficial mutation

to 2(s + r) (Otto and Whitlock, 1997). However, where rates of birth and death vary

over time, the expression for the probability of fixation is also time-dependent (Uecker
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and Hermisson, 2011). Where population size changes rapidly, it is common to approx-

imate the effective population size as the harmonic mean of the population size over

time (Ewens, 1967), but this approximation performs well only if the fluctuations are

much more rapid than the time to fixation (on the order of 1/s) (Otto and Whitlock,

1997).

The results above suggest that the probability of fixation in an epidemiological model

should be time-dependent. However, if we assume that stochastic extinction primarily

occurs when a mutation is at low frequency, we can approximate the fixation probability

of a new mutation using the initial rates of pathogen transmission, by assuming that the

number of susceptible hosts are not depleted. Under these simplifying conditions, the

probability of fixation can be expressed in terms of the basic reproductive ratio of the

virus (Keeling and Rohani, 2008). This probability is developed and described in more

detail in Chapter 3.

1.2 Inference of natural selection in influenza A

Having outlined some of the relevant results which guide our expectations about how

selection can influence samples of sequences, we now review how some of these methods

have been applied to human influenza A, and show how the use of different methods have

provided insights into different aspects of the evolutionary dynamics of this virus.

1.2.1 Inferring selection from substitutions

A common approach for detecting selection involves comparing the rate of non-synonymous

substitution dN to the synonymous rate of substitution dS . Synonymous nucleotide

changes do not affect the encoded amino acid, and are therefore assumed to be neutral.

Based on this comparison, dN/dS > 1 indicates the effect of positive selection favouring

a change in the amino acid of a protein, while dN/dS < 1 is a sign of negative selection

due to functional constraints (Hughes and Nei, 1988).

When values of dN/dS are computed across a whole gene, positive selection at a

small number of sites may be masked by negative selection at a larger of number of

sites. Thus, an analysis of human influenza H1N1 (Sugita et al., 1991) found that the

evolution of the HA gene is mainly characterised by selective constraint. However, Fitch
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et al. (1991) showed that the number of non-synonymous changes varies considerably

between codon sites of the HA gene of human influenza A (H3N2). Antigenic changes

(experimentally determined) were also observed to occur more frequently along of the

trunk of the phylogeny, indicating enhanced survival of the strain.

The low sensitivity of gene-wide tests for selection has motivated the development of

methods for identifying positive selection at individual codon sites. Fitch et al. (1997)

tested for sites where dN/dS exceeds the binomial expectation, computed by pooling

changes at all codon sites. Maximum likelihood methods (Kosakovsky Pond and Frost,

2005; Nielsen and Yang, 1998) assign sites to different classes and estimate dN/dS for

each site-class according to their posterior probability. Results from dN/dS-based studies

have varied in terms of the number of sites identified [31 (Fitch et al., 1997), 18 (Bush

et al., 1999) and 12 (Yang, 2000)], but a small number of sites in the HA gene show

strong signs of positive selection and has been identified in multiple studies.

More refined substitution models have been developed in the maximum-likelihood

framework (see Kosakovsky Pond and Frost (2005)). These allow for codon-specific bias

in the rates of mutation and base frequencies, but a single parameter ω = dN/dS de-

scribes the relative rate of all non-synonymous substitutions. However, the HA gene

shows a strong directional effect, with a preference for a limited number of amino acids

at any site. This directionality effect can be modelled by including codon-specific bias

factors into the substitution model (Kosakovsky Pond et al., 2008; Seoighe et al., 2007),

or by computing an additional bias statistic (Kryazhimskiy et al., 2008). These meth-

ods detected directional selection in both the HA gene (Kryazhimskiy et al., 2008) and

the internal segments (Kosakovsky Pond et al., 2008). Many of the sites identified by

Kryazhimskiy et al. (2008) overlap with previously identified antigenic sites (Bush et al.,

1999; Fitch et al., 1997; Yang, 2000), which suggests that antigenic sites in influenza

evolve under both selective constraint and positive selection.

Phylogentic methods have also been developed to characterise the distribution of

fitness effects (DFE) across the whole gene, including both positively and negatively

selected sites. Nielsen and Yang (2003) showed that if evolution is assumed to follow

a Wright-Fisher process, than we can describe the estimator ω = dN/dS , as a ratio of

the fixation probabilities [Equation (1.1)]. The estimator ω can then be expressed as
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function of the effective strength of selection S = Ns. Assuming the DFE followed a

gamma distribution, Nielsen and Yang (2003) estimated shape and rate parameters to be

respectively, α̂ = 0.306 and β̂ = 0.298. This was quite similar to estimates for the HIV-1

env gene (α̂ = 0.373, β̂ = 0.523) and very different from a similar analysis on mammalian

mitochondrial data (α̂ = 3.22, β̂ = 1.62) (Nielsen and Yang, 2003). In particular, the

smaller shape parameter for the viral proteins indicates that only a small proportion of

sites are weakly deleterious.

Alternatively, the DFE can be estimated by relating the relative frequency of an

amino acid to the probability of fixation [Equation (1.1)]. This result follows from the

reversibility of the evolution process (Halpern and Bruno, 1998). Tamuri et al. (2009)

show that residue frequency is more informative of selective constraint than dN/dS . This

parametrisation more clearly reflects the codon-specific nature of selective constraint;

negative selection drives the population towards a static equilibrium, whereas positive

selection is a shift in equilibrium (Mustonen and Lässig, 2009). This contrasts with

dN/dS , which assumes that positive selection occurs recurrently so that an unfixed amino

acid is always favoured. Comparison of selective constraint between avian and human

branches shows that the strength of selective constraint is similar for both host types

but different residues are preferred (Tamuri et al., 2012). They found that deleterious

changes are distributed bi-modally with peaks at strongly deleterious (S < −10) and

nearly neutral (−2 < S < 2) mutations. At the adaptive equilibrium, there is a third

well-defined peak for strongly beneficial (S > 10) mutations.

The assumption of a specific model enables a quantitive estimation of fitness. In the

absence of a model, however, it is still possible to determine the relative effect of specific

factors. Meyer et al. (2013) compared estimates of dN/dS at each site between lineages of

avian and human HA of subtype H1, H3 and H5. They found that similarity in structural

constraints between lineages explain 20–40% of variation in dN/dS values.

1.2.2 Inferring selection from sequence polymorphism

Phylogenetic dN/dS-based methods were originally developed for analysing divergence

between different species. Their application to viral sequences sampled from a single

population relies on the simplifying but incorrect assumption that polymorphic mutations
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are equivalent to substitutions. As demonstrated by Kryazhimskiy and Plotkin (2008),

this results in a over-estimation of dN/dS , and generates biased estimates of the effective

strength of selection S.

One modification is to use the McDonald-Kreitman (MK) test (McDonald and Kre-

itman, 1991), which compares the ratio of non-synonymous to synonymous substitutions

to the ratio of non-synonymous to synonymous polymorphisms. This comparison as-

sumes that deleterious mutations are rapidly removed and surviving polymorphisms are

neutral (Smith and Eyre-Walker, 2002). An additional modification, using only polymor-

phisms segregating at medium frequencies (Bhatt et al., 2011), was proposed to reduce

bias due to non-neutral mutations segregating in the population. A study by Messer

and Petrov (2013) suggests that the comparative approach of the MK test is relatively

robust to the effects of linkage. Bhatt et al. (2011), using a modified form of the MK

test, found that positive selection occurs on all segments of human influenza A (H3N2);

this contrasts to a dN/dS study (Suzuki, 2006), which detected positive selection in only

the HA, NA and NP gene segments.

Alternatively, there are sequence analysis methods which do not explicitly differ-

entiate between frequency and fixation. These methods are less established, and the

theoretical framework is less developed, but they can be highly descriptive about the

evolutionary dynamics of the virus. While phylogenetic methods have difficulty incor-

porating time-dependent or branch-specific effects (Rodrigue, 2013), these effects can be

incorporated quite easily using frequency-based methods. One of the simplest approaches

to frequency data is developed in a study by Shih et al. (2007). No model is explicitly

stated, but rapid increases in frequency are taken as an indication of strong selection.

These events were observed to occur mainly at antigenic sites, and to occur continuously

thoughout the period of study. A more model-based interpretation was used by Illing-

worth and Mustonen (2012); frequency trajectories of each allele were fitted to a model of

logistic growth where the selection coefficient is given by the growth rate (Wright, 1931).

Consistent with the observation that almost no recombination occurs in influenza A,

a number of frequency-based studies have shown that interference between mutations

has a strong effect on the population dynamics of human influenza A. Illingworth and

Mustonen (2012) found a large discrepancy between an “effective” selection coefficient
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and an inherent selection coefficient, indicating strong interference effects at many sites.

A related study (Strelkowa and Lässig, 2012) found that many positively selected sites

reach high frequencies but are subsequently out-competed, which is an indication of clonal

interference.

1.2.3 Inference accounting for population dynamics

The methods described in Section 1.2.1–1.2.2 largely assumed fixed population sizes, but

as discussed in Section 1.1.3, changing population sizes can affect evolutionary dynamics.

Coalescent theory describes the probability of observing a particular genealogy (Kingman,

1982). The likelihood constructed from this process can be used to estimate the effective

population size (Felsenstein, 1992; Kuhner et al., 1995). Furthermore, the coalescent

has the property that inter-coalescent intervals are independent (Griffiths and Tavare,

1994), so that it is possible to estimate different population sizes at each coalescent time.

(Pybus et al., 2000).

Using extensions that allow the effective population size to vary nonparametrically

(Minin et al., 2008; Pybus et al., 2000), Bahl et al. (2011) reconstructs the population

dynamics of human influneza A (H3N2). They found that seasonal fluctuations in the

effective population size occur at temperate locations, while more stable dynamics are

observed in tropical and subtropical regions. Globally, the effective population size is

small, but lineages continuously die out and are replaced by reseeding from different

locations. No single population acts as the source, but genetic diversity is maintained

by constant migration between populations. Interestingly, Southeast Asia, which is one

of the major hubs maintaining diversity between seasons (Russell et al., 2008) showed

smaller genetic diversity than other regions. As noted by the author, this may represent

the effect of selection rather than a smaller census population size (Bahl et al., 2011).

This demonstrates two difficulties to applying coalescent methods to viral sequence

data. First, it does not include selection; second, it is unclear how the effective population

size should be biologically interpreted. In regards to the first problem, we note that

theoretical extensions of the coalescent (Desai et al., 2013; Kaplan et al., 1988; Walczak

et al., 2012) have been developed to describe changes in the rate of coalescence between

lineages of different fitness classes. However, these models have not been implemented
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for inference, as they require the fitness of each node in the genealogy to be known.

In response to the second problem, a range of phylodynamic models (Grenfell et al.,

2004; Pybus and Rambaut, 2009; Volz et al., 2009), have been developed to link the

coalescent to epidemiological models. This involves reparametrization of the rate of coa-

lescence in terms of the rate of transmission (Frost and Volz, 2010; Koelle and Rasmussen,

2012), as well as computational methods to incorporate epidemiological data (Rasmussen

et al., 2011). However, these methods cannot incorporate sudden changes in population

dynamics due to molecular (antigenic) changes.

In view of these limitations of the coalescent, an alternative approach is to explicitly

model both epidemiological and molecular changes. These models can incorporate mech-

anisms specific to the virus of interest, but the resulting complexity can make it difficult

to evaluate the influence of different effects. For example, multiple models have been

proposed to explain the mechanism shaping the linear, “cactus-like” phylogeny of human

influenza A, where genetic diversity at any time is limited despite continual generation of

new strains. Ferguson et al. (2003) showed that observations could be explained by the

introducing a short-lived strain transcending immunity to restrict the growth of viral di-

versity in the population. However, an alternative model, in which antigenic substitutions

occur in only punctuated bursts, was also able to generate the a cactus-like phlyogeny

without invoking additional immunity (Koelle et al., 2006). A recent model incorporating

both strain-transcending immunity and mutation-limited antigenic drift (Zinder et al.,

2013) found that phylogenetic patterns were unable to distinguish between these two

hypotheses.

1.3 Goals of this thesis

In this chapter, we have outlined the theoretical underpinnings and analytical methods

developed to infer selection from viruses. Standard models of molecular evolution used

in phylogenetic and coalescent models assume the process of substitution is time ho-

mogeneous and instantaneous along branches. Changes in rates of substitutions can be

described in terms of different parameters such as the mutation rate, frequency bias and

mutation bias, to distinguish between mechanisms affecting evolutionary rates. Modifica-

tions in the substitution model also allow parameters to be varied between branches, but
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these models assume there is no change in population dynamics along a single branch, and

that there is no interaction between concurrent lineages. These assumptions affect how

we identify populations evolving under selection, how we quantify the amount of selec-

tion, and how we generalise from the population under study to similar viral populations

that may differ in population dynamics.

In this thesis, we address two interaction effects which complicate the process by which

mutations emerge and reach fixation in viral populations. In Chapter 2, we examine the

effect of interference between co-segregating mutations using computer simulations. Pre-

vious papers have examined different effects of particular forms of interference such as

background selection (Charlesworth et al., 1993; Walczak et al., 2012), hitch-hiking (Bus-

tamante et al., 2001) and clonal interference (Desai et al., 2013; Strelkowa and Lässig,

2012). Here, we examine their combined effects and compare how different conditions of

linked selection affect sequence statistics, such as dN/dS and the MK statistic.

In Chapter 3, we examine the effect of interactions between the molecular substitu-

tion process and the epidemiological dynamics by studying antigenic reversion. We first

develop an analytical model for a simple three-strain SIRS model (Hethcote, 2000) to

provide insight into the relative influence of the various underlying parameters describing

the viral and host population. We then extend the analysis using computer simulations

and consider whether frequency data can be used to allow inference of parameters of

antigenic selection and selective constraint.

We have focused on the application of these methods to human influenza A, which

has been the subject of extensive study. The interest in this virus is not only because

it imposes a significant health burden, but also because of its distinctive evolutionary

dynamics with clear signs of strong positive selection (Fitch et al., 1991). As such, hu-

man influenza is a canonical example of positive selection, but this raises the question of

whether these selective mechanisms are particular to human influenza A, or occur gener-

ally in other viruses. In Chapter 4, we examine the role of interference and epidemiology

in the evolution of avian influenza A. As avian influenza does not have same ladder-like

shape of human influenza, multiple lineages co-circulate, allowing us to compare the ef-

fect of different population dynamics on evolutionary trajectories across a similar fitness

landscape.
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In Chapter 5, we summarise the conclusions of this thesis, and discuss some general

implications for modelling viral evolution and possible directions for future work.
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Chapter 2

The effects of linkage on

comparative estimators of

selection

2.1 Introduction

Understanding the mechanisms by which natural selection shapes the evolution of genes

is one of the major aims of molecular evolution. One commonly used approach for

the detection of positive selection in protein-coding sequences is based on comparing the

frequency of non-synonymous or amino-acid (A) changes to the frequency of synonymous

(S) changes (Nielsen, 2005). For simplicity, synonymous nucleotide changes that do not

affect the protein are generally assumed to be neutral. In the absence of selection and

accounting for the genetic code, we expect both types of changes to be equally probable

so that the rate of non-synonymous substitutions per site (KA) is equal to the rate

of synonymous substitutions per site (KS); a ratio of KA/KS > 1 indicates positive

selection favouring a change in the protein (Hughes and Nei, 1988). However, this test

is heavily conservative as proteins are generally under negative selection against amino

acid changes that may affect protein function. Positive selection at a small number of

sites may be masked by negative selection removing non-synonymous changes in the rest

of the protein (Hughes, 2007). In this study, we use the KA/KS notation of Li (1993)

rather than the more commonly used dN/dS to make explicit that we compute the ratio
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of the number of substitutions, not the ratio of substitution rates.

The McDonald-Kreitman (MK) test (McDonald and Kreitman, 1991) attempts to

account for the presence of negatively selected sites by comparing KA/KS to f , the pro-

portion of nearly neutral sites in the sequence (Eyre-Walker and Keightley, 2007). If

selection is strong, deleterious and beneficial mutations are expected to make little con-

tribution to polymorphism; deleterious mutations are removed by selection and beneficial

mutations reach fixation rapidly. Polymorphic sites are expected to consist largely of neu-

tral variation, and the ratio of the number of neutral non-synonymous polymorphic sites

(PA) to the number of synonymous polymorphic sites (PS) can be used as an estimator

of f (Smith and Eyre-Walker, 2002). In the MK test, positive selection is inferred when

KA/KS > PA/PS . Following similar reasoning, KA/KS measured in a related sample

can be used as a measure of selective constraint so that an increase in the KA/KS ratio

implies positive selection (Czelusniak et al., 1982; Toll-Riera et al., 2011).

With the increasing availability of sequence data, various modifications of KA/KS

methods have been developed to quantify the prevalence (Smith and Eyre-Walker, 2002),

strength (Nielsen and Yang, 2003; Sawyer and Hartl, 1992) and dynamics of positive

selection (Lemey et al., 2007; Yang, 1998). These methods rely on the assumption that

sites segregate independently; that is, the change in frequency at one site will not affect

the change in frequency at another site. In a large population with a high mutation rate,

however, multiple mutations co-occur in the population and the change in frequency of

one mutation also depends on selection acting at linked sites. Depending on the type

of selection, linkage can have different effects; background selection, hitch-hiking and

clonal interference can both increase or decrease fixation probability or polymorphism

frequency relative to expected levels, which we describe below.

Background selection is the reduction in genetic variability caused by linkage to neg-

atively selected sites (Charlesworth et al., 1993). The effect of background selection on

the probability of fixation is qualitatively similar to a reduction in effective population

size (Birky and Walsh, 1988; Charlesworth, 1994; Charlesworth et al., 1993; Peck, 1994),

which implies a higher than expected value of KA/KS under negative selection and a

lower than expected value of KA/KS under positive selection relative to expectations

under independently segregating sites (Birky and Walsh, 1988). Background selection
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also reduces the number of neutral polymorphic sites (Charlesworth et al., 1995), and

can result in a non-monotonic site-frequency spectrum, similar to the effect of continual

adaptation (Neher and Hallatschek, 2013; Neher and Shraiman, 2011). Linkage between

sites introduces dependencies in the site frequency spectrum, increasing the covariance

even if the mean is unchanged (Bustamante et al., 2001). Recent work with the struc-

tured coalescent (Walczak et al., 2012) with a model of only negative selection, provides

analytical expressions for the number of both neutral and deleterious mutations showing

that the effective population size varies, both going back in time, and between individuals

in different fitness classes.

When both positive and negative selection operate on a locus, the dynamics of linked

neutral and deleterious mutations will also be affected by hitch-hiking (Maynard-Smith

et al., 1974). Birky and Walsh (1988) showed that hitch-hiking does not affect the

fixation probability at neutral sites but increases the fixation probability at negatively

selected sites, which implies that KA/KS values are elevated relative to expectation under

independently segregating sites. For the MK statistic, the effect of hitch-hiking depends

on its effect on polymorphism relative to its effect on divergence. The effect of hitch-

hiking on neutral polymorphism has been described by Braverman et al. (1995), but has

not been characterised on a selected background. Previous findings (Braverman et al.,

1995; Kim and Stephan, 2000; Kim and Wiehe, 2009) were largely based on coalescent

simulations which allow only a small number of sites to be under selection and model the

trajectory of beneficial mutations deterministically. Forward simulation studies (Birky

and Walsh, 1988; Comeron and Kreitman, 2002; Li, 1987; Zeng and Charlesworth, 2010)

which begin with a number of positively selected sites and evolve towards mutation-

selection equilibrium show that linkage affects a number of frequency-based statistics

including Tajima’s D and heterozygosity.

Clonal interference (interactions between positively selected mutations) has also been

predicted to reduce the fixation probability of beneficial mutations and promote the

fixation of deleterious mutations; this was demonstrated in several experimental sys-

tems (Miralles et al., 1999; Rozen et al., 2002). More recently, theoretical models assum-

ing continual adaptation with a high supply of beneficial mutations have been used to

obtain analytical expressions characterising genetic diversity. These models predict a non-
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monotonic site frequency spectrum with a large number of both low and high-frequency

mutations (Desai et al., 2013; Neher and Hallatschek, 2013; Neher and Shraiman, 2011).

This is equivalent to large number of lineages coalescing simultaneously, and is often

described as multiple-mergers (Desai et al., 2013; Neher and Hallatschek, 2013; Neher

and Shraiman, 2011).

Here, we examine the joint effects of background selection, hitch-hiking and clonal

interference on the KA/KS and MK statistic. Based on theoretical studies (Desai et al.,

2013; Neher and Hallatschek, 2013; Neher and Shraiman, 2011; Walczak et al., 2012), we

expect different forms of distortion in the site-frequency spectrum due to these effects.

Previous simulation studies (Birky and Walsh, 1988; Comeron and Kreitman, 2002; Li,

1987; Messer and Petrov, 2013) have often considered these effects together, but here

we distinguish between them by allowing both the strength of selection and the level of

interference to vary. We do this using forward simulations with finite sites, allowing pos-

itive selection to occur at different times. Finally, we propose three diagnostic statistics

to indicate the degree to which (a) hitch-hiking of deleterious mutations (b) background

selection and (c) clonal interference affect a sample of protein-coding sequences.

2.2 Methods

2.2.1 Simulation of sequence evolution under linkage

We simulate the evolution of a population, represented as a sequence of length L = 500

codons (nucleotide triplet). Each codon site is associated with a selection coefficient, sd,

which is drawn from the distribution of fitness effects (DFE; see Section 2.2.1.1). The

DFE affects both the extent of background selection and hitch-hiking. To model a well-

adapted population, each simulation is initialised so that all non-synonymous changes

from the ancestral sequence are negatively selected, reducing fitness by a factor of 1−sd.

All synonymous changes are neutral. Throughout the simulation, positive selection is

introduced at a specified number of sites at fixed times. After the introduction of positive

selection, an individual carrying a non-synonymous change from the ancestral sequence at

the positively selected site undergoes a change of fitness by a factor of 1+sb. The timing

of the introduction of positive selection and the strength of selection (see Section 2.2.1.2)
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control the extent of clonal interference. The extent of hitch-hiking is determined by the

interaction between the DFE and positive selection.

Each simulation is initialised with a haploid population of N = 104 monomorphic in-

dividuals. The mutation process follows a Kimura (1980) two-parameter model, with the

transition-transversion ratio fixed at κ = 3. Ancestral sequences are generated randomly

assuming that the base frequency of all 61 non-stop codons are equal, and all 27 one-step

mutations at a codon are allowed. For κ > 1, the mutation probabilities are not equal.

Individuals carrying stop-codons have fitness set to zero.

In each generation, the total number of mutations introduced into the population

follows a Poisson distribution with mean uNL, where the mutation rate per site per gen-

eration is u = 10−6 or u = 10−5 and occurs uniformly across all sites and all sequences.

We assume non-overlapping generations, and individuals reproduce by multinomial sam-

pling with probability proportional to their fitness, as in a Wright-Fisher process.

2.2.1.1 Distribution of deleterious effects

The selection coefficient at each site is drawn from a continuous distribution of fitness

effects (DFE), which we model using the gamma distribution following previous stud-

ies (Charlesworth and Eyre-Walker, 2008; Nielsen and Yang, 2003; Piganeau and Eyre-

Walker, 2003),

ρ(x, β, s̄) =
(β/s̄)βe−(β/s̄)xxβ−1

Γ(β)
, (2.1)

where β is the shape parameter and s̄ is the mean selective coefficient. We consider shape

parameters of β = 0.25, 0.5, 1, 2, which is similar to the range used by Charlesworth and

Eyre-Walker (Charlesworth and Eyre-Walker, 2008). Estimated values in the literature

range from 0.23 (Eyre-Walker et al., 2006) to 3.22 (Nielsen and Yang, 2003). The mean

strength of selection was set at s̄ = 4.4× 10−1, 8.5× 10−3, 1.5× 10−3, 7.0× 10−4, each of

which in combination with the respective β value above gives ω0 ≈ 0.1 in the presence of

linkage for u = 10−6.

The shape parameter β controls the proportion of weakly deleterious mutations, and

therefore the extent of hitch-hiking, and in combination with u, the amount of back-

ground selection. For small values of β, the distribution of selection coefficients is broadly

distributed with a larger proportion of both nearly neutral and strongly deleterious mu-
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tations; large values of β give a more strongly peaked DFE centred at nearly neutral

to weakly deleterious values. Background selection is primarily mediated by the dele-

terious mutations that are sufficiently weakly selected that they are able to persist to

appreciable frequencies but accumulate to increase the extinction probability of linked

neutral and beneficial mutations. This range of selective coefficients is given approx-

imately by 0.5 < Ud/sd < 5 (Seger et al., 2010), where Ud is the genomic mutation

rate at selected sites. Equating Ud with the genomic mutation rate gives a range of

6.7× 10−5 < sd < 6.7× 10−4 for u = 10−6, but Ud is generally smaller than U for finite

values of β. For β = 0.25, less than 5% of sites lie within this range so strong negative

selection dominates and most deleterious mutations are rapidly removed from the pop-

ulation. For u = 10−5, all mutations with 6.7 × 10−4 < sd < 6.7 × 10−3 contribute to

background selection, which covers the range around 1/N , so that much high levels of

background can be observed. Similarly, the extent of hitch-hiking is controlled by the

proportion of sites with weak deleterious effects relative to the strength of positive selec-

tion, with the specific range varying according to the strength and prevalence of positive

selection.

2.2.1.2 Positive selection

To examine the effect of linked positive selection, we introduce positive selection at a small

number of codon sites in the sequence. Unlike negatively selected sites that individually

have small effect but cumulatively can have strong effect due to the large number of

negatively selected sites, positive selection is expected to be rare, but a single site can

have a strong effect. Thus we model all positively selected sites to have the same fixed

selective effect sb.

At regular time intervals, we randomly choose a site and change the selective coeffi-

cient to sb to generate recurrent sweeps. This models a scenario of continuous positive

selection, with beneficial mutations arising at different times. By varying the interval

between each introduction of positive selection, we can model full selective sweeps that

occur successively (Kim, 2006) or interfering sweeps (Coop and Ralph, 2012). Note that

unlike coalescent simulations (Coop and Ralph, 2012; Kim, 2006), we control the rate

at which beneficial mutations are introduced rather than the sweep rate. The selective
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sweep may occur considerably later than the time at which positive selection is intro-

duced because genetic drift, background selection and hitch-hiking can affect the time

required for beneficial mutations to reach establishment.

For a low supply rate of beneficial mutations, we expect beneficial mutations to fix

primarily in successive sweeps with rare occurrences of clonal interference, whereas clonal

interference will occur with high probability when the supply rate of beneficial mutations

is high. The expected time for a beneficial mutation to become established in the pop-

ulation is given by test = 1/(uNLbsb) (Desai and Fisher, 2007); after establishment, the

beneficial mutation behaves almost deterministically, increasing rapidly in frequency and

is expected to fix in tfix = log(Nsb)/sb generations (Desai and Fisher, 2007). For pop-

ulation size N = 104 and u = 10−6, a single beneficial mutation of strength sb = 0.01

is expected to have establishment and fixation times of test ≈ 2857 and tfix ≈ 460 gen-

erations. To obtain a high supply rate of beneficial mutations, we introduce positive

selection at high frequency, specifically at one site in every τ = 1000 generations, which

is faster than the rate of establishment. For a low supply rate of beneficial mutations, we

set τ = 10000 generations, so that establishment and fixation of one beneficial mutation

is likely to occur before a second positively selected site is introduced. Note that varying

the timing of positive selection controls the supply rate of beneficial mutations (generally

parameterised as UbN = uLbN) indirectly. After positive selection is introduced at a

site, Lb is increased by one; however, Lb is also decreased when a beneficial mutation

reaches fixation.

2.2.2 Simulations under independently segregating sites

To compare sequence statistics obtained under complete linkage with those obtained un-

der the assumption of independently segregating sites, we simulate the number of poly-

morphic and divergent sites according to the Poisson Random Field (PRF) model (Sawyer

and Hartl, 1992). The PRF model assumes a Wright-Fisher population at equilibrium

with an infinite number of sites so that all new mutations occur on distinct sites. Un-

der these assumptions, Sawyer and Hartl (1992) showed that number of sites carrying a

derived mutation follows a Poisson random field, with expectations that are functions of

the mutation and selection parameters. We use the PRF as it is the basis of a number
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of inference methods (Nielsen and Yang, 2003; Piganeau and Eyre-Walker, 2003; Sawyer

and Hartl, 1992; Smith and Eyre-Walker, 2002), and therefore provides a better reference

than a finite-site model with independently segregating sites.

In the PRF framework (Sawyer and Hartl, 1992), the number of derived sites can be

simulated as independent Poisson variables. We can then use the number of divergent

and polymorphic sites to calculate sequence statistics ω̂, âMK and âF as described in the

main text. In the following section, we give the equations used to calculate the mean

number of divergent and polymorphic sites.

In the case where there is no positive selection, the expected number of synonymous

and non-synonymous divergent sites, as described in Sawyer and Hartl (1992), is given

by

E(k′S) = uSLt (2.2)

E(k′A) = uALt

∫
ω(−sd, N)ρ(sd, β, s̄) , (2.3)

where ω(.) is given by Equation (2.15), ρ(.) is the DFE, t is the divergence time, L is

the length of sequence, uS = u/(1 + c) and uA = uc/(1 + c). Using ρ(.) as given in

Equation (2.1), this can be simplified to (Charlesworth and Eyre-Walker, 2008)

E(k′A) = uALtβ

(
β

2Ns̄

)β
ζ

(
β + 1,

β

2Ns̄
+ 1

)
(2.4)

where,

ζ(s, a) =
1

Γ(s)

∫ ∞
0

ts−1

eat(1− e−t)
dt (2.5)

denotes the Hurwitz zeta function which is provided in the GNU scientific library (Galassi

et al., 2003). When Lb > 0 sites are positively selected, we generate the number of

divergent non-synonymous sites over the deleterious portion of the sequence using Equa-

tion (2.4) and the number of divergent beneficial sites is generated from a truncated

Poisson distribution with mean uALbtω(sb, N), capped at Lb. This allows comparison

with the finite sites model which explicitly does not allow recurrent positive selection at

a single site.

The expected number of derived polymorphic sites with selection coefficient s segre-
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gating at frequency x in the population is given by (Wright, 1938)

θφ(x,Ns) =
θ

x(1− x)

1− e−2Ns(1−x)

1− e−2Ns
, (2.6)

where θ = 2uNL is the mutation input rate. For a sample of size n with a known ancestral

sequence, the expected numbers of synonymous and non-synonymous polymorphic sites

observed at frequency i, as given in Sawyer and Hartl (1992), are

E(pS(i)) = θS

∫ 1

0

(
n

i

)
xi(1− x)n−iφ(x, 0)dx

=
θS
i

(2.7)

E(pA(i)) = θA

∫ 1

0

(
n

i

)
xi(1− x)n−i ×∫ ∞

0
ρ(sd, β, s̄)φ(x,−Nsd)dsdx (2.8)

where θS = 2uSNL and θA = 2uANL. Applying the gamma DFE used in our model,

Equation (2.8) can also be simplified in terms of the Hurwitz zeta function to give

E(pA(i)) = θA

(
n

i

)
β

(
β

2Ns̄

)β
×∫ 1

0
b(x, i, n− i)ζ

(
β + 1,

β

2Ns̄
+ x

)
dx. (2.9)

where

b(x, a, b) =

∫ x

0
xa−1(1− x)b−1dx , (2.10)

denotes the incomplete beta function. To calculate sequence statistics under assumptions

of independently segregating sites, we sample the number of segregating synonymous and

non-synonymous polymorphisms from Poisson distributions characterised by Equations

(2.7) and (2.9). The number of observed divergent sites is given by

kS = k′S +
1

n

n−1∑
i=1

ipS(i) (2.11)

kA = k′A +
1

n

n−1∑
i=1

ipA(i) (2.12)

where k′S and k′A are Poisson random variables described by Equations (2.2) and (2.4).
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2.2.3 Selection statistics

In each simulation, we randomly sample n = 100 sequences every 2000 generations.

Based on each sample and the known ancestral sequence, we then calculate the KA/KS

and MK statistics as follows. Let pA(i) denote the number of derived polymorphic codon

sites that are non-synonymous (relative to the ancestral codon) and occur i times in the

sample of size n = 100, and similarly, let pS(i) denote the number of derived synonymous

polymorphic sites that occur i times. Multiple mutations at the same site are counted as

distinct polymorphisms. The number of synonymous divergent sites and non-synonymous

divergent sites is given respectively by

kS =
1

n

n∑
i=1

ipS(i) (2.13)

kA =
1

n

n∑
i=1

ipA(i) . (2.14)

The KA/KS statistic is given by (Hughes and Nei, 1988),

ω̂ =
kA
ckS

. (2.15)

The scaling factor c = 2.4 accounts for the fact that non-synonymous mutations are

more likely than synonymous mutations due to the structure of the genetic code. It

is calculated by summing across the substitution matrix, in our case, the Kimura two-

parameter model (Kimura, 1980). Standard methods (Yang, 2007) will automatically

account for this scaling factor. Using this scaling, ω̂ can be interpreted as a function of

the strength of selection s and the population size N , which under the assumptions of a

Wright-Fisher population with independently segregating sites is given by (Nielsen and

Yang, 2003)

ω(Ns) ≈ 2Ns

1− e−2Ns
. (2.16)

This is obtained by taking the ratio between fixation probabilities of a selected and a

neutral mutation (Kimura, 1962). In the case where positive selection is not operating,

the value of ω summed across the entire sequence is equal to the proportion of effectively

neutral sites, denoted f (Eyre-Walker and Keightley, 2007).
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We use a modification of the MK test (McDonald and Kreitman, 1991) which provides

a quantitative measure of adaptive substitution (Smith and Eyre-Walker, 2002),

âMK = kA − kS
∑n−1

i=1 pA(i)∑n−1
i=1 pS(i) + 1

. (2.17)

The MK statistic does not require a scaling factor c, as it is given in units of the number

of non-synonymous substitutions. The offset (+1) term in the denominator means that

this estimator is defined in all cases. Smith and Eyre-Walker (2002) found that the offset

does not introduce noticeable bias.

The ratio in Equation (2.17) is an estimator of f , under the assumption that all seg-

regating polymorphisms are selectively neutral. This assumption is valid when selection

is strong so that selected mutations immediately reach fixation or extinction, but not

when weak selection is frequent. This problem is further compounded in the context of

linked selection as linkage has the effect of weakening the effective strength of selection so

that both deleterious and beneficial mutations can potentially segregate for longer prior

to extinction or fixation. Here, we examine two modifications of the MK statistic.

The first is motivated by weakly deleterious mutations that segregate transiently in

the population, which are known to inflate the estimate of selective constraint and cause

underestimation of the number of adaptive substitutions (Charlesworth and Eyre-Walker,

2008). To correct for this, we exclude low-frequency (< 0.15) derived polymorphisms from

the analysis, following Fay et al. (2001), giving

âF = kA − kS

∑n−1
i=[0.15n] pA(i)∑n−1

i=[0.15n] pS(i) + 1
, (2.18)

where the square brackets indicate rounding to the nearest integer. A further modification

used by Bhatt et al. (2011) is to exclude high-frequency polymorphisms which are likely

to contain beneficial mutations and would, if included, lead to an overestimate of f and

therefore underestimation of the number of adaptive substitutions,

âB = kA − kS

∑[0.75n]
i=[0.15n] pA(i)∑[0.75n]

i=[0.15n] pS(i) + 1
. (2.19)

Both âF and âB were developed to account for selected variation segregating in the
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population on the assumption of independently segregating sites. However, in the context

of frequent selection, linkage between sites is also likely to have strong effect, motivating

us to consider the performance of these statistics. For comparison with the MK statistics,

it is helpful to consider the performance of an estimator that does not use polymorphism

information. Based on the ω̂ statistic, we estimate the number of adaptive substitutions

using

âD = kA − ckSω0 . (2.20)

In fact, âD is not a true estimator as ω0 is a fixed value (treating f as known) rather

than a measurable quantity. Here, ω0 is obtained using the median value of ω̂ based

on simulations with linkage and the same values of β and s̄ but no positive selection

(ω0 = 0.09, 0.09, 0.11, 0.12 for u = 10−6 and ω0 = 0.10, 0.13, 0.23, 0.33 for u = 10−5). We

used simulations rather than the theoretical expectation of f to account for background

selection. In practice, ω0 cannot be estimated from divergence information unless there

is a period where it is known positive selection has not occurred. However, we use âD,

as it provides a comparison showing how âF and âB differ in their estimation of f .

2.3 Results

2.3.1 The effect of background selection

We begin by examining the effect of negative selection and linkage without positive

selection in a protein-coding region of 500 codons evolving under a Wright-Fisher pro-

cess. Negative selection is described by the distribution of fitness effects (DFE) of non-

synonymous changes, which are specific to each codon site. The DFE is modelled using

a gamma distribution where a large value of the shape parameter β corresponds to a

higher proportion of weakly deleterious mutations.

The effect of background selection on the ω̂ = KA/KS statistic is shown in in Fig-

ure 2.1. The density of estimators with linked selection, computed using Equation (2.15)

is shown in solid lines, whereas the corresponding values obtained with independently

segregating sites from PRF simulations are shown with dashed lines. Both simulations

account for the contribution of segregating polymorphisms. The effect of linkage, there-

fore, is shown by the difference between simulations with linkage and without linkage.
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Figure 2.1: Distribution of ω̂. Distribution of ω̂ under only negative selection for DFE shape
parameters β = 0.25, 0.5, 1, 2. Solid curves indicate simulation results under complete linkage
and dashed curves indicate results based on independently segregating sites using the PRF. Dis-
tributions were calculated from 100 sequences sampled at 6N generations with 500 replicates.

As expected, the effect of background selection in reducing ω̂ increases with β and u.

Our simulations also show that linkage increases the variance of the estimator due to

correlations between linked sites. This is particularly evident for u = 10−5 where the

distribution of ω̂ visibly broadens with increasing β.

In Figure 2.2, we consider three forms of the MK statistic: (i) the uncorrected es-

timator âMK [Equation (2.17)] and (ii) Fay’s corrected estimator âF [Equation 2.18)]

which removes low-frequency polymorphisms to reduce the effect of segregating delete-

rious polymorphisms and (iii) Bhatt’s corrected estimator âB [Equation (2.19)] which

removes both low and high frequency polymorphisms which are likely to contain delete-

rious and beneficial mutations. In the absence of positive selection, we expect âF and

âB to perform similarly, and this is indeed seen for u = 10−6. However, for simulations

with a higher mutation rate and correspondingly larger effect of background selection,

discrepancies occur between the two statistics due to an increase in the number of high-

frequency polymorphisms. Unlike ω̂, the variance of the MK statistics does not seem

to be affected by linkage. In fact the performance of the MK statistics (in the absence

of positive selection) is slightly improved by background selection which removes weakly

deleterious mutations.

2.3.2 The combined effect of background selection, clonal interference

and hitch-hiking

In the following section, we examine the combined effect of negative and positive selection.

Positive selection is introduced at a fixed number of sites at intervals of τ generations
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â

D
en

si
ty

β = 0.25 ,  u = 10−6 âMK
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Figure 2.2: Distribution of the MK statistics. Distribution of the MK statistics under only
negative selection. Results are shown for simulations with complete linkage (solid lines) and
independently segregating sites (dashed lines) for different DFEs and mutation rates. The true
number of adaptive substitutions (zero) is indicated by the dotted vertical line.

throughout the simulation, where all positively selected sites have the same selective

coefficient sb. Decreasing τ increases the probability of interfering positive sweeps. A

comparison of the effects of different selective conditions on the site frequency spectrum is

shown in Figure 2.3. Note that these curves represent averaged levels of polymorphisms,

and dynamics can vary rapidly over time (see Figures A.3–A.20).

We show results for low levels of background selection (small u) in the left column and

results for high levels of background selection in the right column. The (unscaled) syn-

onymous site frequency spectrum is shown in the top row. When the effect of background

selection is small, the synonymous site frequency spectrum is close to the expectation

under independently segregating sites (θ/i; black dashed lines). Background selection

(bold grey lines) reduces the level of synonymous variation, particularly at medium fre-

quencies, leading to a non-monotonic distribution but the effect is not as severe as clonal

interference. Linked positive selection further reduces polymorphism levels; a slow rate

of sweeps with strong selection (orange lines) primarily affects high-frequency mutations

while a high supply of weak positive selection (green lines) results in smaller levels of

reduction at both low and high frequencies. When both the supply rate and the strength
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Figure 2.3: The effect of linkage on the site frequency spectrum. The synonymous site frequency
spectrum (top row) and the ratio of non-synonymous to synonymous frequency spectrum (bottom)
is shown for β = 0.25 with mutation rates u = 10−6 and 10−5. All curves are averaged over 500
replicates, under conditions of only negative selection (grey), and different conditions of positive
selection (coloured lines). Black dashed lines show the expected behaviour of the neutral site
frequency spectrum under independently segregating sites (θ/i) and under black dotted lines
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selected sites, whereas dashed lines show the ratio across both positively and negatively selected
sites.
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of positive selection is strong (pink lines), the synonymous site frequency spectrum ap-

proaches θ/i2 (black dotted line) which is the leading behaviour predicted for continual

adaptation (Neher and Shraiman, 2011).

To examine how linkage affects selected mutations, we compare the ratio of the av-

eraged frequency spectra for non-synonymous (A) and synonymous (S) sites (Figure 2.3,

bottom row). The A/S ratio in the absence of positive selection is indicated by the

bold grey line, whereas the A/S ratio for deleterious sites linked to positively selected

sites is shown by coloured solid lines. The discrepancy between the grey and coloured

lines reflects the effect of hitch-hiking; there is a slight increase in the A/S ratio at

high-frequencies due to hitch-hiking. Note that the actual number of deleterious poly-

morphisms is reduced relative to simulations with no positive selection (Figure A.1) but

the number of synonymous polymorphisms is reduced by a relatively greater proportion.

Comparing the A/S ratio with (dashed coloured lines) and without (solid coloured

lines) beneficial mutations, it can be seen that beneficial mutations can segregate at all

frequencies when the supply rate is high (green and pink lines), but mutations segre-

gating at high frequencies tend to include more beneficial mutations. Comparison of

the two panels in the bottom row also shows that higher levels of background selection

increases the effect of both hitch-hiking (solid coloured lines) and clonal interference

(dashed coloured lines) as distortions in the site-frequency spectrum tend to occur over

a wider range of frequencies. Similar results are seen for larger values of β with more

pronounced reductions of synonymous polymorphism due to background selection, and

changes in the A/S ratio due to hitch-hiking and clonal interference are spread across a

broader frequency range (Figure A.1).

The contributions of background selection, hitch-hiking and clonal interference result

in qualitatively different behaviour in the site-frequency spectrum and this in turn causes

characteristic types of bias in the various forms of the MK statistic. This is summarised

in Figure 2.4, where we compare the performance of different forms of the MK statistic in

estimating the true number of beneficial mutations in each simulation. Here, we do not

consider the uncorrected âMK as it was severely biased in all the simulations we examined.

An additional MK statistic, âD is considered which uses divergence information from

simulations with no positive selection instead of estimating selective constraint from
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β = 2.00,  âF
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Figure 2.4: Effect of background selection, hitch-hiking and clonal interference on the MK statis-
tics. Effect of background selection, hitch-hiking and clonal interference recurrent sweeps. Lines
indicate the median relative error of different forms of the MK statistics for sb = 10−2 across all
time points.

polymorphism information. Comparison of âF or âB against âD, therefore, shows how

much of the bias is due to incorrect estimation of selective constraint.

The different panels in Figure 2.4 correspond to different combinations of positive and

negative selection: low levels of background selection (due to strong negative selection)

and infrequent positive sweeps (top left), low levels of background selection and frequent

positive sweeps (bottom left), high levels of background selection and infrequent positive

sweeps (top right) and high levels of background selection with frequent positive sweeps

(bottom right). When the effect of background selection is large (top right) both âF and

âB tend to underestimate the true number of adaptive substitutions. For low levels of

background selection or frequent positive sweeps, the effect of hitch-hiking (controlled

by β) and the amount of clonal interference (using the observed number of beneficial

mutations as a proxy) has a consistent effect on the MK statistics. For small values of

β so that low levels of hitch-hiking occur, âB has smaller bias than âF . However, for

high levels of hitch-hiking, âF is less biased, particularly when clonal interference is low.

Results for different values of sb were qualitatively similar but with larger relative error
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for weaker positive selection.

The reason for these biases is intuitively clear from the site frequency spectrum.

âB differs from âF only in that it does not use polymorphism data at high frequency.

Therefore, âB is more robust against clonal interference (Figure 2.4, bottom row) as

beneficial mutations are more likely to segregate at high frequencies. However, when

weakly deleterious effects are prevalent (Figure 2.4, solid pink lines), âB is upwardly

biased as it does not account for the relaxation of selective constraint due to positive

selection. This is confirmed by the similar values obtained for âB and âD, suggesting

that removal of high and low frequency polymorphisms in the context of linked selection

has a similar effect to that expected under independently segregating sites, namely the

removal of both positively and negatively selected mutations. Bhatt’s correction does

not perform well when there are high levels of background selection as distortions in

the site frequency spectrum are spread across a wider range of frequencies than without

background selection.

2.3.3 Diagnostics for linkage effects

In the previous section, we showed that much of the bias in the comparative estimators

can be explained in terms of background selection, hitch-hiking and clonal interference.

In order to detect these effects using samples of protein-coding sequences, we construct

and examine three diagnostic statistics.

The first diagnostic tests for an excess of low frequency non-synonymous polymor-

phisms relative to medium frequency polymorphisms. For a sample size of n, we consider

a mutation to occur at low frequency if it occurs i times in the sample, where i be-

longs to the set IL = {1, 2, . . . , [0.15n] − 1}. Charlesworth and Eyre-Walker (2008)

showed that the majority of deleterious polymorphisms occurred in this frequency range

even when the sample size is varied. Similarly, we consider a mutation to occur at

medium frequencies if the number of times it occurs in the sample belongs to IM =

{[0.15n], [0.15n] + 1, . . . , [0.75n]}. The first diagnostic is given by

D1 =

∑
i∈IL pA(i)∑

i∈IL pS(i) + 1
−

∑
i∈IM pA(i)∑

i∈IM pS(i) + 1
. (2.21)

If weak deleterious effects are rare, then we expect that most deleterious mutations are
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immediately removed from the population. In this case, most polymorphisms would be

selectively neutral and we would expect that the ratio of non-synonymous to synonymous

polymorphisms, at any frequency range, is simply determined by the mutational bias.

The difference of the two ratios in D1 is therefore expected to equal zero in the absence

of weak deleterious effects and large values are indicative of a high frequency of weak

deleterious mutations, which results in susceptibility to hitch-hiking.

In Figure 2.5, we show the correlation between D1 and the amount of hitch-hiking,

which we measure as the relative excess of non-synonymous substitutions at non-beneficial

sites in simulations with positive selection compared to simulations with no positive selec-

tion. A value of 1.0 in the x-axis corresponds to half of all non-synonymous substitutions

being due to hitch-hiking. When positive selection is weak so that âB < 0 (open circles),

D1 correlates with the β shape parameter so that values of D1 > 0 indicate susceptibility

to hitch-hiking. When strong positive selection occurs selective constraint is reduced

so that the proportion of mutations that can be considered weakly deleterious may be

increased. In this case, we see that D1 is also increased, even for small values of β.

Interpretation of the D1 statistic, therefore, should depend on both the value of D1 and

the MK statistic. We use âB here as Figure 2.4 indicates that it is less likely to result in

underestimation than âF .

The second diagnostic tests for an excess of high frequency polymorphisms which is an

indication of multiple merger events (Desai et al., 2013; Neher and Hallatschek, 2013) due

to interfering selected mutations, which can be either negative (background selection) or

positive (clonal interference). We compare the number of high frequency polymorphisms

to medium frequency polymorphisms, where a mutation is defined to be at high frequency

if the number of times it occurs in the sample belongs to IH = {[0.75n] + 1, . . . , n − 1}

and |x| denotes the number of elements in the set x,

D2 =

∑
i∈IM ipA(i)

|IM |
−
∑

i∈IH ipA(i)

|IH |
. (2.22)

Deleterious mutations are not expected to persist to medium frequencies, so polymor-

phisms at medium and high frequencies can be assumed to be neutral or beneficial.

Under assumptions of neutrality and independently segregating sites, the expected num-

ber of polymorphic sites that occur at frequency i is given by E(pA(i)) = θA/i, where
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an open circle whereas simulation conditions which result in âB > 0 are shown with closed
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θA = 2uNLc/(c + 1) giving an expectation of D2 = 0. Values of D2 < 0 can, therefore,

indicate strong linkage effects due to an excess of beneficial or deleterious mutations.

A third statistic can distinguish between the effect of background selection and clonal

interference,

D3 =
2
∑

i∈IH ipA(i)

|IH |
−
∑

i∈IM ipA(i)

|IM |
−
∑

i∈IH ipS(i)

|IH |
·
∑n−1

i=1 pA(i)∑n−1
i=1 pS(i) + 1

. (2.23)

This statistic tests for an excess of high-frequency non-synonymous polymorphisms rel-

ative to both high frequency synonymous polymorphisms relative to both medium fre-

quency non-synonymous polymorphisms and high-frequency synonymous polymorphisms.

As with D1 and D2, the expectation under independently segregating neutral sites is

D3 = 0 and values of D3 > 0 are indicative of clonal interference. In Figure 2.6, values of

D2 and D3 are shown for varying levels of background selection and clonal interference.

In the left panel, low mutation rates generate only low levels of background selection and

values of D2 and D3 are strongly correlated, as both are due to clonal interference. In

the right panel, a high mutation rate increases levels of both background selection and

clonal interference. Simulations with a high supply rate of beneficial mutations (filled red

circles) have large values of D3 and strongly negative D2 values, whereas simulations with

a low supply rate of beneficial mutations and occasional instances of clonal interference

tend to small positive values of D3 with negative values of D2 (filled blue circles). When

only high levels of background selection are acting, both D3 and D2 fall below zero (open

black circles). The behaviour of these three diagnostics are similar for different sample

sizes (Figure A.2) and different population sizes (Figures A.15–A.20).

In Figure 2.7, we show that the bias of âF and âB varies systematically with D3

(clonal interference) and D1 (hitch-hiking). Larger values of D1 and D3 tend to result

in larger values for both statistics; for âF this tends to reduce the magnitude of the

bias, but increases bias for âB. This suggests that âF performs better for large D1 but

âB performs better for large D3 and small D1. The size of the bias for both statistics is

larger for higher mutations rates (bottom row, u = 10−5) which corresponds to very large

D2 values (Figure 2.6) and larger effects of background selection. In particular, when

D3 < 0 and D2 � 0, both statistics are expected to heavily underestimate the amount

of positive selection that has occurred.
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Figure 2.7: Correlation between diagnostics and bias of the MK statistics. Each point in the
plot represents a single simulation replicate with the value of bias of âF (left column) and âB
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To evaluate whether D1, D2 and D3 differ from zero, we use a non-parametric boot-

strap, recalculating statistics after resampling with replacement from the original se-

quence sample. The scaling factor for mutation bias c, which is omitted from D1 is au-

tomatically accounted for by this method. Confidence intervals for D1 were constructed

from the bootstraps using the 2.5 to 97.5 percentiles. As D2 is slightly biased confidence

intervals for D2 and D3 were constructed using the BCA method provided in R (Efron,

1987).

2.3.4 Application of diagnostics to human influenza A (H3N2)

We applied the diagnostics with the bootstrap method to the human influenza A (H3N2)

dataset used by Strelkowa and Lässig (2012). The dataset comprises 2030 sequences with

a length of 330 codons spanning 1968–2007. The list of accession numbers is provided

in the Additional file 1 in Strelkowa and Lässig (2012). Following Strelkowa and Lässig

(2012), we used A/Bilthoven/16190/1968 as the ancestral sequence; results using A/Hong

Kong/1/1968 were very similar. Diagnostics D1 and D2 were computed for samples in

each year separately, with sample sizes ranging from 5 to 215. The results are shown

in Figure 2.8. There is some variation over time, with wider confidence intervals in the

earlier samples due to small sample sizes, but D1 values are mostly centred around zero,

suggesting low levels of hitch-hiking. Hitch-hiking cannot be conclusively ruled out as

confidence intervals are quite wide and a number of points reach D1 = 1. However,

values of D1 remain consistently low with a number of time points falling below zero

which is more consistent with a low hitch-hiking scenario. In contrast, simulations with

prevalent hitch-hiking tend to to have confidence intervals that are consistently above

zero and point estimates much higher than 0.5 (Figures A.3–A.9). Values of D2 are

strongly negative, indicating a strong effect due to interfering deleterious or beneficial

mutations; the magnitude of D2 is consistent with a high level of background selection.

Multiple time points with D3 � 0 also suggests that clonal interference frequently occurs

in the evolution of H3N2.
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confidence intervals based on 10000 bootstrap replicates, calculated for each time point separately.
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2.4 Discussion

It has long been known that linkage influences polymorphism frequencies and fixation

probabilities which can adversely affect methods that assume independent segregation of

sites. The MK statistic, which compares the number of polymorphic sites rather than

using only frequency information, is generally considered to be more robust to linkage

effects than frequency-based statistics (Bustamante et al., 2001; Comeron and Kreitman,

2002). In this study, we show that the MK statistic can be affected, depending on the

mode of linked selection and its characteristic effect on the site-frequency spectrum.

When background selection has a large effect, distortions in the site-frequency spec-

trum result in downward bias in the MK statistics. However, when the effect of negative

selection is low compared to positive selection, the performance of the MK statistics as

a quantitative estimator of the number of adaptive substitutions is determined by the

extent of hitch-hiking and clonal interference. When negative selection is strong so that

levels of hitch-hiking are low, âB tends to perform better. Specifically, it is more robust

against distortions of the site frequency spectrum at high frequencies caused by back-

ground selection or clonal interference. However, âF is more robust to hitch-hiking which

occurs when weak negative selection is pervasive.

Our results are consistent with that of a recent study by Messer and Petrov (2013)

showing that âF tends to underestimate the number of adaptive substitutions. We find

this primarily occurs when background selection has a large effect and positive selec-

tion is infrequent. However, when positive selection is strong, hitch-hiking can also lead

to overestimation as suggested in some empirical studies (Fay, 2011). When interac-

tions between deleterious polymorphisms dominate the dynamics of the populations, the

asymptotic correction proposed by Messer and Petrov (2013) can be used to correct for

underestimation due to low and medium frequency deleterious polymorphisms. This

method corrects for deleterious mutations as the relative abundance of deleterious mu-

tations is reduced at higher frequencies but cannot be applied for beneficial mutations

which have increased relative abundance at higher frequencies.

Here, we show that, when background selection is relatively weak, choosing the ap-

propriate form of the MK statistic can reduce estimation bias. Messer and Petrov (2013)

results apply for organisms with large genomes and many weakly deleterious mutations,
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but when genomes are small and selective effects are broadly distributed, as is the case

viral populations (Sanjuán et al., 2004; Seger et al., 2010), the considerations raised in

this study apply.

Understanding the effects of linked selection also affects our interpretation of these

estimators. The number of adaptive substitutions cannot be directly related to either the

strength of selection or the supply of beneficial mutations, but it is a combination of both

of these factors. For example, Strelkowa and Lässig (2012) and Koelle et al. (2006) raised

alternative hypotheses concerning whether periodic positive sweeps in human influenza

were due to a limiting supply of beneficial mutations, or by a high supply rate with

competition between beneficial mutations limiting the fixation rate.

The selective regime is important, then, for both the application and interpretation

of these estimators. We present three statistics for evaluating the effects of linked selec-

tion. D1 signals the presence of weak deleterious mutations that can potentially cause

hitch-hiking and is based on identifying an excess of non-synonymous low-frequency poly-

morphisms. More sophisticated methods to characterise the DFE have been used (Nielsen

and Yang, 2003; Piganeau and Eyre-Walker, 2003), but these methods rely on a number

of assumptions and have given conflicting results. Consequently, it is useful to have a

simple diagnostic that flags when hitch-hiking might be an issue. We have not attempted

to use standard site-frequency based indicators of hitch-hiking (e.g., Fay and Wu (2000))

which test for an excess of low and high frequency polymorphisms. As demonstrated

by Kim (2006), the excess of high-frequency polymorphisms may not occur in recurrent

sweeps. In addition, this effect can be complicated by clonal interference. If no com-

parative information is available, the excess of low frequency polymorphisms cannot be

distinguished from a model of population growth (Hahn et al., 2002).

Our second diagnostic, D2 detects an excess of high-frequency non-synonymous poly-

morphisms signalling strong linkage effects on the population, either due to a large num-

ber of deleterious mutations causing background selection, or a large number of beneficial

mutations causing clonal interference. In both cases, MK statistics are biased and es-

timators assuming independently segregating sites must be interpreted with care. We

can distinguish between the effects of background selection and clonal interference by

using a third statistic, D3. The diagnostic for clonal interference presented here follow
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a similar reasoning to the method used by Strelkowa and Lässig (2012) in testing for an

excess of high-frequency non-synonymous polymorphisms. Our method has more general

applicability as it accounts for the effect of deleterious mutations, and can be used even

when it is not known which region of the sequence is positively selected.

We have applied these diagnostics to the dataset used by Strelkowa and Lässig (2012).

Our results provide further support for their conclusion that clonal interference occurs in

human influenza A. The authors also raised the question of whether strong and frequent

positive selection would promote the fixation of deleterious mutations, increasing the

brittleness of the protein. The values obtained for D1, however, suggest that strong

negative selection is predominant, so that hitch-hiking in the HA1 region is rare, which is

in agreement with Shih et al. (2007), who showed that few non-synonymous substitutions

occurred outside antigenic epitopes. It is also consistent with a phylogenetic study by

Nielsen and Yang (2003) that estimated the DFE shape parameter β in that region as

0.373, indicative of low sensitivity to hitch-hiking in our model. The combination of

clonal interference and robustness against hitch-hiking suggests that the modification

used by Bhatt et al. (2011) is appropriate for application to the HA1 region.

In this study, we have not considered the effect of population size changes, which are

known to affect site-frequency based statistics. However, we expect D1 and D3 to be

relatively robust, as they are based on comparisons between the non-synonymous and

synonymous site frequency spectra (Messer and Petrov, 2013). Population expansions,

which are expected to have the strongest effect on low-frequency mutations (Maruyama

and Fuerst, 1985), should have minimal effect on D2 and D3. Population bottlenecks,

however, can remove medium frequency polymorphisms, potentially elevating the mag-

nitude of both D2 and D3 to give false positives for clonal interference. We have also

not examined the effect of selection against synonymous mutations. We expect, however,

that D1 and D3 should not be strongly affected as long as selection against synonymous

mutations is weaker than against non-synonymous mutations. D2 does not use informa-

tion from the synonymous site frequency spectra and should not be affected by selection

against synonymous mutations, but negative values of D2 may also result from back-

ground selection at synonymous sites. These effects could be considered in more detail

in future simulation studies.
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2.5 Conclusions

We have shown that linked selection is responsible for biases in the MK statistics, causing

underestimation when there are high levels of interference between selected mutations,

and overestimation for strong non-interfering sweeps. The statistics presented in this

study can be applied to samples of protein-coding sequences to evaluate the influence of

linked selection, for the parameter range studied here. Values of D1 that are significantly

greater than zero signal susceptibility to hitch-hiking while values of D2 significantly

smaller than zero indicate the occurrence of multiple mergers. Multiple mergers due to

clonal interference can be distinguished from background selection when D3 > 0.

Based on our simulations, when D2 < 0, D3 > 0 and D1 ≈ 0, we recommend using

a statistic such as âB, which excludes both low- and high-frequency polymorphisms. On

the the hand, when high values of D1 (signalling hitch-hiking) are obtained, it is more

appropriate to use âF which uses medium and high-frequency polymorphisms, accounting

for change in selective constraint due to hitch-hiking. In cases where D2 � 0 and

D3 <= 0, both âF and âB are expected to perform poorly.
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Chapter 3

Modelling the role of immunity in

reversion of viral antigenic sites

3.1 Introduction

Viral evolution is shaped by both epidemiological effects on population dynamics, and

molecular effects of mutations in the viral genome (Grenfell et al., 2004). The combi-

nation of these effects generates distinctive dynamics at antigenic sites of viral proteins,

which are the targets of host immune recognition. Selection for strains carrying anti-

genic changes that evade immune recognition result in elevated rates of non-synonymous

substitution. It is unclear, however, why different dynamics of forward or reverse sub-

stitution are observed. Antigenic reversion has been reported frequently in viruses such

as HIV (Delport et al., 2008; Fryer et al., 2010; Leslie et al., 2004), respiratory syncy-

tial virus (RSV) (Botosso et al., 2009) and hepatitis C (Bailey et al., 2012; Irausquin

and Hughes, 2008), and less frequently in other viruses such as influenza (Wagner, 2014;

Wikramaratna et al., 2013), parvovirus (Parrish et al., 1991), hepatitis A (Lemon et al.,

1990) and polio (Ketterlinus et al., 1993). Various explanations for occurrence of rever-

sion have been proposed, such as changing immunity (Botosso et al., 2009), a limited

antigenic repertoire (Botosso et al., 2009; Wikramaratna et al., 2013), or constraints on

function (Bailey et al., 2012; Lemon et al., 1990; Wagner, 2014), but it is not understood

how the relative influence of these effects can generate differences in observed rates of

reversion.
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The difficulty in evaluating the contribution of selective mechanisms is due to the lack

of methods that model both epidemiological and molecular dynamics. Phylodynamic

approaches (Pybus and Rambaut, 2009) incorporating epidemiological models into a co-

alescent framework have provided insight into the origins and spread of novel pathogens.

However, they assume that molecular changes do not affect epidemiological dynamics,

and are uninformative about selection. In contrast, codon-based approaches (Nielsen and

Yang, 2003; Tamuri et al., 2012) aim to identify sites that contribute to the adaptation

of a virus, but they assume that the population size is constant and that the selection

coefficient is constant at each site. Various modifications of the substitution model al-

low for different selective effects based on directionality or target residue (Delport et al.,

2008; Kosakovsky Pond et al., 2008), but retain the assumption that substitution occurs

as a time-homogeneous process which is not affected by population dynamics. To un-

derstand how the probability of reversion at antigenic sites is affected by both selective

constraint against molecular changes and selection to evade immune recognition, there

is a need to incorporate the time-dependence imposed by epidemiological dynamics into

the substitution process.

Models of pathogen dynamics have shown that reversion probabilities are affected by

fitness costs (Fryer et al., 2010; Kent et al., 2005; Petravic et al., 2008; Silva, 2012), at both

the within-host and between-host level, and the availability of susceptible hosts (Fryer

et al., 2010), at the between-host level. However, these models were developed in the

context of HIV escape mutations. HIV infects host chronically, with host susceptibility

determined by human leukocyte antigen (HLA) type, which does not vary over time. Due

to these infection dynamics the prevalence of each strain changes relatively slowly, and is

expected to eventually stabilise (Fryer et al., 2010). In contrast, for acute infections such

as human influenza and RSV where transmission occurs frequently and host immunity

can last for much longer than the duration of the infection, the structure of host immunity

can vary rapidly over time. Due to differences in the dynamics of selection, we expect

antigenic selection to have qualitatively different effects on sequence changes at antigenic

sites compared to constant selective pressure (Grenfell et al., 2004).

Here, we examine the probability of antigenic reversion in an epidemiological model,

which describes the complex ecology of multiple viral strains with cross-immunity com-
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peting for susceptible hosts. This model allows us to quantify the relative advantage

of an antigenically novel mutation, compared to a reversion which may be antigeni-

cally less advantageous, but improves transmission. Using both a simple three-strain

model and simulations with multiple codon sites, we examine the effect of the duration

of host immunity, selective costs, population size, and the basic reproductive ratio. We

show that these effects lead to distinctive dynamics in the frequencies of derived amino

acids, which is informative about the duration of host immunity and strength of selective

constraint. Time-structured sequence data from influenza and RSV are compared to

simulated sequences, and we discuss what these results imply about the relative effects

of host immunity and functional constraint.

3.2 Methods

3.2.1 Simple analytical model for antigenic reversion

The simplest model containing reversion is a system where the population has mutated

away from the ancestral state, and potentially can mutate either back to the ancestral

state (reversion) or to a novel state (forward substitution). In an epidemiological context,

we describe the substitution process in terms of competition between three strains of virus

which are related through mutation. The viral population is initially of strain 0 (ancestral

state), which is then replaced by strain 1, and can subsequently be replaced by either

strain 0 (reversion) or strain 2 (forward substitution).

The dynamics of the viral population can be described at the population level using a

three-strain SIRS model (Hethcote, 2000). This model accounts for viral competition for

available hosts by tracking the number of hosts which are susceptible Si, infected Ii, and

recovered with immunity Ri to strains i = 0, 1, 2. Assuming a large host population of

constant sizeN with homogeneous mixing, the epidemiological dynamics can be described

by

dIi
dt

= βi
Si
N
Ii − δIi, (3.1)

dRi
dt

= δIi − γRi, (3.2)

with transmission rate βi, recovery rate δ, and immunity that decays at rate γ. Interac-
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tions between strains are described by the implicitly defined term Si, which is the number

of hosts susceptible to strain i. Assuming that each host can only be infected by a single

strain at a time, and prior infection with strain j reduces susceptibility to strain i by a

factor σij , the relationship between susceptible and immune hosts is given by

Si = N −
∑
j

Ij −
∑
j

σijRj , (3.3)

with the constraint that Si > 0 for any strain i. All uninfected hosts (N −
∑

j Ij) can be

categorised as either susceptible (Si) or immune (
∑

j σijRj) to strain i. The similarity

between this model and the status-based model with polarised immunity developed by

Gog and Grenfell (2002) becomes evident when we differentiate Equation (3.3) to give

dSi
dt

= −
∑
j

(
dIj
dt

+ σij
dRj
dt

)
,

= −
∑
j

βj
Sj
N
Ij +

∑
j

δ(1− σij)Ij +
∑
j

γσijRj . (3.4)

The main difference is that we retain the history of infections accumulated across the

population through the additional set of variables, Ri. This allows us to obtain analytical

expressions for the number of hosts susceptible to all strains as functions of the same set

of variables, as shown in Equation (3.3). In contrast to the Gog and Grenfell (2002) model

assuming polarised immunity, we assume a model of partial additive immunity. That is,

we do not need to keep track of which hosts have previously been infected with both

strain i and strain j, because these hosts simply contribute σij + σii immunity against

strain i. This approximation overestimates the level of immunity (underestimates Si) if

many hosts are infected with multiple strains, since the level of immunity in any one host

should not be greater than 1.

Our model of partial additive immunity generates similar dynamics to the Gog and

Grenfell (2002) model. From Equation (3.4), it can seen that hosts infected with strain

j are removed from the susceptible class Si, and then a proportion 1− σij of all infected

hosts are returned to the susceptible class on recovery, so that the overall contribution

of immunity is σijβjSjIj/N , which is similar to the σijβjSiIj/N term in the Gog and

Grenfell (2002) model. The difference in the Si and Sj term arises because in the Gog
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and Grenfell (2002) model, immunity arises from exposure, but in our model, immunity

is only generated when infection occurs.

The strict exclusion of co-infection involves a second approximation, where an in-

fection by any strain j will always be removed from Si but not from Ri [first term in

Equation (3.4)]. This occurs because while it is possible to distinguish between Si and

Ri at the time of infection from strain j, it is not possible, at the time of recovery from

strain j, to determine whether the host was previously susceptible or immune to strain

i. Our approximation leads to an underestimation of Si. We expect this to have a small

effect as the bias lasts only for the duration of the infection. In addition, strains which

are closest to the current circulating strain j will not be heavily affected (σij ≈ 1); the

most heavily affected strains are those distant from strain j which are likely to be no

longer circulating.

Using this model, we examine the effect of cross-immunity σij , immunity duration γ

and selective costs incurred by antigenic escape s. The rate of immune decay γ includes

the loss of immunity by the death and migration of immune hosts as well as the loss of

immunity in individual hosts. The selective cost is parametrized through a reduction in

the strain-specific transmission rate so that β0 = β, β1 = β(1−s) and β2 = β(1−s)2. To

understand the effect of these parameters, we first characterise the number of susceptible

hosts to each strain at equilibrium, and use this to determine probabilities of fixation,

assuming a single strain appears at a time.

We assume the population is initially infected with only strain 0, which is maintained

at equilibrium until strain 1 emerges at time t1. Strain 1, then replaces strain 0 and

equilibrates until time t2, when a third strain (either strain 0 or strain 2) emerges and

can potentially replace strain 1. These equilibrium assumptions allow us to characterise

host immunity accumulated due to infection by strain 0 at t1 (denoted R∗0), and host

immunity accumulated due to infection by strain 1 at t2 (denoted R∗1), which then allows

us to evaluate the probability of strain 0 or 2 emerging at time t2.

The equilibrium is obtained by setting the derivative of Si and Ii to zero. When the

viral population consists of only one strain, the endemic equilibrium, which is asymp-

totically, locally stable when the basic reproductive ratio βi/δ > 1 (Hethcote, 2000), is
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given by

S∗i =
δ

βi
N, (3.5)

I∗i =
γN

δσii + γ

(
1− δ

βi

)
. (3.6)

We assume that at time t1, when strain 1 emerges, the population remains close to

equilibrium. As strain 1 has only just emerged and strain 2 has not yet occurred, the

cross-immunity terms in Equation (3.3) can be ignored so that it contains only terms of

subscript i = 0. Substitution of Equations (3.5) and (3.6) into Equation (3.3) gives

R∗0 =
δN

δσ00 + γ

(
1− δ

β0

)
. (3.7)

Now, consider a later time t2, when a third strain (either 0 or 2) emerges and can

potentially replace strain 1. Again, we assume that strain 1 remains close to equilibrium

and that the third strain has had negligible effect on immunity. In addition, we assume

that immunity due to infection by strain 0 has decayed exponentially since time t1, so

that Equation (3.3) can be approximated as

S∗1 = N − I∗1 − σ11R
∗
1 − σ10R

∗
0e
−γ(t2−t1) . (3.8)

Substituting Equations (3.5) and (3.6) into (3.8) then gives

R∗1 =
δN

δσ11 + γ

(
1− δ

β1

)
− δσ10N

σ11(δσ00 + γ)

(
1− δ

β0

)
e−γ(t2−t1) . (3.9)

Having obtained an expression for R∗0 and R∗1, we can now compute the proportion of

hosts that are susceptible to each strain, pi(τ) = Si(τ)/N , where τ = t2 − t1 is the time

since the emergence of strain 1. Thus,

p0(τ) = 1− I∗1
N
− σ01

N
R∗1 −

σ00

N
R∗0e

−γτ , (3.10)

p2(τ) = 1− I∗1
N
− σ21

N
R∗1 −

σ20

N
R∗0e

−γτ , (3.11)
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which can be written in the form

pi(τ) = A+Bie
−γτ , for i = 0, 2. (3.12)

Assuming that cross-immunity is additive with respect to the number of antigenic differ-

ences (σii = σ, σ01 = σ10 = σ21 = σ/2 and σ20 = 0), the coefficients simplify to

A = 1− δσ + 2γ

2(δσ + γ)

(
1− δ

β1

)
, (3.13)

B0 = − 3δσ

4(δσ + γ)

(
1− δ

β0

)
, (3.14)

B2 =
δσ

4(δσ + γ)

(
1− δ

β0

)
. (3.15)

Note that we expect that prior immunity reduces infection against an unmutated strain

at appreciable levels (σ � 0.1) and that immunity lasts for much longer than the infection

duration (γ � δ). Within the parameter range of interest, the fractional terms containing

δ, σ and γ in Equations (3.13–3.15) approach constants, so that A is approximately a

function of only β1/δ and B0 and B2 are approximately functions of only β0/δ.

We calculate the probability of a strain generated by reversion or forward mutation at

time t2 giving rise to a new epidemic by approximating the emergence of a new strain as a

linear birth-death process. Ignoring initial changes in host susceptibility, the probability

that a new strain reaches fixation (Keeling and Rohani, 2008) is given by

fi =

 1− 1
re,i
, if re,i > 1

0, otherwise
(3.16)

where re,i = βipi/δ denotes the effective reproductive ratio of the new strain i at the

time of emergence. Using Equations (3.12–3.15), at time τ after strain 1 has reached

equilibrium, we compute the probability of fixation for strain 0 (reversion) and strain 2

(forward substitution) to be

fi(τ) =

 1− δ
βi(A+Bie−γτ )

, if τ > tc

0, otherwise
(3.17)
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Table 3.1: Table of parameters used in the multi-site simulation model.

Parameter Description

β Transmission rate per time-step
δ Recovery rate per time-step
γ Decay rate of host immunity per time-step
σ Strength of immune protection
µ Mutation rate per site per time-step
s Cost of immune escape
La Number of antigenic sites
N Host population size

where the threshold tc (if considering strain 0) is given by

tc = −1

γ
log

(
δ

β0B0
− A

B0

)
. (3.18)

The probability of reversion given fixation is therefore

ρ(τ) =
f0(τ)

f0(τ) + f2(τ)
. (3.19)

Asymptotically, if all prior immunity against strain 0 has decayed, then the exponential

term in the denominator of Equation (3.17) approaches zero, thus giving

ρ∞ =
β0A− δ

2β0A− δ(1 + β0
β2

)
(3.20)

=

1
2

[
β
δ − (1− s)−1

]
− 1

β
δ − (1− s)−1 − (1− s)−2 − 1

. (3.21)

In summary, Equation (3.19) describes the combined effect of immunity γ and functional

constraint s on the probability of reversion at some time τ after immunity has begun to

wane from equilibrium levels, whereas the long-term asymptote ρ∞ shows the effect of

functional constraint in the absence of immunity.

3.2.2 Multi-site simulation model

To verify our theoretical model, and to examine the impact of increasing the antigenic

space, we develop a stochastic computer simulation model where each infection is associ-

ated with a sequence of antigenic sites. Population dynamics are similar to the analytical
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model (see Table 3.1 for a complete list of parameters), but in the multi-site simulation,

we explicitly model the mutation process. In the analytical model, we assumed the emer-

gence of three strains at specified times, and calculated the probability that these strains

would reach fixation. In contrast, for the simulation model, we allow mutations to occur

stochastically at any antigenic site throughout the simulation; thus, new strains may

emerge before the old strain reaches equilibrium and even favourable mutations may be

lost due to stochasticity.

We implement two models using different representations of the antigenic space. The

first model uses a bit-string representation so that each of the La antigenic sites can take

values of v = {0, 1}, and a change at any site away from the ancestral state (0) will reduce

transmissibility. The bit-string model with two sites has a antigenic space similar to the

analytical model. In the second model, we use a more realistic codon representation.

Sites can mutate to any one of the 64 possible codons, but viral fitness is only affected by

non-synonymous changes (i.e., v consists of the 20 amino acids). Specifically, any amino-

acid change will affect cross-immunity, but only changes from the ancestral amino acid to

a derived state will reduce transmissibility. The ancestral codon sequence is determined

at the beginning of each simulation by randomly sampling La non-terminating codons

with uniform probability.

Throughout the simulation, we track the number of infected hosts I, the genotype of

each infection, and the immune status of the host population. The last variable is stored

in the immunity matrix consisting of 2×La elements for the bit-string model, or 20×La

for the codon model, where each element rv,j stores the number of people with immunity

to a value of v at site j. That is, rv,j stores the site-specific immunity accumulated

across the whole population, and we compute the immunity against any viral genotype

by summing across these values (described below).

The multi-site model is implemented as a discrete time simulation (Keeling and Ro-

hani, 2008), with a time-step of one day. The system is initialised with a naive population

(rv,j = 0 for all v and j) and an infected host which carries the ancestral strain. At each

time-step, the population changes according to SIRS dynamics, with the following events

occurring:

1. Mutation: The number of mutations that occur in the viral population in each time-
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step is drawn from a Poisson distribution with mean µILa, where µ is the mutation

rate per site per time-step, and occur uniformly across all sites and all individuals.

For the codon model, the probability of any codon occurring at the mutated site is

specified by the Kimura (1980) two-parameter model with a transition-transversion

rate of κ = 3.

2. Transmission: The number of potential new infections which occur in each time-step

is a Poisson random variable X ∼ Pois(Λ), where Λ =
∑I

i=1 β(1− s)ki is the force

of infection. The scaling factors (1− s)ki account for the reduction in transmission

of genotype i due to the cost of ki changes away from the ancestral strain. The

genotypes of the X potential infections are determined by multinomial sampling

according to (1 − s)ki , to account for variation in transmissibility within the viral

population. We can then calculate the probability of each potential infection i

encountering a susceptible host, given by

pi =
N − I − σ

La

∑La
j=1 rvij ,j

N
, (3.22)

where rvij ,j is the level of recognition against a particular antigenic site as de-

scribed above. Equation (3.22) corresponds to Equations (3.10–3.11) in the analyt-

ical model. The success of the potential infection is determined using a Bernoulli

random variable U ∼ Bernoulli(pi). If U = 1, a new infection is generated with a

genotype identical to the parent.

3. Recovery: The number of infected hosts which recover in each time-step is Poisson

with mean δI. Each recovered host i is drawn from the infected population with

uniform probability and increases immunity to allele vij at site j = 1, · · · , La. That

is, for each recovery, we update La elements of the immunity matrix

rvij ,j := rvij ,j + 1 . (3.23)

4. Decay of host immunity (across the whole population) is simulated by reducing

rv,j for all antigenic states v ∈ v at each site j = 1, · · · , La by a binomial random
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variable,

rv,j := rv,j − V, where V ∼ Binom(rv,j , γ) . (3.24)

3.3 Results

Using the analytical and simulation models, we examine how the epidemiology of the virus

affects the probability of reversion at antigenic sites. We first describe the dynamics of the

simple three-strain model (Section 3.3.1), before examining the time dependence of this

system (Section 3.3.2) and the effect of the epidemiological parameters (Section 3.3.3).

The combined effect of these interacting factors on the observed amino acid frequencies

is described in Section 3.3.4, and we compare this to sequence data for human influenza

A (H3N2) and RSV-A in Section 3.3.5.

3.3.1 Dynamics of changing susceptibility

To provide some intuition about the process, we show an example of forward substitution

and reversion in the three-strain model using the two-site bit-string model (Figure 3.1).

In both simulations, the ancestral strain 0 is introduced into an initially naive population,

and is then replaced by strain 1, which is subsequently replaced by a third strain, either

strain 2 [forward substitution; panel (a)] or strain 0 [reversion; panel (b)]. For each

simulation, we also show the corresponding proportion of susceptible hosts pi [panels

(c) and (d)], for each strain i = 0, 1, 2. The emergence of the ancestral strain 0 in the

initially naive population sharply reduces the proportion of susceptible hosts to strain 0,

p0; p1 is also slightly reduced due to cross-immunity between strains 0 and 1, while p2

is unaffected. When strain 1 emerges and dominates the population, both p0 and p2 are

temporarily reduced but p0 slowly increases above its previous equilibrium.

In the first simulation [panels (a) and (c)], strain 1 is rapidly replaced with strain 2,

so that at the time of emergence t2, susceptibility to strain 0 remains quite low [black

line in panel 1(c)]. In this case, forward substitution is favoured because there is a larger

pool of susceptible hosts for strain 2. In contrast, in panels (b) and (d), the interval

between t1 and t2 (vertical grey lines) is longer than the first simulation, providing time

for p0 to reach similar levels to p2 so that reversion can occur.
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Figure 3.1: An example of forward substitution [panels (a) and (c)] and reversion [panels (b)
and (d)] in the two site bit-string epidemiological model. Solid lines show the trajectory from a
single simulation of the number of hosts [panels (a) and (b)] infected by, and the proportion of
hosts susceptible [panels (c) and (d)] to strain 0 (black), strain 1 (blue) and strain 2 (orange).
Simulations are initialised with a small number of hosts infected with strain 0 which tend towards
the equilibrium [horizontal grey dashed lines; Equations (3.5–3.6)]. At time t1, strain 1 emerges
and dominates the population until time t2 when a third strain (either strain 0 or 2) emerges.
Times t1 and t2 are indicated by vertical grey lines. Between t2 and t1, the expected proportion
of susceptible hosts [Equations (3.12–3.15)] is shown by dashed lines. Simulations were run with
parameters (a) β = 1.0 day−1 and (b) β = 0.6 day−1 and in both panels, N = 104, γ = 10−3

day−1 and s = 0.1.
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3.3.2 Time-dependence of the probability of reversion

In Figure 3.2, we show the probability of reversion as a function of τ = t2−t1, the interval

between the time of strain emergence (indicated by vertical grey lines in Figure 3.1).

The theoretical probability of reversion [Equation (3.19)] is compared to the proportion

of reversion events in simulations with a two-site bit-string model. To correspond to

the analytical model, only substitution events following transitions between strain 0 to

strain 1 are counted. Note that in the analytical model, τ is the interval between the

times of emergence; however, in the simulation, it is difficult to determine which of the

emerging mutations will reach fixation. As a proxy for τ , the counts from the simulation

are binned according to the time between antigenic substitutions.

These results confirm that the reversion probability varies with τ . The probability

of reversion is low if substitution occurs rapidly, and gradually increases with τ until it

flattens at the asymptote ρ∞, given by Equation (3.21). This asymptotic value represents

the probability of reversion in the absence of cross-immunity. The decay rate of host

immunity γ affects the speed at which the asymptotic value is reached, but not the value

of the asymptote.

The greatest discrepancy between theoretical and simulated results occurs near the

transition tc [Equation (3.18)]. At τ = tc, the theoretical model predicts a sharp tran-

sition away from ρ(τ) = 0; in the stochastic simulations, the transition is more gradual.

The reason for this discrepancy is that the theoretical model assumes that each strain

reaches equilibrium before it is replaced. However, in large viral populations, the muta-

tional input rate can be large enough that strain 1 replaces strain 0 before I0 can reach

equilibrium. In these cases, R∗0 will be upwardly biased, so that ρ(τ) underestimates the

probability of reversion.

Based on the form of ρ(τ), we expect the time-dependent probability to be indepen-

dent of the viral mutation rate and population size. Consistent with this, we observe

that simulation results for different population sizes lie on the same curve, with points

from small populations (circles) corresponding to large values of τ and points from larger

populations (triangles) corresponding to smaller values of τ .
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Figure 3.2: The probability of reversion, as a function of the time between strain emergence τ .
The blue line shows the reversion probability [Equation (3.19)] of an unconstrained antigenic site
as immunity decays, whereas the green (s = 0.1) and red (s = 0.2) lines show the combined
effect of selective cost and immunity. Points show the proportion of reversion events observed
from simulations of the two-site bit-string model. The proportion was computed from the binned
number of substitution events that occurred immediately after a transition from strain 0 to strain
1, using the time between antigenic substitutions as a proxy for τ . Simulations were run for 5×105

time-steps, with a time-step of one day, with 200 replicates for each parameter combination of
s and N . All other parameters were set to immune decay: γ = 10−3 day−1, mutation rate:
µ = 10−5 site−1 day−1, recovery rate: δ = 0.2 day−1 and transmission rate: β = 0.6 day−1.

3.3.3 The effect of epidemiological parameters

To examine the effects of viral transmission (β, δ, s) and host immunity (γ, σ), we

now consider ρ for a fixed τ in the analytical model [Equation (3.19)]. For simplicity of

notation, we omit the argument τ in this section. Equations (3.13–3.15) indicate that the

strength of immune protection σ affects ρ only through the coefficients A, B0, B2, and is

expected to have only a weak effect. In Figure 3.3, we confirm that the level of immune

protection σ has only a weak effect on ρ unless the typical duration of the infection 1/δ

[Figure 3.3(a)] is as long as the immune duration 1/γ [Figure 3.3(b)], or σ is negligibly

small. Throughout the rest of the paper, we set σ = 1.0.

Figure 3.4(a) shows how the reversion probability varies as a function of the basic

reproductive ratio β/δ, for various values of selective cost s, for a fixed level of host

immunity (γτ). For sites under no selective constraint (black line), the probability of

reversion increases slightly with β/δ, but very different effects are observed for a non-

zero selective cost. The effect of a selective cost is strongest for small transmission rates,

as slight decreases in infection rates can have a more detrimental impact on the mutant

subpopulation.

The interaction between the selective cost s, and the immunity decay rate γ, is shown
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Figure 3.3: A comparison of the sensitivity of the reversion probability [Equation (3.19)] to the
strength of immunity σ for different (a) rates of recovery δ and (b) rates of immunity decay γ.
Unless otherwise specified, parameters were set to γ = 10−3 day−1, δ = 0.1 day−1, β/δ = 5,
γτ = 0.5 and µ = 10−5 site−1 day−1.
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Figure 3.4: The effect of the cost of immune escape s and decay rate of immunity γ on the
probability of reversion [Equation (3.19)]. In (a), we hold the level of immunity (γτ = 0.5)
constant to show how varying basic reproductive ratio β/δ changes the effect of s. In (b), we
show the effect of varying s for different values of γ with a fixed time between strain emergence
τ = 3× 365 days and β/δ = 5. Other parameters were set to δ = 0.2 day−1 and µ = 10−5 site−1

day−1.

for a fixed τ [Figure 3.4(b)]. We showed in Figure 3.2 that for large γτ , ρ(τ) plateaus at

ρ∞, which is independent of γ; however, when the rate of strain replacement is comparable

to the decay rate of host immunity, there are strong dependencies. The effect of varying

γ, in the absence of selective constraint (s ≈ 0), can be seen in the difference between ρ

where the curves plateau. Further increases in selective cost leads to a rapid increase in

the probability of reversion, with more rapid increases for longer lasting immunity (solid

line).
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3.3.4 Fluctuating frequencies at antigenic sites

In Sections 3.3.1–3.3.3, we observed that τ had a strong effect on whether reversions

occur or not. In fact, where τ is known, no further information on mutation rate µ or

population size N is required. However, in practice this quantity is difficult to measure.

It is possible to account for variation in τ by integrating over the distribution of τ , but

this can remove important information; under certain parameter ranges, the stochasticity

of τ is sufficient to cause noticeable variation in reversion probabilities.

To observe the effect of fluctuations in ρ, we measure the frequency of the ancestral

allele π0 at each antigenic site. The frequency of an allele is informative about its fixation

probability (Kimura, 1962), and the rate of change in frequency is proportional to the

strength of selection s (Kent et al., 2005; Zhao et al., 2013). Under directional selection,

we expect any allele to eventually reach fixation or extinction. Thus fluctuations between

π0 = 0 to π0 = 1 indicates changes in selection. We measure the frequencies of each

antigenic site separately, as immunity against each site may vary depending on the history

of previous circulating strains.

In Figure 3.5, we show frequency trajectories π0, under conditions of both antigenic

selection and selective constraint, so that antigenic changes away from the ancestral

sequence imposes a cost. To account for inaccuracies due to sampling, π0 was computed

from sequences sampled at discrete intervals, and the earliest sequence sampled after the

burn-in period was used as the ancestral sequence. In all panels, we observe fluctuations

in frequency levels as reversion probabilities vary due to the stochasticity of the time

between antigenic substitutions, although there is no change in µ, N , or s during a

simulation. The pattern of fluctuations in π0 differs depending on the host population

size N (varying along columns) or the decay rate of host immunity γ (varying along

rows). Faster changes in π0 are observed for larger N and fixation of the ancestral allele

becomes less likely. Tracking frequency over time also provides information on γ that

would not be available in the time-averaged approach. Comparison between columns in

Figure 3.5 indicates that increasing γ tends to reduce both the frequency and amplitude

of π0. This effect is particularly evident for larger population sizes [panels (c)–(f)], where

the rate of substitution is not limited by the rate of mutational input.

The effect of removing the selective cost (s = 0) is shown in Figure 3.6. Although
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Figure 3.5: The effect of population size and duration of immunity on the frequency of the
ancestral allele π0 at antigenic sites under selective constraint (s = 0.2). Each line represents the
changing frequencies, at a single antigenic site, of the ancestral allele estimated to be the earliest
sampled amino acid residue after the burn-in period (1000 days). For high rates of mutational
input [panels (d) and (f)], the earliest sequence may not be the true ancestral sequence (set to
be the most transmissible), which in some cases results in low observed values of π0. Each panel
represents the dynamics of a single simulation, with π0 computed from samples of 20 sequences
taken every 200 days. All simulations were run with a time-step of one day and parameters
β = 1.0 day−1, δ = 0.2 day−1, µ = 10−5 site−1 day−1, La = 7, to match parameters used for
human influenza A (H3N2) (Koelle et al., 2009).
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Figure 3.6: The frequency of the the ancestral allele π0 at antigenic sites under no selective
constraint (s = 0). Lines in each panel show the changing frequency of the ancestral (earliest
sampled) allele at each antigenic site in a single simulation. π0 was computed from samples of
20 sequences taken every 200 days, discarding all sequence data from the burn-in period of 1000
days. All simulations were run with γ = 1×10−3 day−1, β = 1.0 day−1, δ = 0.2 day−1, µ = 10−5

site−1 day−1 , and La = 7.
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fluctuations can still occur, the ancestral allele at the antigenic site rarely returns to

fixation (π0 = 1) and, if so, does not remain fixed for long. This effect occurs even for

small population sizes [panel (a)] which favour reversion. Continual antigenic selection

drives further substitutions to other derived amino acid residues, that have not induced

prior immunity. That is, multiple instances of increasing π0 as an indication of high

selective costs s is robust to misspecification of the ancestral allele. However, consis-

tently low values of π0 may simply be due to using an misspecified ancestral allele (an

alternative interpretation is that π0 correctly identifies that an unfavoured amino acid is

unconstrained).

3.3.5 Application to influenza and RSV

In Figure 3.7, we show π0 changing over time for the human influenza A virus subtype

H3N2 and the respiratory syncytial virus (RSV) subtype A at antigenic and non-antigenic

sites. The H3N2 data set consists of all HA sequences for human H3N2 from the influenza

virus database (Bao et al., 2008) where the year of sampling is known. The accession

numbers surface G protein sequences of RSV-A sequences that we used were listed in

Botosso et al. (2009). In total, we analysed 5831 H3N2 sequence spanning 45 years and

538 RSV sequences spanning 19 years. The temporal distribution of both datasets are

shown in Figure B.1.

We computed π0 for antigenic sites which have been identified by experimental meth-

ods, as sequence-based methods are also designed to identify sites with variation in amino

acid composition. For H3N2, we used the seven sites (145, 155, 156, 158, 159, 189, 193)

listed in a recent study (Koel et al., 2013) which used antigenic cartography which inte-

grates information over multiple pairs of antigen and antisera in order to evaluate overall

antigenic change (Smith et al., 2004). For RSV-A, experimental studies with monoclonal

antibodies have identified a large number of sites which react to different monoclonal

antibodies (Garćıa et al., 1994; Mart́ınez et al., 1997). More recent studies have used

phylogenetic analysis of natural isolates to identify potential antigenic sites (Pretorius

et al., 2013; Zlateva et al., 2004). Note that there is an ascertainment bias in using

sites identified on the basis of frequent amino acid changes. Here, we have restricted the

analysis to eight sites (225, 226, 233, 237, 244, 274, 280, 290) which were identified as
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reducing antigenic recognition in multiple studies (Garćıa et al., 1994; Mart́ınez et al.,

1997; Pretorius et al., 2013; Zlateva et al., 2004), with at least one being experimen-

tal (Garćıa et al., 1994; Mart́ınez et al., 1997). Including a larger number of sites does

not affect the results, but will obscure features of distinct trajectories.

For both viruses, we obtain oscillating patterns of π0 that are consistent with our

expectations for antigenic sites evolving under both immune selection and functional

constraint. Non-antigenic sites [Figure 3.7(c) and (d)] generally do not exhibit these

fluctuations, but some non-antigenic sites in RSV-A may experience frequency fluctu-

ations due to linkage to antigenic sites [Figure 3.7(d)]. For further comparison, the

dynamics of additional number of non-antigenic sites are shown in Figures B.2–B.3. Pat-

terns of frequency change in H3N2 and RSV-A differ considerably from each other. H3N2

frequencies have sharper and slower oscillations, which are suggestive of both a smaller

population size and longer lasting immunity. At least four antigenic sites in H3N2 revert

and fix at the ancestral state which indicates very strong selective constraint. RSV-A

shows more rapid oscillations, suggesting faster decaying immunity and moderate selec-

tive constraint. The relatively short time that the ancestral allele is at high frequencies

suggests that selective constraint has a smaller influence than for H3N2.

3.4 Discussion

We have shown that for acute, recurrent infections, the probability of reversion at anti-

genic sites depends on the interaction between the cost of immune escape and the duration

of host immunity. Similar to models for HIV (Kent et al., 2005), we find that a higher

cost of immune escape increases the probability of antigenic reversion. The impact of the

cost of immune escape on the reversion probability is greater when the basic reproductive

ratio is low, as small reductions in transmissibility have a more detrimental effect. This

is in agreement with a previous study on the effect of selective constraint on antigenic

drift (Kucharski and Gog, 2011). In addition to these two parameters, we find that longer

lasting immunity can also reduce the probability of reversion, but the precise extent of

this reduction depends on the time between antigenic substitutions.

The time between antigenic substitutions, which is inversely proportional to the viral

population size and mutation rate, is closely related to the rate of mutational input θ, a
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Figure 3.7: Trajectory of the frequency of the ancestral allele π0 computed at antigenic sites of
(a) human H3N2 and (b) human RSV-A show fluctuations which are distinct from randomly
chosen non-antigenic sites [panels (c) and (d)]. Each coloured line shows the frequency of a single
site. Frequencies were computed at (a, c) seven sites in the HA segment of H3N2 computed with
A/Aichi/2/1968 as the ancestral strain, and (b, d) eight sites in the C-terminal hyper-variable
region of the surface G protein of RSV-A using strain AF065406 (sampled in 1981) as the ancestral
strain. Sequences were pooled according to the year of isolation, with years in which fewer than
five sequences were sampled were excluded.

parameter commonly used in population genetics to describe the time-scale of selection

and drift. In the epidemiological model, it affects the balance between selective con-

straint and antigenic selection by determining the extent to which prior immunity has

decayed. When the interval between antigenic substitutions is small, immunity against

the ancestral strain remains high at the time of substitution so that antigenic selection

reduces the reversion probability. For larger intervals between antigenic substitutions,

prior immunity will have decayed to a greater extent and the basic reproductive ratio

and cost of immune escape become stronger determinants of the reversion probability.

In the context of phylodynamic models, θ is also the parameter which is used to link the

coalescent to epidemiological models (Koelle and Rasmussen, 2012).

Previous studies have described varying levels of reversion in a range of viruses and

speculated on the influence of host immunity (Botosso et al., 2009; Delport et al., 2008;

Wagner, 2014), but it has been unclear how the level of reversion should be quantified and

how these results should be interpreted. In contrast to previous studies (Botosso et al.,

2009; Palmer et al., 2013) based on phylogenetic methods, we propose using temporal

patterns of frequency change to quantify reversion. Where sequence data from multiple
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time-points is available, a frequency-based approach can more easily show the time-

dependent effect of antigenic selection. Simulation results predict that varying parameters

controlling population size, transmission rate, immunity decay and selective constraint

have qualitative effects on the frequency of the ancestral allele π0 which are consistent

with the analytical model, providing a means for interpretation. As our approach uses

site-frequency data rather than a phylogeny, it is amenable to the application of large

time-structured data sets, but is also more sensitive to effects such as biased sampling

and spatial structure.

In this paper, we compared patterns of π0 for two viruses that induce acute respiratory

infection which recurrently infect human populations and induce long-term immunity: in-

fluenza A (H3N2) and RSV-A. For both viruses, we observed fluctuations in frequency at

antigenic sites suggesting the presence of both immune memory and selective constraint.

Without the continuously changing balance between these two effects, we would expect

an allele for a particular site to reach fixation and remain in that state (Zhao et al., 2013).

While RSV has been reported to experience high levels of reversions (Botosso et al., 2009),

previous phylogentic studies have not identified reversion in H3N2. However, a recent

study (Wagner, 2014) showed that changes at antigenic sites in H3N2 occur as cycles in

a genotype network; that is, mutations to multiple states occur before reversion to the

ancestral allele, so that the reversion is not identifiable along a the phylogeny.

Our model suggests that the higher rates of reversion in RSV-A compared to H3N2 is

due mainly to more rapidly decaying immunity rather than stronger selective constraint.

Fluctuations in frequency are more rapid and complete fixation of the ancestral amino

acid does not occur for most antigenic sites of RSV-A. In contrast, for H3N2, we observe

multiple occasions where a fixation of the ancestral amino acid occurs, and long periods

where π0 = 1 is maintained, suggesting strong selective constraints. This is consistent

with the location of the sites within the receptor binding region of the HA gene, so

that any antigenic change is also likely to affect viral transmissibility (Koel et al., 2013).

Comparison between the frequency of the oscillations also suggests that H3N2 induces

more long-lasting immunity than RSV-A. RSV-A exhibits more rapid fluctuation while

several of the antigenic sites in H3N2 were fixed for long periods (> 10 years) at a

derived amino acid, supporting the hypothesis that immune pressure against reversion
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is maintained for long periods. Frequency patterns of H3N2 frequency patterns are

consistent with multi-site codon simulations (Figure 3.5) with host immunity decay rate

γ on the order of 10−4, whereas a value of γ ≈ 10−3 is more compatible with frequency

patterns for RSV-A. These values are in agreement with reinfection experiments which

estimate immunity for H3N2 lasting 8 years (γ = 3 × 10−4 day−1) (Couch and Kasel,

1983) compared to 1.8 years (γ = 1.5× 10−3 day−1) for RSV-A (Hall et al., 1991).

Our study shows that the frequency of the ancestral allele, π0, which can be easily

calculated for time-stamped viral sequences, is informative about the immune dynamics

and cost of escape. In particular, sharp fluctuations in frequency is indicative of immune

selection occurring at a comparable time-scale to substitutions at antigenic sites. How-

ever, a small number of linked sites may also display similar patterns as they co-segregate

with antigenic sites. That is, frequency patterns should not be used as a method to iden-

tify antigenic sites; but where the antigenic sites are known, frequency patterns provide

information about the epidemiology of the virus as a whole.

The approach outlined here provides a qualitative description rather than estimates

of the epidemiological parameters. Analytical expressions, relating the probability of

reversion to the parameters underlying the viral dynamics for the three-strain model,

rely on the assumption that each strain reaches equilibrium before it is replaced. This

assumption tends to be violated when population sizes and mutation rates become large,

so that we generally underestimate the probability of reversion. To address the restric-

tions of the equilibrium assumptions and the assumption of only three strains, we used

computer simulations describing sequence dynamics in a multi-site model. Formal infer-

ence using a complex computational model is a challenge for future research. Despite the

simplicity, our approach is useful in providing a scheme to consider both epidemiological

and molecular effects simultaneously. As such, it is complementary to both coalescent

approaches (Frost and Volz, 2010, 2013; Stadler and Bonhoeffer, 2013) which assume epi-

demiological dynamics are largely unaffected by molecular changes, and to codon-based

methods (Nielsen and Yang, 2003; Tamuri et al., 2012) which assume that substitution

occurs instantaneously as a time-homogeneous process along branches of the phylogeny.

Our model highlights the importance of understanding the interaction between epi-

demiological and molecular effects. The results imply that different evolutionary trajec-
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tories are expected in viral populations with the same distribution of fitness effects but

differing population size and contact rates. In particular, we expect that viral popula-

tions in larger cities with denser populations undergo less reversion and are more likely

to generate antigenically novel variants.
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Chapter 4

A comparison of evolutionary

dynamics between different

lineages of avian influenza

4.1 Introduction

Influenza A infects a wide range of hosts, including humans, pigs, horses and birds, but

their natural host is wild aquatic birds (Webster et al., 1992). All 16 hemagglutinin

(HA) and 11 neuraminidase (NA) subtypes have been isolated in avian hosts. The evo-

lutionary dynamics of avian influenza differ considerably from human influenza; multiple

strains co-circulate and frequent reassortment occurs between segments (Macken et al.,

2006). Avian influenza, therefore, forms a reservoir gene pool with potential to generate

outbreaks in humans and other mammals (Webster et al., 1992).

Infection in avian hosts is generally asymptomatic and subject to weaker selective

pressures (Chen and Holmes, 2006; Webster et al., 1992), but over recent years, there

has been an increase in outbreaks of avian influenza (Alexander, 2007). Of particular

concern has been the persistence of high-pathogenic H5N1 and low-pathogenic H9N2,

and the continual generation of novel variants in these lineages (Alexander, 2007). Due

their epidemiological impact, both subtypes have been the focus of particular attention.

A number of subclades have been identified within both H5N1 (Neumann et al., 2010;

World Health Organization, 2009, 2012) and H9N2 (e.g. Fusaro et al., 2011), and substi-
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tutions affecting phenotype have been identified across a number of gene segments (e.g.

Fan et al., 2009; Hulse-Post et al., 2007; Neumann et al., 2010; Shi et al., 2009). How-

ever, it is difficult to understand the evolutionary significance of these substitutions. We

know that while there is structural similarity between influenza genes of different host

types (Meyer et al., 2013), there are also considerable differences in the distribution of

site-specific selective effects (Meyer et al., 2013; Tamuri et al., 2012, 2009). To quantify

natural selection, dN/dS has been estimated by pooling across the whole avian phy-

logeny (Chen and Holmes, 2006), and other studies have observed differences in dN/dS

measured within different lineages of avian influenza (e.g Bahl et al., 2009). However,

from these disparate studies, it remains unclear how much selection varies between lin-

eages of avian influenza as a whole. Should the distinctive epidemiological behaviour of

H5N1 and H9N2 be attributed to singular molecular characteristics? Or should we expect

similar epidemiological behaviour in other influenza subtypes given particular conditions?

In this study, we attempt to provide a broad comparison of the dynamics of selec-

tion acting on lineages of avian influenza by examining not only sequence changes that

become fixed in the population (substitution), but also transient sequence changes that

are eventually removed (polymorphisms). As demonstrated in Chapter 2, selection is

expected to distort patterns of polymorphism by interfering with linked sites. These

indirect effects can be observed even if standard branch-site specific codon models are

unable to identify specific sites under positive selection. Hence, the statistics developed

in Chapter 2 (Chan et al., 2013) can be used to identify lineages evolving under differ-

ent forms of selection. We analyse the coding region of the six internal gene segments;

this consists of the polymerase genes PB2, PB1 and PA (segments 1–3, as ordered by

size), the nucleoprotein (NP; segment 5), the matrix protein (M1; segment 7) and the

non-structural protein (NS1; segment 8). The internal genes have evolved under stronger

selective constraint (Chen and Holmes, 2006) and share a more recent common ances-

tor (Worobey et al., 2014) than the surface glycoproteins HA and NA (segments 4 and

6). Frequent reassortment should also reduce the effect of linked selection from other

gene segments, so that selection at each segment can be considered independently.
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4.2 Methods

4.2.1 Influenza sequence data

All full-length avian influenza sequences with a known year of isolation, excluding lab

isolates were taken from the Influenza Virus database (Bao et al., 2008) (date accessed: 1

December 2013). This consisted of approximately 8000 sequences for each gene segment,

with similar numbers of American and Eurasian sequences. However, the composition

of the sequences was strongly biased in terms of subtype, with much larger numbers

of H5, H6 and H9 sequences compared to the other subtypes. See Tables C.1–C.2 for

more details. Sequences from each internal segment were aligned using Muscle (Edgar,

2004) with default parameters and GTR substitution model phylogenies were constructed

using RAxML (Stamatakis, 2006) with a GTR substitution model. Sequence analysis was

performed using R with the ape (Paradis et al., 2004) and seqinr (Charif and Lobry, 2007)

packages.

4.2.2 Identifying lineages in the internal segments

Previous studies have tended to separate lineages based on bootstrap confidence or

branch-length (e.g., Obenauer et al., 2006); however, these methods tend to split up

lineages after a period of reduced sampling, or if particularly rapid divergence has oc-

curred in a population. The second criterion tends to separate lineages along branches

associated with selective effects. In contrast, the analysis here aims to identify popu-

lations or “lineages” evolving separately (i.e. reduced gene flow) due to both selective

or non-selective (e.g. spatial separation) factors. This allows us to examine whether we

observe similar or different selective conditions between lineages.

To define these lineages, we separate strains based on amino acid polymorphisms that

are retained for long periods. Theoretical results from population genetics (Wright, 1931)

predict that polymorphic sites are not expected to be stably maintained; the frequency of

a polymorphism fluctuates until the segregating site reaches either fixation or extinction.

Sequences for each of the internal segments were first divided into two groups based on

whether they were isolated from the American or Eurasian hemisphere. Amino acid sites

that were polymorphic at frequencies between 0.25–0.75 for over five years were then
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identified in sequences from each hemisphere. Further examination of these sites show

find that they are generally polymorphic for more than five years, and much of this time

is spent at stable frequencies (see Figures C.1–C.6).

To ensure that we only identify lineages with common ancestry, polymorphic sites

were mapped back onto the maximum likelihood phylogenies, and sites at which mutation

to the same amino acid residue occur along multiple branches were excluded. After

removing redundant sites that have the same mutation pattern, the sequences of each

gene segment were grouped according to whether they were isolated from the American

or Eurasian hemisphere and the identity of the amino acid at a small number of sites:

PB2 (64, 340), PB1 (59, 149), PA (272, 348, 400, 545), NP (34), M1 (27, 166), NS1 (6,

55, 60, 83, 87). These groups were then trimmed by identifying the node most distant

from the root (A/chicken/Brescia/1902) with a high proportion of descendants belonging

to a single lineage. At branch points where two lineages split off, the point where the

lineages split is relatively robust to the cutoff (80%), but where a single lineage emerges

from the end of an old one (e.g., lineage 2 of M1 and lineage 6 of NS1), a higher cut-off

is required (99%). This step both removes outliers which were included into the lineage

due to homoplasy and re-incorporates singletons that may have been excluded due to

random mutations.

Note that incorrectly splitting a population into two lineages based on a polymor-

phism slowly reaching fixation does not overly affect our analysis. This is because, from

the phlyogenetic information, we can assume that the lineages genuinely do reflect dif-

ferent ancestry; as such, similar site-frequencies distributions, and therefore summary

statistics, should be obtained within each lineage (Wright, 1938). The overall result of

splitting within a lineage would be that we overestimate the number of populations with

similar selection dynamics.

4.2.3 Estimating dN/dS between different lineages

We estimated dN/dS for each lineage of all internal genes using HyPhy (Kosakovsky Pond

et al., 2005). For computational efficiency, and to reduce the distorting effect of delete-

rious polymorphisms (Kryazhimskiy and Plotkin, 2008), we constructed sparse trees for

each gene using a subsample of sequences with a maximum of ten sequences from each
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year. Trees were built using RAxML (Stamatakis, 2006) with a GTR substitution model.

Branches in each subtree are labelled according to the lineage in which they occur, and

dN/dS values for all lineages of a gene were estimated simultaneously by maximum like-

lihood. For each gene segment, two phylogenetic codon models were fitted: (i) a global

model where dN/dS along all branches were constrained to the same value, and (ii) a local

model where dN/dS in branches in the same lineage were constrained to be the same but

could differ between lineages. The significance of the separation between lineages was

evaluated using a Chi-squared test with n− 1 degrees of freedom, where n is the number

of lineages (Yang, 1998). For the local model, 95% confidence intervals for dN/dS values

were estimated assuming asymptotic normality (Kosakovsky Pond et al., 2005).

4.2.4 Analysis of interference effects

To test for the presence of interfering mutations, we computed D1, D2 and D3, as de-

scribed in Equations (2.21)–(2.23) in Chapter 2 (Chan et al., 2013). For each lineage,

statistics were computed with sequences pooled according to their year of isolation and

compared against the ancestral sequence. The earliest sampled sequence in each lineage

was taken to be the ancestral sequence. Bootstrap intervals (Efron, 1987) are constructed

by resampling sequences with replacement for 500 replicates and recomputing the statis-

tics.

4.2.5 Analysis of antigenic selection

The alignment for each HA subtype was constructed separately using Muscle (Edgar,

2004) with a GTR substitution model and default parameters. The separate alignments

were then profile-aligned using Muscle with a gap penalty of 1000 to determine H3 num-

bering. For subtypes of class 1 (H1, H5, H6), we computed π0 at known antigenic sites

of H5 (Koel et al., 2013), while a different set of sites was used for H9 (Fusaro et al.,

2011). For each antigenic site we computed the frequency of the most favoured amino

acid residue π0, taking the most frequently observed between 1990 and 2002 for that

subtype to be the favoured residue.
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4.3 Results

4.3.1 Distinct lineages within American and Eurasian influenza popu-

lations

A small number of lineages were identified for each gene segment, ranging from three to

seven, which is shown in Figure 4.1. For all segments apart from PA, we observe a greater

number of lineages in the Eurasian hemisphere. The more distinct clustering patterns

in Eurasia can be mainly attributed to rapidly diversifying lineages of subtypes H5N1

and H9N2. Almost all sequences in lineage 4 of PB2, lineage 4 of PB1, lineage 3 of NP,

lineage 4 of M1 and lineage 2 of NS1 belong to the H5 subtype. Similarly, the H9 lineage

forms a separate lineage in the M1 (lineage 3) and NS1 (lineage 3) gene segment (see

Tables C.1–C.2 for more details). A summary of the lineages is provided in Table 4.1,

and we describe the results in further detail in the following section.
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Figure 4.1: Lineages of the internal segments of avian influenza A. Phylogenies are shown rooted
at the sequence A/chicken/Brescia/1902.
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Table 4.1: Summary of selection statistics for lineages of the internal gene segments.

Lineage Region Years a D1
b D2

c D3
d dN/dS 95% CI

PB2

1 A 39 25 18 0 0.035 (0.032, 0.038)
2 E 29 15 15 0 0.032 (0.029, 0.036)
3 E 20 10 1 0 0.050 (0.044, 0.057)
4 (H5) E 14 9 9 0 0.042 (0.035, 0.049)
5 A 26 11 5 1 0.049 (0.042, 0.056)

PB1

1 A 41 30 16 0 0.034 (0.032, 0.038)
2 A 15 9 6 0 0.028 (0.022, 0.035)
3 E 33 18 14 0 0.032 (0.029, 0.035)
4 (H5) E 14 10 11 1 0.041 (0.034, 0.049)

PA

1 A 26 10 13 4 0.032 (0.027, 0.037)
2 E 33 15 8 1 0.046 (0.042, 0.050)
3 A 29 6 6 1 0.047 (0.040, 0.055)
4 A 22 3 1 0 0.066 (0.055, 0.078)
5 A 23 8 4 1 0.047 (0.038, 0.057)
6 A 15 8 3 0 0.036 (0.027, 0.046)
7 E 19 15 7 0 0.054 (0.048, 0.054)

NP
1 A 39 24 24 1 0.030 (0.028, 0.033)
2 E 34 16 13 1 0.043 (0.038, 0.049)
3 (H5) E 13 11 4 0 0.040 (0.032, 0.049)

M1

1 E 42 11 13 3 0.050 (0.042, 0.059)
2 A 39 19 1 0 0.023 (0.019, 0.028)
3 (H9) E 19 7 6 5 0.057 (0.042, 0.076)
4 (H5) E 15 6 8 9 0.064 (0.046, 0.088)

NS1

1 E 35 9 16 0 0.188 (0.169, 0.208)
2 (H5) E 14 6 6 0 0.249 (0.201, 0.304)
3 (H9) E 17 6 0 0 0.296 (0.244, 0.356)
4 A 38 22 13 1 0.150 (0.132, 0.170)
5 (Allele B) E 16 5 4 1 0.160 (0.113, 0.218)
6 (Allele B) A 32 13 10 1 0.099 (0.085, 0.114)

a Total number of years in which lineage was sampled.
b Number of years in which D1 is significantly greater than zero.
c Number of years in which D2 is significantly smaller than zero.
d Number of years in which D3 is significantly greater than zero.
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4.3.2 Comparison of selection between lineages

We compare selection acting on each lineage by examining dN/dS , which is a measure

of the relative evolutionary rate over time, and by computing the interference statistics

introduced in Chapter 2 (Chan et al., 2013). These statistics identify the presence of

selected mutations in the population and characterise the distortion of the site-frequency

spectrum. Briefly, values of D1 > 0 indicate the presence of deleterious mutations that

can potentially hitch-hike, D2 < 0 indicates the presence of interfering mutations (both

beneficial or deleterious), and the composition of segregating mutations is indicated by

D3. Specifically, the presence of multiple beneficial mutations (i.e., clonal interference)

is indicated by the combination of D2 < 0 and D3 > 0.

Values of dN/dS for each lineage are reported in Table 4.1. For all six internal

gene segments, the phylogenetic model with separate lineages fit the data better than a

model where a global dN/dS value was used. The model fit was significantly improved

(p � ×10−4) for all segments with the exception of PB1, where the improvement was

only at the 0.05 level.

As mentioned in Section 4.3.1, a number of lineages predominantly consist of H5

and H9 sequences. These lineages are also associated with higher dN/dS values in PB1,

M1, and NS1. A higher dN/dS value can indicate positive selection, or relaxed selec-

tive constraint. Lineage 4 of PB1 shows signs of excess beneficial mutations (D3 > 0;

Figure 4.2), which suggests that positive selection may contribute to the higher dN/dS

value, but some portion of this may also be due to deleterious mutations. We observe

indications of clonal interference only briefly after the emergence of lineage 4, but values

of D2 < 0 (Figure 4.3) are maintained subsequently over multiple years.
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Figure 4.2: Clonal interference (D3 > 0), in the internal segments of avian influenza A. Each
lineage is shown with colours corresponding to Figure 4.1. Lineages from NS1 allele B were omit-
ted for clarity. Vertical bars represent 95% intervals computed by bootstrapping with resampled
sequences. Years in which D3 is significantly greater than zero are indicated by black outlines.

In contrast, for lineage 4 of M1, there are signs of clonal interference (D3 > 0) in

multiple years, indicating that the higher dN/dS value does reflect positive selection.

For lineage 2 of NS1, we do not observe D3 > 0, but we observe multiple years where

D2 > 0. This indicates an excess of mid-frequency mutations, which suggests that

balancing selection is operating on NS1 of the H5 lineage. We observe a similar pattern

for lineages associated with H9 (orange), where lineage 3 of M1 shows signs of clonal

interference and lineage 3 of NS1 shows signs of balancing selection.

Lineage 4 of PB2 and lineage 3 of NP, which are associated with H5, do not show

particularly high values of dN/dS , but they also exhibit distinct population dynamics

which differ from other other lineages of the same gene segment. PB2 shows more signs

of interfering mutations (D2 < 0), while in contrast, lineage 3 of NP seems to have a

reduced level of variation in fitness.
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Figure 4.3: The presence of interfering mutations (D2 < 0), in the internal segments of avian
influenza A. Each lineage is shown with colours corresponding to Figure 4.1. Lineages from NS1
allele B were omitted for clarity. Vertical bars represent 95% intervals computed by bootstrapping
with resampled sequences.

We focused on lineages associated with H5 and H9 as these showed the most distinc-

tive patterns of selection, but other differences between lineages can also be seen. We

observe occasional signs of clonal interference in multiple lineages of PA and NP (Ta-

ble 4.1). For all lineages, D1 is greater than zero a considerable proportion of the time

(Table 4.1), indicating the presence of deleterious mutations in the population. However,

deleterious mutations are maintained for varying durations in the population for different

gene segments, as seen by the variation in patterns of D2 and D3 over time.

4.3.3 Comparison of site-specific patterns between lineages

In Figure 4.4, we consider differences between lineages in more detail by comparing amino

acid frequencies at each site. Halpern and Bruno (1998) showed that at equilibrium, the

frequency of an allele is proportional to its probability of fixation. Thus, the frequency
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Figure 4.4: Comparison of site-specific constraint between lineage 1 and all other lineages i.
Constraint is measured as the frequency of the favoured amino acid, averaged over all years from
1990 onwards. Each point corresponds to a single amino acid site, with the lineage indicated
by the colour of the point, following the same colouring as Figure 4.1. The dotted black line
represents x = y.

of a given allele is expected to increase with the degree of selective constraint for that

allele. For each site, we determine the residue which occurs most frequently in lineage 1,

which is closest to the root of the phylogeny. Taking this to be the amino acid that was

favoured ancestrally, we measure the degree of constraint for the favoured amino acid by

averaging its frequency across all years from 1990 onwards.

Assuming that constraint on protein structure induces similar levels of constraint

between lineages, we would expect that the site-specific patterns in one lineage correspond

to similar patterns in a different lineage. Lineages under similar selective conditions

should therefore have sites falling mostly around the x = y line in Figure 4.4. Relaxed

selective constraint in a lineage should have a relatively stronger effect on sites which are

less constrained, so that they fall off more sharply than x = y.

We indeed observe the expected pattern for relaxed selective constraint in lineage 3
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of PB2, lineages 2 and 4 of PA, lineage 3 of M1 and lineage 3 of NS1. However, this is

not the pattern observed for lineage 3 and lineage 6 of PA and lineage 3 of NP, where

sites which are strongly constrained in lineage 1 are fixed at a derived state in a different

lineage. These lineages also have values of D2 ≈ 0 (Figure 4.3), which is suggestive of

reduced genetic variation due to single sweeps of positive selection.

4.3.4 Antigenic dynamics of H5 and H9

In Section 2.2, we saw that the emergence of the Eurasian H5N1 and H9N2 lineage was

associated with specific lineages of the internal segments. Here, we examine, how the

antigenic dynamics of the H5 and H9 Eurasian subtypes compare to other subtypes. The

analysis in this section is based on the frequency of the ancestral amino acid at antigenic

sites, denoted π0, which was described in Chapter 3. Strong selective constraint for the

ancestral amino acid is expected to π0 to values close to 1, while fluctuations in π0 reflect

the effect of immunity and its duration in the host population.

In Figure 4.5, we show π0 values for subtypes H1, H5 and H6 in both the American and

Eurasian lineages. All 3 subtypes belong to the H1 clade (Nobusawa et al., 1991), and are

expected to be very similar in structure. For H1 and H6, we observed that each antigenic

site tends to behave similarly in both the American and Eurasian lineage. Although

the duration of immunity in the Eurasian lineage of H6 seems slightly longer than in

the American lineage, we still observe fluctuating dynamics indicating the presence of

both antigenic selection and selective constraint. However, for H5, a sharp difference in

dynamics is observed at sites 137 and 193; these sites do not revert to their favoured

state despite indications of strong constraint in the American lineage of H5.

For H9, a similar comparison between related subtypes is not possible as subtypes of

the same clade, H8 and H12 have rarely been sampled, and only a small number of H9

sequences have been isolated from the American hemisphere. However, for H9 sequences

isolated from Eurasia, we observe temporal patterns of π0 at antigenic sites resembling

those of H5 in Eurasia. These patterns suggest that the Eurasian lineages of both H5

and H9 undergo relaxation of selective constraint leading to a reduced cost of immune

escape and promoting antigenic drift.
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4.4 Discussion

In this study, we have identified distinct lineages in the internal segments of avian in-

fluenza and have shown that the evolutionary dynamics of these lineages differ. Differ-

ences in values of dN/dS values are typically interpreted as reflecting a change in either

the strength of selection s, or the effective population size Ne (Nielsen and Yang, 2003).

Further analysis using interference statistics D1, D2 and D3, indicated that much of the

variation in dN/dS can be attributed to the indirect effects of selection at linked sites.

As shown by a comparison of site-specific frequencies between lineages, interference has

an effect similar to reducing population size by weakening selective constraint across all

sites in the lineage. However, relaxed selective constraint due to interference differs from

a reduced population size in that it reflects high rates of mutational input. The presence

of interfering mutations (D2 < 0), particularly beneficial mutations (D3 > 0), therefore

indicates increased potential for the emergence of new strains. Consistent with this, we

find that two lineages showing signs of clonal interference in the M1 gene correspond to

outbreaks of subtype H5N1 and H9N2.

In contrast to human influenza, which is mainly characterised by clonal interference

in HA (Chan et al., 2013; Strelkowa and Lässig, 2012), we find that patterns of linked

selection vary between genes and between lineages in avian influenza. Multiple lineages of

PA and NP show intermittent signs of clonal interference, and comparison between sites

suggests that single-sweeps of positive selection may occur in other lineages of PA and

NP. There is also considerable variation in the behaviour of deleterious mutations. All

lineages show some signs of deleterious mutation (D1 > 0), but the extent to which they

persist in the population to generate background selection (D2 < 0) varies. Most genes,

particularly PB1 and PB2, have values of D2 which fluctuate between negative values

and values close to zero, suggesting that deleterious mutations are slowly but eventually

removed.

Much of the analysis in this study focuses on the dynamics of evolution in the lineages

associated with H5 and H9 outbreaks. The larger number of H5 and H9 sequences may

be an artefact of the more extensive monitoring of these subtypes due to their potential

for generating epidemics. Lineages which are sampled at only low frequencies, or persist

for only short durations are unlikely to be distinguishable using our method of identifying
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lineages. With more extensive sampling of avian influenza, it may be possible to identify

more lineages and characterise their dynamics to compare selection in avian influenza

more comprehensively.

Nevertheless, this study was able to identify some distinctive characteristics com-

mon to Eurasian lineages of H5 and H9, which have become endemic in avian popula-

tions (Alexander, 2007). Consistent with experimental studies, our results suggest that

the emergence and spread of these lineages have been influenced by adaptive changes in

the internal genes, including M1 (Fan et al., 2009), NS1 (Li et al., 2006) and PA and

PB1 (Hulse-Post et al., 2007). In most of these genes, only a small number of changes

is likely to have occurred, but the trajectory of the interference statistics suggests that

continuous adaptive changes in the M1 gene occurred for both the H5 and H9 lineage;

this is consistent with the close association of the matrix protein with the surface glyco-

proteins (Scholtissek et al., 2002). Both lineages also show signs of fluctuating selection

at NS1. The precise function of NS1 is unclear, but it is known to have an important

role in evading host immunity (reviewed in Dundon and Capua, 2009). Previous studies

have noted that these two subtypes mainly reassort within only their own subtype (Lu

et al., 2014; Neumann et al., 2010), suggesting that segments from different lineages are

incompatible. One reason for this incompatibility, our results suggest, is that deleterious

mutations may have reached fixation by hitch-hiking to adaptive substitutions.

The dynamics of antigenic selection in H5 and H9 are distinctive according to the

temporal patterns of frequency π0 at antigenic sites. Both subtypes show a decrease in

reversion, which indicates reduced selective constraint. This contrasts with the observed

patterns of fluctuating frequencies at antigenic sites of other subtypes. In fact, for H5

strains in the American hemisphere, we observe fluctuations at the same sites which

contribute to antigenic drift in Eurasian H5 strains. However, the trajectory of π0 in

American strains of H5 show that these sites are under strong selective constraint.

Theoretical results from Chapter 3 suggest that any increase in the basic reproductive

ratio of the virus will increase the ability of the antigenic sites under selective constraint

to escape immune recognition. This suggests that adaptations in the internal genes of

Eurasian H5 and H9 may differ in their biological effect, but any change that increases

viral transmissibility may be able to explain the distinctive evolutionary dynamics of these
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two lineages. It may also explain why attempts to control outbreaks through vaccination

have been largely unsuccessful in both H5N1 (Cattoli et al., 2011) and H9N2 (Park et al.,

2011); in contrast, vaccination of poultry populations against subtype H7N3 and H5N2

did not induce antigenic drift (Marangon et al., 2008).
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Chapter 5

Conclusions and future directions

In this thesis, we have developed models to describe some complexities of viral evolution

caused by different forms of selection acting at similar timescales. Standard models of

molecular evolution assume the fixation process of any mutation is independent of other

mutations in the population and is largely determined by genetic drift and the fitness

effect of the mutation. However, in viral populations, the trajectory of a mutation in a

viral population can be affected by additional factors, such as interfering mutations and

epidemiological dynamics. In Chapter 2, we presented statistics to identify and distin-

guish between the effects of background selection, hitch-hiking and clonal interference.

In Chapter 3, we showed that temporal patterns of frequency change at antigenic sites

can be used to distinguish between the effects of epidemiological dynamics and selective

constraint. Specific points about these models and statistics have already been addressed

in the previous chapters, but here we discuss some general implications for modelling of

viral evolution, and directions for future work.

Our results show that demographic processes cannot be clearly separated from selec-

tion as population dynamics are influenced by the indirect effects of selection at linked

sites, and selection in viral populations are often frequency-dependent due to viral-host

interactions. One of the most influential parameters is the rate of mutational input θ. In

the Wright-Fisher model, the rate of mutational input controls the effect of drift and rate

of neutral evolution. In viral populations, the effects can be more complex, affecting the

level of interference between different strains (Chapter 2), and how the viral population

responds to epidemiological changes (Chapter 3).
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In theoretical models (Desai and Fisher, 2007; Rouzine et al., 2003), the rate of

mutational input is presented as a simple parameter, but it is actually composite of many

different effects. Biologically, it would be of interest to be able to distinguish these effects.

For example, in Chapter 4, we found that lineages of avian influenza showed variation in

both the level of interference, and in the dynamics of antigenic selection. Interestingly, we

found that two lineages involved in the generation of multiple outbreaks, H5N1 and H9N2,

are associated with higher rate of mutational input. However, it remains unclear whether

the change in evolutionary dynamics is due to demographic effects, such as changes in

poultry breeding practices, or to a change in the fitness landscape so that there is greater

number of adaptive sites. This underscores the necessity of epidemiolgical models for

understanding of viral evolution.

The ability to evaluate the relative influence of a potential selective mechanism relies

crucially on the use of informative sequence statistics (Gray et al., 2011; Zinder et al.,

2013). For example, previous ecological models of human influenza A have been unable

to discriminate between the influence of the rate of mutational input (Koelle et al., 2006)

and the role of host immunity (Ferguson et al., 2003) based on comparisons of the shape

of the phylogeny, rates of substitution, and the level genetic diversity. Here we use

frequency-based statistics, which can make use of densely sampled sequences to provide

information on a finer time-scale about the dynamics of transitory mutations (Chapter

2), and to distinguish between the dynamics of different forms of selection (Chapter 3).

In ecological models, it is often not appreciated that selective constraint is the most

common form of natural selection (Ohta, 1973), which has implications for the choice

of summary statistics. In the classic two-allele (ancestral and derived) model, there

is no difference between negative and positive selection because both forms of selec-

tion involve favouring one allele over the other. However, where sites can mutate to

multiple alleles, the dynamics of positive selection and selective constraint are very dif-

ferent. As seen in Chapter 3, this difference is crucial to how we distinguish between

the effects of host immunity and selective constraint. Recent models of molecular evo-

lution (Halpern and Bruno, 1998; Kosakovsky Pond et al., 2008; Kryazhimskiy et al.,

2008; Seoighe et al., 2007) have attempted to incorporate the directionality of negative

selection. However ecological models of viral evolution have generally focused on positive
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selection. The distinctive directionality of selective constraint is often overlooked when

an infinite-sites (Koelle et al., 2009) or two-allele representation (Tria et al., 2005) is

used, or when sites are assumed by default to be evolving neutrally (Zinder et al., 2013).

An additional aspect for future work is better statistical inference. The primary

concern of this thesis was to develop models which were able to qualitatively describe the

dynamics of viral evolution. But to obtain more detailed understanding of why different

viruses show different evolutionary dynamics, it is important to develop better means of

quantification which can account for temporal and spatial bias in sampling. The use of

temporal patterns of frequency to infer selection has only been recently developed and

lacks a full statistical framework. The method presented by Illingworth et al. (2012)

accounts for variance due to sampling, but assumes the trajectory of the mutation is

deterministic. Analytical models describing the variance structure of the site-frequency

spectrum (Sawyer and Hartl, 1992) is based on the assumption of independence between

sites, which, as described in Chapters 1 and 2, is inappropriate for viral populations (see

also Bustamante et al., 2001; Neher and Shraiman, 2011). While an analytical expression

for variance may be difficult to obtain, there are statistical methods that can circumvent

this problem. One promising approach is the approximate Bayesian computation method

presented by Rasmussen et al. (2011), in which a stochastic SIR model was fitted to

simulated genealogies and time series data to infer key epidemiological parameters.

The work in this thesis provides a basis for future work to elucidate the molecular

and epidemiological mechanisms that shape viral populations.
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Appendix A

Additional figures for linkage

model

In this appendix, we provide additional information about the model described in Chapter

2. They were included as an additional file in Chan et al. (2013). The figures show the

typical behaviour of transitory mutations (Figure A.1) and the behaviour of the statistics

D1, D2, D3 in populations evolving under different conditions (Figures A.2–A.20).
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Figure A.1: The effect of linkage of the site frequency spectrum. The synonymous site frequency
spectrum (top row), non-synonymous site-frequency spectrum (middle row), and the ratio of non-
synonymous to synonymous frequency spectrum (bottom) is shown for β = 0.25 with mutation
rates u = 10−6 and 10−5. All curves are averaged over 500 replicates, under conditions of only
negative selection (grey), and different conditions of positive selection (coloured lines). Black
dashed lines show the expected behaviour of the neutral site frequency spectrum under indepen-
dently segregating sites (θ/i) and under black dotted lines indicate the leading order behaviour
expected under constant adaptation (θ/i2). In the bottom two rows, solid lines show the aver-
age non-synonymous to synonymous ratio for only negatively selected sites, whereas dashed lines
show the ratio across both positively and negatively selected sites.
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Figure A.2: The effect of sample size on D1, D2, D3. Boxplots summarise D1, D2 and D3 values
for different sample sizes from independent simulations at t = 6N and u = 10−6. For each
parameter combination (indicated by the colour), we show results for sample sizes of 25, 50, 75
and 100 (y-axis)
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Figure A.3: Sequence statistics of a population evolving with interfering recurrent sweeps back-
ground selection: u = 10−5, τ = 1000, sb = 10−2, β = 0.25, s̄ = 4.4 × 10−1 and N = 10000.
Bootstraps for D1, D2 and D3 were constructed using the percentile method with 1000 replicates
(grey shaded area).
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Figure A.4: Sequence statistics of a population evolving with interfering recurrent sweeps and
background selection and hitch-hiking: u = 10−5, τ = 1000, sb = 10−2, β = 2, s̄ = 7× 10−4 and
N = 10000.

105



0
10

20
30

40

Generation

B
en

ef
ic

ia
l m

ut
at

io
ns

Fixed benefical mutations
Weighted number of segregating beneficial mutations

0
2

4
6

8
10

12

Generation

S
eg

re
ga

tin
g 

si
te

s

Total segregating sites
Medium−low frequency mutations
Low frequency mutations

Generation

D
1

−
1

0
1

2
−

20
0

−
10

0
0

50

Generation

D
2

10000 20000 30000 40000 50000 60000

Generation

D
3

−
50

0
50

15
0

Generation

Figure A.5: Sequence statistics of a population evolving with interfering recurrent sweeps: u =
10−6, τ = 1000, sb = 10−2, β = 0.25, s̄ = 4.4× 10−1 and N = 10000.
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Figure A.6: Sequence statistics of a population evolving with interfering recurrent sweeps: u =
10−6, τ = 1000, sb = 10−2, β = 2, s̄ = 7× 10−4 and N = 10000.
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Figure A.7: Sequence statistics of a population evolving with slow recurrent sweeps and back-
ground selection, u = 10−5, τ = 10000, sb = 10−2, N = 10000, β = 0.25, s̄ = 4.4× 10−1.
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Figure A.8: Sequence statistics of a population evolving with slow recurrent sweeps, background
selection and hitch-hiking, u = 10−5, τ = 10000, sb = 10−2, N = 10000, β = 2, s̄ = 7× 10−4
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Figure A.9: Sequence statistics of a population evolving with slow recurrent sweeps, u = 10−6,
τ = 10000, sb = 10−2, N = 10000, β = 0.25, s̄ = 4.4× 10−1
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Figure A.10: Sequence statistics of a population evolving with slow recurrent sweeps, u = 10−6,
τ = 10000, sb = 10−2, N = 10000, β = 2, s̄ = 7× 10−4
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Figure A.11: Sequence statistics of a population evolving with no positive selection and back-
ground selection: N = 10000, β = 0.25, s̄ = 4.4× 10−1, u = 10−5.
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Figure A.12: Sequence statistics of a population evolving with no positive selection and high
levels of background selection: N = 10000, β = 2, s̄ = 7× 10−4, u = 10−5.
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Figure A.13: Sequence statistics of a population evolving with no positive selection, N = 10000,
β = 0.25, s̄ = 4.4× 10−1, u = 10−6.
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Figure A.14: Sequence statistics of a population evolving with no positive selection, u = 10−6,
N = 10000, β = 2, s̄ = 7× 10−4, u = 10−6.
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Figure A.15: Sequence statistics of a population evolving with no positive selection, N = 2500,
β = 0.25, s̄ = 4.4× 10−1, u = 10−6.
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Figure A.16: Sequence statistics of a population evolving with no positive selection, N = 2500,
β = 2, s̄ = 7× 10−4, u = 10−6.
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Figure A.17: Sequence statistics of a population evolving with no positive selection, N = 5000,
β = 0.25, s̄ = 4.4× 10−1, u = 10−6.
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Figure A.18: Sequence statistics of a population evolving with no positive selection, N = 5000,
β = 2, s̄ = 7× 10−4, u = 10−6.
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Figure A.19: Sequence statistics of a population evolving with no positive selection, N = 20000,
β = 0.25, s̄ = 4.4× 10−1, u = 10−6.
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Figure A.20: Sequence statistics of a population evolving with no positive selection, N = 20000,
β = 2, s̄ = 7× 10−4, u = 10−6.
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Appendix B

Additional figures for the analysis

of antigenic reversions

In this appendix, we provide additional information about the influenza A (H3N2) and

RSV-A data sets used to examine antigenic reversions (Chapter 3). In Figure B.1 we

show the number of sequences sampled in each year. To provide a sense of the typical

dynamics of polymorphic sites, we show the frequency trajectory of the first observed

amino acid at sites which are expected to be non-antigenic for H3N2 (Figure B.2) and

RSV-A (Figure B.3).
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Figure B.1: The number of sequences sampled in each year for human influenza A (H3N2) and
human RSV-A.
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Figure B.2: Frequency trajectory of an additional 80 sites in the HA2 region of the H3N2, which
does not contain antigenic regions. Each line indicates a single site, with the position given in
the legend. Sites have been arbitrarily separated into different panels for visibility.

123

v 

v 

v 
\ 



1980 1985 1990 1995 2000

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Year

π̂ 0

214
222
258
262
265
286
287
293
297

1980 1985 1990 1995 2000

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Year

π̂ 0

238
241
251
256
271
279
295

1980 1985 1990 1995 2000

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Year

π̂ 0

221
224
250
254
269
289
296
298

1980 1985 1990 1995 2000

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Year

π̂ 0
211
212
213
215
216
217
218
219
220
223
227

1980 1985 1990 1995 2000

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Year

π̂ 0

228
229
230
231
232
234
235
236
239
240
242

1980 1985 1990 1995 2000

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Year

π̂ 0

243
245
246
247
248
249
252
253
255
257
259

1980 1985 1990 1995 2000

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Year

π̂ 0

260
261
263
264
266
267
268
272
273
275

1980 1985 1990 1995 2000

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Year

π̂ 0

276
277
278
284
285
288
291
292
294
299

Figure B.3: Frequency trajectory of the other “non-antigenic” sites in the hypervariable region of
the surface G protein in RSV-A. We note that the sequences contain only the hypervariable region
(89 codon sites in total), and some of the sites which we did not include in the analysis may, in
fact, be antigenic. In the first three panels, we group sites which show similar frequency patterns,
possibly due to linkage; the remaining sites are ordered by position and arbitrarily separated into
different panels for visibility.
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Appendix C

Avian influenza sequences

In this appendix, we show the composition of the avian influenza sequences used in

Chapter 4. All sequences were extracted from the Influenza Virus Resource (Bao et al.,

2008). We also show changes in frequency at amino acid sites over time (Figures C.1–C.6)

at internal proteins PB2, PB1, PA, NP, M1 and NS1.
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