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Abstract
This paper presents an RTL generation scheme for a SimpleScalar

/ PISA Instruction set architecture with system calls to implement C
programs. The scheme utilizes ASIPmeister, a processor generation
tool. The RTL generated is available for download. The second part
of the paper shows a method of reducing the PISA instruction set
and generating a processor for a given application. This reduction
and generation can be performed within an hour, making this one of
the fastest methods of generating an application specific processor.
For five benchmark applications, we show that on average, processor
size can be reduced by 30% , energy consumed reduced by 24%, and
performance improved by 24%.

1. Introduction
Humans are increasingly reliant on Embedded Systems. Embed-

ded systems are seen today in application specific equipment such as
telephones, PDAs, cars, cameras etc. Embedded systems differ from
general purpose computing machinery since a single application or a
class of applications are repeatedly executed. Thus, processing units
can be customized without compromising functionality.

The heart of an embedded system is usually implemented using ei-
ther general purpose processors, ASICs or a combination of both.
General Purpose Processors (GPPs) are programmable, but consume
more power than ASICs. Reduced time to market, and minimized
risk are factors which favor the use of GPPs in embedded systems.
ASICs, on the other hand, cost a great deal to design and are non-
programmable, making upgradability an impossible dream. How-
ever, ASICs have reduced power consumption and are smaller than
GPPs.

Recently a new entrant called the Application Specific Instruction
Set Processor (ASIP) has taken center stage as an alternative con-
tender for implementing functionality in embedded systems. These
are processors with specialized instructions, selected co-processors,
and parameterized caches applicable only to a particular program or
class of programs. An ASIP will execute an application for which it
was designed with great efficiency, though they are capable of exe-
cuting any other program (usually with greatly reduced efficiency).
ASIPs are programable, quick to design and consume less power
than GPPs (though more than ASICs). ASIPs in particular are suited
for utilization in embedded systems where customization allows in-
creased performance, yet reduces power consumption by not having
unnecessary functional units. Programmability allows the ability to
upgrade, and reduces software design time. Tools such as ASIP-
meister [1], Tensilica [2], ARCtangent [3], Jazz [4], Nios [5] and
SP5-flex [6] allow rapid creation of ASIPs.

The advent of tools to create Application Specific Instruction Set
Processors has greatly enhanced the ability to reduce design turn–
around time. Despite several efforts to the contrary [7, 8, 9, 10, 11],
∗National ICT Australia is funded through the Australian Govern-
ment’s Backing Australia’s Ability initiative, in part through the Aus-
tralian Research Council.

customization still remains an art rather than a well understood sci-
ence. In addition, customization of an ASIP can take a significant
amount of time.

In this paper, we look at a simple method of customization to speed
up design turn–around time of the processor. We start with a well
configured processor with a rich set of instructions. After compi-
lation of the application and its associated libraries, we remove un-
wanted instructions and re-synthesize the processor. The resulting
processor is now capable of running the same application, in a smaller
processor with reduced power consumption, and higher speed (due
to reduced clock width). The initial processor we created was based
upon the SimpleScalar / PISA [12] instruction set. The selection of
this particular instruction set enabled an opulent set of tools to be
available.

Structure of the paper is as follows. Section 2 gives a summary of
existing works on application specific processors; Section 3 provides
our methodology for processor generation; Section 4 describes the
SimpleScalar processor we have designed; Section 5 defines the min-
imization process we apply to the instruction set; Section 6 describes
the experimental procedure and present the results; and Section 7
will conclude the paper.

2. Related Work
Early research for ASIPs focused on instruction set customizations

to satisfy the constraints on embedded system designs. [13] de-
scribes instruction set synthesis for an application in a parameterized,
pipelined microarchitecture. Complex instructions which cannot be
accommodated within the clock constraint have to be designed as a
multi–cycle instruction. [14] proposed a methodology to generate
the later as well as single–cycle instructions for DSP applications.

With the demand for shorter design turnaround times, many com-
mercial and research organizations have provided base processor cores,
so that less modifications have to be made on the design to achieve
the particular performance requirements. This has led to the emer-
gence of reconfigurable and extensible processors. Xtensa [2], Jazz
[4], PEAS-III [1], ARCtangent [3], Nios [5] and SP5-flex [6] are ex-
amples of processor template based approaches which build ASIPs
around base processors.

Xtensa [2] is a configurable and scalable RISC core. It provides
both 24–bit and 16–bit instructions to freely mix at a fine granularity.
The base processor supports 80 base instructions of the Xtensa ISA
with a 5–stage pipeline. New functional units and extensible instruc-
tions can be added using the Tensilica Instruction Extension(TIE)
Language. Synthesizable code can be obtained together with the soft-
ware chain tools for various architectures implemented with Xtensa.

The Jazz Processor [4] permits the modelling and simulation of a
system consisting of multiple processors, memories and peripher-
als. Data width, number of registers, depth of hardware task queue,
and addition of custom functionality can be added. It has a base ISA
which supports addition of extensible instructions to further optimize
the core for specific applications. The Jazz DSP Processor has a 2–
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stage instruction pipeline, single cycle execution units and supports
interrupts with different priority levels. Users are able to select be-
tween 16–bit or 32–bit data paths. It also has a broad selection of
optional 16–bit or 32–bit DSP execution units which are fully tested
and ready to be included in the design. However, Jazz is suitable only
for VLIW and DSP architectures. The Jazz DSP System can be con-
figured to handle memories, and on-chip or off-chip bus interfaces
clocked at either the same speed or double the speed of the processor
[15].

PEAS-III [1, 16] is able to capture a target processors’ specification
using a GUI. Estimation of area, delay and power consumption of the
target processor can be obtained in the architectural design phase. A
Micro-operation level simulation model and RT level description for
logic synthesis can be generated along with software chain tools. It
provides support for several architecture types and a library of con-
figurable components. The core produced follows the Harvard style
memory architecture. Several JPEG encoder designs were achieved
and evaluated within a short span in [17] by using the PEAS-III ap-
proach.

In [18], an existing processor instruction set and architecture can be
customized without designing and creating a new processor. This is
related to the platform based approach for architectural exploration.
There is a need to broaden the architectural space being explored.
The issues which need to be addressed for ASIP design exploration
are discussed in [19].

One branch of design space exploration for ASIPs is for rapid ar-
chitectural exploration with added extensible instructions. This has
been explored in [7] through the use of the Xtensa processor from
Tensilica [2].

Atomic operations within an extensible instruction operation can
be duplicated [8] via various cut enumeration and mapping, thus
potentially achieving a higher speedup. Extensible instructions are
generated via a compilation method. This work was performed by
extending the Altera Nios [5] processor which managed to show en-
couraging speedups of 2.75X on average.

Searching for the best extensible instruction is vital to shorten the
design time of modern ASIPs. In [9], a matching algorithm is em-
ployed to match the traced program with a set of predefined exten-
sible instructions which have been highly optimized while meeting
performance and power constraints. [10] took another step ahead
by generating the extensible instruction directly from the application
code. An estimation method is used to meet the area and latency
constraints to avoid synthesizing which will slow down the explo-
ration process. Both of these works were presented on the Xtensa [2]
platform by extending the available instruction sets.

While estimation provides fast exploration of the design space, it is
vital that area, power and clock frequency be obtained to justify the
decision to select a certain architectural configuration. Recently, [11]
used a synthesis-driven design exploration flow for rapid investiga-
tion of the different configuration processor architectures. The EX-
PRESSION ADL [20] was used to generate the design tool chains
(i.e. compiler, assembler and simulator). A functional abstraction
approach is used to facilitate the generation of HDL code via a HDL
generator. Thus, chip area, clock frequency and power consumption
can be determined from the result of the synthesis of the HDL code.
Consistencies among the software tool chain and HDL code can be
maintained for a wide range of pipelined architectures because the
framework tools, hardware model, compiler and simulator are gener-
ated from the same ADL specification. The framework is able to add
support for additional pipeline paths, interlocking, stalling, flushing
and multi-cycle operations [21]. Modification of the pipeline features
and ISA can be made by just making changes to the ADL specifica-
tion. Architectural features such as VLIW and Superscalar have been
implemented on the DLX [22] architecture in this work. However,
the occurrence of data dependencies from previous instructions have
not been addressed other than stalling of the pipeline [23].
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Figure 1: Methodology to construct the SS processor

A large portion of previous research on ASIPs has been focussed
on completely custom instruction sets through extending the work on
base processors. We have developed a framework that provides total
control of the implementation and configuration of the base proces-
sor, providing opportunities for further design exploration not only
by extending instructions, but also by reducing the instruction set to
improve performance of the system.

Our research exploits the flexibility of ASIPmeister [1, 16] to in-
clude and exclude any subset of the instruction set. Instead of aug-
menting to the base processor, we can remove redundant instructions
from the processor to improve performance in terms of area over-
head, power dissipation and latency. Instruction sets can be chosen
to closely fit the application being run. Our processor implements the
Portable Instruction Set Architecture (PISA) which is closely linked
to the SimpleScalar [12] architecture. This ISA is chosen to take ad-
vantage of the tool set already available as part of the SimpleScalar
framework. Our work can be further improved to include extended
instructions as well, providing extra functionality via addition to the
existing instruction set.

The contributions of our work are:

1. a methodology for rapid design of a configurable microprocessor
core

2. a full SimpleScalar architecture (integer) processor core which is
synthesizable into SOC or onto an FPGA for prototyping

3. a novel approach to generate a processor with various subsets of
instructions in contrast with other approaches of just extending
the base core processor

3. Methodology
The methodology to construct a processor is shown in Figure 1.

The system generation step consists of hardware and software li-
brary generation. Rapid generation of the processor is achieved using
ASIPmeister as it allows targeting to any processor description and
instructions can be added and removed at will.

3.1 Hardware Generation
ASIPmeister produces an HDL model for the given instruction set

description. We have added register forwarding to the ASIPmeister
HDL model to eliminate the need for multiple stalls during execution
due to data hazards.

The first step in generation of the hardware is to create a description
of the processor to be generated which is suitable for ASIPmeister.
The pipeline stages and hardware resources (e.g. register file, divider
etc.) must be defined. Instructions to be included in the processor
should also be defined at this time. Several pipeline registers need to
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be added here to allow register forwarding to occur. These include
result, destination and source select registers.

Once the processor has been described and hardware resources are
defined, the description is entered into ASIPmeister. In this design
step, the micro operations performed by each stage of the pipeline
are entered to describe the processor. Some register forwarding in-
formation needs to be provided by the designer here. Destination
registers must be updated to indicate which registers are being up-
dated by each stage of the pipeline. Results for each stage must be
collated in registers for ease of forwarding these results to the execut-
ing instruction. Signals are also used to indicate which source inputs
require forwarding to take place. This is required so operands such
as immediate data do not cause register forwarding or data stalls to
occur.

After the processor has been input into ASIPmeister and generated,
some alterations must be made to complete register forwarding. A
parameterized program that generates patch files for ASIPmeister
output has been created to perform these alterations. Several key
datapath and control issues for register forwarding are fixed by these
patches and a forwarding unit is generated that resides in the register
decode stage.

The forwarding unit has access to the current instruction and the
source and destination registers which were added to the processor
description. Using this data, the forwarding unit determines which
stage will provide each of the source operands for the execute stage.
Some data hazards cannot be overcome by register forwarding such
as an instruction using the result of a preceding memory instruction.
Stalls are automatically inserted into the pipeline by the forwarding
unit when it detects this dependency. The forwarding unit can also
detect conflict in the resources being used. As the pipeline has two
memory stages, but the data memory has only one access port, a
resource hazard may result. The forwarding unit detects these struc-
tural hazards and stalls the pipeline so that they will not occur.

Once these alterations have been made, the HDL description of the
CPU of the processor is complete. Additional hardware can now
be added to the design such as cache and memory mapped I/O to
complete the hardware specification of the processor.

3.2 Software Generation
The software generation stage of the design involves the generation

of instruction and data memories to be interfaced with the processor
and the addition of software subroutines needed to interface to hard-
ware and possibly service interrupts. This may also mean creation of
a file system and structure for systems where an operating system is
not present. Other additions here may be the creation of a boot loader
to initialize the memories and stack used in the system.

This process ultimately generates the memory models used by the
design including all the initial memory maps. It must therefore be
performed for each application to be executed on the system. The
process for creating the memory maps will be the same for each pro-
cessor and can easily be automated.

4. SimpleScalar Implementation
To demonstrate the system we have made a hardware implementa-

tion of the PISA instruction set executing on the SimpleScalar pro-
cessor. All the integer instructions and registers in the processor have
been defined and implemented using the method described above.
Specific implementation issues for creating the SimpleScalar proces-
sor are described in this section. We have made this implementation
available to download from http://www.cse.unsw.edu.au/˜esl/rapid.

4.1 SimpleScalar Processor
The SimpleScalar processor has 64-bit wide instructions and con-

tains a 32x32-bit register file. Additional registers are used for spe-
cific instructions, such as HI/LO registers used by multiply and di-
vide type instructions.

The SimpleScalar simulator[24] allows simulation of single cycle
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processor and multiple issue out-of-order execution versions of the
processor. However, to demonstrate the methodology, a middle ground
has been set for the processor by implementing a six-stage pipelined
version of the processor. The stages are as follows:

• IF - Instruction Fetch

• ID - Instruction Decode and Read Register File

• EXE - Execute Instruction in ALU

• MEM1 - Perform First Memory Access (for load/store instruc-
tions)

• MEM2 - Perform Second Memory Access (for double word load/store
instructions)

• WB - Write Register File

One interesting instruction in SimpleScalar is the syscall instruc-
tion. This instruction can be used to perform a wide variety of func-
tions such as file I/O, heap manipulation etc. The SimpleScalar sim-
ulator simply uses the syscalls provided by the operating system the
simulator is running on to implement these calls. However, this is
not an option for a hardware implementation.

The hardware processor therefore treats this instruction like a soft-
ware interrupt and jumps to a known area of instruction memory
where the syscalls are implemented in assembly. One additional reg-
ister is added to the design to hold the return location of the syscall.
An additional instruction has been added to the instruction set to re-
turn from syscalls after completion. This is the only new instruction
we are required to add to the processor.

4.2 SimpleScalar Software Implementation
SimpleScalar needs several software additions to correctly initial-

ize the processor to execute compiled code. A set of tools has been
created to automate creation of the initial memory contents required
by each application compiled for the system. The input to these tools
are the application binary, command line arguments and information
about the files the application will use.

The memory structure for the instruction and data memories created
are shown in Figure 2. Known memory locations are included on
the diagram at boundary areas of the memory map. The addresses
of unknown length boundaries are not shown in the figure as the size
will depend on the application executed by the processor and its input
data. Each of the areas shown in the figure are further described
below.
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4.2.1 Boot Loader
The boot loader is located at the start of memory and is where ex-

ecution starts. This code initializes the stack pointer to point to the
top of the stack and then jumps to the application code. Once the ap-
plication completes, it returns to this area to indicate that execution
is finished.

4.2.2 Syscall Subroutines
As mentioned earlier, SimpleScalar relies on the syscall instruction

to perform file I/O and other important system operations. A set
of assembly instruction subroutines has been created to provide the
syscalls to the processor. The syscalls that have been implemented
for our processor are exit, open, close, read, write, lseek, fstat, ioctl,
dup2, brk and gettimeofday which provide enough functionality for
most programs. These syscalls use the information that has been
pre-loaded into data memory to perform their required actions for
the application.

4.2.3 Application Code
The SimpleScalar binary’s entry point is located at 0x400140 in the

instruction memory. This is where the machine code of the applica-
tion resides.

4.2.4 Application Data
The start of data memory is used for the application’s data and the

heap. Global data and constant strings are initialized at this location
as specified by the application binary. This area of memory will grow
down into the unused space below as the heap grows.

4.2.5 Stack
The stack for the system is located in memory so that it can grow

up into the unused space as the stack fills. The bottom of the stack is
placed as close to the end of the memory as possible after adding the
other required data memory segments.

The stack for the SimpleScalar processor is initialized with the
command line arguments of the executing application was called
with (known as argc and argv in C). This is done to emulate the equiv-
alent stack initialization that the SimpleScalar simulator performs on
startup.

To generate initialization data for this section, the command line for
the application is needed by the data memory generator. The initial
size and contents of the stack and location of the initial stack pointer
can be calculated using this information.

4.2.6 Application Input/Output
An area of memory is reserved here for file accesses performed

by the application. The data for input files used by the system is
stored for later reading by the application. Space is also allocated for

writing to output files. Included in this area is space for the stdin,
stdout and stderr streams for applications which use these for their
I/O purposes.

To generate the layout for this section, the data memory generator
needs to know the amount of size to allocate to each file and needs
access to the input files to copy their data into the data memory. The
size of this section is determined by the number and size of the files
required by the application. The size is minimized as much as possi-
ble to leave more room for the stack.

4.2.7 Syscall Data
The syscall data and file structure sections of memory store the in-

formation about the system and files that the syscalls need to operate
properly. Information for the gettimeofday syscall is retrieved from
here and the mapping from file descriptors to pointers into the file
table in the file structure is contatined here.

4.2.8 File Structure
The file structure section contains a table showing the allocation of

files into the Application I/O space. Each file in the structure con-
sists of a filename and three pointers into the I/O area. The pointers
indicate the start of the file, the end of the file and the current seek
pointer in the file. These pointers are used and updated by the file I/O
syscalls to open and close files as well as perform sequential reads
and writes.

5. Application Specific Processor Generation
Many applications do not use the full range of instructions avail-

able in general purpose processor instruction sets (e.g. the floating
point instructions or the ’div’ instruction). If a processor is being
designed for one of these applications, then the hardware dedicated
to decoding and executing the instruction can be removed to poten-
tially increase performance and decrease area and power costs of the
processor. By analyzing the application, you can create a minimized
processor just for that application by turning off the instructions you
no longer need.

We have performed this task for our applications running on the
SimpleScalar processor. The methodology of this process is shown
in Figure 3. The application is first compiled to an object file by
the processor compilation tools. The resulting file is then analyzed
to determine which instructions are present. Instructions not present
in the compiled application can then be removed from the processor
description and the processor is created again through the hardware
generation tool. Additionally, the removed instructions are analyzed
to see if any hardware resources are no longer required. If all the
instructions that access a resource (e.g. the divider) are removed, the
resource can obviously be removed from the system without harm.

Another option to allow reduction in size and power of the design
is to replace large hardware resources with software subroutines that
perform the same function. This technique is best used when you
have a large resource that is used very infrequently so the speed loss
incurred will not be too high. To perform this task, the instructions
that access the resource are turned into syscall-like jumps to known
code locations. To demonstrate this, we have written subroutines for
the division instruction to replace the divider in applications where
the ’div’ instructions are only used by infrequent conversion func-
tions such as printf() and scanf().

The process of reducing instructions and replacing large infrequently
used hardware components can reduce the processor size quite sub-
stantially, especially if entire design resources are removed. This
technique is not possible with other ASIP design solutions that use
a base processor instruction set that cannot be pruned. This allows
rapid processor generation targeted at the application the processor
will execute.

6. Experimental Setup
The experimental setup consisted of the system-on-chip architec-

ture as the Device Under Test (DUT) connected to instruction and
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Application Details of the application

adpcmenc adpcm file encoder
adpcmdec adpcm file decoder
pegwitkey pgp key generation
pegwitenc pgp encryption
pegwitdec pgp decryption

Table 1: Mediabench Benchmark Applications used in experi-
ment.

data memory models. The memory models are generated by compil-
ing C programs into SimpleScalar binaries then translating them into
VHDL models. The setup is shown in Figure 4.

Benchmark applications used in our test are taken from Media-
bench [25]. The specific application used for testing are listed in
Table 1. Three processors were rapidly generated for use in the ex-
periment, they are listed in Table 2. Configuration A is a processor
with all SimpleScalar/PISA instructions; configuration B is a proces-
sor with minimized SimpleScalar/PISA instructions based on the ad-
pcm application; and configuration C is a processor with minimized
instruction set based on the pegwit application.

Components within the DUT are synthesizable HDL model of our
SimpleScalar processor generated through the methodology outlined
above.

The SOC architectures described above are used for the purpose
of this paper to evaluating the area, power, and performance of the
DUT. Other customizations, such as existence of a memory hierar-
chy, multiple data paths, changes to pipeline depth, instruction issue
width, etc. can be rapidly generated for evaluating different SOC
architectures.

Synopsys Design Compiler [26] and a 90nm standard cell library
were used to evaluate the DUT area, power, and maximum operating
frequency. To evaluate the execution time of each application, we
estimate the number of cycles needed to run on the processor. A
custom tool was created to calculate the total number of instructions
executed in the application plus any additional stalls that will occur
during the execution. This total execution cycle figure provide an
accurate measurement of the processor performance without the need
to perform lengthy RTL simulations.

6.1 Analysis of Results
Area and power figures are measurements of the on-chip compo-

nents only and do not include the external memory. Results of these
measurements are shown in Table 3. Column 1 in Table 3 shows the

Config. Specification
A SS CPU with full instruction set.
B SS CPU with minimized instruction set for adpcm application.
C SS CPU with minimized instruction set for pegwit application.

Table 2: Different configuration of the SOC architecture.

application executed, column 2 shows the processor configuration of
the DUT, column 3 provides the area measurement, column 4 gives
the percentage area reduction of the minimized instruction set pro-
cessor compared to a full instruction set processor, column 5 gives
the energy measurement, column 6 gives percentage energy reduc-
tion when comparing the different processor configuration.

Column 7 shows the total number of estimated execution cycles
of the application. Column 8 gives the maximum frequency based
on the longest pipeline delay, and column 9 gives the percentage
speedup of the minimized instruction set processor compared to the
full instruction set processor.

The graph in Figure 5(a) shows that the minimized instruction set
processors have an average reduction of 30% of the area compared
to the full instruction set processor. Figure 5(b) shows a minimized
instruction set architecture can achieve a speedup of 25% compared
to the full instruction set processor. In Figure 5(c), the energy re-
duction of the minimized instruction set processor compared to the
full instruction set processor is shown. On average a 24.5% energy
reduction is achieved.
7. Conclusions

This paper presented a novel methodology for rapid processor gen-
eration. Included in this process is a method to tailor the processor
to specific applications by reducing the instruction set to the mini-
mum required to execute the application. We have implemented the
SimpleScalar/PISA processor as a six-stage pipelined processor and
included libraries for syscalls and a file structure in the data memory.
Performance figures have been calculated for this processor and min-
imized versions of the processor for particular applications, which
show a marked improvement with the processor reduction technique.
As the final processor is in HDL it provides a useful tool for testing
other additions to the processor. The SimpleScalar hardware imple-
mentation we created and the software tools for generating mem-
ories for the device have been made available to download from
http://www.cse.unsw.edu.au/˜esl/rapid.
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